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Preface

The International Conference on Systems Science 2013 (ICSS 2013) was the 18th

event of the series of international scientific conferences for researchers and prac-
titioners in the fields of systems science and systems engineering. The conference
took place in Wroclaw, Poland during September 10–12, 2013 and was organized
by Wroclaw University of Technology and co-organized by: Committee of Au-
tomatics and Robotics of Polish Academy of Sciences, Committee of Computer
Science of Polish Academy of Sciences and Polish Section of IEEE.

The first International Conference on Systems Science organized by Wroclaw
University of Technology was held in 1974 and was organized every year till
1980 when Coventry Polytechnic, Coventry, UK started to co-organize parallel
scientific events called International Conference on Systems Engineering (ICSE)
every two years. In 1984 the Wright State University, Dayton, Ohio, USA joined
to co-operate and organize International Conference on Systems Engineering.
In 1990 the ICSE moved from Wright State University, Dayton, Ohio, USA to
Nevada State University, Las Vegas, USA. Now, the International Conference on
Systems Science is organized every three years in Wroclaw, by Wroclaw Univer-
sity of Technology and in the remaining years the International Conference on
Systems Engineering is organized in Las Vegas by Nevada State University or in
Coventry by Coventry University. The aim of the International Conference on
Systems Science (ICSS) and the International Conference on Systems Engineer-
ing (ICSE) series was to provide an international forum for scientific research in
systems science and systems engineering.

This year, we received almost 140 papers from 34 countries. Each paper was
reviewed by at least two members of Program Committee or Board of Review-
ers. Only 76 best papers were selected for oral presentation and publication in
the International Conference on Systems Science 2013 proceedings. The final
acceptance rate was 55%.

The papers included in the proceedings cover the following topics:

– Control Theory
– Databases and Data Mining
– Image and Signal Processing
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– Machine Learning
– Modelling and Simulation
– Operational Research
– Service Science
– Time Series and System Identification

Accepted and presented papers highlight new trends and challenges in systems
science and systems engineering. The presenters show how new research could
lead to new and innovative applications. We do hope you will find these results
useful and inspiring for your future research.

We would like to thank the Program Committee and Board of Reviewers,
essential for reviewing the papers to ensure a high standard.

Jerzy Świ ↪atek
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Pawe�l Stelmach, Pawe�l Świ ↪atek, Patryk Schauer



Contents XV

Towards a Service-Oriented Platform for Exoplanets
Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 691
Pawe�l Stelmach, Rafa�l Paw�laszek, �Lukasz Falas, Krzysztof Juszczyszyn

Decision Making in Security Level Evaluation Process of
Service-Based Applications in Future Internet Architecture . . . . . 701
Grzegorz Ko�laczek, Krzysztof Juszczyszyn, Pawe�l Świ ↪atek,
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Decoupling Zeros of Positive Continuous-Time Linear 
Systems and Electrical Circuit 

Tadeusz Kaczorek 

Białystok University of Technology, Faculty of Electrical Engineering, 
Wiejska 45D, 15-351 Bialystok Poland 
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Abstract. Necessary and sufficient conditions for the reachability and 
observability of the positive continuous-time linear systems are established. 
Definitions of the input-decoupling zeros, output-decoupling zeros and input-
output decoupling zeros are proposed. Some properties of the decoupling zeros 
are discussed. Decoupling zeros of positive electrical circuits are also 
addressed.  

Keywords: decoupling zeros, positive, continuous-time, linear system, positive 
electrical circuits, observability, reachability. 

1 Introduction 

In positive systems inputs, state variables and outputs take only non-negative values. 
Examples of positive systems are industrial processes involving chemical reactors, 
heat exchangers and distillation columns, storage systems, compartmental systems, 
water and atmospheric pollution models. A variety of models having positive linear 
behavior can be found in engineering, management science, economics, social 
sciences, biology and medicine, etc. An overview of state of the art in positive linear 
theory is given in the monographs [2, 3]. 

The notions of controllability and observability and the decomposition of linear 
systems have been introduced by Kalman [15, 16]. Those notions are the basic 
concepts of the modern control theory [1, 2, 4, 14, 17, 21]. They have been also 
extended to positive linear systems [2, 3]. 

The reachability and controllability to zero of standard and positive fractional 
discrete-time linear systems have been investigated in [9] and controllability and 
observability of electrical circuits in [6, 8, 10]. The decomposition of positive 
discrete-time linear systems has been addressed in [5]. The notion of decoupling zeros 
of standard linear systems have been introduced by Rosenbrock [17]. The zeros of 
linear standard discrete-time system have been addressed in [20] and zeros of positive 
continuous-time and discrete-time linear systems has been defined in [18, 19]. The 
decoupling zeros of positive discrete-time linear systems has been introduced in [7] 
and of positive continuous-time systems in [12, 13]. The positivity and reachability of 
fractional electrical circuits have been investigated in [8]. 
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In this paper the notions of decoupling zeros will be extended for positive 
continuous-time linear systems and electrical circuits. 

The paper is organized as follows. In section 2 the basic definitions and theorems 
concerning reachability and observability of positive continuous-time linear systems 
are given. The decomposition of the pair (A,B) and (A,C) of positive linear system is 
addressed in section 3. The main result of the paper is given in section 4 where the 
definitions of the decoupling-zeros are proposed. The positive electrical circuits are 
addressed in section 5 and decoupling zeros of positive electrical circuits in section 6. 
Concluding remarks are given in section 7. 

The following notation will be used: ℜ  - the set of real numbers, mn×ℜ  - the set of 

mn×  real matrices, mn×
+ℜ  - the set of mn×  matrices with nonnegative entries and 

1×
++ ℜ=ℜ nn , nM  - the set of nn×  Metzler matrices (real matrices with nonnegative 

off-diagonal entries), nI - the nn×  identity matrix. 

2 Reachability and Observability of Positive Continuous-Time 
Linear Systems  

2.1 Reachability of Positive Systems 

Consider the linear continuous-time system 

)()()(

)()()(

tDutCxty

tButAxtx

+=
+=

 (2.1)

where ,)( ntx ℜ∈  mtu ℜ∈)( , pty ℜ∈)(  are the state, input and output vectors and 

,nnA ×ℜ∈  mnB ×ℜ∈ , npC ×ℜ∈ , mpD ×ℜ∈ . 

Definition 2.1. [2, 3] The linear system (2.1) is called (internally) positive if 
ntx +ℜ∈)(  and ,)( pty +ℜ∈ 0≥t  for any nxx +ℜ∈= 0)0(  and every ,)( mtu +ℜ∈ 0≥t . 

Theorem 2.1. [2, 3] The system (2.1) is positive if and only if 

mpnpmn
n DCBMA ×

+
×

+
×

+ ℜ∈ℜ∈ℜ∈∈ ,,,     (2.2)

Definition 2.2. The positive system (2.1) (or positive pair (A,B)) is called reachable at 

time tf  if for any given final state n
fx +ℜ∈  there exists an input sequence ,)( mtu +ℜ∈  

],0[ ftt ∈  which steers the state of the system from zero  state ( 0)0( =x ) to state 

,n
fx +ℜ∈  i.e. ff xtx =)( . 
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A column na +ℜ∈  (row nTa +ℜ∈ ) is called monomial if only one its entry is positive 

and the remaining entries are zero. A real matrix nnA ×
+ℜ∈  is called monomial if each 

its row and each its column contains only one positive entry and the remaining entries 
are zero. 

Theorem 2.2. The positive system (2.1) is reachable at time ],0[ ftt ∈  if and only if 

the matrix nMA∈  is diagonal and the matrix nnB ×
+ℜ∈  is monomial. 

Proof is given in [12]. 

2.2 Observability of Positive Systems 

Consider the positive system 

)()( tAxtx =   (2.3a)

)()( tCxty =        (2.3b)

where ,)( ntx +ℜ∈  pty +ℜ∈)(  and ,nMA∈  npC ×
+ℜ∈ . 

Definition 2.3. The positive system (2.3) is called observable if knowing the output 

pty +ℜ∈)(  and its derivatives p
k

k
k

dt

tyd
ty +ℜ∈= )(
)()( , k = 1,2,…,n – 1 it is possible to 

find the initial values nxx +ℜ∈= )0(0  of  ntx +ℜ∈)( . 

Theorem 2.3. The positive system (2.3) is observable if and only if the matrix nMA∈  

is diagonal and the matrix  



















−1nCA

CA

C


       (2.4)

has n linearly independent monomial rows. 
Proof is given in [12]. 

3 Decomposition of the Pairs (A,B) and (A,C) 

3.1 Decomposition of the Pair (A,B) 

Consider the pair (A,B) with A being diagonal 

nnn MaaaA ∈= ],...,,[ diag ,2211          (3.1a)
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and the matrix B with m linearly independent columns mBBB ,...,, 21  

]...[ 21 mBBBB = .     (3.1b)

By Theorem 2.2 the pair (3.1) is unreachable if m < n. 
It will be shown that in this case the pair can be decomposed into the reachable pair 

),( 11 BA  and unreachable pair )0,( 22 =BA . 

Theorem 3.1. For the unreachable pair (3.1) (m < n) there exists a monomial matrix 
nnP ×

+ℜ∈  such that the pair (A,B) can be reduced to the form 









==








== −

0
,

0

0 1

2

11 B
PBB

A

A
PAPA      (3.2)

where 
111

],...,,[ diag ,22111 nnn MaaaA ∈= , 
211

],...,[ diag ,1,12 nnnnn MaaA ∈= ++ , 

mnB ×
+ℜ∈ 1

1 , 21 nnn += , the pair ),( 11 BA  is reachable and the pair )0,( 22 =BA  is 

unreachable. 

Proof. Performing on the matrix B the following elementary row operations: 

- interchange the i-th and j-th rows, denoted by ],[ jiL , 

- multiplication of i-th rows by positive number c, denoted by ][ ciL × , 

we may reduce the matrix B to the form 








0
1B

, where mnB ×
+ℜ∈ 1

1  is monomial with 

positive entries equal to 1. Performing the same elementary row operations on the 
identity matrix In we obtain the desired monomial matrix P. It is well-known [3] that 

nnP ×
+

− ℜ∈1  and for diagonal matrix A we have 







== −

2

11

0

0

A

A
PAPA .                  □ 

Example 3.1. Consider the unreachable pair (3.1) with 
















=

















−
−

−
=

02

00

30

,

100

020

001

BA .    (3.3)

Performing on the matrix B the following elementary row operations ]3,1[L , 

]2/11[ ×L , ]3,2[L , ]3/12[ ×L  we obtain 
















=

00

10

01

B .   (3.4)

Performing the same elementary row operations on the identity matrix I3 we obtain 
the desired monomial matrix 
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=

010

003/1

2/100

P              
(3.5)

and 

.
0

0

200

010

001

002

100

030

100

020

001

010

003/1

2/100

,
0

00

10

01

02

00

30

010

003/1

2/100

2

11

1









=

















−
−

−
=

































−
−

−
















==









==
















=
































=

−

A

A
PAPA

B
BPB

(3.6) 

The positive pair 









=








−

−
=

10

01
,

10

01
11 BA   (3.7)

is reachable and the pair )0,( 2A  is unreachable. 

3.2 Decomposition of the Pair (A,C) 

Let the observability matrix 

npn

n

n

CA

CA

C

O ×
+

−

ℜ∈


















=

1


  (3.8)

of the positive unobservable system has nn <1  linearly independent monomial rows. 

If the conditions 

0=T
jk AQQ  for 1,...,2,1 nk =  and nnj ,...,11 +=          (3.9)

are satisfied then there exists the monomial matrix [5, 6] 

nnTT
n

T
n

T
dj

T
dj

T
j

T
dj

T
j

T QQQQQQQQ
ll

×
++ ℜ∈= ]............[ 11222111

 (3.10a)

where  

111 ,...,,...,,,..., 2

22222

1

11111

−−− ===== l

lll

d
jdj

d
jdjjj

d
jdjjj ACQACQCQACQCQ (3.10b) 

and ljd j ,...,1, =  are some natural numbers. 



6 T. Kaczorek 

 

Theorem 3.2. Let the positive system (2.3) be unobservable and let there exist the 
monomial matrix (3.10). Then the pair (A,C) of the system can be reduced by the use 
of the matrix (3.10) to the form 

12211
11221

1
1

2

11

ˆ),(,ˆ,ˆ

]0ˆ[ˆ,
ˆ0

0ˆ
ˆ

npnnnn CnnnAA

CCQC
A

A
QAQA

×
+

×
+

×
+

−−

ℜ∈−=ℜ∈ℜ∈

==











==

       (3.11)

where the pair )ˆ,ˆ( 11 CA  is observable and the pair )0ˆ,ˆ( 22 =CA  is unobservable. 

Proof is given in [5]. 

Example 3.2. Consider the unobservable pair 

]100[,

100

020

001

=
















−
−

−
= CA .          (3.12)

In this case the observability matrix 
















−=
















=

100

100

100

2
3

CA

CA

C

Q    (3.13)

has only one monomial row CQ =1 , i.e. 11 =n  and the conditions (3.9) are satisfied 

for ]001[2 =Q  and ]010[3 =Q  since 01 =T
jAQQ  for 3,2=j . The matrix 

(3.10) has the form 
















=
















=

010

001

100

3

2

1

Q

Q

Q

Q .   (3.14)

Using (3.11) and (3.14) we obtain 

],0ˆ[]001[

001

100

010

]100[ˆ

,
ˆ0

0ˆ

200

010

001

001

100

010

100

020

001

010

001

100
ˆ

1
1

2

11

CCQC

A

A
QAQA

==















==












=

















−
−

−
=

































−
−

−
















==

−

−

(3.15) 
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where  

].1[ˆ,
20

01ˆ],1[ˆ
121 =








−

−
=−= CAA     (3.16)

The pair )ˆ,ˆ( 11 CA  is observable and the pair )0,ˆ( 2A  is unobservable. 

4 Decoupling Zeros of the Positive Systems 

It is well-known [17] that for standard linear systems the input-decoupling zeros are 

the eigenvalues of the matrix 2A  of the unreachable (uncontrollable) part 

)0,( 22 =BA .  

In a similar way we will define the input-decoupling zeros of the positive 
continuous-time linear systems. 

Definition 4.1. Let 2A  be the matrix of unreachable part of the system (2.1). The 

zeros 
2

,...,, 21 niii sss  of the characteristic polynomial 

01
1

12 ...]det[ 2

2

2

2
asasasAsI n

n
n

n ++++=− −
−      (4.1)

of the matrix 2A  are called the input-decoupling zeros of the positive system (2.1). 

The list of the input-decoupling zeros will be denoted by },...,,{
221 niiii sssZ = . 

Theorem 4.1. The state vector )(tx  of the positive system (2.1) is independent of the 

input-decoupling zeros for any input )(tu  and zero initial conditions.  

Proof. From (2.1) for zero initial conditions 0)0( =x  we have 

)(][)( 1 sBUAsIsX n
−−= ,     (4.2)

where )(sX  and )(sU are Laplace transforms of )(tx  and )(tu , respectively. Taking 

into account (3.2) we obtain 

).(
0

][
)(

00

0

)(][)(][)(

1
1

111

1

2

11

11111

1

2

1 sU
BAsI

PsU
B

AsI

AsI
P

sUBAsIPsBUPPAPsIsX

n

n

n

nn











 −=




















−
−

=

−=−=

−
−

−
−

−−−−−

       (4.3)

From (4.3) it follows that )(sX  is independent of the matrix 2A  and of the input-

decoupling zeros for any input )(tu .                                                                            □ 

Example 4.1. (continuation of Example 3.1) In Example 3.1 it was shown that for the 

unreachable pair (3.1) the matrix 2A  has the form ]2[2 −=A . Therefore, the positive 

system (3.1) with (3.3) has one input-decoupling zero 21 −=is . 
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For standard continuous-time linear systems the output-decoupling zeros are defined 
as the eigenvalues of the matrix of the unobservable part of the system. In a similar 
way we will define the output-decoupling zeros of the positive continuous-time linear 
systems. 

Definition 4.2. Let 2Â  be the matrix of unobservable part of the system (2.3). The 

zeros 
2ˆ21 ,...,, nooo sss  of the characteristic polynomial 

01
1ˆ

1ˆ
ˆ

2ˆ ˆˆ...ˆ]ˆdet[ 2

2

2

2
asasasAsI n

n
n

n ++++=− −
−   (4.4)

of the matrix 2Â  are called the output-decoupling zero of the positive system (2.3). 

The list of the output-decoupling zeros will be denoted by },...,,{
2ˆ21 noooo sssZ = . 

Theorem 4.2. The output vector )(ty  of the positive system (2.3) is independent of 

the output-decoupling zeros for any input )()( tButu =  and zero initial conditions.  

Proof is similar to the proof of Theorem 4.1. 

Example 4.2. (continuation of Example 3.2) In Example 3.2 it was shown that the 

matrix 2Â  of the positive unobservable pair (3.12) has the form  









−

−
=

20

01ˆ
2A   (4.5)

and the positive system has two output-decoupling zero 11 −=os , 22 −=os .  

Following the same way as for standard continuous-time linear systems we define 
the input-output decoupling zeros of the positive systems as follows. 

Definition 4.3. Zeros )()2()1( ,...,, k
ioioio sss  which are simultaneously the input-decoupling 

zeros and the output-decoupling zeros of the positive system are called the input-
output decoupling zeros of the positive system, i.e. 

i
j

io Zs ∈)(  and o
j

io Zs ∈)(  for j = 1,2,…,k; )ˆ,min( 22 nnk ≤ .          (4.6)

The list of input-output decoupling zeros will be denoted by },...,,{ )()2()1( k
ioioioio zzzZ = . 

Example 4.3. Consider the positive system with the matrices A, B, C given by (3.3) 
and (3.12). In Example 4.1 it was shown that the positive system has one input-
decoupling zero 21 −=is  and in Example 4.2 that the system has two output-

decoupling zeros 2,1 21 −=−= oo ss . Therefore, by Definition 4.3 the positive system 

has one input-output decoupling zero 2)1( −=ios . 
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5 Positive Electrical Circuits 

Example 5.1. Consider the electrical circuit shown in Figure 1 with given 
conductances 122211 ,',,', GGGGG , capacitances 21,CC  and source voltages 21,ee .  

 

Fig. 1. Electrical circuit 

Using the Kirchhoff’s laws we can write the equations 




























−


























=








2

1

2

2

1

1

2

1

2

2

1

1

2

1

'
0

0
'

'
0

0
'

u

u

C

G
C

G

v

v

C

G
C

G

u

u

dt

d
        

(5.1)

and 

















−
















−=
















−

−

2

1

2

1

2

1

2

1

2

1

2212

1211

0

0

'0

0'

e

e

G

G

u

u

G

G

v

v

GG

GG
  (5.2a)

where 

.',' 122222121111 GGGGGGGG ++=++=  (5.2b)

Taking into account that the matrix 









−

−

2212

1211

GG

GG
   (5.3)

is nonsingular and 

22
1

2212

1211 ×
+

−

ℜ∈







−

−
−

GG

GG
   (5.4)

from (5.2a) we obtain 





























+
























−

−
−=








−

2

1

2

1

2

1

2

1
1

2212

1211

2

1

0

0

'0

0'

e

e

G

G

u

u

G

G

GG

GG

v

v
   (5.5)

Substitution of (5.5) into (5.1) yields 
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+








=









2

1

2

1

2

1

e

e
B

u

u
A

u

u

dt

d
 (5.6)

where 

2

2

2

1

1

2

1
1

2212

1211

2

2

1

1

'
0

0
'

'0

0'
'

0

0
'

M

C

G
C

G

G

G

GG

GG

C

G
C

G

A ∈



















−















−

−



















−=
−

,     (5.7a)

.
0

0
'

0

0
'

22

2

1
1

2212

1211

2

2

1

1

×
+

−

ℜ∈















−

−



















−=
G

G

GG

GG

C

G
C

G

B   (5.7b)

From (5.7) it follows that A is Metzler matrix and the matrix B has nonnegative 
entries. Therefore, the electrical circuit is positive for all values of the conductances 
and capacitances. 

In general case we have the following theorem. 

Theorem 5.1. The electrical circuit shown in Figure 2 is positive for all values of the 
conductances, capacitances and source voltages. 
Proof is given in [8, 10]. 

 

Fig. 2. Electrical circuit 

Note that the standard electrical circuit shown in Figure 5.2 is reachable for all 
nonzero values of the conductances and capacitances since 0det ≠B . 

Theorem 5.2. The electrical circuit shown in Figure 5.2 is reachable if and only if 

.,...1,andfor0, njkjkG jk =≠= .       (5.8)
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Proof. It is easy to see that the matrices nMA∈  and nnB ×
+ℜ∈  are both diagonal 

matrices if and only if  the condition (5.8) is satisfied. In this case by Theorem 2.2 the 
electrical circuit is reachable if and only if the conditions (5.8) are met.                      □ 

Example 5.2. Consider the electrical circuit shown in Figure 3 with given resistances 

321 ,, RRR , inductances 321 ,, LLL  and source voltages 31,ee .  

 

Fig. 3. Electrical circuit 

Using the Kirchhoff’s laws we can write the equations 

333
3

3

22
2

2

111
1

1

eiR
dt

di
L

iR
dt

di
L

eiR
dt

di
L

+−=

−=

+−=

           (5.9)

which can be written in the form 









+















=

















2

1

3

2

1

3

2

1

e

e
B

i

i

i

A

i

i

i

dt

d
 (5.10a)

where 

.
1

0

00

0
1

,

00

00

00

3

1

3

3

2

2

1

1





















=

























−

−

−

=

L

L
B

L

R
L

R
L

R

A       
(5.10b)
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By Theorem 2.2 the positive electrical circuit (or the pair (5.10b)) is unreachable 
since n = 3 < m = 2. 

The unreachable pair (5.10b) can be decomposed into reachable pair ),( 11 BA  and 

unreachable pair )0,( 22 =BA  

In this case the monomial matrix P has the form 
















=

010

100

001

P            (5.11)

and we obtain 

.
0

0

00

00

00

010

100

001

00

00

00

010

100

001

,
1

0

0
1

,
0

00

1
0

0
1

1
0

00

0
1

010

100

001

2

1

2

2

3

3

1

1

3

3

2

2

1

1

1

3

1
1

1

3

1

3

1









=

























−

−

−

=








































−

−

−
















==



















=







=























=




































==

−

A

A

L

R
L

R
L

R

L

R
L

R
L

R

PAPA

L

L
B

B

L

L

L

L
PBB

   

(5.12) 
and 









−=



















−

−
=

2

2
2

3

3

1

1

1 ,
0

0

L

R
A

L

R
L

R

A .             (5.13)

The reachable pair ),( 11 BA  is reachable and the pair )0,( 22 =BA  is unreachable. 

In general case we have the following theorem [10]. 

Theorem 5.3. The linear electrical circuit composed of resistors, coils and voltage 
source is positive for any values of the resistances, inductances  and source voltages if 
the number of coils is less or equal to the number of its linearly independent meshes 
and the direction of the mesh currents are consistent with the directions of the mesh 
source voltages. 

These considerations can be extended to fractional positive electrical circuits [8].  
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6 Decoupling Zeros of the Positive Electrical Circuits 

In a similar way as for linear systems we will define the input-decoupling zeros of the 
positive electrical circuits. 

Definition 6.1. Let 2A  be the matrix of unreachable part of the positive electrical 

circuit (2.1). The zeros 
2

,...,, 21 niii sss  of the characteristic polynomial 

01
1

12 ...]det[ 2

2

2

2
asasasAsI n

n
n

n ++++=− −
−   (6.1)

of the matrix 2A  are called the input-decoupling zeros of the positive electrical circuit 

(2.1). 
The list of the input-decoupling zeros will be denoted by },...,,{

221 iniii sssZ = . 

Theorem 6.1. The state vector )(tx  of the positive electrical circuit is independent of 

the input-decoupling zeros for any input )(tu  and zero initial conditions.  

Proof is similar to the proof of Theorem 4.1. 

Example 6.1. (continuation of Example 5.2) In Example 5.2 it was shown that for the 

unreachable pair )0,( 22 =BA  the matrix 2A  has the form 







−=

2

2
2

L

R
A . Therefore, 

by Definition 6.1 the electrical circuit shown in Figure 5.3 has one input-decoupling 

zero 
2

2
1 L

R
si −= . Note that the input-decoupling zero corresponds to the mesh without 

the source voltage (e2 = 0). 

Definition 6.2. Let 2Â  be the matrix of unobservable part of the positive electrical 

circuit (2.3). The zeros 
2ˆ21 ,...,, nooo sss  of the characteristic polynomial 

01
1ˆ

1ˆ
ˆ

2ˆ ˆˆ...ˆ]ˆdet[ 2

2

2

2
asasasAsI n

n
n

n ++++=− −
−   (6.2)

of the matrix 2Â  are called the output-decoupling zeros of the positive electrical 

circuit (2.3). 
The list of the output-decoupling zeros will be denoted by },...,,{

2ˆ21 noooo sssZ = . 

Theorem 6.2. The output vector )(ty  of the positive electrical circuit is independent 

of the output-decoupling zeros for any input )()( tButu =  and zero initial conditions.  

Proof is similar to the proof of Theorem 4.1. 
It is easy to show for the positive electrical circuit with ]00[ 3RC =  from Fig. 

5.3 that the matrix 2Â  of the unobservable pair has the form  
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.
0

0
ˆ

2

2

1

1

2



















−

−
=

L

R
L

R

A        (6.3)

Therefore, by Definition 6.2 the positive electrical circuit shown in Fig. 5.2 has two 

output-decoupling zero 
1

1
1 L

R
so −= , 

2

2
2 L

R
so −= .  

Definition 6.3. Zeros )()2()1( ,...,, k
ioioio sss  which are simultaneously the input-decoupling 

zeros and the output-decoupling zeros of the positive electrical circuit are called the 
input-output decoupling zeros of the positive electrical circuit, i.e. 

i
j

io Zs ∈)(  and o
j

io Zs ∈)(  for j = 1,2,…,k; )ˆ,min( 22 nnk ≤ . (6.4)

The list of input-output decoupling zeros will be denoted by },...,,{ )()2()1( k
ioioioio zzzZ = . 

Example 6.2. Consider the positive electrical circuit shown in Fig. 5.3 with the 
matrices A, B, C given by (5.10b) and ]00[ 3RC = . In Example 6.1 it was shown 

that the positive electrical circuit has one input-decoupling zero 
2

2
1 L

R
si −=  and two 

output-decoupling zeros 
2

2
2

1

1
1 ,

L

R
s

L

R
s oo −=−= . Therefore, by Definition 4.3 the 

positive electrical circuit has one input-output decoupling zero 
2

2)1(

L

R
sio −= . 

These considerations can be extended to fractional electrical circuits [8].  

7 Concluding Remarks 

New necessary and sufficient conditions for the reachability and observability of the 
positive linear electrical circuits have been established. The definitions of the input-
decoupling zeros, output-decoupling zeros and input-output decoupling zeros of the 
positive systems and electrical circuits have been proposed. Some properties of the 
new decoupling zeros have been discussed. The considerations have been illustrated 
by numerical examples of positive electrical circuits (systems) composed of resistors, 
coils and voltage source. An open problem is an extension of these considerations to 
fractional discrete-time and continuous-time positive linear systems and fractional 
electrical circuits [11]. 
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Abstract. The emphasis on information or cyber security has increased 
drastically over the last several years due to the increased number in attacks at 
the personal, company and even state level. Billions of Euros have been lost 
due to these attacks and the amount of funding expended to prevent them is 
even greater.  One particular area of concern is in the protection of nuclear 
system information assets.  These assets pertain to both information technology 
(IT) and instrumentation and control (I&C). Nuclear power plants (NPPs) are 
especially concerned as they transition from analog to digital technology. 
Nuclear information security garnered global attention at the recent 2012 Seoul 
Nuclear Security Summit and the 2013 International Conference on Nuclear 
Security: Enhancing Global Efforts. This paper discusses the information 
security domains at NPPs, the nuclear IT and I&C assets, and what these 
facilities are doing to protect themselves from cyber threats. 

Keywords: Nuclear security, information security, nuclear power plant. 

1 Introduction 

The need for information security is not a new phenomenon.  Encrypted messages 
have been used for thousands of years in areas such as warfare and politics. 
Cryptography, which is the study of techniques for secure communication, can be 
traced back to ancient Egypt and Greece. One of the earliest methods of encryption 
utilized a transposition cipher.  The cipher contains a message in which the positions 
held by units of text are shifted according to a regular system. The cipher text, which 
has encoded or encrypted information, constitutes a permutation of the text and the 
order of units is changed.  Some mathematical function is used on the characters’ 
positions to encrypt, with an inverse function used to decrypt. 

Since ancient times, many things have changed in regard to information security. 
First, both the speed at which information is processed and the throughput has 
increased significantly.  There is also increased reliance on information and the 
information itself can be much more complex.  There is an increased use of 
computerized, networked control systems and a human mediator may not filter 
information.  Finally there are increased risks related to knowledge of information.  

Information security faces new challenges in today’s world due to the emergence 
of hacking, cyberterrorism, and cyberwarfare. One very specific area of information 
security where there is increasing concern is in nuclear systems. Information security 
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is an integral part of nuclear security. Nuclear information security is concerned with 
the protection of information assets from a wide range of threats specific to nuclear 
systems. The objectives of nuclear information security include: protection against 
loss of nuclear sensitive and/or classified information; protection against the theft of 
material (both physical and information); protection against terrorist actions and 
sabotage; protections against a combined cyber and physical attack, ensuring nuclear 
safety, and ensuring business continuity [3]. Consequences of an event related to 
nuclear information can affect the owner of the information or system, organizations 
and individuals responsible for secure and safe operation of the process, the 
government, and possibly the public. 

The importance of nuclear information security was made clear at two recent and 
significant conferences: the Nuclear Security Summit held in Seoul, Korea in 2012 
and the International Conference on Nuclear Security held in Vienna in 2013.  The 
2012 Nuclear Security Summit had participation from more than 53 heads of state and 
international organizations. The International Conference on Nuclear Security held by 
the International Atomic Energy Agency (IAEA) had participations from nearly 600 
governmental representatives and nuclear security technical experts from all over the 
world. Both meetings focused on the importance of preventing theft of information, 
technology or expertise required to acquire and use nuclear materials for malicious 
purposes, or to disrupt information technology based control systems at nuclear 
facilities [1, 2]. The loss of nuclear information at Los Alamos National Laboratory, 
and recent cyber attacks on the Davis-Besse nuclear power plant and Iranian nuclear 
facilities are proof that the threats are real. 

2 Security Concepts 

Before discussing nuclear information security, it is necessary to describe basic 
security attributes and information assets. The three basic attributes of all security-
related systems are confidentiality, integrity, and availability (CIA approach). 
Confidentiality means ensuring that unauthorized people, resources, or processes 
cannot access information.  Integrity involves the protection of information from 
intentional or accidental unauthorized changes.  Availability is assurance that 
information is available whenever needed. Both integrity and availability are critical 
for real-time control applications.  For nuclear facilities, two additional security 
principles can be applied and are important when safety needs to be considered.  
These facilities need to be free from interference and be robust against undesired 
attacks. 

Information assets are all elements of information that either shares a common 
usage, purpose, associated risk and/or form of storage.  These assets are also defined 
as sets of information that are considers of value to an individual, organization, or 
State. Information security is the regime or program in place to ensure the protection 
of these assets. 

2.1 Information Security Objectives 

Information, or more specifically computer, security requires protecting the 
confidentiality, integrity and availability attributes of electronic data or computer 
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systems and processes. By identifying and protecting these attributes in data or 
systems that can have an adverse impact on the safety and security functions in 
facilities (nuclear), the security objectives can be met [4]. Computer security, used in 
this context, is the same as information technology (IT) security or cyber security. 

Security of computer systems, regardless of location, requires specific measures.  
Preventative measures are set up to protect against threats. Measures and processes 
must also be in place to detect threats, both single and continuous.  Processes and 
instructions must also be in place to properly respond or react to threats or attacks. 
Measures must also include an evaluation of risk.  Risk is the potential that a given 
threat will exploit the vulnerabilities of an asset or group of assets.  It is measured in 
terms of a combination of the likelihood of an event and the severity of its 
consequences. 

2.2 Nuclear Security Objectives 

Information security at nuclear facilities is a crucial component of an overall nuclear 
security plan.  This nuclear security plan is developed as part of a State’s nuclear 
security regime. The International Atomic Energy Agency (IAEA) has developed 
nuclear security recommendations on radioactive material and associated facilities. 
The overall objective of a State’s nuclear security regime is to protect persons, 
property, society, and the environment from malicious acts involving nuclear material 
or other radioactive material that could cause unacceptable radiological consequences. 
Ultimately, protection should be from both unauthorized removal (theft) of material 
and acts of sabotage [5].  

Nuclear security relies on the identification and assessment of those assets that 
need to be secured.  Classification of sensitive information assets defines how they 
should be protected. In a nuclear facility, there are three types of computer (digital) 
equipment assets.  Information technology (IT) consists of computers, networks and 
databases.  Industrial control systems (ICS) encompass several types of control 
systems used in industrial production and critical infrastructures.  This includes 
supervisory control and data acquisition (SCADA) systems and other control system 
configurations such as programmable logic controllers (PLC). Instrumentation and 
control (I&C) systems support nuclear production processes in plants. The IAEA has 
determined there are three groups of threats on computer systems at nuclear facilities: 
information gathering attacks aimed at planning and executing further malicious 
attacks; attacks disabling or compromising attributes of one or several computers 
crucial to facility security or safety; and attacks on computers combined with a 
physical intrusion to target locations [4].   

Implementing adequate security and countermeasures at nuclear facilities is very 
different than in other business sectors.  The typical approach for protection of a 
company’s assets depends on risk appetite and tolerances.  Unrestricted use of this 
approach is not acceptable for nuclear systems.  Security risks are partially 
determined by a State.  The State develops a Design Basis Threat (DBT) that outlines 
security requirements and then is given to the facility. The DBT takes into account all  
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credible, postulated, and perceived threats that various assets within a State may be 
vulnerable to a threat or attack.  These threats may be physical (i.e. sabotage, 
explosion, theft) or cyber in nature.  The DBT is developed by the State with input 
from various governmental agencies, regulators, and facilities. 

3 Nuclear Information Security Domain 

Operations at nuclear facilities are very unique and as such, the computer security 
requirements are equally unique. Nuclear operations can include several modes such 
as start-up, operating power, hot shutdown, cold shutdown, and refueling. Testing of 
systems is also done at various time intervals (i.e. daily, weekly, and monthly). The 
need for guidance addressing computer security at nuclear facilities is supported by 
the special conditions characterizing the industry. Nuclear facilities must abide by 
requirements set by their national regulatory bodies, which may directly or indirectly 
regulate computer systems or set guidance. Nuclear facilities may have to protect 
against additional threats, which are not commonly considered in other industries. 
Such threats may also be induced by the sensitive nature of the nuclear industry. 
Computer security requirements in nuclear facilities may differ from requirements in 
other concerns. Typical business operations involve only a limited range of 
requirements. Nuclear facilities need to take a wider base or an entirely different set 
of considerations into account.  

Nuclear information security domains vary depending on the type of facility.  This 
paper will not cover the multitude of nuclear facilities (enrichment facilities, fuel 
fabrication facilities, waste storage facilities, etc) available. Instead, the nuclear 
information security of a nuclear power plant (NPP) will be expounded upon.  
Nuclear power plants are found in over 30 countries and represent one of the most 
credible sources for a cyber attack. The information security domain of a typical NPP 
is shown in Figure 1 [6]. 

Information and control (I&C) assets are all digital elements that are used for 
safety functions or operational control, especially for measurement, actuation, and 
monitoring plant parameters.  Examples of these assets include reactor protection 
systems, emergency core cooling, emergency power supply, reactor power control, 
fire detection, and radiation monitoring. General components of I&C systems include 
micro-controllers, drivers, motors, valves, servers, and gateways. Most information 
security processes are focused on IT environments. However, great changes to digital 
based technologies on I&C systems are occurring in nuclear facilities. Previously 
control systems associated with nuclear power plants existed as isolated “islands”, but 
that has changed. In a NPP control room, the operator workstation will be connected 
by a number of operations, maintenance, data acquisition, and process handling data 
highways.  Control and protection related systems are independent of these data 
highways. Vital plant control systems will utilize redundant communications.  
Protection systems will utilize redundant channels. 
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There are a number of concepts that are utilized to protect nuclear information.  
Access control, authorization, and need-to-know concepts are used extensively in a 
variety of business environments. Nuclear facilities also incorporate a graded 
approach to security as well as defense-in-depth.  The graded approach uses security 
measures that are adequate to the protection level needed. As the criticality of the 
systems increases, so do the level of security/strength of measures.  The defense-in-
depth principle arranges information assets in a way that low sensitive assets are 
easier to access than high sensitive assets (i.e. zone model with subordinate barriers). 
In a NPP, there will be internet and network zone borders. Technical concepts focus 
on the protection of the information assets itself and of the infrastructure the 
information assets use. Technical measures impact organizational issues like IT 
processes.  Examples of technical concepts include network security, authentication 
and crypotography, intrusion detection, and network management.  Finally, 
organizational concepts focus on the processes dealing with the information assets.  
Security must be implemented in the processes that are usually driven by the IT 
department. Subject areas include purchasing, software development, problem 
management, incident management, and help desk. 

Nuclear facilities have a number of special considerations that need to be 
addressed when it comes to information security.  First, facility lifetime phases and 
modes of operation must be evaluated.  Access of information may vary drastically at 
these different times. Also there will be security requirement differences between IT 
and I&C systems.  The potential consequences that come with the demand for 
additional connectivity must be carefully considered.  Software updates, secure 
design, and specifications for computer systems throughput the facility must be 
evaluated.  Finally, third party or vendor access control procedures must be 
developed, evaluated, and updated on a continuous basis. 

5 Conclusions 

As the number of cyber and information attacks increases, facilities must be 
increasingly vigilant of protecting their assets.  This is especially true for nuclear 
facilities where compromised security can lead to degradation of safety systems, 
which in turn can lead to detrimental consequences to the facility, humans, and the 
environment.  It is of utmost importance that information security professionals are 
trained properly and can stay ahead of the threat.  Educational initiatives, much like 
what has been developed by the IAEA, are crucial for developing a workforce that 
can keep nuclear facilities safe and secure from malicious acts.  
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Abstract. This paper addresses the problem of reconfigurable distribu-
ted model predictive control (MPC) of water delivery canals. It is shown
how a distributed MPC algorithm can be equipped with complementary
features so as to reconfigure its structure in order to render it tolerant
to actuator faults. The structure proposed includes a fault detection
algorithm that triggers switching between different controllers designed
to match the fault or no-fault situation. To ensure stability, a dwell-time
switching logic is used. Experimental results are provided.

Keywords: Fault tolerant control, reconfigurable control, distributed
control, predictive control, water delivery canal.

1 Introduction

Water delivery open canals used for irrigation [1] are large structures whose
complexity, together with increasing requirements on reliability and quality of
service provides a strong motivation to consider fault tolerant control methods
[2]. In order to achieve fault tolerant features, the idea consists in exploring the
redundancy in instaled sensors and actuators to reconfigure the control system
such as to allow the plant operation to continue, perhaps with some graceful
degradation, when a sensor or actuator fails.

The concept of fault tolerant control (FTC) has been the subject of intense re-
search in the last twenty years [3–5], in particular in what concerns reconfigurable
fault tolerant control systems [7]. This activity yielded a rich bibliography that,
of course, cannot be covered here and that comprises aspects such as fault de-
tection and isolation and fault tolerant control design. In relation to distributed
control, an important concept is ”integrity”, namely the capacity of the system
to continue in operation when some part of it fails [6]. Other type of approach
models the failures as disturbances that are estimated and compensated by the
controller [8]. In what concerns water delivery canal systems topics found in the
literature include control loop monitoring [13] and reconfiguration to mitigate
fault effects [12]. Reconfiguring the controller in face of a plant fault falls in the
realm of hybrid systems and raises issues related to stability that must be taken
into account [10].

J. Świ
↪
atek et al. (eds.), Advances in Systems Science, 25

Advances in Intelligent Systems and Computing 240,
DOI: 10.1007/978-3-319-01857-7_3, c© Springer International Publishing Switzerland 2014



26 J.M. Lemos, J.M. Igreja, and I. Sampaio

The contribution of this paper consists of the application of MPC based dis-
tributed fault tolerant control to a water delivery canal in the presence of actu-
ator faults. An algorithm based on controller reconfiguration with a dwell time
logic is presented, together with experimental results.

The paper is organized as follows: After the introduction in which the work
is motivated, a short literature review is made and the main contributions are
presented, the canal is described in section 2, including a static nonlinearity
compensation of the gate model. Distributed MPC control is described in section
3, whereas actuator fault tolerant control is dwelt with in section 4. Experimental
results are presented in section 5. Finally, section 6 draws conclusions.

2 The Canal System

2.1 Canal Description

The experimental work reported hereafter was performed at the large scale pilot
canal of Núcleo de Hidráulica e Controlo de Canais (Universidade de Évora, Por-
tugal), described in [11]. The canal has four pools with a length of 35m, separated
by three undershoot gates, with the last pool ended by an overshoot gate. In
this work, only the first three gates are used. The maximum nominal design flow
is 0.09m3s−1. There are water off-takes downstream from each branch made of
orifices in the canal walls, that are used to generate disturbances corresponding
to water usage.

Water level sensors are installed downstream of each pool. The water level
sensors allow to measure values between 0mm and 900mm, a value that corre-
sponds to the canal bank. For pool number i, i = 1, . . . , 4, the downstream level
is denoted yi and the opening of gate i is denoted ui. The nomenclature is such
that pool number i ends with gate number i. Each of the actual gate positions
ur,i, i = 1, 2, 3 is manipulated by a command signal ui.

2.2 Nonlinearity Compensation

Following [2], in order to compensate for a nonlinearity, instead of using as
manipulated variable the gate positions ur,i, the corresponding water flows qi
crossing the gates are used. These are related by

qi = CdsWur,i

√
2g(hupstr,i − hdownstr,i), (1)

where Cds is the discharge coefficient, W is the gate width, g = 9, 8m/s is
the gravity acceleration, hupstr,i is the water level immediately upstream of the
gate and hdownstr,i is the water level immediately downstream of the gate. This
approach corresponds to representing the canal by a Hammerstein model and
to compensating the input nonlinearity using its inverse. The linear controller
computes the flow crossing the gates, that is considered to be a virtual command
variable vi and the corresponding gate position is then computed using (1). The
discharge coefficient is not estimated separately, but instead is considered to be
incorporated in the static gain of the linear plant model.
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2.3 Canal Model

In order to design the controllers, the dynamics of the canal has been approxi-
mated by a finite dimension linear state-space model written as

x(k + 1) = Ax(k) +Bv(k), (2)

y(k) = Cx(k) (3)

where k ∈ N denotes discrete time, x ∈ Rn is the full canal state, y ∈ Rp is the
output made of the downstream pool levels, with p = 3 the number of outputs,
v ∈ Rp is the manipulated variable and A ∈ Rn×n, B ∈ Rn×p and C ∈ Rp×n

are matrices. Assuming operation around a constant equilibrium point, these
matrices are identified by constraining the model to have the following structure

A =

⎡
⎣A11 0 0

0 A22 0
0 0 A33

⎤
⎦ , B =

⎡
⎣B11 B12 0
B21 B22 B23

0 B32 B33

⎤
⎦ , C =

⎡
⎣C1 0 0

0 C2 0
0 0 C3

⎤
⎦ . (4)

These matrices have dimensions that match the state xi associated to each pool
such that x = [x′1x

′
2x

′
3]

′. This structure is imposed to reflect the decomposition of
the canal model in subsystems, each associated to a different pool. Furthermore,
it is assumed that each pool interacts directly only with its neighbors, and only
through the input.

3 Distributed Siorhc

3.1 A Strategy for Distributed Control

Let the canal be decomposed in a number of local linear time invariant subsys-
tems Σi, i = 1, . . . , NΣ . Each of these subsystems have a manipulated input ui
and a measured output yi. In addition, Σi interacts with its neighbors, Σi−1 and
Σi+1. It is assumed that this interaction takes only part through the manipulated
variables and that the cross-coupling of states can be neglected.

As shown in figure 1, a local controller Ci is associated to each subsystem Σi.
At the beginning of each sampling interval, this local controller computes the
value of the manipulated variable using knowledge of yi but also by performing a
negotiation with the adjacent controllers Ci−1 and Ci+1. This negotiation takes
place in a recursive way along the following steps:

1. Let l be the step index and ΔUi(k, l) be the increment of the manipulated
variable of local controller i at sampling time k and after performing l steps.

2. Set the counter l = 1.
3. Assume that each local controller i, i = 1, 2, 3, at time k and after per-

forming l steps knows ΔUi−1(k, l− 1) and ΔUi+1(k, l− 1), i. e., each local
controller knows the previous iteration of the neighbor controllers. Update
the control increment of each local controller by

ΔUi(k, l) = F (ΔUi−1(k, l− 1), ΔUi+1(k, l − 1)) (5)
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Fig. 1. Distributed controller in normal (no fault) operation

where F denotes the optimization procedure used, that varies from algo-
rithm to algorithm.

4. If convergence is reached, stop. Otherwise, set l→ l + 1 and go to step 2.

In the next sub-section, a distributed version of a model predictive controller
with stability constraints, named SIORHC, is obtained using this procedure.

3.2 Distributed Siorhc

Consider the system described by the linear state model (2), augmented with an
integrator. For this system, the predicted outputs at k+ j given observations up
to time k are given by:

ŷ(k + j) =

j−1∑
i=0

C Aj−i−1BΔu(k + i) + ŷ0(k + j) (6)

ŷ0(k + j) = C Aj x̂(k)

where ŷ0 is the output predict value without control moves (the system free
response) and x̂ denote either the state or its estimate obtained with a suitable
observer. For j = 1...N, N +1, ..., N +P (6) the predictors can be written in a
compact way as

ŶN = GNΔU + Ŷ0N (7)

ŶP = GPΔU + Ŷ0P

with

ŶN = [yk+1 · · · yk+N ]
T

(8)

ŶP = [yk+N+1 · · · yk+N+P ]
T
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In order to develop a distributed controller version, let the system be decomposed
in a number of serially connected subsystems Σi, i = 1, . . . , NΣ. For the sake of
clarity consider the case NΣ = 3. Equation (7) is then approximated considering
only interactions between neighboring serially connected systems:

Ŷ1N = Ŷ10N +G11NΔU1 +G12NΔU2

Ŷ1P = Ŷ10P +G11PΔU1 +G12PΔU2

Ŷ2N = Ŷ20N +G21NΔU1 +G22NΔU2 +G23NΔU3

Ŷ2P = Ŷ20P +G21PΔU1 +G22PΔU2 +G23PΔU3

Ŷ3N = Ŷ30N +G32NΔU2 +G33NΔU3

Ŷ3P = Ŷ30P +G32PΔU2 +G33PΔU3

Associate the following local cost functional to Σ1:

J1 =

N∑
i=1

eT1, k+iQ1e1, k+i +

N∑
i=1

eT2, k+iQ2e2, k+i +

N−1∑
i=0

ΔuT1, k+iR1Δu1, k+i (9)

with zero terminal horizon constraint given by:

[y1, k+N+1 · · · y1, k+N+P ]
T
= [r1, k+N+1 · · · r1, k+N+P ]

T
(10)

where e(.),k = r(.),k − y(.),k, is the tracking error in relation to the reference
sequence, r(.),k, and Q(.) ≥ 0 and R(.) > 0 are weighting matrices.

In an equivalent way, the minimization of J1 with respect to ΔU1 may be
written as:

min
ΔU1

J1 = ‖Y1RN − Ŷ1N‖2Q1
+ ‖Y2RN − Ŷ2N‖2Q2

+ ‖ΔU1‖2R1
(11)

s.t. Ŷ1P = Y1RP

The stated QP optimization problem with constraints can now be solved by
finding the vector ΔU1 that minimizes the Lagrangian:

L1 := ‖E1 −G11NΔU1 −G12NΔU2‖2Q1 + (12)

+‖E2 −G21NΔU1 −G22NΔU2 −G23NΔU3‖2Q2 +

+‖ΔU1‖2R1 + ‖ΔU2‖2R2 +

+ [F1 +G11PΔU1 +G12PΔU2]
T
λ1

where Ej = YjRN − Ŷj0N , Fj = YjRP − Ŷj0P and λ1 is a column vector of
Lagrange multipliers. Solving (12) yields

M1ΔU1 =
(
I −GT

11PW1G11PM
−1
1

) (
GT

11NQ1E1 +G
T
21NQ2E2

)
+W1F1 (13)

with

W1 =
(
G11PM

−1
1 GT

11P

)−1
(14)

M1 = GT
11NQ1G11N +GT

21NQ2G11N +R1 (15)
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Using analogous procedures, another two equations are obtained for the con-
trollers associated with Σ2 and Σ3 by minimizing the local functionals:

min
ΔU2

J2 = ‖Y1RN−Ŷ1N‖2Q1
+‖Y2RN−Ŷ2N‖2Q2

+‖Y3RN−Ŷ3N‖2Q3
+‖ΔU2‖2R2

(16)

s.t. Ŷ2P = Y2RP

and
min
ΔU3

J3 = ‖Y2RN − Ŷ2N‖2Q2
+ ‖Y3RN − Ŷ3N‖2Q3

+ ‖ΔU3‖2R3
(17)

s.t.Ŷ3P = Y3RP

yielding
M2ΔU2 =

(
I −GT

22PW2G22PM
−1
2

) (
GT

12NQ1E1+

+GT
22NQ2E2 +G

T
32NQ3E3

)
+GT

22PW2F2 (18)

and
M3ΔU3 =

(
I −GT

33PW3G33PM
−1
3

) (
GT

23NQ2E2+

+GT
33NQ3E3

)
+GT

33PW3F3 (19)

The distributed SIORHC solution for the serially connected sub-systems can
be obtained, using the procedure in subsection 3.1, from the matrix algebraic
equations system:

ΦΔU = Ψ (20)

where the Φ matrix building blocks are:

Φ11 =M1

Φ12 = S1
(
GT

11NQ1G12N +GT
21NQ2G22N

)
+GT

11PW1G12P

Φ13 = S1
(
GT

21NQ2G23N

)
Φ21 = S2

(
GT

12NQ1G11N +GT
22NQ2G21N

)
+GT

22PW2G21P

Φ22 =M2

Φ23 = S2
(
GT

22NQ2G23N +GT
32NQ3G33N

)
+GT

22PW2G23P

Φ31 = S3
(
GT

23NQ2G21N

)
Φ32 = S3

(
GT

23NQ2G22N +GT
33NQ3G32N

)
+GT

33PW3G32P

Φ33 =M3

(21)

with Si = I −GT
iiPWiGiiPM

−1
i , i = 1, 2, 3, the entries of Ψ

Ψ1 = S1
(
GT

11NQ1A1 +G
T
21NQ2A2

)
+GT

11PW1B1

Ψ2 = S2
(
GT

12NQ1A1 +G
T
22NQ2A2 +G

T
32NQ3A3

)
+GT

22PW2B2

Ψ3 = S3
(
GT

23NQ2A2 +G
T
33NQ3A3

)
+GT

33PW3B3

(22)

and
ΔU =

[
ΔU1 ΔU2 ΔU3

]
(23)
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To apply the iterative procedure described in subsection 3.1, write (20) as

ΦdΔU(k, l + 1) + ΦndΔU(k, l) = Ψ (24)

where

Φd =

⎡
⎣Φ11 0 0

0 Φ22 0
0 0 Φ11

⎤
⎦ Φnd =

⎡
⎣ 0 Φ12 Φ13

Φ21 0 Φ23

Φ31 Φ32 0

⎤
⎦ . (25)

The algorithm will converge provided that the spectral radius

λmax := max eig
(
Φ−1
d Φnd

)
(26)

verifies
|λmax| < 1 (27)

4 Fault Tolerant Control

4.1 Controller Reconfiguration

Figure 2 shows a discrete state diagram that explains how controller reconfigura-
tion is performed when an actuator fault occurs in the water channel considered
in this paper. For simplicity, only the occurrence of faults in gate 2 are con-
sidered. State S1 corresponds to the situation in which all gates are working
normally with a controller CN that matches this situation. When a fault occurs,
the system state switches to S2, in which gate 2 is faulty (blocked) but the
controller used is still the one designed for the no fault situation.

S1 S2 S3

Fault detected
and
dwell time passedFault occurs

Fault recovered
and
dwell time passed

Fault recovered

CN, N CN, F CNF, F

Fig. 2. Discrete states in controller reconfiguration

In the presence of a fault, the matrices of the state-space model (3) have the
structure

A =

[
AF

11 0
0 AF

33

]
, B =

[
BF

11 B
F
13

BF
31 B

F
33

]
, C =

[
CF

1 0
0 CF

3

]
. (28)
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Pool 1
Pool 2 Pool 3

Pool 4
G1 G2

G3

G4

M1 M2
M3

Q1 Q2 Q3 Q4  

y3

y1

Qo

C3C1

v1 v3

u1 u3

u(v) u(v)

v1 v3
v2

Fig. 3. Distributed controller structure after a fault is detected

The superscript F enhances the fact that the matrix blocks are estimated as-
suming that a fault has occurred and that they are different from the ones in
(4). Figure 3 shows the controller to apply under a faulty situation. Controller
reconfiguration implies a reconfiguration of the communication network as well.

When the fault is detected, the state switches to S3, in which a controller
CF designed for the faulty situation is connected to the canal. When the fault
is recovered (gate 2 returns to normal operation), the state returns to S1. A
dwell time condition is imposed to avoid instability that might arise due to fast
switching [14]. This means that, once a controller is applied to the plant, it
will remain so for at least a minimum time period (called dwell time). Further-
more, an integrator in series with the plant ensures bumpless transfer between
controllers.

When distributed control is used, the controller designed for normal operation
(shown in figure 1), CN , consists of 3 SISO SIORHC controllers C1, C2 and C3,
each regulating a pool and such that each individual controller negotiates the
control variable with its neighbors. This means that, in states S1 and S2, C1
negotiates with C2, C2 negotiates with C1 and with C3 and C3 negotiates with C2.
The controller for the faulty condition (shown in figure 3) is made just of two
SISO controllers that control pools 1 and 3 and negotiate with each other.

4.2 Fault Detection

For actuator faults, the fault detection algorithm operates as follows. For each
gate i, i = 1, 2, 3, define the error ũi between the command of the gate position
ui and the actual gate position ur,i,

ũi(k) = ui(k)− ur,i(k) (29)
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A performance index Π is computed from this error by

Π(k) = γΠ(k − 1) + (1− γ)|ũ(k)|. (30)

If Π(k) ≥ Πmax, where Πmax is a given threshold, then it is decided that a fault
has occurred.

5 Experimental Results

Figure 4 show experimental results with D-SIORHC. At the time instant marked
by a red vertical line, a fault that forces gate 2 to become stuck occurs. Shortly
after, at the instant marked by the yellow vertical line, this fault is detected,
and the controller is reconfigured as explained. From this moment on, there is
no warranty on the value of the level J2, but J1 and J3 continue to be controlled.
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Fig. 4. D-SIORHC of the water delivery canal. Reconfiguration after a fault in gate 2.

This experiment also includes a test with respect to disturbance rejection.
At time t = 2800 s, a disturbance is created by opening the side take of pool
1, thereby extracting some water. The controllers react by closing the gates in
order to compensate for this loss of incoming flow.

6 Conclusions

A reconfigurable MPC controller with stability terminal constraints for a water
delivery canal has been developed and demonstrated experimentally. Fault tol-
erance is embedded in the reconfiguration of a network of local controllers, that
change their pattern of negotiation with neighbors in order to reach a consensus.
Stability of this switched controller network is ensured by forcing a dwell time
switching logic. It is possible to provide lower bounds on the dwell time that
ensure stability of the overall system.

The experimental results presented illustrate that the system is able to tackle
both the problems of disturbance rejection and reference tracking.

One difficulty stems from the fact that the PLCs that control gate motors
impose a quantization effect. Therefore, the gate position changes only if the
order for the new position differs from the actual position by at least 5 mm. This
quantization effect imposes a limit on the performance of the overall system.
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Abstract. In target tracking, the estimation problem is generated using the kin-
ematic model of the target.  The standard model is the straight-line motion 
model.  Many variants to incorporate target maneuvers have been tried includ-
ing interacting multiple motion models, adaptive Kalman filters, and neural  
extended Kalman filters.  Each has performed well in a variety of situations.  
One problem with all of these approaches is that, without observability, the 
techniques often fail.  In this paper, the first step in the development of a con-
trol-loop approach to the target-tracking problem is presented.  In this effort, the 
use of a control law in conjunction with the estimation problem is examined.  
This approach is considered as the springboard for incorporating intelligence  
into the tracking problem without using ad hoc techniques that deviate from the 
underpinnings of the Kalman filter. 

1 Introduction 

One of the primary algorithms in a target tracking system is that of a state estimation 
routine [2].  When measurements are assigned to a specific target, they are incorpo-
rated into the target track via the estimation algorithm.  The standard estimation algo-
rithm is that of the Kalman filter or one of its many variants such as the extended 
Kalman filter (EKF) [5,9].  When the target is not maneuvering and fully observable 
measurements of the targets are provided, the Kalman filter provides a quality esti-
mate of the target’s kinematics, position and velocity.  When the target maneuvers 
techniques such as the interactive multiple model (IMM) approach [3,10] and the 
neural extended Kalman filter [11, 12] have been employed to improve the perfor-
mance of the tracking system.  They improve the estimate and reduce delays in the 
measurements keeping up with the target.  

When more complex issues occur, e.g., constraints and sensors that lack 
observability, often techniques are developed that are ad hoc in nature.  These meth-
ods are developed in such a way that the authors claim that the technique is still an 
EKF even though it violates the basic tenets of the Kalman filter [14].  The estimation 
algorithm is dependent on the kinematic model of the target being tracked.  The  
complexity of the model increases the implementation cost of the estimator.  While a 
number of estimation algorithm have been developed such as the constrained estima-
tor [13] and particle filters [6,8], they are still based on estimation theory.   
                                                           
* Corresponding author. 
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Instead of modifying the estimator to solve the problem, in this paper, the use of a 
feedback control approach is used to improve the state estimate using the EKF algo-
rithm.  Instead of estimating the velocity vector of the target, a control approach is 
used to modify the velocity so as to better estimate the position of the target.  This is a 
similar approach to that of satellite guidance [7].  The control approach is a better 
method to handle unobservability and constraints in that more complexities can be 
incorporated using control theory. 

This paper is the first of three that investigates the use of control laws to improve 
the estimation of a target.  In this paper, the estimation of the target’s position for a 
straight-line and a maneuvering target is compared using a range-bearing sensor that 
uses the standard EKF approach to that of a control-based implementation of the es-
timator.  This effort investigates if the technique can provide similar results to that of 
the EKF that uses a full state estimate when fully observable measurements are avail-
able.  With the demonstration of the baseline system, the development of a system 
with unobservable measurements, i.e., an angle-only sensor, can be developed.  The 
goal is to develop a system that can work well in standard tracking applications but 
then be modified to overcome the problems when unobservability occurs. The third 
step derives a more complex control law which can incorporate a number of rules and 
considerations. 

In Section 2, the original EKF approach is derived and then modified for the use of 
the control law.  Section 3 describes the exemplar cases.  The results are presented 
and discussed in Section 4.  The overview of the next steps in this research outlined in 
Section 5.   

2 Extended Kalman Filter Designs 

The standard EKF for tracking is based on a kinematic model of the target dynamics.  
As seen in Figure 1, there exist only internal feedback to the system.  The prediction 
component is defined as 

kkkk ||1 Fxx =+  (1)

k
T

kkkk QFFPP +=+ ||1
 (2)

where the kinematic model, the state-coupling matrix F, is defined as  
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and the state vector x is 
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 [ ]zzyyxxT =x  (4) 

 

Fig. 1. The EKF is standard observer feedback loop with covariance information 

This is a straight-line motion model.  It is usually the best estimate of general tar-
get.  Since the target is noncooperative in nature, any maneuver must be estimated 
through the process noise Q.  There is no external input that can drive the system.  
The process noise for a tracker is often given as integrated white noise  
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which is defined in [1].  The variable q is defined based on an understanding of the 
target’s capabilities.  Large values are used for air targets while ground targets would 
use smaller values. 

The update equations are given as  

( ) 1

1|1|

−
−− += RHPHHPK T

kkkk
T
kkkk  (6)
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( )( )1|1|| −− −+= kkkkkkkk xhzKxx  (7)

( ) kkkkkk || PHKIP −=  (8)

The Jacobian H is a linearized version of the sensor dynamics h(•) in relation to the 
target states. The three main sensor types are those that provide azimuth/elevation 
(angle-only measurements) 
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The measurement error covariance R is based on the sensor accuracy for the meas-
urement z. 

For the control law approach, the primary difference is in the prediction equations.  
The standard equations of the EKF with a controller become 

( )kkkkk ugFxx +=+ ||1
 (12)

[ ] k
TTT

kkkk E QGuuGFFPP ++=+ ||1  (13)

This incorporates an external input which as seen in Figure 2 allows us to incorpo-
rate a control law into the estimation effort.  The new state vector becomes  

[ ]zyxT =x  (14)

with a kinematic equation  



 Estimation for Target Tracking Using a Control Theoretic Approach – Part I 39 

3x3IF =  (15)

The control law becomes the velocity component of the estimation problem.  If the 
range-rate is measurement it can be used to drive the position estimate. 

3 Target Tracking Examples 

Two basic target tracking problems are used to demonstrate the capabilities of the 
basic approach of this estimation routine. 

3.1 Straight-Line Target Using Range-Bearing Measurements 

The first target problem is a straight-line target with constant velocity.  Figure 3 
shows the target motion (dashed line) along with the sensor platform and its trajectory 
(solid dot line).    A subset of the measurements is seen as solid lines with a diamonds 
on the end.  The measurements are range-bearing measurements.  The range error is 
assumed to be 1m, and the bearing error is assumed to 0.1 radians.  The process noise 
factor, q, is set to 0.17 [1].  The time between measurements is 1.0 seconds. 

 

Fig. 2. With the control law, the EKF incorporates information in manners that can be much 
different than those of the standard estimator 

The control law will use the variation in the previous updated estimate and the 
conversion of the measurement to the position state coordinate frame (the inverse 
function of state-to-measurement) and divide by the time difference between the last 
measurement and the current measurement: 
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ρk+1 sin ηk+1

ρk+1 cosηk+1
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dt
− x k |k

 (16)

 

Fig. 3. The straight-line motion target.  The sensor platform is lower right headed to the left 
with the target tracked north and west. 

3.2 Maneuvering Target Using Range-Bearing-Range-Rate Measurements 

The second example is that of target performing a straight-line target that is followed 
by a turn which the target again starts a straight-line leg as seen in Figure 4.  Again, 
the target is denoted in the figure as the dash line.  The platform is denoted by the 
solid-dot line.  Again, the measurements are seen as solid lines with diamonds.  The 
measurement will have a range-rate component as well with a measurement error of 
0.1m/s.  Otherwise, the sensor is the same.  Based on implementation knowledge [4], 
the Jacobian for the range rate will have its position components zeroed out.  The 
other errors and update are the same as mention in Section 3.1. 

The control law uses the range rate to calculate a weight between the velocity cre-
ated by the estimates and the velocity created by the estimated position and the posi-
tion created by the next measurement 
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where 
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4 Results 

Both target tracking examples were processed through the standard EKF and the con-
trol version.  A single run for each using the same noisy data was applied.  The goal 
of this effort was to determine if a control-law-based approach could be made to pro-
vide similar results to that the standard EKF approach that uses a velocity component 
in the state vector.  The results were compared against truth.  In Figure 5, the absolute 
position-error was generated for both techniques applied to the nonmaneuvering tar-
get.  The control approach error is denoted as the dashed line while the standard ap-
proach is shown as the solid line.  The results are slightly offset but both appear to be 
well within the combined range and cross-range errors. 

 

Fig. 4. The maneuver target example.  The sensor platform is in the upper right with the target 
pulling a maneuver. 
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Fig. 5. Absolute position-error using both estimation techniques show similar results for the 
straight-line target tracking problem 

 

Fig. 6. Absolute position-error using both estimation techniques for the maneuvering target 
case shows that the control technique performs slightly worse until near the end of the scenario 

In Figure 6, the absolute position-error of the tracking problem with the maneuver-
ing target is shown.  Here, the control-law approach performs slightly worst in this 
single case than the standard EKF approach.  The control law approach still remains 
within the combined measurement errors (range and cross-range).  Although this 
analysis has shown that the standard approach is better, it a single case and also indi-
cate that the control approach will provide a comparable result in the cases where the 
tracker has fully observable measurements.    
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5 Conclusions and Future Directions 

The first step in this research has shown that a control-law estimation technique can 
be used in a fully observable tracking problem.  This allows the estimation routine to 
be general enough that it can be a generic tracking system.  When the new algorithms 
for angle-only tracking and range-only tracking, the approach does not have to be 
used in an ad hoc manner where the technique is transitioned to when the issues with 
tracking arise.  Analysis of this approach will be continued with Monte Carlo runs of 
these and different target trajectories.  

In the next step of this research effort, a new control law will be developed for the 
angle-only tracking problem.  This will be followed by a fuzzy-control algorithm that 
can switch between different  tracking issues seamlessly. 
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Abstract. In this paper an LQ optimal warehouse management strategy is pro-
posed. The strategy not only explicitly takes into account decay of commodities
stored in the warehouse (perishable inventory) but it also accounts for transporta-
tion losses which take place on the way from supplier to the warehouse. The
proposed strategy ensures full customers’ demand satisfaction and prevents from
exceeding the warehouse capacity. Moreover, it guarantees that the ordered quan-
tities of goods are bounded and it helps achieve good trade-off between fast re-
action of the system to time-varying demand and the big volume of the ordered
goods. These favourable properties of the proposed strategy are formally stated
as three theorems and proved in the paper.

Keywords: LQ optimal control, discrete time systems, inventory control, perish-
able inventory.

1 Introduction

The control theoretic approach to the issue of supply chain management has recently
become an important research subject. An overview of the techniques used in the field
and the obtained results can be found in [1-4]. The first application of the control the-
ory methods to the management of logistic processes was reported in the early 1950s
when Simon [5] applied servomechanism control algorithm to find an efficient strategy
of goods replenishment in continuous time, single product inventory control systems.
A few years later the discrete time servomechanism control algorithm for the purpose
of efficient goods replenishment has been proposed [6]. Since that time numerous solu-
tions have been presented, and therefore, further in this section we are able to mention
only a few, arbitrarily selected examples of solutions proposed over the last decades.
In [7] and [8] autoregressive moving average (ARMA) system structure has been ap-
plied in order to model uncertain demand. Then in [9] and [10] model predictive control
of supply chain has been proposed and in [11] a robust controller for the continuous-
time system with uncertain processing time and delay has been designed by minimising
H∞-norm. However, practical implementation of the strategy described in [11] requires
application of numerical methods in order to obtain the control law parameters, which
limits its analytical tractability.

In [12] lead-time delay for conventional, non-deteriorating inventories is explicitly
taken into account and represented by additional state variables in the state space de-
scription. This approach results in the optimal controller designed by minimisation of
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quadratic performance index. An extension of the results presented in [12] to the case
of perishable inventories is given in [13]. However, the analysis given in [13] does not
take into account transportation losses (or in other words goods decay during the order
procurement time). Therefore, in this paper we consider perishable inventories and we
explicitly account for the ordered goods losses during the non-negligible lead time.

In this paper we consider a periodic-review inventory system with perishable goods
replenished from a single supply source. Contrary to the previously published results
we consider not only losses which take place when the commodity is stored in the ware-
house, but also those which happen during the supply process, i.e. the losses on the way
from the supplier to the warehouse. We propose a discrete time representation of the
supply chain dynamics and we apply minimization of the quadratic performance index
to design the controller for the considered system. This index takes into account not only
the stock level, but also the amount of goods en route to the distribution center, which
has not been considered in earlier works. The controller is determined analytically in a
closed form, which allows us to state and formally prove important properties of pro-
posed inventory policy. First, we prove that the designed management policy always
generates strictly positive and upper bounded order quantities, which is an important
issue from the practical point of view. Next, we define the warehouse capacity which
provides enough space for all incoming shipments, and finally we derive a condition
which must be satisfied in order to guarantee 100% service level, i.e. full satisfaction of
imposed demand.

2 Inventory Replenishment System Model

In this paper we consider a periodic review inventory replenishment system with an
unknown, time-varying demand d(kT ) and transportation losses. The inventory is re-
plenished from a distant supply source with a lead time L. The lead time is a multiple
of the review period T , i.e. L = mT , where m is a positive integer. The model of the
inventory replenishment system considered in this paper is illustrated in Figure 1. The
amount of goods ordered at time kT (where k = 0, 1, 2, ...) is denoted by u(kT ). The
orders are determined using the current stock level y(kT ), the demand stock level yd
and the order history. Since we explicitly take into account transportation losses, only
αu of goods (where 0 < α ≤ 1) reach the warehouse. Furthermore, as we consider per-
ishable commodities, during each review period a fraction σ (0 ≤ σ < 1) of the stock
deteriorates. The demand is modeled as an a priori unknown, nonnegative function of
time d(kT ), its upper bound is denoted by dmax. If there are enough items in stock, the
demand is fully covered, otherwise, only a part of the demand is satisfied. Therefore, we
introduce an additional function h(kT ) which represents the amount of goods actually
sold at review period k. Thus

0 ≤ h(kT ) ≤ d(kT ) ≤ dmax. (1)

The current stock level can be presented in the following form

y[(k + 1)T ] = py(kT ) + αu[(k −m)T ]− h(kT ). (2)
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Fig. 1. Inventory system model

where p = 1 − σ is the fraction of the stock remaining in the warehouse. Of course,
since 0 ≤ σ < 1 we have 0 < p ≤ 1. We assume that the warehouse is initially empty,
y(0) = 0, and the first order is placed at k = 0. The first order arrives at the warehouse
at mT , and y(kT ) = 0 for k ≤ m. We assume, that the goods (apart from the fraction
1−α which is broken during transport) reach the stock new, and deteriorate while kept
in it. The stock level can be rewritten in the following form

y(kT ) = α

k−m−1∑
j=0

pk−m−1−ju(jT )−
k−1∑
j=0

pk−1−jh(jT ). (3)

In order to apply a control theoretic approach to this problem it is useful to represent the
model in the state space. We select the first variable as the stock level, x1(kT ) = y(kT ).
The remaining state variables represent the delayed values of the control signal, i.e.
xj(kT ) = u(k−n+ j− 1) for j = 2, . . . , n, where n is the system order. We can now
describe the system in the state space as

x[(k + 1)T ] = Ax(kT ) + bu(kT ) + oh(kT )

y(kT ) = qT x(kT ), (4)

where A is a n xn state matrix and b, o, q are n x 1 vectors

A =

⎡
⎢⎢⎢⎢⎢⎣

p α 0 0
0 0 1 · · · 0

...
. . .

...
0 0 0 · · · 1
0 0 0 0

⎤
⎥⎥⎥⎥⎥⎦ , b =

⎡
⎢⎢⎢⎢⎢⎣

0
0
...
0
1

⎤
⎥⎥⎥⎥⎥⎦ , o =

⎡
⎢⎢⎢⎢⎢⎣

−1
0
...
0
0

⎤
⎥⎥⎥⎥⎥⎦ , q =

⎡
⎢⎢⎢⎢⎢⎣

1
0
...
0
0

⎤
⎥⎥⎥⎥⎥⎦ . (5)

Since the goods perish at rate σ when kept in the warehouse, in order to keep the stock
at the demand level yd it is necessary to constantly refill it at rate σyd. Taking into
account transport losses the desired system state is therefore given by

xd = yd
[
1 σ/α . . . σ/α

]T
. (6)

3 Proposed Supply Management Strategy

In this section we will develop a LQ optimal controller for the considered inventory
system. Its important properties will then be formulated and proved.
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In optimization problems we often consider a quadratic quality criterion that involves
the control signal and the state error vector e = xd − x. Also in this paper we seek for a
control law that minimizes the following cost functional

J(u) =

∞∑
k=0

[
u2(kT ) + eT (kT )We(kT )

]
. (7)

We choose W = diag(w1, w2, . . . , w2) where w1 and w2 are positive coefficients ad-
justing the influence of the stock level error and the amount of goods in transit re-
spectively. This quality criterion is more general than the one presented in [13], which
simply ignored the amount of goods currently held in transport. According to [14] the
optimal control uopt(kT ) that minimizes the cost functional (7) can be presented as

uopt(kT ) = r − gx(kT ), (8)

where

g = b∗K (In + bb∗K)
−1

A, (9)

and r is a constant term. Operator (.)∗ denotes the complex conjugate matrix transpose,
semipositive matrix K satisfies K∗ = K and is determined by the following Ricatti
equation

K = A∗K (In + bb∗K)
−1

A+W . (10)

Because all elements of A, b and q are real numbers, the complex conjugate matrix
transpose (.)∗ is equivalent to the matrix transpose (.)T . This means, that all elements
of matrix K are also real numbers. Therefore, condition K∗ = K implies that K is
symmetric. Because of this, in order to make notation as concise as possible, we will
represent the elements of K below the main diagonal by ’*’.

As the system order n depends on the transport delay, in order to draw general con-
clusions we need to solve (10) analytically for an arbitrary system order. The approach
proposed here is similar to the one used in [13] and involves iterative substitution of K
into the right hand side of equation (10) and comparing with its left hand side, so that
at each iteration the number of independent elements of K is reduced.

We begin by substituting the most general form of K into (10) and obtain

K1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

k11
α

p
(k11 − w1) k13 k1n

∗ α2

p2
(k11 − w1) + w2 k23 · · · k2n

∗ ∗ k33 k3n
...

. . .
...

∗ ∗ ∗ knn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (11)

The next step involves substituting (11) into (10) and comparing the left and right hand
sides. We then repeat this procedure, until all elements of K are expressed as functions
of k11, system parameters p and α, system order n and the weighting factorsw1 and w2
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K =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k11
α

p
(k11 − w1)

α

pn−1

(
k11 − w1

n−2∑
i=0

p2i
)

∗ α2

p2
(k11 − w1) + w2 · · · α2

pn

(
k11 − w1

n−2∑
i=0

p2i
)

...
. . .

...

∗ ∗ α2

p2n−2

(
k11 − w1

n−2∑
i=0

p2i
)
+ (n− 1)w2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(12)

Now we can determine k11 by substituting (12) into (10) and comparing the first ele-
ments of the obtained matrices. This results in

k11

{
w1α

2

(
2− p2n−2 + 2p2

1− p2n−2

1− p2
)
− p2n−2(1 − p2)[1 + (n− 1)w2]

}
+

− w
2
1α

2(1− p2n − p2n−2 + p4n−2)

(1 − p2)2 + p2n−2w1[1 + (n− 1)w2]− α2k211 = 0.

(13)

Equation (13) has two roots

k±11 =

w1α
2

(
2− p2n − p2n−2

1− p2
)
− p2n−2(1− p2)[1 + (n− 1)w2]± p2n−2

√
Δ

2α2
,

(14)

where

Δ = w2
1α

4 + 2α2w1[1 + (n− 1)w2](p
2 + 1) + (1− p2)2[1 + (n− 1)w2]

2. (15)

Only k+11 guarantees that K is semipositive definite. Having found K, using k+11 with
(9) we derive vector g

g = γ
[
1/α 1/p 1/p2 . . . 1/pn−1

]
, (16)

where

γ = pn

{
1− 2[1 + (n− 1)w2]

w1α2 + [1 + (n− 1)w2](1 + p2) +
√
Δ

}
. (17)

We can now observe, that in order for the state to reach xd defined by (6)

r = yd
[
1− p+ γp−(n−1)

]/
α. (18)

As all state variables except x1 are the delayed values of the control signal, we conclude,
that the control signal of the LQ optimal controller is given by

uopt(kT ) = r − γy(kT )
α

− γp−n
k−1∑

i=k−m

pk−iu(iT ). (19)

This completes the design of the LQ optimal controller. Next we will present and prove
important properties of the proposed control strategy.
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3.1 Stability Analysis

The design method applied in this work ensures stability of the closed loop system. In
order to verify this property let us notice that a discrete time system is asymptotically
stable if all the roots of its closed loop state matrix Ac lie inside the unit circle on the
z-plane. In our case Ac = A− bg, and the characteristic polynomial has the following
form

det(zIn −Ac) = z
n−1[z − p(1− γp−n)]. (20)

All roots of (20) are located inside the unit circle if −1 < p(1 − γp−n) < 1. It can be
seen from (17) that 0 < γ < pn. Since 0 < p ≤ 1, we conclude, that all but one roots
of (20) lie in the origin of the z-plane, and one root lies between 0 and p, depending on
the value of γ. Therefore, the closed loop system is stable and no oscillations appear at
the output.

Remark 1. Weighting factors w1 and w2 can be tuned to meet specific requirements.
When w1 → 0 the value of the control signal dominates the quality criterion, and gain
γ drops to zero. When w1 → ∞ for any finite w2 the output error is to be reduced to
zero as quickly as possible, no matter the value of the control signal. The controller then
becomes a dead-beat scheme, its gain γ approaches pn. Errors of states x2, x3, . . . , xn
represent the difference between the current replenishment orders and the steady-state
order (1− p)yd/α. Therefore, increasing w2 leads to decrease of γ and vice versa.

3.2 Properties of the Proposed Controller

In this section the properties of the control strategy proposed in this paper will be stated
in three theorems. In the first one we will show that generated order quantities are
always nonnegative and upper bounded. The second theorem will specify the warehouse
capacity needed to always accommodate the incoming shipments. The last theorem will
show how to select the demand stock value in order to ensure full consumer demand
satisfaction.

Theorem 1. The order quantities generated by the control strategy (19) are always
bounded, and satisfy the following inequality

um ≤ u(kT ) ≤ max(r, uM ), (21)

where

um =
r(1 − p)

1 + p(γp−n − 1)
, uM =

r(1 − p) + γdmax/α

1 + p(γp−n − 1)
. (22)

Proof. It follows from (19) that u(0) = r. Therefore, (21) is satisfied for k = 0. Substi-
tuting (3) into (19) we obtain

u(kT ) = r − γ

α

[
α

k−1∑
j=0

pk−m−1−ju(jT )−
k−1∑
j=0

pk−1−jh(jT )

]
. (23)
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Now we assume, that (21) holds for all integers up to some l ≥ 0. We will show that this
implies that (21) is also true for l + 1. We can rewrite (23) for k = l+ 1 as follows

u[(l+1)T ] = r−γp−mu(lT )+
γ

α
h(lT )− γ

α

[
α

l−1∑
j=0

pl−m−ju(jT )−
l∑

j=0

pl−jh(jT )

]
.

(24)
The last term in the above equation is equal to p[r − u(l)]. Consequently

u[(l + 1)T ] = r(1 − p) + p(1− γp−n)u(lT ) + γh(lT )/α. (25)

Because h(kT ) is always nonnegative we can obtain from (25) the minimum value of
the control signal

u(lT ) ≥ r(1 − p)
/
[1 + p(γp−n − 1)], (26)

which shows that the first inequality in (21) actually holds. Since h(kT ) ≤ dmax for
any k ≥ 0 we can calculate the maximum value of the control signal from (25) as

u[(l+ 1)T ] ≤ r(1 − p) + p(1− γp−n)u(lT ) + γdmax/α. (27)

First we will consider the case when r ≥ uM . From (22) we obtain

γdmax/α ≤ γp−mr. (28)

Using this relation with (27) we arrive at

u[(l+1)T ] ≤ r(1− p)+ p(1− γp−n)r+
γ

α
dmax = r− γp−mr+

γ

α
dmax ≤ r. (29)

For the second case, when r < uM from (25) we get

u[(l+1)T ] ≤ r(1−p)+p(1−γp−n)
r(1 − p) + γdmax/α

1 + p(γp−n − 1)
+γdmax/α = uM . (30)

Taking into account relations (26), (29) and (30) and using the principle of mathemati-
cal induction we conclude, that (21) indeed holds for any k ≥ 0. This ends the proof.

In real inventory systems it is necessary to ensure a finite warehouse size, that will al-
ways accommodate the incoming shipments. The next theorem shows, that application
of our strategy ensures that the stock level will never exceed a precisely determined, a
priori known value.

Theorem 2. If the proposed control strategy is applied, then the on-hand stock will
never exceed its demand value, i.e. for any k ≥ 0

y(kT ) ≤ yd. (31)

Proof. The warehouse is empty for any k ≤ m = n − 1. Therefore, we only need to
show that (31) holds for k ≥ n. We begin by assuming, that (31) holds for some integer
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l ≥ n. We will demonstrate, that this assumption implies y[(l + 1)T ] ≤ yd. Applying
(23) to (2) we get

y[(l + 1)T ] =py(lT ) + αr − γp−n
l−1∑

j=l−m

pl−jh(jT )− h(lT )+

− γp−m

[
α

l−m−1∑
j=0

pl−m−1−ju(jT )−
l−1∑
j=0

pl−1−jh(jT )

]
. (32)

We observe from (3), that the terms in the square brackets are equal to the on-hand
stock level in period l. Consequently

y[(l + 1)T ] = αr + py(lT )(1− γp−n)− γp−n
l−1∑

j=l−m

pl−jh(jT )− h(lT ). (33)

We assumed, that y(lT ) ≤ yd, the amount of sold goods h(kT ) is always nonnegative,
and r is given by (18). Thus, from (33) we can obtain

y[(l + 1)T ] ≤ yd(1− p+ γp−(n−1)) + yd(p− γp−(n−1)) = yd. (34)

We conclude, using the principle of mathematical induction, that (31) is true for k ≥ n.
As stated before, y(kT ) = 0 for k < n. Therefore (31) holds for any k ≥ 0.

It follows from Theorem 2, that if we assign a storage capacity equal to yd at the dis-
tribution center, then all incoming shipments will be accommodated, and thus the high
cost of emergency storage is eliminated. A successful inventory policy is also required
to ensure high demand satisfaction. The last theorem will provide a formula for the
smallest possible yd that always ensures 100% consumer demand satisfaction.

Theorem 3. With the application of the proposed control law, if the reference stock
level satisfies inequality

yd > dmax

1 + γ
1∑

j=−m

pj

1− p+ γp−(n−1)
, (35)

then for any k ≥ m+ 1 the stock level is strictly positive.

Proof. We will show that if (35) holds, then for any l ≥ m+1 condition y[(l−1)T ] > 0
implies y(lT ) > 0. Using (1) with (33) for l ≥ m+ 1 we get

y[(l + 1)T ] ≥ yd[1− p+ γp−(n−1)]− dmax

(
1 + γ

−1∑
j=−m

pj

)
> 0. (36)

The stock level y(kT ) = 0 for k ≤ m. Therefore, we can obtain the stock size for
k = m+ 1 from (2) as

y[(m+ 1)T ] = αr − h(mT ) > 0. (37)

Again using the principle of mathematical induction with (36) and (37) we conclude,
that indeed if yd satisfies (35), then the stock level is positive for any k ≥ m+ 1.
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Fig. 2. Stock level for different values of w1

We notice from (2), that a positive stock level in period k implies full satisfaction of
demand in period k− 1. Therefore, the above theorem demonstrates full satisfaction of
demand d(kT ) for any k ≥ m.

4 Simulation Results

In order to present the properties of the proposed control strategy, computer simulations
are performed. The review period T is selected as 1 day. The lead time L is assumed
to be 8 days. From this follows m = 8 and n = 9. Parameter dmax = 120 items.
The actual demand is d(kT ) = 72 for k ∈ [0, 30), d(kT ) = 120 for k ∈ [30, 60) and
d(kT ) = 0 for k ∈ [60, 90]. Sudden changes of large amplitude occur in the function
d, which reflects the most difficult conditions in the system. It is assumed, that 5% of
the goods are broken during transport, which corresponds to α = 0.95. The inventory
decay factor σ = 0.04, which implies p = 0.96.

We select w2 = 2 and perform three simulations, each one with a different value of
w1. The simulation parameters – gain γ obtained from (17), minimum stock demand
level y′d calculated from condition (35), and the demand stock level actually used in the
simulation yd are shown in Table 1. The results of the simulations are shown in figures 2
and 3. The value of control signal at the beginning of the transmission process is shown
in Figure 4.

It can be seen from the figures, that the replenishment orders calculated by the pro-
posed control law are always lower and upper bounded as stated in Theorem 1. Further-
more, the amount of goods in the warehouse never exceeds its demand value, and never

Table 1. Parameters of the LQ optimal controller

w1 γ y′
d yd

100 0.595 935 950
10 0.344 1031 1050
1 0.124 1244 1260
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Fig. 4. Replenishment orders at the beginning of the control process

decreases to zero for k ≥ m + 1. This means, that the incoming shipments are always
accommodated in the distribution center, and that consumer demand is fully satisfied.

By selecting appropriate values of w1 and w2 we change the value of γ and can
adapt the algorithm to particular needs. Larger values of γ result in faster tracking of
consumer demand. This, in turn, allows allocating a smaller warehouse capacity, while
still ensuring full consumer demand satisfaction. On the other hand, small γ leads to
smaller replenishment orders at the beginning of the control process. It also makes the
changes in replenishment orders smoother, which makes them easier to follow for the
supplier.

5 Conclusions

In this paper an optimal periodic review supply chain management strategy has been
proposed. The strategy takes into account perishable inventories with transportation
losses, i.e. not only it explicitly concerns goods decay in the warehouse, but it also
accounts for the losses which take place during the delivery process. The proposed
strategy ensures full demand satisfaction, eliminates the risk of warehouse overflow
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and always generates non-negative and bounded orders. The design procedure applied
in this paper is based on minimization of a quadratic cost functional (which is more
general than the similar ones proposed earlier [13]), and solving the resulting matrix
Ricatti equation.
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Abstract. Vehicle traffic congestion problem in urban areas due to
increased number of vehicles has received increased attention from in-
dustries and universities researchers. This problem not also affects the
human life in economic matters such as time and fuel consumption, but
also affects it in health issues by increasing CO2 and greenhouse gases
emissions. In this paper, a novel cellular ant-based algorithm combined
with intelligent traffic lights based on streets traffic load condition has
been proposed. In the proposed method road network will be divided into
different cells and each vehicle will guide through the less traffic path to
its destination using Ant Colony Optimization (ACO) in each cell. More-
over, a new method for traffic lights optimization is proposed in order to
mitigate the traffic congestion at intersections. Two different scenarios
have been performed through NS2 in order to evaluate our traffic lights
optimization method. Based on obtained results, vehicles average speed,
their waiting time and number of stopped vehicles at intersections are
improved using our method instead of using usual traffic lights.

1 Introduction

Over the last decade, vehicle population has been increased sharply in the world.
This large number of vehicles leads to a heavy traffic congestion and conse-
quently,lots of accidents.According to RACQ Congested Roads report [1], fuel
consumption, CO2 and greenhouse gases emissions, long travel time and acci-
dents are both direct and indirect results of vehicle traffic congestion and rough
(vs. smooth) driving pattern.

Accordingly, there should be a way to alleviate the vehicle congestion problem.
Building new high capacity streets and highways can mitigate some of the afore-
mentioned problems. Nevertheless, this solution is very costly,time consuming
and in most of the cases, it is not possible because of the space limitations.On
the other hand, optimal usage of the existent roads and streets capacity can
lessen the congestion problem in large cities at the lower cost.However, this
solution needs accurate information about current status of roads and streets
which is a challenging task due to quick changes in vehicular networks and en-
vironments. Providing alternative paths with shortest time duration instead of
shortest path distances can be useful because of lower fuel consumption and
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traffic congestion. These approaches are called Dynamic Traffic Routing System
(DTRS). Various DTRSs are proposed in [2–4], but among them, using Multi
Agent System (MAS) is reported as a promising and one of the best approaches
for dynamic problems [5]. Particularly, ant agents have proven to be superior to
other agents in [6–8].

In ant-based algorithms, inspired from real ants behavior, artificial ants
(agents) find the shortest path from source to destination based on probabilis-
tic search in the problem space. Dividing the routing space into several smaller
spaces (cells) can lead to a better routing result because of dynamic nature of
the vehicle’s congestion. In addition to vehicle routing and traffic control, in-
tersections can affect the traffic congestion and smooth driving pattern. This
is because of traffic lights existence in the intersections. In addition, according
to [9], up to 90% of the utilized traffic lights operate based on fixed assignments
of green splits and cycle duration which leads to inessential stops of vehicles.
Hence, optimizing the traffic lights can eliminate waste of time and money.

Therefore, we addressed some of aforementioned drawbacks by proposing a
cellular ant-based algorithm applied to dynamic traffic routing , using optimized
traffic lights for traffic congestion problem in vehicular environment. The rest
of this paper in organized as follows: Section 2 discusses about related works
in two different sections, dynamic vehicle routing using ACO and traffic lights
optimization. Proposed methods for vehicle routing and traffic lights optimiza-
tion are explained in Section 3. Obtained results are discussed and justified in
Section 4. Section 5 concludes the paper.

2 Related Work

In this section most of the related approaches to our topic will be discussed.
Since our approach has two parts, this section is divided into two subsections;
dynamic traffic routing using ACO and traffic lights optimization. To the best of
our knowledge, there is no approach which utilizes both of these approaches at
the same time to reduce vehicle traffic congestion and our approach uses these
two methods simultaneously for first time.

2.1 Traffic Light Optimization (TLO)

During last four decades, Urban Traffic Control (UTC) based on traffic light
optimization has been attracted researchers and industries attention. Complex
mathematical formulas and models are used in most of the existing UTC ap-
proaches in order to traffic lights optimization. SCATS (Sydney Coordinated
Adaptive Traffic System) [10] and SCOOT (Split, Cycle and Offset Optimiza-
tion Technique) [11] are the most well-known examples of this kind of UTC
systems. adaptive traffic light approach based on wireless sensors is proposed
in [12–14]. As compared to UTC system, by using these approaches more in-
formation such as vehicles direction, speed and location can be used for getting
accurate decisions for TLO. Therefore, UTC systems problem which comes from
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the fixed location of the detectors is solved in adaptive traffic light algorithms.
In-vehicle Virtual Traffic Light (VTL) protocol is designed in [15] in order to
traffic flow optimization at intersection without using road side infrastructure
such as RSUs and traffic lights.

2.2 Dynamic Traffic Routing (DTR) using Ant Colony Optimization

Over dynamically changing networks, finding best routes can also be fulfilled
through using Swarm Intelligence (SI) based methods. One of the most advan-
tageous SI methods for exploring optimal solutions at low computational cost
is ant routing algorithm. AntNet is a routing algorithm which is inspired by
the natural ants behavior and operates based on distributed agents [8]. AntNet
has been proved to be an adoptable algorithm to the changes in traffic flows
and have better performance than other shortest path algorithms [7].Using ant
colony algorithm in combination with network clustering autonomous system
has been proved to be effective in finding best routing solutions by Kassabalidis
et al. in [16]. Cooperation among neighboring nodes can be increased using a
new type of helping ants which are introduced in [17]. Consequently, AntNet
algorithms convergence time will be reduced as well. A new version of AntNet
algorithm which improves the average delay and the throughput is introduced by
Tekiner et al. in [18]. Moreover, the ant/packet ratio is used in their algorithm
to constrain the number of using ants.

In road traffic routing, the significant role of Dynamic traffic routing algo-
rithms to prevent facing congestion offer better routes to cars is noticeable. For
car navigation in a city, a DTR which utilizes the Ant Based Control algorithm
(ABC algorithm) is introduced in [2]. However, it is proved that this algorithm is
more appropriate in small networks of city streets rather than big ones due to its
scalability problems. An adjustment to the AntNet and the Ant Based Control
(ABC) to direct drivers to the best routs by the aid of historically-based traf-
fic information has been offered in [3].Another version of the AntNet algorithm
by the help of which travel time can be improved over a congested network is
presented in [19] and [20]. This improvement can be achieved through diverting
traffic from congested routs.In hierarchical routing system (HRS), which is pro-
posed in [4], roads are assigned to different hierarchy levels and consequently, a
traffic network is split into several smaller networks or sectors. A routing table is
for leading the cars to better routes is located at the networks intersections (at
sector level and locally). For dynamic routing, an ant-based algorithm is utilized.
The high adaptability of this approach in complex networks is noticeable.

3 Proposed Model

3.1 VANET based Traffic Light Optimization

In this section, we propose a new vehicle-to-traffic light counter based model
which is used for traffic lights optimization as well as finding optimal path for
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Fig. 1. Traffic light optimization model

vehicles. Traffic lights optimization means that different green and red light
duration will be assigned to different streets in an intersection by intelligent
traffic light instead of fixed and predefined duration. Optimal path is used for a
path with low traffic and reasonable distance to destination in this paper. This
model is illustrated in Figure 1 and is called Wings because of its similarity to
real wings.

Referring to Figure 1, wireless devices are mounted on traffic light and ve-
hicles. Consequently, vehicles inside the communication range of traffic lights,
will send a message to their front traffic light. This message contains vehicles
location, speed, direction and Received Signal Strength (RSS). Traffic lights
will determine the farthest vehicle in each street based on their locations and
RSS, and send request message to them. These farthest vehicles broadcast a re-
quest message in their communication rang in order to response to traffic lights
request message. Vehicles located behind the farthest vehicle in this communi-
cation range will response to this message. Number of received messages will
be sent to traffic light through the farthest vehicle. Thus, traffic light can cal-
culate the number of near vehicles to intersection on ith street (Nvi) and total
number of near vehicles to intersection (Tv) based on real-time data. A fixed
and constant cycle length (Cl) is assigned to each traffic light by considering
different parameters such as number of lanes, width of the streets, downtown vs.
suburban streets and intersections and etc. Using this information, traffic light
will assign different green light time durations (Gti) to different streets in its
communication range. These times will be calculated for each street by below
formula:

Gti =
Nvi

Tv

∗ Cl (1)

Table 1 shows an example of green light time duration calculation for an inter-
section. Traffic light cycle length is assumed as 4 minutes.
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Table 1. An example of green time duration calculation by traffic light

Road ID Number of Vehicles Assigned green time duration

A 14 63 sec

B 20 90 sec

C 2 9 sec

D 44 198 sec

3.2 Vehicular Routing with Optimal Path

As discussed in introduction section, through the past decade the number of
vehicles grows sharply and cause many problems such as vehicles traffic and ac-
cident, long travel time, high CO2 and greenhouse gases emissions and fuel con-
sumption. Building new high capacity streets and highways can alleviate some of
aforementioned problems. However, this solution is very costly and most of the
cases are not possible because of space limitations. Using Vehicle Route Guid-
ance System (VRGS) is another way to utilize the roads capacity efficiently by
proposing source-to-destination paths to drivers considering different objectives
such as shortest or toll-free paths. But, most of the available navigators are using
static routing algorithm such as Dijkstra or A* algorithms or in the best case
are using dynamic traffic information (like TMC) but with rather high update
intervals of several minutes. Nevertheless, these approaches need centralized pro-
cess unit to compute the best or shortest path which limits the covered area and
need high map update intervals in the system.

Thus, we propose a new decentralized routing algorithm based on real-time
traffic information using vehicular networks and ant colony algorithm. Since, the
vehicles traffic is the main source of problems in vehicle management systems
based on RACQ Congested Roads report in [1]. Thus, our proposed algorithm is
aiming to reduce the traffic in order to increase throughput while avoid to create
another bottleneck at other street. Because congestion condition in vehicular
networks is very dynamic and change as time goes by. Thus, we divide routing
map into different cells and routing will be done based on current traffic condition
on each cell. Moreover, layered model is used in order to reduce the computing
overhead as well as increase the coverage area. Our layered and cellular model
is illustrated in Figure 2 and is explained as follow:

Referring to Figure 2, our proposed model contains three different bottom-up
layers:

1. Physical layer: This layer shows the real road map, nodes correspond to
intersections, junctions, meanwhile, links correspond to streets and highways.
This map can be exported from map databases like OpenStreetMap. This
layer will be used for intra-cell (inside one cell) routing in our algorithm.
This layers graph is given by Gp = (Np, Lp), where Np and Lp is the set
of nodes and links, respectively. At each specific time (ti), a weight will
be assigned to each link in the graph based on vehicles density (NVij(ti)).
Vehicles density can be obtained from different tools such as Road Side Units
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Fig. 2. Proposed layered and cellular model used in ant-based vehicle routing algorithm

(RSUs), Inductive Loop Detectors (ILD) [21] and Video Imaging Vehicle
Detection System (VIVDS) [22]. In this paper, we assumed that each streets
density is available through one of above mentioned ways. αij presents link
weight between nodes i and j. In this paper, number of vehicles and links
weight has inverse relationship, thus, αij can be calculated as follow:

αij =
1

NVij(ti)

(2)

2. Junction layer: In this layer, irrelevant nodes in physical layer which dont
represent a junction are pruned.

3. Inter-cell layer: Junctions and their links which connect two different cells in
junction layer will remain, otherwise, they are pruned. The remained nodes
(junctions) are called border nodes. This layers information will be used
whenever a vehicle travels over larger distances and thus traverses more
than one cell to reach its destination. Inter-cell (between two different cells)
routing table will be created based on this layers information. Table 2 is an
example of inter-cell routing table for cell 1 of inter-cell layer illustrated in
Figure 2.

Table 2. Inter-cell routing table for cell 1

Source Destination Vehicle Density

A1 A2 NVA1,A2(ti)

A1 B2 NVA1,B2(ti)

B1 B2 NVB1,B2(ti)
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In these tables, first and second columns show the existing path(s) between
two different cells, and last column indicates vehicle density at particular time
and thus it will be changes as time goes by based on number of vehicles on that
path. Each cells inter-cell routing table will be disseminated among all junctions
of same cell.

For example, Table 2 means that there are 3 outgoing links from 1st cell
through two border nodes (A1, B1) to 2nd cell. Consequently, if a vehicle locates
in cell 1 and want to travel to other cells (such as cell 2 or 3), first will be guided
to one of these border junctions based on traffic condition using ACO algorithm,
then based on traffic condition will be routed to one of border nodes in cell 2 using
inter-cell routing table. If there are two or more path between two different cells
(e.g. our example), path will lowest traffic will be selected.Therefore, vehicles
will be routed through shortest low traffic paths, since researchers in [23] have
been proven that ants find the shortest path.

Our last topic in this section is related to intra-cell routing process using ant-
based agents. This process is based on ants behavior discussed in section 2. Our
proposed algorithm contains three main steps:

1. Initialization: the pheromone values (weights), αij , on each link (path) are
set based on vehicles density.

2. Pheromone Update: ants start to discover the rout between source and des-
tination, and move to one of neighbor nodes based on pheromone values.
This value will be decreased in two ways: first, over time by a factor ε using
formula (3) and second, whenever an ant agent pass the link for finding a
rout from source to destination by a factor β until a stop criterion (reach to
destination or MAX-HOPS) is met by using formula (4).

αij(t+ 1) = αij(t)− ε (3)

αij(new) = (1 − β) ∗ αij(current) (4)

This decreasing is done due to improve the exploration factor of the search.
Because in this way, more new routes different from previous ones will be
discovered and they can be used for traffic congestion mitigation purposes.
MAX-HOPS is a constant value used for limiting the ants movements (e.g.
Time To Live (TTL) value for routing packets).

3. Solution Construction: in this step the pheromone value will be increased
only when an ant reaches the destination before it reaches MAX-HOPS. Ant
backtracks to increase the pheromone levels on the links in found path by
factor δ using formula (5).

αij(new) = αij(current)− δ (5)

In most other approaches, decreasing and increasing of pheromone values hap-
pen globally which requires synchronization and more communication. However,
these updates are happened locally in our proposed method.
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4 Simulation Results and Discussion

In order to evaluate our proposed approach for traffic lights optimization, DI-
VERT simulator [24] is used. A road topology with two intersections and bidi-
rectional streets is used for evaluation. 100 vehicles with various speeds ranging
from 40 km/h to 90 km/h, are distributed randomly in this topology. These ve-
hicles moves toward an specific predefined points based on their directions Two
scenarios, one with usual traffic lights and another with our proposed adaptive
and dynamic traffic lights, were considered in this simulation. Vehicles average
speed and waiting time as well as number of stopped vehicles are three evalua-
tion metrics in our simulation. The number of stopped vehicles behind the traffic
lights at intersections is demonstrated in Figure 3. Based in this figure during
the simulation time, the number of stopped vehicles in adaptive and dynamic
traffic lights (our proposed method) is less than the number of stopped vehicles

Fig. 3. Number of stopped vehicles for two scenarios

Fig. 4. Average speed of vehicles in two scenarios
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in usual traffic light scenario. It means that traffic congestion at intersections are
reduced using our method. Figure 4 compares the vehicles average speed in two
aforementioned scenarios. Referring to Figure 4, vehicles average speed is higher
in the case of using our proposed method because of lower number of stops and
longer green times for high traffic streets.

5 Conclusion and Future Work

In this paper, we addressed one the most important problems in transporta-
tion system which is vehicle traffic congestion problem. Based on our literature
review, traffic lights optimization and dynamic vehicle routing are two main
approaches used for solving traffic congestion problem. Therefore, a cellular ant-
based algorithm using optimized traffic lights which combines these two methods
is proposed for traffic congestion problem in vehicular environments. Ant-based
algorithm is used due to their superior ability in solving dynamic problems. More-
over, our traffic light optimization is done without using road side units which
reduces the whole cost of the approach. This optimization examined through
a simulation and results indicate that vehicles average speed and number of
stopped vehicles at intersections are improved significantly as compared with
usual traffic lights. As future work, we plan to implement the second part of our
approach which is cellular ant-based algorithm for vehicle routing through short-
est path with less traffic and compare it with static (e.g. Dijkstra) and dynamic
(e.g. Dynamic System for the Avoidance of Traffic Jams (DSATJ)) approaches.
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Abstract. The paper considers the problem of establishing an efficient supply 
policy for production-inventory systems in which stock replenishment process 
is unreliable. In the analyzed setting, the stock at a goods distribution center, 
used to satisfy uncertain, variable demand is refilled using multiple delivery 
channels. Due to information distortion, product defects, or improper transpor-
tation, the shipments may arrive damaged, or incomplete. The setting is mod-
eled as a time-varying discrete-time system with multiple input-output delays. 
A new delay compensation mechanism, which provides smooth ordering  
pattern and ensures closed-loop stability for arbitrary delay, is proposed. Condi-
tions for achieving full satisfaction of the a priori unknown demand are speci-
fied and formally proved. 

Keywords: inventory control, time-delay systems, discrete-time systems. 

1 Introduction 

It has been argued in a number of recent works [1, 2] that in the currently observed 
increased competition and demand diversity one might seek performance improve-
ments in production-inventory systems through the application of systematic design 
techniques. Therefore, as opposed to the classical stochastic, or heuristic solutions to 
inventory control problem, in this work formal approach is adopted. 

In the considered class of systems the stock accumulated at a goods distribution 
center is used to satisfy uncertain market demand. Neither the value, nor statistics of 
demand are known a priori, and thus it is treated as a disturbance. The stock is replen-
ished with delay using (possibly) multiple supply sources [3], or delivery channels 
[4]. Unlike the previous studies in a similar setting with nonnegligible delay and un-
certain demand [5]–[11], in this paper, the situation when the stock replenishment 
process itself is subject to perturbation is analyzed. The investigated extra source of 
uncertainty is related to information distortion (e.g. erroneous order handling) and 
faults in goods production and delivery. In order to perform sound, formal analysis, a 
new model of the considered class of production-inventory systems is constructed. In 
the proposed framework, the uncertainty related to unreliable delivery channels is 
modeled as an external multiplicative disturbance. A new control strategy (ordering 
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policy), explicitly taking into account the problems related to unreliable replenish-
ment process, is proposed. A pivotal role in establishing robust yet efficient ordering 
pattern plays a new delay compensation mechanism incorporated in the proposed 
control scheme. The designed compensation mechanism allows one to maintain 
closed-loop stability without compromising response speed, which is difficult to 
achieve in time-delay systems subject to perturbations [12, 13]. 

It is shown that the order quantities generated by the proposed strategy are always 
nonnegative and bounded, which is required for the practical implementation of any 
efficient ordering policy. It is also demonstrated that in the analyzed control system 
the available stock is never entirely depleted despite unpredictable demand variations 
and delivery channel uncertainty. As a result, all of the imposed demand can be satis-
fied from the readily available resources and maximum service level is obtained. 
Moreover, the storage space to accommodate all the incoming shipments is indicated, 
which helps in establishing suitable warehousing solutions. The crucial system prop-
erties are strictly proved and illustrated with numerical data. 

2 System Model 

The model of the analyzed production-inventory system is illustrated in Fig. 1. The 
system variables are inspected at regular, discrete time instants kT, where T is the 
review period and k = 0, 1, 2, ... In order to save on notation in the remainder of the 
paper k will be used as the independent variable in place of kT. 

 

Fig. 1. Model of production-inventory system with unreliable delivery channels 

The imposed demand (the goods quantity requested from inventory in period k) is 
modeled as an a priori unknown, bounded function of time d(k), 0 ≤ d(k) ≤ dmax, 
where dmax is a positive constant denoting the estimate of maximum demand. From 
the control system perspective, the demand, being an exogenous, uncertain signal, is 
treated as a disturbance. If there is sufficient amount of goods in the warehouse to 
satisfy the imposed demand d(k), then the actually met demand h(k) (the goods sold to 
the customers or sent to the retailers in a distribution network) will be equal to the 
requested one. Otherwise, the imposed demand is satisfied only from the arriving 
shipments and additional demand is lost (it is assumed that the sales are not 
backordered and the excessive demand is equivalent to a missed business opportuni-
ty). Thus, one may write 
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max0 ( ) ( ) .h k d k d≤ ≤ ≤  (1)

The total order quantity u is calculated using the information about the current 
stock level y(k), the stock reference value yref, and orders history. The obtained quanti-
ty is split among m delivery options (being different supply sources, or various 
transport and production channels) according to the company sourcing strategy. Con-
sequently, in each review period λp of the total order is to be acquired using option p 
(p = 1, 2, ..., m), where λp is a real number from the interval [0, 1] satisfying the con-

dition 
1

1
m

pp
λ

=
= . The values of λp for a particular business setting are determined 

using a separate algorithm, e.g. [4], that can be independently incorporated in the 
considered framework. 

The goods ordered using option p are delivered with lead-time delay Lp assumed to 
be a multiple of the review period, i.e. Lp = npT, where np is a positive integer. Hence, 
it is expected to receive λpu(k – np) units of merchandise using option p in period k. 
However, due to mistakes in order processing, damage incurred during transportation, 
or product defects, only a certain part of the received shipments, εp(k), 0 ≤ εp(k) ≤ 1, is 
admitted to the selling process at the distribution center. The value of εp(k) is not 
known a priori. The boundary value εp = 1 reflects the case of perfect replenishment, 
whereas εp = 0 means total delivery failure (e.g. due to a traffic accident, or a broken 
production line). Consequently, the realized order, i.e. the goods actually admitted 
into the distribution system acquired using option p, 

( ) ( ) ( ),p p p pu k k u k nε λ= −  (2)

constitute an uncertain part of the order placed in period k – np. Note that similarly as 
in the case of demand, the definition of failure rate is general enough to accept any 
statistical distribution and arbitrary dynamics, i.e. no simplifying assumption concern-
ing the rate of εp parameter variation is taken in the proposed model. Without loss of 
generality, the replenishment options may be ordered according to the associated lead 
time in the following way: L1 ≤ L2 ≤ ... ≤ Lm. 

 

Fig. 2. Uncertain production-delivery channel 

The delivery shortage (1 – εp)λpu is supposed to be refilled (repaired) within R
pn  pe-

riods. Typically, the repair time related to option p, R
pn = np, which means to replenish 



70 P. Ignaciuk 

 

the shortage together with the currently placed order. When R
pn < np refilling is per-

formed as an emergency shipment. Thus, the stock balance equation in the analyzed 
system takes the following form 

1

1

( 1) ( ) ( ) ( ) ( )

                                 [1 ( )] ( ).

m

p p p
p

m
R R

p p p p p
p

y k y k h k k u k n

k n u k n n

λ ε

λ ε

=

=

+ = − + −

+ − − − −




 (3)

As opposed to the systems with perfect input channels [5]–[11], in the considered 
case of faulty replenishment process, one needs to account for the additional delay 
line associated with each input-output channel. Moreover, unlike the case of perfect 
replenishments, the unreliable delivery channels considered in this work are charac-
terized by a set of uncertain, time-varying parameters εp. Consequently, more care 
needs to be taken in the controller design and more sophisticated analysis of the sys-
tem dynamics needs to be performed. 

It is assumed that the warehouse is initially empty, i.e. y(0) = 0, and the first order 
is placed at k = 0, i.e. u(k) = 0 for k < 0. Due to delay, the first order is realized in 
period n1, and y(k) = 0 for k ≤ n1. Taking into account the initial conditions, the stock 
level for any k ≥ 0 may be calculated from the following equation 

1 1 1

1 0 1 0 0

11 1

1 1 0 0

( ) ( ) ( ) [1 ( )] ( ) ( )

       ( ) ( ) ( ) ( ).

R
p p

R
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m k m k k
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k n nm k m k
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y k j u j n j n u j n n h j

j u j n u j h j

λ ε λ ε

λ ε λ

− − −

= = = = =

− − −− −

= = = == −

= − + − − − − −

= − + −

  

    
 (4)

3 Proposed Control Strategy 

While formulating a control strategy for a dynamic system one typically concentrates 
on the evolution of the output variable, i.e. the quality measures (overshoots, oscilla-
tions, steady-state error, etc.) are evaluated with respect to y. In the considered appli-
cation, due to the risk of triggering the bullwhip effect (increased order-to-demand 
variance ratio [14]), the quality of the generated control signal u is equally important. 
The established control signal should be smooth despite unknown demand variations 
and a priori unknown, variable failure rate, which poses a serious design challenge 
due to the presence of delay. In this paper, it is proposed to solve the considered con-
trol problem by applying a carefully chosen delay compensation mechanism. The 
proposed mechanism is illustrated in Fig. 3. 

3.1 Delay Compensation Mechanism 

In the considered system, in the linear region, the process of goods accumulation can 
be described by an integrator G(z) = 1 / (z – 1). The proposed delay compensation 
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mechanism consists of two structures. The first structure resembles the classical 
Smith predictor adapted for the analyzed case of multiple input-output channels with 
disparate delay np +

R
pn . The second structure uses the information about the actually 

admitted goods pu . 

 

Fig. 3. Proposed delay compensation mechanism 

3.2 Proposed Control Strategy 

By referring to Fig. 3, the order quantity in period k is calculated from the following 
equation 

1 1

1 1

( ) ( ) ( ) ( ).
R R

p p p

m k m k

ref p p
p pj k n n j k n

u k y y k u j u jλ
− −

= == − − = −

= − − +      (5)

Alternatively, using (2), expression (5) can be represented as 

1 1

1 1

( ) ( ) ( ) ( ) ( ).
R R

p p p

m k m k

ref p p p p p
p pj k n n j k n

u k y y k u j j u j nλ λ ε
− −

= == − − = −

= − − + −     (6)

3.3 Properties of Proposed Strategy 

The properties of proposed inventory control strategy will be defined in a lemma and 
three theorems. The lemma and the first theorem show that the order quantities de-
termined using the developed strategy are nonnegative and bounded, which is a cru-
cial requirement for the practical implementation of any inventory management 
scheme. The second proposition specifies the warehouse capacity that needs to be 
provided to always accommodate the on-hand stock and incoming shipments. Finally, 
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the third theorem indicates how to select the reference stock value in order to ensure 
maximum service level. 

First, notice that since it is assumed that u(k < 0) = 0 and y(0) = 0, one has 
u(0) = yref. Afterwards, for k ≥ 1, the control signal satisfies the relation given in the 
following lemma. 

Lemma 1.  If policy (6) is applied to system (3), then for any k • 1, 

 ( ) ( 1).u k h k= −  (7) 

Proof. Substituting (4) into (6), one gets after algebraic manipulations 
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Since 
1

1
m

pp
λ

=
= , formula (8) can be further simplified in the following way 
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For k = 1, it follows immediately from (9) that u(1) = yref – u(0) + h(0) = h(0), which 
shows that the lemma is indeed satisfied for k = 1. Let us assume that (7) is true for all 
integers up to some l > 1. Using this assumption, from (9), the order quantity gener-
ated in period l + 1 can be expressed as 

 0 0 1 0

1

1 0 0 0

( 1) ( ) ( ) (0) ( ) ( )

           ( 1) ( ) ( ) ( ) ( ).

l l l l

ref ref
j j j j

l l l l
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−
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 (10) 

Using the principle of the mathematical induction one may conclude that (7) actually 
holds true for arbitrary positive integer. This conclusion ends the proof.  

It follows from Lemma 1 that when the proposed strategy is applied, then the gen-
erated ordering signal is unaffected by the faults in the supply channels. Moreover, 
the variance of u, 

 2
maxvar( ) var( ) ( / 2) .u h d= ≤  (11) 

Consequently, since the order-to-demand variance ratio is smaller than or equal to 1, 
the bullwhip effect measured according to [14] is averted. 

Theorem 2.  The order quantities generated by policy (6) applied to system (3) are 
always bounded, and for any k • 0 the ordering signal satisfies the following  
inequalities 

 max0 ( ) max{ , }.refu k y d≤ ≤  (12) 
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Proof.  The initial order u(0) = yref, which means that the theorem is satisfied for k = 0. 
On the other hand, since 0 ≤ h(·) ≤ dmax, from Lemma 1 one gets for any k > 0, 

 max0 ( ) .u k d≤ ≤  (13) 

This conclusion ends the proof.  
Theorem 2 specifies the limits of control signal that can be expected in the pro-

posed control system. In particular, it follows from (12) that no matter the demand 
and supply channel uncertainty, u never becomes negative. As a result, a feasible 
ordering signal is always ensured, even for the case of complete delivery failure 
εp(k) = 0. The next theorem shows how one should select the warehouse space at the 
distribution center to store all the incoming shipments. 

Theorem 3.  If policy (6) is applied to system (3), then the stock never exceeds the 
reference level yref. 

Proof.  Due to delay, the first shipments may reach the distribution center no sooner 
than in period k = n1. Consequently, it follows from the assumed initial conditions, 
y(0) = 0 and u(k) = 0 for k < 0, that the warehouse is empty for any k • n1. Hence, it 
suffices to show that the proposition is satisfied for all k • n1 + 1. Using (4), the stock 
level in arbitrary period k may be expressed as 
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Since 
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=  and u(0) = yref, 
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Then, using Lemma 1, one gets 

 

1 1 1

1 1 1 0

2 1

1 11 1

( ) ( 1) ( ) ( 1) ( )

       ( 1) ( ) ( ).

R
p p p

R
p p

p

R R
p p p p

k n n k nm m k

ref p p p p
p j p jj k n n

k nm m k

ref p p p p
p pj k n n j k n n

y k y h j j n h j h j

y j n h j h j

λ λ ε

λ ε λ

− − − − − −

= = = == − −

− − −

= == − − − = − − −

= + − + + − −

= + + + −

    

   
 (16) 

Finally, since εp(·) ≤ 1 and h(·) ≥ 0, 
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This conclusion finishes the proof.  
Theorem 3 specifies the upper limit of on-hand stock ever accumulated at the dis-

tribution center. Below, another important theorem is formulated. The theorem  



74 P. Ignaciuk 

 

indicates how the value of yref should be selected to ensure that y(k) > 0. Consequent-
ly, one arrives at the state in which – after serving the imposed demand – the stock 
level is positive, and full demand satisfaction is obtained. Therefore, in addition to 
maximizing the profits from realized sales the company gains in the market credibil-
ity. 

Theorem 4.  If policy (6) is applied to system (3) with 0 < p ≤ p(k) ≤ 1, and the refer-
ence stock level satisfies the following inequality 

 max
1

[1 (1 ) ],
m

R
ref p p p p

p

y d n nλ ε
=

> + + −  (18) 

then for any k ≥ nm + R
mn + 1 the on-hand stock is strictly positive. 

Proof.  Since p(·) ≥ p and h(·) ≤ dmax, it follows from (16) that 
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 (19) 

Consequently, using assumption (18), one gets for any k ≥ nm + R
mn + 1, y(k) > 0. This 

conclusion ends the proof.  

4 Numerical Example 

The properties of inventory control policy proposed in this paper are verified in simu-
lations performed for the system described in Section 2. The review period is set 
equal to 1 day. It is assumed that three supply options (m = 3) are used for stock re-
plenishment. The parameters characterizing each option are grouped in Table 1.  

Table 1. System parameters 

Option p Lead time np Repair time R
pn  Uncer. bound εp Split coef. λp 

1 5 5 0.77 0.32 

2 6 6 0.85 0.28 

3 7 7 0.82 0.40 

 
With the maximum daily demand dmax = 90 units the reference stock level is select-

ed according to the guidelines of Theorem 3 so that full demand satisfaction is ob-
tained. Consequently, yref = 740 > 738 units is chosen. The actual demand follows the 
pattern depicted in Fig. 4 (dotted curve), which reflects sudden changes in the market 
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trend. The uncertainty associated with each channel is assumed uniformly distributed 
in the interval [εp, 1]. 

The ordering decisions taken by the controller are illustrated in Fig. 4 (continuous 
line), and the on-hand stock in Fig. 5. It is clear from Fig. 4 that the proposed control-
ler closely follows the demand pattern without overshoots or oscillations. On the other 
hand, it follows from Fig. 5 that the stock level remains finite not exceeding yref, and 
after the initial phase, it does not fall to zero. Consequently, since y(k) > 0, the im-
posed demand is entirely satisfied from the readily available resources and maximum 
service level is achieved. 

 

Fig. 4. Demand (dotted line) and orders (continuous line) 

 

Fig. 5. On-hand stock level 

5 Conclusions 

In this paper, the problem of establishing an efficient stock replenishment strategy for 
production-inventory systems with faulty supply channels was addressed. The setting 
was modeled as an uncertain, parameter-varying system with multiple input-output 
delays. In order to counteract the negative influence of delay, a new compensation 
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mechanism was designed. The proposed control strategy was demonstrated to provide 
fast reaction to varying market conditions with order-to-demand variance ratio not 
exceeding one. Thus, the bullwhip effect is averted despite uncertainty in goods de-
livery process. The limits of control signal (orders) and output variable (on-hand 
stock) were specified, and conditions for achieving full satisfaction of the a priori 
unknown demand were formulated and strictly proved. 
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Abstract. Application of cybernetic technology of conceptual design of 
biomechatronic surgical robotics system (SRS) originated by systems theory is 
suggested in the paper. Traditional models of artificial intelligence and mathe-
matics do not allow describing biomechatronic systems being designed on all its 
levels in one common formal basis, i.e. they do not give connected descriptions 
of the systems structure, the system as dynamic unit in its environment and the 
environment construction. To avoid this drawback, the technology of hierar-
chical and dynamic systems was chosen as a theoretical means for conceptual 
design and control tasks performing. Furthermore, in comparison with tradi-
tional methods the proposed technology gives the description of connected elec-
tronic, mechanical, biological, human-machine and computer subsystems of 
biomechatronic object in common formal basis. Theoretical basis of the coordi-
nation technology is briefly considered first. The example of the technology re-
alization in conceptual design of SRS is presented after that in the paper.  

Keywords: design, hierarchical system, mechatronics, surgical robot. 

1 Introduction 

In design process of biomechatronic systems we deal with objects which contain con-
nected mechanical, electromechanical, biological, electronic, computer and human-
computer subsystems. Various methods and models which used for each system coor-
dination (design&control) can’t describe all the subsystems and the mechanism of 
their interaction in the structure of higher level in common theoretical basis, and at the 
same time describe the system as a unit in its environment and environment system as 
well. It is important to define the common conceptual model which will describe all 
the above mentioned systems of biomechatronic object being designed in common 
formal basis. This task is topical for the systems of computer aided design (CAD) and 
processes of conceptual design in particular [1].  

Conceptual model being created before the phase of detailed design [1] must also 
be coordinated with numerical and geometrical systems, i. e. the traditional forms of 
information representation in mechatronics. The theoretical basis of design process in 
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agreement with these requirements must be a hierarchical construction connecting any 
level unit with its lower and higher levels.  

Mathematical and cybernetic theories based on the set theory are incoherent with 
the above requirements since the set theory describes one-level outlook. So, the coor-
dination technology of Hierarchical System by Mesarovich and Takahara [2] with its 
standard block aed (ancient Greek word) by Novikava and Miatliuk [3-8] was chosen 
in the work as theoretical basis for the performing of conceptual design task of 
biomechtronic systems.  

Nowadays, there are a lot of definitions of conceptual design [9,10]. The most pre-
cise from our point of view are “Conceptual design or what some call ‘ideation’ de-
fines the general description of the product” given by Paul Brown, director of NX 
marketing for Siemens PLM Software and “the early part of any design process, 
which can occur at any point in the product development cycle” given by Bob 
McNeel [9]. M.J. French defines the conceptual design phase of the design process as 
the phase where the statement of the problem and generation of broad solution to it in 
the form of schemes is performed [10]. We recognize Conceptual Design as the pro-
cess of creation of the systemic model of the object being designed at the early stage 
of its life cycle which is before the detailed design stage of object’s mathematical 
model creation and numeric calculations realization.   

In frames of the proposed coordination technology to create conceptual model for 
the design of biomechatronic object, i.e. a Surgical Robot System (SRS) in our case, 
means to define a SR system structure; its dynamic representation as the unit in its 
environment; SRS environment, its process and SRS-Environment interactions; SRS 
coordinator, its design & control processes; processes executed by SRS subsystems. 
Formal basis of conceptual design is given first in the paper. The exemplary concep-
tual model of Surgical Robot System is presented below after that. 

2 Formal Model for Conceptual Design 

Aed model S  considered below unites the codes of twolevel system [1] and general 

systems theory [11] by Mesarovic and Takahara, number code sL , geometry and 
cybernetics methods; dynamic systems ),( ϕρ  are the main means of the description 

of the named codes. Aed is a standard element of hierarchical systems [3-8], which 
realizes the general laws of systems organization on each level and the inter-level 

connections. Aed S  contains ω  and σ  models connected by coordinator 
0S  

S ↔   , }, { 0 σω S  (1)

where ω  is a dynamic representation of any level   system in its environment, σ  

is a system structure, 
0S  is coordinator. Diagram of aed S  is presented in Fig.1. 
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0S ={ 

0ω , 
00S , 

0σ } (4) 

where 
0ω  is aggregated dynamic realization of 

0S , 
0σ  is the structure of  

0S , 
00S  

is coordinator control element. 
0S  is defined recursively. Coordinator 

0S  constructs 

its aggregated dynamic realization 
0ω  and structure 

0σ  by itself. 
0S

 
performs the 

design and control tasks on its choice, learning and self-organization strata [3-6].  
All metric characteristics μ  of systems being coordinated (designed & controlled) 

and the most significant geometry signs are determined in the frames of aed informa-

tional basis in codes of numeric positional system SL  [4-6]. Structures have two basic 

characteristics: ξ  (connection defect) and δ  (constructive dimension); μ , ξ  

and δ  are connected and described in positional code of SL  system [4-6]. For in-

stance, constructive dimension  Δ∈δ  of system S  is presented in SL  code as 
follows 

 
ξδ )()( 3 ii nn −= , Nni ∈δ)( , i=0,1,2,3 

(5)

where 
ωδ  and 

σδ  are constructive dimension of σ  and ω  respectively. This rep-

resentation of geometrical information allows execution of all operations with geo-
metric images of mechatronic objects on computer as operations with numeric codes. 
Aed technology briefly described above presents theoretical basis for surgical robot 
system (SRS) conceptual design and control.  

3 Conceptual Model of SR System 

As an example of biomechatronic object description, the formal model of SR system 
is presented below. Recently SR systems such as commercial ROBODOC system 
(Integrated Surgical Systems, CA, USA) are widely used in TKA (Total Knee 
Arthoplasty) surgery. In the paper we focused on laboratory-level SRS with industrial 
robot and navigation system for TKA (Fig.2) developed in BioMech Lab., School of 
Engineering, Kyung Hee University (KHU), South Korea [12]. Conceptual systemic 
model of the SR system is presented in aed form 

 S { }σω ,  0,S  (6) 

where ω  is an aggregated dynamic representation of SRS S , σ  is the system 

structure, 
0S  is SRS coordinator (design & control system),   is the index of level. 

( ) },{
~

,...
~

03

ωσδ δδδδ ∈= nn

↔
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Fig. 2. Scheme of laboratory SRS for TKA 

SR system structure σ  contains the set of sub-systems 1−ω  and their structural 

connections Uσ . Thus, according to model (3) the SRS subsystems 1−ω  are 

  1
1

−ω   : robot system (RS);      1
2

−ω  : pre-operative planning system (PP); 
1

3
−ω  : navigation system (NS);  1

4
−ω  : computer control system (CCS). 

In their turn, each subsystem has its own structural elements – lower level 2−  

subsystems. For the robot mechatronic subsystem (RS) 1
1

−ω  they are manipulator 
2

11
−ω  (mechanical), servomotors 2

12
−ω  (electromechanical),  cutting machine 2

13
−ω  

(pneumatic) and own control system 2
14

−ω   (computer). CCS contains control units of 

robot, pre-operative planning and navigation subsystems of SRS and communication 
program developed to integrate the subsystems. CCS is a part of SRS coordinator 
which performs its control functions. All the subsystems are connected by their struc-

tural connections 2−Uσ . For instance, cutting machine 2
13

−ω  and manipulator  2
11

−ω  

are connected by ending effector 2
13

−Uσ  of robot. By analogy, the higher level sub-

systems 1−ω  are connected by their common parts, i.e. structural connections 
1−Uσ  that are the elements of lower levels. Navigation system 1

3
−ω  and robot 

LAN network

Robot system
Preoperative 
Planning   

t
Femur  

Navigation system

Registration of 
landmark points 

Bone cutting 

Optotrak

PC control naviga-
tion system 

PC control  robot Robot 
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1
1

−ω  are connected by their common element – communication program of CCS 
1

13
−Uσ = 2

14
−ω = 2

34
−ω , where 2

14
−ω  is dynamic representation of the control program 

being the subsystem of robot 1
1

−ω , and 2
34

−ω  the one of the program being the sub-

system of the NS 1
3

−ω . 

Aggregated dynamic realizations 1−ω , i.e. dynamic models 1),( −ϕρi  of SRS 

subsystems are formed after the definition of their inputs-outputs concerning each 

concrete subprocess they execute. Thus, for the navigation system 1
3

−ω , concerning 

its registration process of bone and robot the input 1
3

−X  is optic signal received by 

Optotrak system and the output 1
3

−Y  is the robot instrument and real bone coordi-

nates collected in control PC. State 1
3

−C  in this case is the stage of registration pro-

cess completeness. This process is of the informational nature. As for the robot sub-

system 1
1

−ω , concerning its mechanical process of instrument motion the realization 
1

11
−ω  can be presented in form (2) as equations [13] of inverse kinematics: 

 xqJq  )(+=  (7) 

which connects robot joints velocities q  as the output 1
1

−Y  with velocities x  of 

robot instrument as input 1
1

−X , where +J  is the pseudo inverse of Jacobian matrix.  

Environment of the SRS has its own structure and contains the following sub-

systems: 
1ω  bone (biological); 

2ω : surgeon, which communicates with SRS via 

video information, registration and cutting motion planning system (human-computer 

system); 
3ω  other biomechatronic systems being in interaction with SRS (e.g. com-

puter tomography CT system, which supplies PP subsystem with bone images); 
4ω  

implant producing system; 
5ω : higher level coordinator (design system). 

 Thus the surgery-SRS interactions (by obtaining video image of bone, checking a 
cutting path & robot motion planning), and robot cutting instrument-bone interactions 
are control and executive interactions of SRS and its environment respectively. The 

immediate input X  for the SR system (which is the output =Yω
X  of the envi-

ronment of SR system) are control actions produced by surgeon and the inputs gener-

ated by other environment systems, e.g. inserted implant presented by 
4ω . The output 

Y  of the SR system is the cutting bone. The output of the SR system S  is at the 

same time the input =Xω
Y  of the environment Sω . The states 

iC  of SR sys-

tem S  are the inputs of TKA surgical processes. Dynamic representation ω  of SRS 
and its subsystems are constructed in form of (2) by the inputs, states and outputs  
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mentioned above. The dynamic representation ),( ϕρ  can be given at the stage of 

detailed design in form as follows  

  
Cxy = . 

(8)

First state equation in (8) corresponds to the state transition function ϕ  in (2) and 

the output equation corresponds to the reaction ρ .  Vectors x, y, u and matrices A, B, 

C must be predefined. In the case of robot end effector motion the elements of states 
vector x=[x1 x2 x3]

T are the displacement x1, velocity x2 and acceleration x3.  

SRS TKA process P  is a part of higher-level process 1+P  in environment Sω . 

Environment is a biomechatronic system of higher level which includes general de-
sign&control system, surgeon, person being operated, other biomechatronic systems 
being in interaction with SRS (CT system and implant production system). 

This process contains the following sub-processes of level  : ( 1P ) virtual model 

(VM) of bone and implant graphic image forming (by PP system); ( 2P ) real bone 

image (RBI) and robot instrument location registration (by NS); ( 3P ) VM matching 

to RBI model; ( 4P ) cutting path forming in PP and transforming to coordinate of RS; 

( 5P ) allocation of robot instrument in the registered points by surgeon using control 

haptic device, and joints angels control law definition by solving inverse kinematics 
problem; ( 6P ) sending control signal to AS2 robot system; ( 7P ) AS2 robot motion 

and end effector (pneumatic instrument) displacement; ( 8P ) bone cutting and implant 

inserting. All the subprocesses are formally described according to (2).  

7P  is realized by electromechanical subsystems (Samsung AS2 robot servomo-

tors) of general biomechatronics system (SR system), 1P - 4P  realized by video-

information and computer subsystems, and 8P  by pneumatic and mechanical ones. 

The general process is composed by subprocesses P , executed by the general 

biomechatronic system, which includes the SR system S  and its environment Sω . 

So, all the subsystems of general biomechatronic system, i.e. mechanical (manip-

ulator 2
11

−S , haptic system), electromechanical (servomotor 2
12

−S ), pneumatic (cut-

ting instrument 2
13

−S ), computer-electronic (navigation 1
3

−S  and control system 
1

4
−S ), human-computer (surgeon and PP 1

2
−S  system) have their aggregated dynam-

ic ω  and structural σ  descriptions.  All the connected descriptions of the subsys-

tems S and processes P  are presented in the informational resources (data bases) 
of the coordinator which realizes the design and control processes, connecting in this 

way structure σ  and dynamic realization ω  of the SRS being coordinated.  

BuAxx +=
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Coordinator 
0S  is formally described by (4) and realized in the form of human-

computer design&control system of the SRS, which maintains its functional modes by 
surgeon and control system and realizes the design process by higher level computer 
aided design (CAD) system. All metrical characteristics of SR subsystems necessary 
in design process are presented in the form of numeric positional systems Ls [4-6]. 

4 Realization of Coordination Technology 

Coordinator 
0S

 
tasks in control process 

0P  of SRS are performed by human-

computer system, i.e. surgeon in communication with servers and robot. The main 
control tasks are indicated in GUI window of control program developed in BioMech 
Lab., KHU, South Korea. The control processes are 1) bone fixation and its position 

checking 
01 P , 2) registration of robot position 

02 P , 3) registration of real-virtual 

bone relations 
03 P , 4) cutting path calculation and a bone cutting 

04 P . 

Formally, control functions are described as coordinator 
0S  functions in 

0),( ϕρ  

form (2) after definition of states 
tC0 , inputs 

tX 0  and outputs 
tY0  of SRS control 

subsystems. According to the scheme in Fig.1, the inputs and outputs of coordinator 

are defined on the sets of its coordination signals G
 
and feedbacks W as follows: 

 
0X ={ 1+G , W },                     

0Y ={ G , 1+W } (9) 

where G  are coordination signals for systems 1−S , W  is feedback from 1−S , 
1+W  is feedback from 

0S  to coordinator 1
0

+S
 
of higher level, 1+G  are coordina-

tion signals from 1
0

+S  to
 

0S

 
[4-6]. 

Concerning Multi Motion Control (MMC) system [14] of robot the input is the 
preplanning cutting trajectory of robot’s instrument and the output is the electronic 
control signals (joints angular values) which run to manipulator (servomotors) to real-
ize predefined motion of its joints after inverse kinematic problem solving. State of 
general control system is the state of control process in the current moment of time. 

For MMC control process (Fig. 3) the inputs 
tX 0  

are G
 
which are coordinates of 

cutting path [x(t), y(t), z(t)] and feedback signals 1−W  from servomotors which bring 

the actual values of joints current positions. Outputs 
tY0  are 1−G  electronic signals 

which define manipulator joint angular values iθ  (new position), i=6, and W
 
is 

feedback to PP system, i.e. position of robot and cutting instrument, registered by 

Optotrak. State 
tC0  

is the actual position of the manipulator joints and cutting in-

strument at t moment of time.  
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Concerning positioning and bone cutting process controlled by MMC system the 
input of AS3 Samsung robot

 
1

1
−X  are input loads of servomotors. Its output

 
1

1
−Y  is 

positioning&cutting operation which is the input of environment Sω  element 
1ω , 

i.e. bone being operated. This cutting process is executed by surgeon using GUI pro-

gram activating control processes 1
01

−P of MMC system. Control systems ( 1
0

−Si co-

ordinators) of SRS sub-systems, i.e. NS, CCS, PP system, robot system, shown in Fig. 
3 create the general SRS coordinator. 

 

Fig. 3. Interaction of SRS sub-systems in control process of manipulator realizing cutting path 

5 Conclusions 

The conceptual model of SRS biomechatronic system presented in the theoretical 
basis of hierarchical systems for the design and control technology realization is brief-
ly presented in the paper. In comparison with traditional methods of mathematics and 
artificial intelligence the proposed SRS formal model contains connected descriptions 
of the coordinated (designed&controlled) system structure, its aggregated dynamic 
representation as unit in its environment and the environment model. All the descrip-
tions are connected by the coordinator which performs the design and control tasks on 
its strata. The model presented is coordinated with traditional systems of information 
presentation in biomechatronics: numeric, graphic and natural language forms [7]. 
Aed technology is also coordinated with general requirements of design and control 
systems [3-7], considers the elements of SRS conceptual model as well as connected 
SRS subsystems of different nature (mechanical, electromechanical, electronic, hu-
man-computer, biological) in common aed theoretical basis. It brings new possibili-
ties in creating of a formal language for conceptual design.   
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Besides, the proposed technology makes the transfer from conceptual to detailed 
design step in the design process very easy. Because of the given conceptual model 

contains as its elements the dynamic systems ),( ϕρ  which are the generalization of 

mathematical models (DE, automata, algebra systems [11]) the transfer algorithm to 
the next design step is only the concretization of these models. It allows to rise the 
efficiency of the whole design process of engineering systems and biomechatronic 
systems in particular. Given technology was also applied for design and control of 
other engineering objects [8,15], in biomechanics [16] and mechatronics [17]. 
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Abstract. This article discusses the basic principles of synthesis of precision 
control systems and the main challenges that limit the dynamic accuracy of  
these systems. 

Keywords: disturbance control, control precision, system sensitivity, drives, 
stability analysis. 

1 Introduction 

Requirements for maximum interference suppression, arising from the object and 
motor systems in stabilizing systems of the rotational speed drives with high accuracy 
is one of the most important roles in problem solution the movement accuracy of 
working mechanism.. In general, this is achieved by extending the control bandwidth 
and increasing astatism system, or by a combined control [1]. This article describes 
the basic principles of synthesis of control systems a of high-precision and fundamen-
tal problems that limit the dynamic accuracy of these systems. 

The basic way to enlarge accuracy of the motion stabilization is to increase the 
control bandwidth. However, the extension of the control bandwidth is always re-
stricted by the resonant characteristics of mechanical structures. Currently, this limita-
tion is the most important. Another way to increase the accuracy of motion stabiliza-
tion is designing a combined control, which is associated with direct or indirect  
identification of disturbance. This solution is not always effective in the case of low-
level interference and unnecessary complication of the control system. In addition, 
other disorders that arise with complicated structures often completely suppress the 
expected positive effect. 

2 Design of Dynamics Characteristics 

Considering the control systems design principles and obtaining the required dynamic 
characteristics, the principle cascade control from the engineering point of view is the 
most convenient and effective. This principle assumes linearity of characteristics of 

                                                           
* Corresponding author. 
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the of the control system elements. For the control systems with high accuracy, this 
principle only works for the first phase of the synthesis, while the second synthesis 
phase is absolutely necessary to consider control system elements such as saturation. 

Increasing the range of astatism of outer loop of control improves static and dy-
namic accuracy of the rotational speed stabilization. Synthesis of the cascade control 
systems generally starts from the inner loop. In our case, we proceeded oppositely. 
We select the desired transfer function of the system. The frequency of intersection 
was determined considering the mechanical resonance frequency of the structure. 
Taking into account the structure of the control system, which has astatism of the 
second row with PID controller, the required transfer function W (s) has 3-1-2-4 
shape [4, 5]. 

 

Fig. 1. Bode plot of the control system 

The Fig.1 shows optimized Bode diagram of the required frequency characteristic 
of the system with frequency of the intersection = 1. The above diagram corre-
sponds to the transfer function 

( ) = 2,56 + 1,6 + 10,125 + 1 0,08 + 2 ∙ 0,3 ∙ 0,08 ∙ + 1             (1)

Because it is technically possible to carry out high dynamic characteristics of the am-
plifier current (torque), limiting the control bandwidth depends only on the resonance 
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properties of the drive (ТR). The transfer characteristic of the PID controller for the 
system (1) has the form 

 ( ) = ( ) + + 1+ 1                                       (2) 

 

Fig. 2. Block diagram of the system 

Block diagram of the system (fig.2) corresponds to the transfer function of an un-
coupled position control loop 

( ) =  ∙ ∙ ∙ ∙ ∙ ( ) + ∙ + 1∙ ∙ ∙ ( ) ∙ ∙ + 1 [( ∙ ) + 2 ∙ ε ∙ ∙ + 1              (3) 

By the comparison of the transfer function (1) and the modified one (3) we can write 
the necessary values to tune the system = 0,08 ; = 0,125 ; ∙ = 2,56 ; =  1,6 ; =  ∙ ∙1,6 ∙ ∙       (4) 

In the known resonant characteristics of the driver ( ) a is possible to determine the 
parameters of the position controller = 0,08 ;  = 0,125 ; = 1,6 ; = 2,56∙ ;  = 1,6 ∙ ∙ ∙  ∙    (5) 

Analysis of the optimal value of the proportional component of the position controller 
to the minimum quantization noise [1] requires = 1. Then we can determine the 
optimal sensitivity of the phase measurement =  1,6 ∙ ∙ ∙                                                         (6) 
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or contents of the crossover frequency of the transfer function of the control systems in 
the known sensitivity coefficient measurement phase  

=  ∙  1,6 ∙ ∙                                                                (7) 

An analysis of formulas (5,6,7) results in two possible algorithms of the selection 
of controller parameters.  

First. The structure of the drive is given (known resonant characteristic of drive) 
and we have to design parameters of controller and interpolator, which are admissible. 
We have requirements for accuracy of stabilization, and we have to propose the con-
struction of drive (depending on the desired resonant characteristics of the drive), 
parameters of the controller and interpolator, which we derive from the resonance 
frequency of the drive. 

Second. In the case of drive without bearings [2] resonant frequency may no longer 
be a factor limits. Then, we can just limit. Then, we can just limit of the dynamic 
characteristics of the drive. Then, we can just limit dynamic options (Ti) current con-
trol circuit (torque) to calculate the base frequency . For the limitation criteria of the 
dynamic possibilities of current control circuit we have to consider the fact that the 
extension of the control circuit bandwidth increases the interfering component of 
current (torque). High frequency of interfering component of current only warms the 
drive. The source of the interfering component of current is quantization noise of 
interpolator, which can be considered a type of random "white noise". 

Quantization-noise dispersion [1] is = ∙ ∆ = ∆ ,  where Δ – quantization 

step of interpolator, 
N – spectral noise density and ∆  –bandwidth noise. For numeric type of interpo-

lator, frequency band noise is determined by sampling rate, where  – sampling 
period. 

= 12 , = ∆12 ∙ 12                                          (8) 

Then the dispersion component of the torque drive noise, quantization noise source 
the source of with spectral density N [4] is: 

( ) = ∙ ( ∙ )1 + ( )                                       (9) 

Where J – mechanical inertia drive. 
To solve the function (9) we can by the solution of the integral [4] 

= 12 ( )| ( )|                                             (10) 
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Where ( ) = ( ) + ( ) + ⋯ +                               (11) ( ) = ( ) + ( ) + ⋯ +                          (12) 

Solution of integrals of type (11) to n = 7 as a table of coefficients of formula (10) can 
be found in the literature, for example in [6]. So, when we choose the quantization 
step  and sampling frequency then we can calculate the disturbance dispersion and 
thermal load on the motor. Subsequent work by limiting bandwidth circuit current 
control can limit the thermal load on the motor. An alternative way of circuit charac-
teristics design is to determine the quantization step and the sampling period for the 
desired operating band of the current control circuit. 

3 Compensation of Periodically Repeated Disturbance 

We discuss the behavior of the automatic control system with compensation device 
periodically repeated disturbance. The general model of such a control system is 
shown in Figure 3 

 

Fig. 3. Block diagram of control with compensation of periodic disturbance  

The picture shows the following information: 
Q(s) – set value, E(s) – control deviation, WK (s)– filter transfer function in the er-

ror signal; WK1(s) - transfer function of the filter compensation signal; W(s) – transfer 
function control system; K(s) – signal compensation; K1(s) – signal at the compensa-
tion loop input; TC – period of the compensation cycle.  

Time delay in the signal memory is equal Тс and usually considerably exceeds the 
time of the transitional process in main control loop. It follows that the establishment 
of compensating device does not violate the stability of the loop. The presence the 
presence of multiple correction of compensation signal requires the analysis of the 
convergence process of compensation. [2]. 
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Equation of the deviation of automatic control system (Fig.3) at periodically re-
peated failures disturbances ( ) = ( )1 − = Ф ( ) ( )1 − − Ф ( ) ( ) ( )1 −            (13) 

where ( )- periodic component of deviation, - time of the cycle  of deviation 
and disorders repeat, Ф ( ) = 1/[1 + ( )  – transfer characteristics of the control 
system according to deviation, W(s)- transfer characteristic of decoupled control loop, ( ) – set point of the control system periodic component, W (s)- transfer function 

according to disorders, F (s)  – transfer function of the periodic component of  

failures. 
Periodic repetition of the control and disorder operations allows the use of periodic 

component of the dynamic error for the formation of an additional motion program, 
which compensates the effect of interference regardless of their nature and the point 
of application in the system, where control of disorders has the form ( )1 − = ( )1 − − Ф( ) ( )1 −                              (14) 

From (14) follows that the total compensation of periodic components of disturbances 
requires the implementation of a correction circuit with a transmission characteristic  ( ) = 1/Ф( )  to calculate the compensation program for the periodic component 
of the deviation  ( ). The exact implementation of the transfer function  ( ) 
would require a multiple differentiation in the high frequency (greater than the inter-
section of frequency), which leads to a considerable noise accretion. Furthermore, the 
calculated values of the compensation effect at high frequencies is of particular ampli-
tude, which means that it is possible to limit the compensation ratio in the case of 
physical implementation and thus breach the requirements for compensation. There-
fore there have to be a practical limit of the compensation of the frequency compo-
nent of the disturbance, which slightly exceeds the frequency of intersection of the 

control circuit and by an approximate implementation  ( ) of these frequencies. 
In real system of automatic control, besides the standard components, the control 

deviation contains also random ones. In the high precision control systems, these 
components are comparable based on the size. There is therefore a need to use static 
processing of the measurement results of the control deviation before calculating 
compensatory interference. The solution of this task can be done in two ways. 
The first one is to calculate estimation of the mathematical expectation of automatic 
the automatic based on the results of measurement of the control deviation of a suffi-
ciently large number of cycles of the deviation [1]. In this case, the compensation will 
begin after longer period, what results in the fact that the method can be used in sys-
tems that operate in a one mode for a longer time. Furthermore, at a change in the 
nature of disorder effects after the implementation of compensation, the correction 
accuracy is lost. 

The second way is to start compensation after the first cycle treatment of the disor-
der with subsequent correction of compensatory according to the results setting of 
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previous compensatory action. Reducing the impact of signal random component of 
the control deviation is achieved by introducing scale (less than one) at the input and 
output of the compensation circuit, which works as follows. 

The result of the first cycle of disorder change processing (scale is equal to the 
one) is stored in memory and at the processing of the second cycle is added to the 
current value of the original program and this way it creates value of the correction 
program is of the sum of the old value and a certain proportion of the value of the 
current system disorder. In this way for several cycles of disorder change processing 
stored in memory the additional action is accumulated, what allows compensating of 
the regular component of control disorder. Transfer characteristic of the deviation of 
the automatic control a cyclical change of disorders for the system (3) has the form ( ) = −[ ( ) − ( )Ф( ) ∙                           (15) 

Then the transfer function of a closed-loop of the system under the deviation is as 
follows: Ф (s) = 11 + 1 + ( ) ( ) ∙ ( )                               (16) 

Where ( ) – transfer function of synchronous filter 

( )  = [1 − ( ) ∙                                         (17) 

Considering (17) the closed loop transfer function of the system according to devia-
tion from the balancing loop has the form Ф ( ) = Ф ( )(1 − )                                             (18) 

Figure 4 shows Bode characteristics of a standard closed-loop system according to 
disorder with according to disorder with the compensation loop ( ) and without 
compensation loop ( ) 

Complex s form of the transfer function of the synchronous filter does not allow 
the use of traditional methods of stability analysis. Therefore, to obtain the stability 
conditions we analyze the transfer function of the compensation component ( ) = H( ) ∙(1 − ∙ )                                                (19) 

Where the transfer function of the position control system is normalized to the fre-
quency of intersection ω=1 ( ) = ∙ (1 + 3,5 ) ∙(1 − ∙ ) ∙ (1 + 3,5 + 3,3 + 2 )                    (20) 

Where in the system is stable if hodograph ( ) is within a circle of radius 1/ . 
Fig.5. shows influence the parameters β and  γ to the area of stability in the plane 
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( ). The graphs of the compliance compensation process were calculated for differ-
ent γ coefficients and parametersβ, which are implemented in the form of filter. ( ) = 1/(1 + )                                                      (21) 

 

Fig. 4. Bode diagram of a standard closed-loop system under disturbance 

 

Fig. 5. Graphs of the process of convergence of compensation 

4 Conclusion 

The paper deals with the issue of development of the systems to stabilize the angular 
velocity with high precision. Maximum accuracy of the stabilization of the stabiliza-
tion is limited by the work zone control system. Delimitation of the work zone is a 
complex technical problem, the solution of which is affected by a large number of 
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factors. In consideration of substantive issues, the authors propose the following  
sequence of solutions of synthesis control system: For a given object structure, the 
required transfer function of the control loop is selected. For the required transfer 
function is recommended the use of the 3-1-2-4 characteristic type, which is opti-
mized by setting criteria of symmetric optimum». In the second phase, the problem of 
coupling of desired characteristics to the real object parameter control is solved. De-
pending on the construction of the drive there are proposed certain methods of select-
ing the intersection frequency of the desired characteristic. Analysis of steady-state 
values also shows that the convergence process of compensation is determined by 
placing hodograph in the transmission function of compensation within a circle with a 
radius of one.  
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Abstract. The main purpose of this research is the development of the
methods for realizing an overload control mechanism on the Session Initi-
ation Protocol servers by the application of polling systems with different
service disciplines. The mathematical model is studied by means of nu-
merical methods of the queuing theory and allows analyzing the behavior
of different control parameters depending on the load in network of SIP
servers. The polling system consists of two queues of finite capacity and
implements the threshold control of loading by low-priority customers.
The exhaustive and gated service disciplines are studied under Markov
assumptions; formulas for calculation of the main probability measures
of the polling system are derived. By performing simulations we demon-
strate that the polling system with a threshold in the priority queue is a
possible solution for loss-based overload control scheme at the SIP server.
In some cases from the viewpoint of server utilization we found that the
gated discipline is more preferable.

Keywords: polling system, exhaustive discipline, gated discipline, over-
load control, SIP server, threshold control.

1 Introduction

Session Initiation Protocol (SIP) is the prevailing signaling protocol for full range
of services such as Voice-over-IP, presence service, instant messaging, video con-
ferencing, and multimedia distribution [1]. Wide expansion of SIP surfaces the
problem of overload in SIP-server networks that can occur for many reasons, e.g.
capacity planning, component failures, flash crowds, denial of service attacks [2].
The built-in SIP overload control mechanism based on generating rejection re-
sponse messages (503 Service Unavailable) does not solve the problem and can
even worsen the situation by propagating the overload and bringing potential
network collapse. Some solutions have been proposed to prevent SIP overload for
different degree of cooperation (hop-by-hop, end-to-end or local overload con-
trol), explicit and implicit overload control schemes [3, 4]. A number of papers are
devoted to the development of SIP server models, both analytical and simulation
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[5–19]. We investigate one of the explicit overload control feedback mechanism
namely Loss-Based Overload Control (LBOC) [4]. According to LBOC scheme
when a SIP server experiences overload it notifies its upstream neighboring SIP
server about overloading and specifies the percent of the messages going down-
stream that should be discarded or redirected by the upstream SIP server.

In this paper we study the polling system [20] with two queues of finite ca-
pacity and threshold control of low-priority customers’ load, as a model of SIP
server overload control. In the Markov assumptions exhaustive and gated ser-
vice disciplines are studied, the method for calculation of infinitesimal matrix of
the Markov process is proposed, formulas for calculation of the main probability
measures are derived.

The contribution of this paper is two-fold. First, the model takes into account
the message prioritization recommended by the IETF [3]. In session establish-
ment the Invite request has low priority versus any nonInvite response since the
last conduces successive session establishment. Second, the model considers the
threshold control with a threshold in the high priority queue and two polling
service disciplines, exhaustive and gated. In some cases the latter is preferable.

The paper is organized as follows. The second section contains detailed de-
scription of the model for both service disciplines. Markov process and its state
space are introduced. The transitions intensity diagram for exhaustive service
discipline, which is simpler in representation, is presented. In the third section
an equilibrium equations are derived, and the statements, allowing to form the
block three-diagonal matrix for applying of known numerical methods, e.g. LU
decomposition, and finding a steady-state probabilities distribution, are made.
The fourth section contains the numerical analysis of the main probability mea-
sures, i.e. average number of customers in the system, probability of system
being in the normal loading states as well as in the overloading states, and the
sever utilization. Finally the tasks for further research are formulated.

2 Model Description

Let’s consider a mathematical model of the SIP server functioning as a system
with high-priority type 1 customers, low-priority type 2 customers and a single
server carrying out cyclic poll of queues with finite capacity r1 <∞ and r2 <∞,
r1 + r2 = R, where R is a server’s buffer capacity. Flows of customers arriving
on the system are Poisson with intensity values λ1 and λ2 respectively and
duration of service has the exponential distribution with parameters μ1 and μ2
respectively. Customers in each queue are served in FCFS order. The threshold
0 < L < r1 is introduced in the 1-st queue for overload control. When the
threshold is reached the system goes to the overload mode and flow intensity
of low-priority type 2 customers decreases to λ′2 < λ2 value. Switching time
between two queues is distributed under the exponential law with parameter s1
when switching from the second queue to the first and with parameter s2 when
switching from the first queue to the second one. It is assumed that the serving
customer holds its place in the queue until leaving the system.
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Exhaustive Service Discipline
According to exhaustive service discipline the server processes customers of

the queue until the number of customers drops to zero and then it switches to the
next queue. Let l(t) ∈ {1, 2} be the number of the queue serving by the server
at the moment t > 0, and nl(t) is the number of customers in l-th queue at
the moment t > 0. Let’s define the stochastic process η(t) = (l(t), n1(t), n2(t))
describing functioning of the polling system with exhaustive discipline which is
the Markov process with the state-space

X = {(l, n1, n2)| l ∈ {1, 2}, n1 ∈ {0, ..., r1} , n2 ∈ {0, ..., r2}} , (1)

and |X | = 2 (r1 + 1) (r2 + 1).
The state-space X breaks into two disjoint subspaces:

X0 = {(l, n1, n2)| l ∈ {1, 2}, n1 ∈ {0, ..., L} , n2 ∈ {0, ..., r2}} (2)

and

X1 = {(l, n1, n2)| l ∈ {1, 2}, n1 ∈ {L+ 1, ..., r1} , n2 ∈ {0, ..., r2}} . (3)

In Fig. 1 the transitions diagram is depicted as well as its space splitting into
two subspaces of normal and overload states is shown.

Gated Service Discipline
According to gated service discipline the server processes only customers

which were in the queue at the moment of server’s connection to the queue,
and the customers which arrived in the queue after server’s connection will be
served in the following cycle.

Let’s denote m(t) a number of type l customers which is needed to be served
by the server in the current cycle at the moment t > 0. Then the stochastic
process η(t) = (l(t), n1(t), n2(t),m(t)) describing functioning of the system with
gated discipline is a Markov process with the state-space

X =

{
(l, n1, n2,m) : m ∈ {0, ...,max(r1, r2)} ; nl ∈ {m, ..., rl} ,
nl mod 2+1 ∈ {0, ..., rl mod 2+1} ; l = 1, 2

}
, (4)

and |X | = (r1 + 1) (r2 + 1)
(
r1+r2+4

2

)
.

Hereinafter, if it will not require additional explanations, we will use the same
notations for system with both service disciplines. Then, as well as for exhaustive
discipline, we will break the state-space X of the Markov process {η(t), t ≥ 0}
into two disjoint subspaces:

X0 =

{
(l, n1, n2,m) : l ∈ {1; 2} ;m ∈ {0, ..., rl} , nl = {m, ..., rl} ,
nl mod 2 +1 ∈ {0, ..., rl mod 2 +1} ,n1 ≤ L

}
(5)

X1 =

{
(l, n1, n2,m) : l ∈ {1; 2} ;m ∈ {0, ..., rl} , nl = {m, ..., rl} ,
nl mod 2 +1 ∈ {0, ..., rl mod 2 +1} ,n1 > L

}
. (6)

In the next section the method of Markov process states ordering for both
disciplines is offered so that its infinitesimal matrix could be presented in a
block three-diagonal form for numerical solution of the equilibrium equations
through the UL decomposition method.
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Fig. 1. Transition diagram of the Markov process {η(t), t ≥ 0} for exhaustive discipline

3 Equilibrium Equations

Let’s denote p(l, n1, n2) a steady-state probability of the system with exhaustive
discipline being in the state (l, n1, n2) ∈ X and then the equilibrium equations
take the following form:

(s2u (1− n1) + λ1u (r1 − n1) + μ1u(n1) + λ2u (r2 − n2)u (L− n1 + 1)+
+λ′2u (r2 − n2)u (n1 − L))p (1, n1, n2) =
= s1u (1− n2) p (2, n1, n2) + μ1u (r1 − n1) p (1, n1 + 1, n2)+
+λ2u (n2)u (L− n1 + 1) p (1, n1, n2 − 1)+
+λ′2u (n2)u (n1 − L) p (1, n1, n2 − 1) + λ1u (n1) p (1, n1 − 1, n2) ,
n1 ∈ {0, ..., r1} , n2 ∈ {0, ..., r2} , l = 1,

(s1u (1− n2) + λ1u (r1 − n1) + μ2u (n2) +
+λ2u (r2 − n2)u (L− n1 + 1) + λ′2u (r2 − n2) u (n1 − L))p (2, n1, n2) =
= s2u (1− n1) p (1, n1, n2) + μ2u (r2 − n2) p (2, n1, n2 + 1)+
+λ1u (n1) p (2, n1 − 1, n2) + λ2u (n2)u (L− n1 + 1) p (2, n1, n2 − 1)+
+λ′2u (n2)u(n1 − L)p (2, n1, n2 − 1) ,
n1 ∈ {0, ..., r1} , n2 ∈ {0, ..., r2} , l = 2,

(7)

where u(x) =

{
1, x > 0,
0, x ≤ 0.
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We now denote p(l, n1, n2,ml) a steady-state probability of the system with
gated discipline being in state (l, n1, n2,m) ∈ X and representing its equilibrium
equations as following:

(s2u(1−m) + λ1u(r1 − n1) + λ2u(r2 − n2)u(L+ 1− n1)) p1,n1,n2,m+
+(λ′2u(r2 − n2)u(n1 − L) + μ1u(m)) p1,n1,n2,m =
= λ1u(n1 −m)p1,n1−1,n2,m + λ2u(n2)u(L+ 1− n1)p1,n1,n2−1,m+
+λ′2u(n2)u(n1 − L)p1,n1,n2−1,m + μ1u(r1 − n1)p1,n1+1,n2,m+1+
+s1u(m+ 1− n1)p2,n1,n2,0,
n2 ∈ {0, ... , r2}, m ∈ {0, ... , r1}, n1 ∈ {m, ... , r1};

(s1u(1−m) + λ1u(r1 − n1) + λ2u(r2 − n2)u(L+ 1− n1)) p2,n1,n2,m+
+(λ′2u(r2 − n2)u(n1 − L) + μ2u(m)) p2,n1,n2,m =
= λ1u(n1)p2,n1−1,n2,m + λ2u(n2)u(L+ 1− n1)p2,n1,n2−1,m+
+λ′2u(n2 −m)u(n1 − L)p2,n1,n2−1,m + μ2u(r2 − n2)p2,n1,n2+1,m+1+
+s2u(m+ 1− n1)p1,n1,n2,0,
n1 ∈ {0, ... , r1}, m ∈ {0, ... , r2}, n2 ∈ {m, ... , r2}.

(8)

The solution of equilibrium equations (7) and (8) can be obtained numerically
and to do this requires to calculate their matrix A – the infinitesimal matrix
of Markov process {η(t), t ≥ 0}. For this purpose we introduce the following
lexicographic order on the state-space X and we consider that:

for exhaustive discipline x = (l, n1, n2) ≺ x′ = (l′, n′1, n
′
2), if

(n = n1 + n2 < n
′ = n′1 + n

′
2)∨

∨{(n = n′) ∧ [(l < l′) ∨ ((l = l′) ∧ (nl < n
′
l′))]} ,

(9)

for gated discipline x = (l, n1, n2,m) ≺ x′ = (l′, n′1, n
′
2,m

′), if

(n < n′)∨
∨
{
(n = n′) ∧

[
(l < l′) ∨

(
(l = l′) ∧

(
(m < m′) ∨

(
(m = m′)∧
∧ (nl < n′

l′)

)))]}
.

(10)

Statement 1. If the lexicographic order (9) for the exhaustive discipline and
(10) for the gated discipline are introduced on the state-space X then:

1. Infinitesimal matrix A for both service disciplines can be represented in a
block three-diagonal form

A =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

D0 UP0 0 0 0
LW1 D1 UP1 · · · 0 0
0 LW2 D2 0 0
...

...
...

. . .
...

...
0 0 0 0 0
0 0 0 · · · DR−1 UPR−1

0 0 0 LWR DR

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (11)
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2. The non-zero off-diagonal elements of blocks D, UP, LW of matrix A for the
exhaustive discipline can be calculated by the following formulas:

Dn = (dM(l,n1,n2),M(l′,n1,n2)),

l, l′ = 1, 2, n1 + n2 = n, n = 0, ..., R,

Dn =

⎧⎨
⎩
s1, n2 = 0, l = 2, l′ = 1,
s2, n1 = 0, l = 1, l′ = 2,
0, in other cases,

UPn = (uM(l,n1,n2),M(l,n′
1,n

′
2)
),

l = 1, 2, n1 + n2 = n′1 + n
′
2 − 1 = n, n = 0, ..., R− 1,

UPn =

⎧⎪⎪⎨
⎪⎪⎩
λ1, n1 = n′1 − 1, n2 = n′2,
λ2, n1 = n′1, n2 = n′2 − 1, n1 < L+ 1,
λ′2, n1 = n′1, n2 = n′2 − 1, n1 ≥ L+ 1,
0, in other cases,

LWn = (lwM(l,n1,n2),M(l,n′
1,n

′
2)
),

l = 1, 2, n1 + n2 = n′1 + n
′
2 + 1 = n, n = 1, ..., R,

LWn =

⎧⎨
⎩
μ1, l = 1, n1 = n′1 + 1, n2 = n′2,
μ2, l = 2, n1 = n′1, n2 = n′2 + 1,
0, in other cases,

where the element (l, n1, n2) of the array M(l, n1, n2) contains index of the
state (l, n1, n2) in the matrix A.

3. The non-zero off-diagonal elements of blocks D, UP, LW of matrix A for
gated discipline can be calculated by the following formulas:

Dn = (dM(l,n1,n2,m),M(l′,n1,n2,m′)),

l, l′ = 1, 2, n1 + n2 = n, n = 0, ..., R,

Dn =

⎧⎨
⎩
s1, n2 = 0, m = 0, l = 2, l′ = 1, m′ = n1,
s2, n1 = 0, m = 0, l = 1, l′ = 2, m′ = n2,
0, in other cases,

UPn = (uM(l,n1,n2,m),M(l,n′
1,n

′
2,m)),

l = 1, 2, n1 + n2 = n′1 + n
′
2 − 1 = n, n = 0, ..., R− 1,

UPn =

⎧⎪⎪⎨
⎪⎪⎩
λ1, n1 = n′1 − 1, n2 = n′2,
λ2, n1 = n′1, n2 = n′2 − 1, n1 < L+ 1,
λ′2, n1 = n′1, n2 = n′2 − 1, n1 ≥ L+ 1,
0, in other cases,

LWn = (lwM(l,n1,n2,m),M(l,n′
1,n

′
2,m

′)),

l = 1, 2, n1 + n2 = n′1 + n
′
2 + 1 = n, n = 1, ..., R,

LWn =

⎧⎨
⎩
μ1, l = 1, n1 = n′1 + 1, n2 = n′2, m = m′ + 1,
μ2, l = 2, n1 = n′1, n2 = n′2 + 1, m = m′ + 1,
0, in other cases,

where the element (l, n1, n2,m) of the array M(l, n1, n2,m) contains index
of the state (l, n1, n2,m) in the matrix A.
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4 Numerical Analysis

Matrix A representation in the form of (11) allows solving equilibrium equations
numerically, e.g. using the UL decomposition method. Knowing probability dis-
tribution p (l, n1, n2) for the system with exhaustive discipline we can calculate
an average number of customers in queues using the formulas

N1 =

r1∑
n1=1

(
n1 ·

r2∑
n2=1

2∑
l=1

p (l, n1, n2)

)

Fig. 2. The stochastic processes {l(t), n1(t), n2(t), t > 0} for exhaustive discipline

Fig. 3. The stochastic processes {l(t), n1(t), n2(t), t > 0} for gated discipline
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and

N2 =

r2∑
n2=1

(
n2 ·

r1∑
n1=1

2∑
l=1

p (l, n1, n2)

)
.

The probabilities of the system being in the normal load states and X0 in the
overload states X1 can be calculated using the formulas

P (X0) =
∑

(l,n1,n2)∈X0

p (l, n1, n2) and P (X1) =
∑

(l,n1,n2)∈X1

p (l, n1, n2)

respectively. The utilization factor of the server can be found as U = 1 − P0,
where

P0 =

r2∑
n2=0

p(1, 0, n2) +

r1∑
n1=0

p(2, n1, 0).

Probability measures of the system with gated discipline are calculated in a
similar way.

Fig. 4. Average number of customers in the system

While carrying out the numerical analysis we suppose that typical session of
the user requires transfer of one Invite message and six nonInvite messages [21],
i.e. λ1 = 6λ2. For simplicity of calculations we assume R = 20, r1 = 10, r2 = 10,
L = 5, λ′2 = 0, 5λ2. It is supposed that processing time of the Invite messages is
μ−1
2 = 10 msec and the nonInvite messages is μ−1

1 = 4 msec. The switching time
between queues is comparable to these values and is equal to s−1

1 = s−1
2 = 10

msec.
In Fig. 2, Fig. 3 and Fig. 4 the comparison of the probability measures is

presented. Graphs are depicted depending on the load created by Invite messages
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Fig. 5. Probability of finding the system in normal loading states and in overload states

Fig. 6. The utilization factor of the server

i.e. ρINV = ρ2 = λ2 · μ−1
2 value. Since we study the overload case the chosen

range of loading values is 0 ≤ ρINV ≤ 2. In our case from the point of view of
server utilization we received the gated discipline preferable.

Fig. 5 and 6 illustrate the stochastic processes {l(t), n1(t), n2(t), t > 0} behav-
ior on the time interval [1000msec; 4000msec] for exhaustive and gated disciplines
respectively. We assume that the low-priority queue loading is ρINV = 0.4. These
graphs are calculated using the matrix exponential representation

P (t) =

∞∑
n=0

(t ·A)n
n!

= eAt

of the transition probability matrix of the stochastic process {η(t), t > 0}.
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5 Conclusion

SIP server overload control is of a great importance nowadays. First reason is
that the cost of rejecting a signaling message is not negligible compared to the
cost of serving a user request for session establishment. Second, SIP has a client-
server architecture which helps the development of threshold control solution at
different priority schemes.

We proposed the polling system with two queues and with a threshold in the
priority queue as a solution for the LBOC scheme described in [4]. We devel-
oped the simulation model of the polling system and obtained the numerical
method for performance evaluation of main control parameters of SIP-server.
Finally, some case study was made in order to compare two possible service dis-
ciplines – the exhaustive discipline and the gated discipline. We also illustrated
the polling system behavior in transient mode in order to show the features of
its functioning.

Our future work may include development of the simulation framework for
analysis of SIP server behavior under overloading. The most interesting problem
is minimization the return time from overloading to the normal operation.
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Abstract. This paper presents the dynamics and control of a control
moment gyroscope actuated inverted pendulum. The control technique
utilizes partial feedback linearization, an appropriate global change of
coordinates which transform the dynamics of the system into a lower
nonlinear subsystem and a chain of double integrators. A control Lya-
punov function is designed in order to stabilize the overall system using
a backstepping procedure.

Keywords: Underactuated nonlinear systems, Lagrangian Dynamics,
Systems with kinematic symmetry, Backstepping procedure, Partial feed-
back linearization.

1 Introduction

There are perhaps only a few simple systems that are better than the inverted
pendulum at demonstrating the ability to accomplish a seemingly difficult task
through the use of feedback control. It is therefore no surprise that the inverted
pendulum has been extensively utilized as a prototype system for both the study
and practical demonstration of many types of controllers. Inverted pendulum
systems are often attached to a cart or rotating arm that in which case the angle
of the pendulum is controlled via the coupling between the translational motion
of the pendulum’s pivot point and its angle, a consequence of the conservation
of momentum. An interesting variation on this problem is the momentum wheel
inverted pendulum [1],[2],[3]. In this case, the pendulum’s pivot point is inertially
fixed and actuation is accomplished via the controlled rotation of a massive disk
attached to the pendulum about an axis parallel to the pendulum’s pivot axis.
In this paper, a similar configuration is utilized, however, the massive rotating
disk is allowed to also rotate about an axis that is parallel to the length of the
pendulum. Such a mechanism forms a simple control moment gyroscope (CMG)
which can be utilized to provide a torque on the pendulum. The dynamics of
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the control moment gyroscope are first presented. The equations of motion are
derived from the Euler-Lagrange formulation. From these equations, some state-
ments can be made concerning the control requirements. These are addressed.
A stabilizing controller for the pendulum is then examined.

2 System Dynamics

Consider the diagram of the control moment gyroscope inverted pendulum that
is depicted in figure 1. There are three bodies in this system, body 1, body 2, and
body 3. There are also three degrees-of-freedom associated with the pendulum’s
rotation through angle θ1, the CMG’s rotation through angle θ2, and the CMG
disk’s rotation through angle θ3. A vector of generalized coordinates for this
system is thus, γ = [θ1, θ2, θ3]

T, the subscript T stands for transpose.The system
dynamics are easily obtained from Hamilton’s principle via the Euler-Lagrange
equation. However, this requires an expression for the total system kinetic energy
and potential energy. The total kinetic energy is obtained as the sum of the
kinetic energies of each of the bodies comprising the system,

K =
3∑

B=1

KB , (1)

where

KB =
1

2
mB

IṘT

B

IṘB +
IṘT

B

IṪBΓB +
1

2
BωB

TJB
BωB . (2)

The potential energy of the system is obtained as

U =
3∑

B=1

UB , (3)

where
UB = g

(
mB

IRB +
ITBΓB

) |z . (4)

In both of these expressions, mB is the mass of the body, ΓB is the vector of
first-mass moments of the body measured in the body’s frame, JB is the inertial
matrix of the body measured in the body’s frame, ITB is the rotation from body
coordinates to inertial coordinates, BωB is the angular velocity of body measured
in the body’s frame, IRB is the position of the body’s frame measured in the
inertial frame, and g is the gravitational acceleration.

Formulating the Lagrangian as L = K − U and applying the Euler-Lagrange
equation results in a system of second-order differential equations of the form

H
(
γ
)
γ̈ +D

(
γ, γ̇
)
+G

(
γ
)
= τ , (5)
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Fig. 1. Control Moment Inverted Pendulum

where the components of the symmetric positive-definite system mass matrix,
H
(
γ
)
, are

H1,1 = a+ b sin(θ2)
2

H1,2 = H2,1 = c cos(θ2)

H1,3 = H3,1 = J3xx cos(θ2)

H2,2 = d

H2,3 = H3,2 = 0

H3,3 = J3xx . (6)

The components of the vector of the generalized Coriolis and centripetal forces,
D
(
γ, γ̇
)
, are

D1 = 2bθ̇1θ̇2 cos(θ2) sin(θ2) + J3xxθ̇2θ̇3 sin(θ2)− cθ̇22 sin(θ2)
D2 = −bθ̇12 cos(θ2) sin(θ2) + J3xxθ̇1θ̇3 sin(θ2)
D3 = −J3xxθ̇1θ̇2 sin(θ2) . (7)

The components of the vector of generalized gravitational forces, G
(
γ
)
, are

G1 = Ag sin(θ1) +Bg cos(θ1) sin(θ2)

G2 = Bg sin(θ1) cos(θ2)

G3 = 0 , (8)



112 Y.H. Amengonu, Y.P. Kakad, and D.R. Isenberg

where

a = J1xx + J2xx + J3xx + d1
2m3

b = J3yy − J3xx + d23m3

c = d1d3m3

d = m3d
2
3 + J2zz + J3yy

A = d1m2 − Γ1z + d1m3

B = d3m3 . (9)

In (6)-(8), d1 is the distance along the z-axis of frame 1 from the origin of frame
1 to the origin of frame 2, d2 is the distance along the x-axis of frame 1 from the
origin of frame 1 to the origin of frame 2, and d3 is the distance from the origin
of frame 2 to the origin of frame 3.

3 Dynamics Analysis

The input τ is a vector of external generalized forces, τ = [0, τ2, τ3]
T. The system

is therefore under-actuated. The torque τ3 is utilized to maintain a constant θ̇3,
thus only τ2 is available for the control of θ2.

Assuming a control has been applied to regulate θ̇3 about a setpoint such that
θ̈3 = 0, the equations of motion are approximated as

H1,1(θ2)θ̈1 +H1,2(θ2)θ̈2 +D1

(
θ, θ̇
)
+G1 (θ) = 0

H2,1(θ2)θ̈1 +H2,2(θ2)θ̈2 +D2

(
θ, θ̇
)
+G2 (θ) = τ2 . (10)

3.1 Collocated Partial Feedback Linearization

Many researchers, in the past, have considered the analysis and control design of
underactuated mechanical systems. One of the complexities of these systems is
that often they are not fully feedback linearizable. In this work we will partially
linearize the system using a change of control which transforms it into a strict
feedback form[4] and then into a normal form which is a special case of the famous
Byrnes-Isidori normal form [5]. This form is suitable the backstepping procedure.
However, after applying this change of control, the new control appears in both
the linear and nonlinear subsystems. Another change of variable renders the
analysis and design less complicated because the control appears only in the
linear subsystem. The global change of control was proposed in [6] as

τ2 = α (θ) u+ β
(
θ, θ̇
)

θ̈2 = u . (11)

Equation (11) is obtained by solving for θ̈1 in the first equation in (10) and
then replace it in the second equation. Applying this technique, (10) is partially
linearized and we have
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α(θ2) =

(
H2,2(θ2)− H1,2(θ2)H2,1(θ2)

H1,1(θ2)

)

β(θ, θ̇) = D2(θ) +G2(θ)− H1,2(θ2)

H1,1(θ2)
(D1(θ) +G1(θ)) .

The reduced system (10) may be written as

θ̈1 = − 1

H1,1(θ2)
(D1(θ, θ̇) +G1(θ))− 1

H1,1(θ2)
H1,2(θ)u

θ̈2 = u . (12)

In general this change of control is invertible because det (H(θ)) is not zero
because H(θ) is a positive definite matrix. In (10), H1,1(θ2) is positive for all

values of θ2. Denoting p = θ̇, (12) can be expressed as

θ̇1 = p1

ṗ1 = f(θ, p) + g(θ)u

θ̇2 = p2

ṗ2 = u . (13)

In (13), it is shown that the control input u appears in both the (θ1,p1) and
(θ2,p2) subsystems. It is interesting to note that the inertia matrix depends
only on the actuated variable. The variables that appear in the inertia matrix
are called shape variables. The configuration variables that do not appear in
the inertia matrix are called external variables. The notion of shape or internal
variables originally appeared in the control literature by the study of multi-body
systems [7],[8].

3.2 Shape Variable and Kinetic Symmetry

The fact that the Lagrangian has a kinematic symmetry with respect to external

variable i.e ∂K(θ,θ̇)
∂θj

= 0, j = 1, 3, and the normalized momentum conjugate to

θ1,

ν1 = H1,1(θ2)
−1 ∂L

∂θ̇1
= θ̇1 +H1,1(θ2)

−1
H1,2(θ2)θ̇2 (14)

is integrable. This defines an interesting group action in the configuration man-
ifold. This action is defined in a more general way in [9].
Let

ψ(θ2) =

∫ θ2

0

H1,2(s)

H1,1(s)
ds ,

we note that the one-form dψ(θ2) =
H1,2(θ2)
H1,1(θ2)

d(θ2) is exact and the above fact is

exploited to perform a global change of coordinates as

z1 = θ1 + ψ(θ2)

z2 = H1,1(θ2)θ̇1 +H1,2(θ2)θ̇2 =
∂L

∂θ̇1
. (15)
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The above global change of variables transform the dynamics of the reduced
system into a strict feedback form as

ż1 =
z2

H1,1(θ2)

ż2 = g1(z1 − ψ(θ2), θ2)
θ̇2 = p2

ṗ2 = u , (16)

where

g1(z1 − ψ(θ2), θ2) = d

dt

∂L

∂θ̇1
=
∂L

∂θ1
= − ∂U

∂θ1
,

due to kinetic symmetry with respect to θ1,
∂K
∂θ1

= 0. We also note that this
change of variables is possible because H1,1(θ2) is strictly positive for all val-
ues of θ2 and by multiplying (14) by H1,1(θ2) and setting y1 = z1 and y2 =
H1,1

−1(θ2)z2, one obtains a special case of the normal form [5] with double
integrators as shown in (17)

ẏ1 = y2

ẏ2 = f(y, ζ1, ζ2)

ζ̇1 = ζ2

ζ̇2 = u . (17)

Clearly, the control input appears only in the actuated subsystem. This decouples
the two subsystems with respect to the control input u. If a globally stabilizing
smooth state feedback exists for (z1, z2)-subsystem in (16) then a globally sta-
bilizing state feedback can be found for (θ1, θ2)-subsystem using backstepping
procedure [4]. In this case, θ2 is considered as virtual input connecting both
subsystems.

4 Controller Design Using Backstepping

Inertia-wheel pendulum is a planar inverted pendulum with a revolving wheel
at the end that was first introduced in [10]. Due to the fact all the Christoffel
Symbols associated with the inertia matrix vanish and the inertia matrix is
constant, the dynamics and control of the inertia-wheel pendulum is a particular
case of the design procedure outlined in this paper.

Let us first consider the stabilization of the nonlinear (z1, z2)-subsystem

ż1 = H1,1(θ2)
−1z2

ż2 = g1(z1 − ψ(θ2), θ2) , (18)
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where

ψ(θ2) =
c√
ab

arctan

(
b sin(θ2)√

ab

)
, (19)

with θ2 ∈ (−π
2
π
2 ). Clearly, the subsystem (18) is non-affine in the virtual control

input θ2. The stabilization of (18) can be done using the following assumption.
Consider the above nonlinear system non-affine in control θ2 in (18). If the

following condition

g1(z1, θ2) =
∂L

∂θ1

is a smooth function with g1(0, 0) = 0, H1,1(θ2) > 0 for all values of θ2, zero

is not a critical value for g1(z1, θ2) and ∂g1(z1,θ2)
∂θ2

= 0, on the manifold M =

ker(g1) = {(z1, θ2) ∈ IR2 : g1(z1, θ2) = 0} and g1(z1, θ2) has an isolated root
α(z1) such that g1(z1, α(z1)) = 0, so there exists a continuously differentiable
state feedback law in the following form θ2 = α(z1) − σ(z1, z2) that globally
asymptotically stabilizes the origin of (18) (σ(.) is a sigmoidal function. Refer
to [9] for proof).

g1(z1, θ2) = Ag sin(z1 − ψ(θ2)) +Bg cos(z1 − ψ(θ2)) sin(θ2) = 0

∂g1(z1, θ2)

∂θ2
= −AgH1,2(θ2)

H1,1(θ2)
cos(z1 − ψ(θ2)) +BgH1,2(θ2)

H1,1(θ2)
sin(z1 − ψ(θ2) sin(θ2)

+Bg cos(z1 − ψ(θ2)) cos(θ2) . (20)

Solving the first line in (20) is equivalent to first solving for θ1 in Ag sin(θ1) +
Bg cos(θ1) sin(θ2) = 0 which gives

θ1 = − arctan

(
B sin(θ2)

A

)
, (21)

and substituting it in the first line of (15) we have

z1 =
c√
ab

arctan

(
b sin(θ2)√

ab

)
− arctan

(
B sin(θ2)

A

)
, (22)

with θ2 ∈ (−π
2
π
2 ). In our work, we numerically invert (22) and find θ2 as a

function of z1 . From here a state feedback control law stated in the assumption
above can be found to stabilize the (z1, z2)-subsystem to the origin (0,0) as

θ2 = K1(z1, z2) = α(z1)− σ(c1z1 + c2z2) . (23)

4.1 Backstepping Control Design

Let us define a control Lyapunov fuction V (z1, z2, η1) and η1 = θ2 −K1(z1, z2)
as
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V (η1) =
1

2
η1

2

V̇ (η1) = η̇1η1 , (24)

where

V̇ (η1) = η̇1η1

η̇1 = −c3η1
p2 − K̇1(z1, z2) = −c3(θ2 −K1(z1, z2))

or

p2 = K2(z1, z2, θ2),

or

p2 = K2(z1, z2, θ2) = −c3(θ2 −K1(z1, z2)) + K̇1(z1, z2),

where c3 > 0. Next we define

η2 = p2 −K2(z1, z2, θ2)

V (z1, z2, η1, η2) =
1

2
η1

2 +
1

2
η2

2

V̇ (z1, z2, η1, η2) = −c3η12 + η̇2η2
η̇2 = −c4η2

u− K̇2(z1, z2, θ2) = −c4 (p2 −K2(z1, z2, θ2)) ,

or

u = K3(z1, z2, θ2, p2) = −c4 (p2 −K2(z1, z2, θ2)) + K̇2(z1, z2, θ2) , (25)

where c4 > 0.
With θ̇3 regulated about a setpoint such that θ̈3 = 0, the overall system can

be controlled using τ2 which is available for the control of θ2.

5 Simulation

The simulation result for the overall dynamics of the Control Moment Gyroscope
is shown in figure 2. An oscillation was noticed around the equilibrium point.
To overcome this issue, a nonlinear damping was added. The values used for
simulation are shown in the table 1.

Table 1. Simulation parameters

a b c d J311 A B c1 c2 c3 c4

2694.6 6.7728 75.5573 7.3916 6.8707 879.6338 22.9022 1 0 10 8
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Fig. 2. Simulation result with initial conditions [−π
3
, 0, 0, 0], where p1 = θ̇1, p2 = θ̇2

Fig. 3. Analysis of z1(θ2) and
∂g1(z1,θ2)

∂θ2
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6 Conclusion and Future Work

We consider the dynamics analysis and control of the control moment gyroscope
inverted pendulum. The CMG is an underactuated system and has kinematic
symmetry with respect of some of its space configuration variables. The sys-
tem is first partial feedback linearized. Then, we use the kinematic symmetry
of the system to perform a global change of coordinates which transform the
original system into a lower order nonlinear subsystem plus a chain of double
integrators. The backstepping procedure is used to stabilize the cascade systems
and the original system is stabilized at one of its unstable equilibrium points.It
was noticed that the system becomes unstable when θ2 falls outside (−π

2 ,
π
2 ).

We propose in future to find a change of coordinates such that the system is
stablizable for θ2 ∈ [−π, π].
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Abstract. This paper describes the realization of InPeRo, an Inverted
Pendulum Robot pertaining to the class of mobile wheeled pendulums
(MWP), and the implementation of a nonlinear controller responsible of
controlling the heading velocity of the robot and its steering rate while
stabilizing its central body.

The mathematical model of the robot is formulated first followed by
the equations governing the controller. Then the construction of the
robot is described including the selection of components and instruments
on board. The implementation of the controller equations, data acqui-
sition and analysis, filtering, calibration, sensor fusion and other issues
are addressed. Finally, experimental results are shown to validate the
effectiveness of the controller.

Keywords: Mobile wheeled pendulum, Realization, Instrumentation,
Nonlinear control implementation, Experimental validation.

1 Introduction

This paper describes the realization of a wheeled inverted pendulum robot In-
PeRo (edition 2) and the implementation of a nonlinear controller responsible of
controlling the heading velocity and the steering rate while stabilizing the central
body. InPeRo pertains to the class of mobile wheeled pendulums. MWP-class
robots are composed of three rigid bodies: two wheels rotating about a central
body. A feature common to MWPs, that is not encountered in other wheeled
robots, is that their central body, which constitutes the robot platform, can ro-
tate about the wheel axis. This motion must be controlled, thereby leading to a
new challenging problem for MWP, which is the stabilization of the central body,
aside the classical control problem due to nonholonomy. Additionally, depending
on the position of the centre of mass of the central body with respect to the line of
wheel centres (above/below) the MWP robot can be classified as inverted or non-
inverted.
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Fig. 1. InPeRo, an inverted pendulum
robot, Courtesy of É.T.S

Many developments in the field of
MWP have been reported since 1999: The
US patent behind the Ginger and then
the Segway Human Transporter projects
[1]; JOE, a mobile inverted pendulum
[2]; QuasiMoRo, a quasiholonomic mobile
robot [3]; ATOM, an anti-tilting outdoor
mobile robot [4,5]; uBot, a dynamically
balancing two-wheeled platform [6]; nBot,
a two-wheeled balancing robot [7]; The
first edition of InPeRo [8]; Winglet, a per-
sonal transport assistant robot from Toy-
ota [9]; Recon Scout Throwbot, the recon-
naissance robot for military applications
from Recon Robotics [10]; I-PENTAR, an
inverted pendulum type assistant robot
[11]; and, more recently, a mobile inverted
pendulum robot system [12].

Segway, Winglet and ReconScout be-
ing three commercial products with high
budgets invested on development we will
not compare our work to them. However,
it is noteworthy to highlight the emer-
gence of MWPs and their penetration into
the market. We will rather concentrate on
laboratory products with similar develop-
ment budgets. As mentioned previously the stabilization of the central body is
a must in MWPs, hence, the measure and control of the tilt angle and its time
rate-of-change are essential. In JOE three sensors have been evaluated for this
purpose: (i) a tilt-sensor, (ii) an accelerometer and (iii) a gyro. The latter was
retained, however it involved integration drift. Additionally, the controller was
based on decoupling and linearization. The whole performance of the system was
acceptable but the authors suggested an adaptive controller for better results.
In QuasiMoRo a solid-state sensor was used for tilt measurement combined to
a linear controller, however, experimental results were not given. As for ATOM,
the work was limited to the simulation level and no prototype was developed.
In uBot a combination of gyro and accelerometer was employed together with a
LQR regulator. The design appeared to be successful, nevertheless the authors
suggested many adjustments for later improvements. In the first edition of In-
PeRo two optical distance measuring sensors were mounted on a 90−degrees
fixture to measure the tilt angle in a combination with a nonlinear controller.
The results were satisfactory but the authors found many aspects that need to
be improved, they will be listed subsequently. In the work done by Lee and Jung
a fusion of a gyro and a tilt-sensor was employed. The scheme involved three
filters: (i) a high-pass filter for the gyro, (ii) a low-pass filter for the tilt, and
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(iii) a Kalman filter for the fusion. Linear PD and PID regulators were used
for heading angle and position control. The results were successful, however the
authors suggested advanced control algorithms to cope with tracking errors and
achieve better performance.

In the work presented here we use a simple scheme for the fusion of the tilt and
gyro sensors together with a nonlinear controller. Aside the successful tracking,
the results reported show robustness versus parameters uncertainties, external
disturbances and change of the position of the centre of mass of the central body.
The novelty of the work is summarized below:

1. A simple scheme for the fusion of two distance-measuring sensors and a gyro
resulting in a fast reliable reading.

2. A nonlinear controller composed of three imbricated loops responsible of
current (torque) control of DC-brush motors, stabilization of the central
body, and heading velocity and steering rate control.

3. A decentralization of the control scheme and the data acquisition rendering
the whole design modular and easy to debug and repair.

4. A robustness versus parameters uncertainties, external disturbances, live-
change of the position of the centre of mass of the central body.

5. A light hardware and do-it-yourself design approach that requires low budget
and high creativity.

On the paper organization, Section II describes the mathematical model of the
robot and the equations governing the controller. The construction of the robot
including the material used are given in Section III. The choice of actuators and
sensors, setup and calibration are described in Section IV. Finally Section V
shows the experimental results and validates the performance of the controller.

2 Mathematical Model and Nonlinear Control

The mathematical model of the robot has been developed in a previous work and
considered the motion on an inclined plane. We will give here the final results,
the reader being directed to [4] for the details.

MWP being composed of three rigid bodies, the wheels are denoted bodies
1 and 2, while the central body is body 3. The centre of mass of the wheels
coincide with the geometric centre while the centre of mass of the central boy is
located above the line of wheel centres, rendering InPeRo an inverted pendulum
robot. The symbols used for the robot modelling are summarized in Table 1.

2.1 State-Space Formulation

The posture of the robot can be described by a six-dimensional vector q defined
as

q =
[
xco yco rT r0

]T
(1)

The three-dimensional vector of independent generalized velocities is

v =
[
vc ω3p ω3l

]T
(2)
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Table 1. List of Symbols

b Distance between the wheel centres

ci Position vector of the center of mass Ci of the ith body, i = 1, 2, 3

co Position vector of Co the midpoint of wheels centres

d Offset between Co and C3

{i, j,k} Right-handed orthogonal triad describing the orientation of the inertial frame F0

l Unit vector along the line of wheel centers, directed from C1 to C2

mc Mass of the central body

mw Mass of each wheel

rw Radius of each wheel

rb Radius of the base cylinder

r0, r The Euler-Rodrigues parameters describing the orientation of the central body in F0

{ui, l,vi} Right-handed orthogonal triad describing the orientation of the ith body

v3 Unit vector directed from C3 to Co

Ic Inertia matrix of the central body

Iw Inertia matrix of each wheel

θi3 Angular displacement of the ith wheel w.r.t. the central body

τi Input torque applied to the ith wheel

ωi Angular velocity vector of the ith body in F0

where vc is the heading velocity of the robot, namely,

vc =
rw
2
(θ̇13 + θ̇23 + 2ω3l)

while ω3p and ω3l represent the projection of the angular velocity vector of the
central body ω3 along the vertical k and the line of wheel centres l, respectively,

ω3 = ω3pk+ ω3ll

It is noteworthy that ω3p is the steering rate of the robot, namely,

ω3p =
rw
b
(θ̇13 − θ̇23)

The nine-dimensional state vector thus becomes

x =
[
qT vT

]T
(3)

The computation of ẋ requires the kinematic constraints and the robot dynamics.
The former are given by

ċo = vch, ṙ =
1

2
(r01−R)ω3, and ṙ0 = −1

2
rTω3

where h is a unit vector given by h = l × k and R is the cross-product matrix
(CPM)1 of vector r, and 1 is the 3× 3 identity matrix.

1 The CPM of a vector v ∈ IR3 is defined, for every x ∈ IR3 as well, as V = CPM(v) =
∂(v × x)/∂x.
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Fig. 2. InPeRo, an inverted pendulum
robot

The dynamics, developed using
the Natural Orthogonal Complement
method, yields

v̇ = I−1(q) [−C(q,v)v + τ (q) + γ(q)]

where I and C are 3 × 3 matrices
representing the generalized inertia of
the system and the contribution of
the Coriolis and centrifugal forces, re-
spectively, while τ and γ are three-
dimensional vectors representing the
generalized active and gravity forces,
respectively.

Consequently, the full state-space
model of the system becomes:

ẋ = f(x) + gp(r0, r)τp + gm(r0, r)τm (4)

with

τp = τ1 + τ2 and τm = τ1 − τ2
For more details on the expressions of f(x), gp and gm, see [4,5].

2.2 Nonlinear Controller

The nonlinear controllability study and a nonlinear controller have been devel-
oped in a previous work. We will give here the final results, the reader being
directed to [5] for the details. The control scheme is given in Fig. 3 below:

Fig. 3. Nonlinear control scheme

3 Robot Skeleton Material

Fig. 4. Frisbee Wheel

As mentioned previously a light hardware and do-it-
yourself design approach have been employed in the
construction of InPeRo. The skeleton of the robot
used plumbing parts essentially straight and T-shaped
pipes. The wheels are composed of two frisbees col-
lated together as shown in Fig. 4.
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4 Actuators and Sensors

4.1 Motors, Gearboxes and Encoders

The input of a MWP-class robot are the torques applied to the wheels. In the
case of InPeRo two DC-brush motors are used. The reason behind the selection
of DC-brush motors is that the relationship current/torque is linear, hence, the
motor torque control problem becomes a simple current control problem. The
motors are selected from the RE-max series of Maxon, namely 226774. Motors
specifications are summarized in Table 2.

Table 2. Motor Specifications

Power 9 Watt
Nominal Voltage 24 Volt
Nominal Current 0.568 Amp
Nominal Speed 4080 rpm
Nominal Torque 25.9 mNm
Speed Constant 206 rpm/Volt
Torque Constant 46.3 mNm/Amp

Additionally, the gearboxes and encoders
are also from Maxon, 144035 and 225771
respectively, and have the following spec-
ifications:

– Gearbox: planetary gearhead, 53:1
– Encoder: quadratic encoder, 3 chan-

nels, 128 counts

4.2 Torque Control

As mentioned above, controlling the torque of a DC-brush motor is a matter
of controlling its current. In the first edition of InPeRo a linear PID controller
was implemented in the microcontroller. The performance was acceptable first,
however, a degradation was noticed due to online changes of the electrical pa-
rameters (resistance and inductance) and an adjustment of the PID parameters
was required constantly.

Fig. 5. Hysteresis Current Control

For that, in the current edition
of InPeRo we decided to use a
hysteresis current control (HCC)
that is robust with respect to pa-
rameters uncertainties. Addition-
ally, for modularity purposes and
in order to enlighten the code in-
side the microcontroller the HCC
is implemented on a separate card
that communicates with the mi-
crocontroller via a DAC using SPI communication. The scheme showing the
HCC principle is given in Fig. 5.

The components used for the HCC card are:

- Current Tranducer: LEM LTS 6-NP
- D/A converter: TLV 5604
- Fast dual operational amplifier: LM2903
- Dual D-type flip-flop: SN74AHC74
- H-Bridge: LMD18200
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4.3 Tilt-Angle Measurement

The tilt angle and its time rate-of-change are measured using the fusion of two
distance measuring sensors with a gyroscope. Two GP2D120, for distance mea-
suring, are mounted on a 90-degrees fixture on the base cylinder as shown in
Fig. 6.

Fig. 6. Distance measuring sensors

Let δb and δf denote the backward and
forward distances of the sensors to the
ground, respectively. By the same token,
let αb and αf represent the angles of the
backward and forward sensors with the
ground, respectively. The tilt angle α is
thus obtained as alpha = 45o − αb with

αb = atan

(
rb + ls + δf
rb + ls + δb

)

where ls is the sensor length.
The angle reading was tested, it is ac-

curate, however, the delay between two
readings can go up to 48ms (38.3± 9.6ms
precisely). For that we found the necessity
of introducing another type of angle mea-
suring sensor to increase reading fastness
and robustness. The gyroscope IDG300
was mounted along the line of wheel cen-
tres to measure the time rate-of-change of the tilt-angle. However, as it is well-
known, the numerical integration to obtain the angle introduces drift. For that a
continuous correction at the output of the integrator was adopted. The scheme
showing the fusion of the two distance measuring sensors and the gyroscope is
given in Fig. 7.

Fig. 7. Fusion of the gyroscope with the distance measuring sensors

It is noteworthy that the adopted fusion scheme is simple and does involve
only one filter at the end, rendering it easy and quick for implementation.
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Finally, the entities needed for the controller are obtained as follows:

ξ1 = uT
3 k = − sinα, vT

3 k = cosα and ω3l = α̇

5 Experimental Results

The first experiment consists on maintaining InPeRo balanced with zero heading
and steering speeds references while applying disturbances. Two types of distur-
bances were applied: (i) dynamical change of the centre of mass of the central
body (by filling a cup of water live) and (ii) giving disturbances by forcing the
robot to move forward and backward. The video can be visualized on youtube
using the following link: http://www.youtube.com/watch?v=Xk8_PGsKZX4.

Figure 8 shows the heading speed and the tilt-angle. Note that despite dis-
turbances, the speed was maintained at zero and the tilt-angle was capable to
redress itself.
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Fig. 8. InPeRo maintaining its central body vertical up while applying disturbances.
Both heading and steering speeds are set to zero.
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Fig. 9. InPeRo following a straight line: the heading speed follows its reference while
the steering speed is maintained to zero

http://www.youtube.com/watch?v=Xk8_PGsKZX4
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Fig. 10. InPeRo turning in place: the steering speed follows its reference while the
heading speed is maintained to zero
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Fig. 11. InPeRo executing a round path: heading and steering speeds follow their
references
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Fig. 12. InPeRo executing a sinusoidal path: heading and steering speeds follow their
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The second experiment consists on following a straight line, i.e., imposing a
reference to the heading speed vc while screwing the steering speed ω3p to zero.
Figure 9 shows the results and the corresponding video can be visualized at:
http://www.youtube.com/watch?v=cz6J_gEIepE.

The third experiment consists on turning in place, i.e., imposing a reference
to ω3p while screwing vc to zero. Figure 10 shows the results.

The fourth experiment consists of executing a round path. Both vc and ω3p
follow their reference as shown in Fig. 11. The video corresponding to this ex-
periment ca be visualized at http://www.youtube.com/watch?v=15Gk87pPQfs.

Finally, the last experiment consists on following a sinusoidal path as shown
in Fig. 12. The video showing this path is given at: http://www.youtube.com/
watch?v=wy7DfkPlKAE.

6 Conclusions

In this paper we described the realization of InPeRo, a mobile wheeled pendulum.
We recalled the mathematical model of the system and its controller. Then
we moved to the construction of the robot including material, actuators and
sensors. Finally we gave the experimental results showing the performance of
the controlled system. For future work we would like to implement position
control and navigation algorithms.
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Abstract. As the technology grows rapidly and the new applications
and systems are being developed every day, it is crucial to have proper
protection. Information is becoming a strategic asset and because it is
often of sensitive nature, it ought to be secured. The paper presents
how the Usage Role-based Access Control model introduces improvement
to the logical security of information systems. The model is presented
in the light of currently used and existing access control models and
implemented in a form of a simplified ebook store application.

1 Introduction

Rapid development of information systems and applications in today’s world
brings with it increased computerization of the enterprises and private homes.
Data can now be processed faster and analysed in a more abstract way by the
new technologies. Problems can be solved faster then ever before. However this
also raises the issue of logical security of data contained in the systems. This data
can often be of sensitive nature, like personal data of employees. That is why an
access control was introduced. Its main goal is to protect the system resources
from undesired user access. Many models of access control are currently available
and present in information systems, each having their advantages and disadvan-
tages. The problem analysed in the presented paper is how the new concept
of Usage Role-based Access Control deals with the issue of the logical security.
It will be also compared with other popular models to see what advantages it
introduces.

Security is one of the main issues that come up with the information systems.
Due to the fact that a lot of sensitive data is stored on the computers, it has
become a real target for hackers. It is therefore important to ensure a proper
protection of this data and take all the necessary measures to prevent the un-
wanted access to it. To say that the stored information is safe, it must satisfy
three requirements: only users who are authorized can access it when it is needed
(availability), unauthorized users cannot modify it (integrity) and information
can be viewed only by users who have the right to do so (conffdentiality) [10].

The presented paper shows how the Usage Role-based Access Control ap-
proach introduces improvement to the logical security of information systems.
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This approach is presented in the light of currently used and existing access
control models. The focus is put on the new concept of Usage Role-based Ac-
cess Control (URBAC). For practical aspect it was implemented in a form of a
simplified ebook store, which presents the main elements of the model in a clear
and precise way.

This paper presents the engineering aspects in access control of dynamic in-
formation systems. The paper is composed as follows: section 2 presents the
role concepts and usage concept in aspect of access control, section 3 gives the
outline of approach based on these concepts (Usage Role Based Access Control,
URBAC). Section 4 deals with the implementation of URBAC model in a form
of ebook store application to properly show its capabilities and elements.

2 Access Control Based on Role and Usage Concepts

Proper authentication by means of an access control is vital to ensure only
authorized users can access data and block any unwanted guests or attackers
that may pretend to be a legitimate user. In this context, the access control can
be seen as both an element of security and a sound basis for implementing the
further security measures. By means of access control an organization should
have, first and foremost, control from unauthorized use of data and resources.
Then it can focus on preventing any intrusions from the outside [11].

The main idea of an access control is to restrict and protect an access to
some resource and ensure that only those allowed to use it can access it [10].
Resource can be any element of the system, like a file, folder, database or a
printer. Apart from controlling an access to a resource it also deals with how
and when the resource can be used [11]. As an example, operating system controls
access to the files and a certain user may have access to edit a given file, but only
during working hours. The aim of access control is to prevent any unwanted or
undesired access to resources. What is more, if properly managed, access control
also promotes proper information sharing across users and applications [12].

It is very hard to design an access control model that is perfect and appli-
cable to many types of systems and differing needs. Due to this, each of the
traditional access control models or their extensions has some limitations. With
rapid development of new systems and applications the needs for control of data
are constantly changing with the new problems needing to be solved.

Mandatory Access Control provides very strict and rigid control. It highly
limits the user’s possible actions and doesn’t consider any dynamic alterations
of underlying policies [13]. As the policies are managed by a central authority,
the main benefit is immunity to Trojan Horse attacks and ensuring the system
security, regardless of the users actions. However the main downfall of this model
is difficulty to implement in the real-world applications and systems, which have
to be rewritten in order to adhere to the model’s labelling concept. Another
disadvantage is a possibility of over-classifying data by the model, which can
affect the productivity of users, who cannot access the data they need.

Discretionary Access Control, unlike MAC gives more freedom to the users.
It is left to their discretion to specify the access rules for files they are owners
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of. The main problem arising in this model is no protection from the copy oper-
ation. If a user can read another user’s file, there is nothing stopping him from
copying that file to a file that he owns. Then he can freely share its contents [11].
Furthermore as granting access to the files is left to the discretion of the users
rather then the system, the outcome may be access control policies not reflect-
ing the organization’s security requirements [12]. Due to this the maintenance
of system and the verification of security policies is very difficult. It also makes
the system very vulnerable to the Trojan Horse attack.

Role-based Access Control provides a structure of access control tailored to
the needs of enterprises. However it also creates a challenge between easy ad-
ministration and strong security [12]. For the latter, it is better if the roles are
more granular and thus multiple roles are assigned to users. On the other hand,
for easier administration it is far more convenient to have less roles to manage.
What is more, role engineering may also pose a challenge as an access control
may not always be compatible with organization’s structure [1].

Usage Control model [3–5] was introduced as an answer to the limitations
of the above models. As all of them focused on the authorizations done before
an access, this model introduced a possibility to check them also during an
access. Furthermore it created a concept of obligations and conditions, which
were omitted by earlier models. However the idea of usage control focuses mainly
on the management of rights and an access to digital objects. It is a very abstract
model, that does not provide a clear structure like role-based access control model
and does not deal with who defines and modifies the rights that the subjects
posses.

These disadvantages and the needs of present information systems caused the
creation of unified model that can encompass the use of traditional access control
models and allow to define the dynamic rules of access control. Two access control
concepts are chosen in our studies to develop the new approach for dynamic
information systems: role concept [6] and usage concept [3, 5]. The first one
allows to represent the whole system organization in the complete, precise way
while the second one allows to describe the usage control with authorizations,
obligations, conditions, continuity (ongoing control) and mutability attributes.

3 Approach of Role Based Access Control with Usage
Control

Usage Role-based Access Control (URBAC) [9] is based on a role concept from
extended Role-Based Access Control and usage concept from Usage Control. It
takes best features from both models in order to combine them into an even
more efficient model of an access control. It incorporates the control of usage in
data access with authorizations, obligations and conditions that can be applied
both before and during access. URBAC also uses a complete and precise way
to represent the entire system organization with the use of roles and functions.
The main elements of the model are presented in figure 1.

Subject can represent users and groups of users, that share the same rights
as well as obligations and responsibilities. Session is the interval of time during
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Fig. 1. Meta-model of URBAC approach

which a user is actively logged into the system and may execute the actions in
it that require the appropriate rights. User is logged in to the system in a single
session, during which the roles can be activated.

A Role can be regarded as a reflection of position or job title in an orga-
nization, that holds with it the authority as well as responsibilities. It allows
to accomplish certain tasks connected with processes in an organization. Users
are assigned to them based on their competencies and qualifications. Therefore,
role is associated with subjects, where user or group of users can take on dif-
ferent roles, but one role can also be shared among users. This association also
contains Subject Attributes, like identity or credits, which are additional subject
properties that can be considered in usage decision. Role is also associated with
a session, which represents the roles that can be activated during a single session.
In accordance with Role Based Access Control the role hierarchy can be defined,
where inheritance relations are established between the roles.

As each role specifies a possibility to perform specific tasks, it consists of
many functions, which users may apply. Like with roles, function hierarchy
can be defined with inheritance relations between specific functions. Function
in turn, can be split to more atomic elements which are operations that are
performed on objects. Those are granted by permissions. We therefore can
view the functions as sets or sequences of permissions, that grant them right to
perform the specified methods on a specified objects. To ensure that the model
is coherent, each existing permission must be assigned to at least one function.

In the model when permissions are assigned to objects, the specification of
constraints is necessary. Those constraints are authorizations, conditions and
obligations. Constraint determines that some permission is valid only for a part
of the object instances. We can denote a permission as a function: p(o, m,
Cst) whereo represents an object, m a method that can be executed on the
object and Cst is a set of constraints that determine this permission. Taking
into consideration a concept of authorization, obligation and condition, the set of
constraints can take the following form Cst = {A, B, C} and the permission can
be presented as a function p(o, m, {A, B, C}). According to this, the permission
is given to all instances of the object class except the contrary specification.

The constraints are defined in accordance with Usage Access Control model.
Authorizations are logical predicates attached to a permission and determine
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permission validity. They depend on the access rules, object attributes and sub-
ject attributes. Obligations are functional predicates which verify mandatory
requirements that a user has to perform before or during access. In the model
they are defined for permissions, but also concern the subjects. Conditions, in
turn evaluate the current status of the system as well as environment to check if
relevant requirements are satisfied. They are defied for permissions, but concern
also the session. Conditions are subject and object independent. All these three
elements can be either checked before access request (pre) or can be checked
continuously or periodically during subject’s access to the object (ongoing).
Furthermore the concept of constraint can be also defined for main elements of
the model (user, group, subject, session, role, function, permission, object and
method) as well as for relationships between the elements.

Objects are entities that can be accessed by users. They have a direct rela-
tionship with permissions that can be further described with the use of Object
Attributes. Those represent additional object attributes specific to the relation,
like for instance the security labels or ownerships. Attributes of both subjects
and objects can be mutable, which means they can be updated by the system
as consequences of subject usage on objects. Attributes can also be immutable
and cannot be changed by the system, but only at administrator’s discretion.

4 Implementation of Usage Role-Based Access Control
Approach

Usage Role-based Access Control approach was implemented for the practical
aspects in a form of simplified ebook store application that presents the main
elements of the model in a clear and precise way. Based on the created application
the URBAC approach was compared to the other access control models.

4.1 Application of Ebook Store

The concept used to illustrate the Usage Role-based Access Control is an online
ebook store. It gives many possibilities for the role definitions as well as the
functions to be performed by the users. This concept allows to represent the
access control in an extensive way. It also deals with an access to digital objects,
which is a large part of Usage Control, that is a part of URBAC. The main
capabilities in the store are:

– sell and purchase of the ebook files,

– downloading the ebook files,

– purchase of the credit,

– providing the feedback,

– editing the ebook items,

– featuring the ebooks,

– upgrading the user roles.
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Terms of Service were introduced that the users should agree to be able to
perform the most functions in the store including purchase. The terms encompass
the information regarding the user’s accounts, security rules for maintaining and
using these accounts as well as the usage rules of the store. If a user does not
abide by these terms, his account may be terminated by the administrator.
Additionally, as the store itself does not deal with copyright at the moment, for
selling ebooks users will have to confirm the copyright agreement.

There are different types of roles available for the users - Regular, Premium
and Seller. There is also a special role of the Administrator, who has access
to all the application models and data to define the new elements of the access
control in accordance with the Usage Role-based Access Control model directly
without the need to modify the application’s code.

There are many possible functions for an online store. The basic ones will
be registering in the service as well as logging in and out. The registered users
will have the possibility to obtain different roles: Regular, Premium and Seller.
Regular User functions are: register, login, logout, browse the available ebooks,
view information about a particular ebook file, view a user’s profile, purchase
an ebook, search for an ebook, add an ebook into the cart, view the user’s cart,
payment with credits, purchase of the credits, download the bought ebook file
with 30 seconds wait, upgrade the account. Premium User functions are: all the
functions of the Regular User, no wait time for the downloads, giving feedback
to other users, more payment options (credits, credit card or paypal). Seller User
functions are: all the functions of the Premium User, sell an ebook item, edit
an ebook item, feature an ebook item, remove an ebook item. Administrator
functions are: all the functions available to the users, modify and create the
data contained in the application, including the elements of URBAC.

4.2 Proposed Implementation of URBAC Model

Creation and modification of the elements of URBAC model are realized by the
security administrator with the use of an administrator’s panel. The adminis-
trator is able to create the security policy rules dynamically at the level of the
application and these policy rules are applied to the ebook store application
immediately. The framework used for the creation of the application allowed
to generate an attractive interface for the administrator. Through this inter-
face the administrator can see and adjust the lists of created elements and the
connections between them. The elements of the URBAC approach are created
according to schema presented in figure 1.

As described above there are four main types of available roles: Regular,
Premium and Seller users and a special role of administrator. Administrator is
able to modify the attributes of these roles, like their upgrade price or decide
to create a new type of role available in the application. Each role consists of
a collection of functions. Therefore the administrator is able to assign different
functions to various roles. Examples of the main available functions are: buy an
ebook, download an ebook, edit an ebook, register, remove an ebook, upgrade
an account, sell an ebook, get credits, give feedback, feature an ebook.
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Fig. 2. Activity diagram for ”buy” function

For instance the function to edit an ebook is assigned only to the role Seller,
while the function Buy an Ebook is assigned to all the roles available in the
application. To perform a function a user has to make a sequence of activities.
For instance to buy an ebook, as shown in figure 2, the user has to first log in,
view the available ebooks, choose one he wants to buy, add it to his cart, and
so on. Some permissions are assigned to each of these activities. For instance
in case of the buy function the permissions are: view ebook list, view ebook
information, add an item to the user’s cart, view the user’s cart, purchase the
item.

When a permission is evaluated it consists of authorizations, obligations and
conditions. All three have to be satisfied to give a user access and let him proceed
to next step in the function. Examples of authorizations for the purchase of
the ebook permission, that the administrator can define, presented in form of
questions, can be as follows:
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– Does a user own the ebook object?
– Does the user have enough credits to purchase the ebook?
– Has the user already bought the item?
– Does the user have any downloads of the ebook left?

Obligations for instance, can consider if the user has agreed to the terms of
service and the copyright agreement. If he has not agreed his activities in the
application will be limited. Conditions, in turn, can focus on allowing the users
to execute the functions only during the business hours and setting a limit on
the number of ebooks that can be featured in the store.

The object of Authorization class evaluates a logical statement if a user can be
granted access. This statement can take into consideration the following types
of comparisons:

– compare a user’s attribute with the fixed values,
– compare an ebook’s attribute with the fixed values,
– compare ebook’s and user’s attributes with each other,
– compare ebook’s attribute with an attribute of another object retrieved from

the database,
– compare user’s attribute with an attribute of another object retrieved from

the database,
– find a single ebook object in one of user’s lists: ebook downloads, owned

ebooks, cart items.

For instance an Authorization object can check if a user has sufficient funds
to purchase an ebook object. It is checked if the user’s attribute credits value
(integer data type) is greater than the value of ebook’s attribute price.

The object of Obligation class evaluates if a user satisfies the mandatory
requirements (actions) he has to perform before access. The Obligation object
focuses on comparing the user’s attributes with different data types. These data
types have fixed values. For example an Obligation object can check if a user has
agreed to the terms of service. To do this, the user’s attribute termsAgreedOn is
compared with boolean ”true” value.

The objects of the Condition class are used to evaluate the requirements
that depend on the environment and on the system. These requirements can be
therefore based on different aspects:

– particular value taken from the framework’s cache,
– time-specific evaluation,
– particular system variable retrieved from database.

For instance in case of time-specific evaluation, the business hours can be set
with integer data type. In order to do that, the fixed values must be specified -
the low value is set to 8 and the high value is set to 16. When the condition is
evaluated the current time is checked and compared against the fixed values. If
this condition is satisfied the user can perform his activities between 8 and 16
o’clock. If he wants to gain an access outside of these hours, he will get an error
string message.
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5 Conclusion and Discussion

Rapid development of new technologies brings with it a need for the new security
solutions. Usage Role-based Access Control introduces a new approach to the
logical security of information systems. It is a very flexible model that can be
tailored to various needs.

The most important advantages provided by URBAC model include:

– clear structure, with well-described elements that are logically linked,
– fit for enterprise needs with roles assigned according to the job positions and

functions that reflect the employee’s tasks and responsibilities,
– security administrator can create the policies that reflect an organization’s

security policies,
– model takes into account that attributes can change,
– access permissions are evaluated dynamically at the time of access request

and therefore may depend on changing attributes,
– increased flexibility of permissions, which are based not only on the autho-

rizations, but also on the concept of obligations that a user has to perform
for an access and the concept of conditions that reflects a state of the system
and its environment,

– user’s permissions are evaluated not only before but also during an access,
thanks to the authorizations, obligations, conditions and subject and object
attributes,

– clear description of the model provides a great basis for the creation of
administration panel to manage the security policies dynamically without
system’s downtime.

Compared to the other models the URBAC approach introduces much more
elements and covers broader needs of the security. MAC creates very rigid con-
trol enforced by the system, while in URBAC the control is focused more on
dynamically changing attributes, with permissions computed at an access re-
quest. DAC introduces more control at the discretion of users, which may lead
to many discrepancies with the organization’s policies. In URBAC it is the ad-
ministrator who defines and manages the policies, tailoring them to the needs of
an enterprise. RBAC, in turn provides a clear structure. It is easily adapted for
the organizations with the roles concept. However it lacks more flexible permis-
sions and their evaluation during an access, which can be found in UCON. This
is why Usage Role-based access control approach incorporates the best features
from both RBAC and UCON to create an even more efficient and flexible access
control.

The application created for implementation of URBAC approach was an
ebook store website. It offered a wide range of functionalities. The main roles
offered to the users are Regular, Premium and Seller. Each encompasses a dif-
ferent range of functionalities. There is also a special role of an administrator
that allows to dynamically create new rules of security policy for the ebook store
application. This is done through an administration panel. It provides an easy
interface to manage the URBAC elements and other application data. Access
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to each functionality in the store is guarded by the access rules and a user is
informed if any are not satisfied through appropriate messages displayed in the
store’s view.

The URBAC approach creates a sound and effective base for the proper pro-
tection of data. Its implementation confirms that URBAC can be distinguished
as very well solution to the needs of modern enterprises.
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Abstract. The vast amount of data that organizations should gather,
store and process, entails a set of new requirements towards the analytical
solutions used by organizations. These requirements have become drivers
for the development of the in-memory computing paradigm, which en-
ables the creation of applications running advanced queries and perform-
ing complex transactions on very large sets of data in a much faster and
scalable way than the traditional solutions. The main aim of our work
is to examine the analytical possibilities of the in-memory computing
solution, on the example of SAP HANA, and their possible applications.
In order to do that we apply SAP HANA and its components to the
challenge of forecasting of the energy demand in the energy sector. In
order to examine the analytical possibilities of SAP HANA, a number of
experiments were conducted. Their results are described in this paper.

Keywords: in-memory computing, SAP HANA, energy demand fore-
casting.

1 Introduction and Motivation

There is a vast amount of data that organizations should collect, store and an-
alyze for the needs of a decision making process. Data is entered in batches or
record by record, using multiple channels [1]. Roughly the data may be divided
into four categories: transactional data from daily operations, stream data (e.g.,
coming from various sensors), structured and unstructured data published, e.g.,
on the Internet. The results of the analysis conducted on all of the mentioned
categories of data should be used in order to streamline the already running
business processes or should influence the definition of the strategic objectives
of an organization. Thus, on the one hand, business users need a fast and reliable
access to information and various analyses, in order to quickly respond to the
changes within or outside of the organization. However, on the other hand, orga-
nizations must consider the presumably high costs associated with the purchase
and maintenance of information technology-based solutions to store and process
a vast amount of data [2].

These challenges have become drivers for the development of the in-memory
computing paradigm, which enables the creation of applications running ad-
vanced queries and performing complex transactions on very large sets of data
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“at least one order of magnitude faster - and in a more scalable way“ [3], in com-
parison to the traditional architectures. This is achieved by storing data in the
main Dynamic Random Access Memory (DRAM) instead of on electromagnetic
disks.

In-memory computing on the one hand, allows to carry out batch processes
in minutes rather than in hours, enable the fast delivery of process to vari-
ous stakeholders, supports much more advanced data mining and correlations
analysis of millions of records in seconds. On the other hand, the decreasing
prices of semiconductor technologies together with rapidly developing applica-
tion infrastructure technologies, are contributing to the increasing adoption of
the in-memory computing solutions, due to their more competitive prices [3]. As
a result, in-memory computing provides an opportunity to change the way in
which organizations fulfil their business requirements [2].

The main aim of our work is to examine the analytical possibilities of the in-
memory computing solution, on the example of SAP HANA, and their possible
applications. In order to do that we apply SAP HANA and its components to
the challenge of forecasting of the energy demand in the energy sector. Forecast-
ing energy demand in real time as well as creation of models featuring a low
prediction error is extremely difficult [4]. Therefore, such a scenario requires a
solution that supports fast operations on a very large number of data and is
equipped with adequate analytical modules. These requirements correspond to
SAP HANA.

Thus, our aim is to examine, based on the energy sector the following use
case: (1) the built-in analytical tools provided by SAP HANA and the ease of
their usage, (2) the efficiency of the process of processing of large set of data
and its scalability. In order to reach the above mentioned goals, a number of
experiments were conducted on the SAP HANA instance, and their results are
presented in this paper.

The paper is structured as follows: First the SAP HANA is briefly presented
as an example of in-memory computing solution. Then, the specific aspects and
challenges connected to the forecasting of the energy demand are given. Finally,
the conducted experiments and their results are presented. The paper concludes
with final remarks and an outlook on the possible applications of in-memory
computing.

2 SAP HANA

In-memory database is a database management system with its storage employed
in the RAM instead of hard drives based memory. Because hard drives are a
factor or two slower, this offers a huge performance improvement. Such approach
eliminates the time needed to seek sectors on disks. In-memory databases are
usually equipped with a multi-processor and multi-core processing units, which
makes them very efficient.

SAP HANA is an example of a modern In-memory database and was the
solution analysed within the research carried out. SAP HANA Database (SAP
HANA DB) was designed to provide [1, 2, 5]:
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– a main-memory centric data management platform that should support SQL
as well as additional interaction model for the needs of SAP applications,

– transactional behavior for the needs of interactive business applications,
– adequate parallelization.

Fig. 1. Overview of SAP HANA DB [1]

The architecture of the SAP HANA DB is shown in Fig. 1. The main compo-
nent of SAP HANA is the calculation engine, also known as the SAP In-memory
Computing/Processing Engine [1]. It keeps data in the main memory (RAM) for
as long as there is a space available, which can be in TB. The calculation engine
operates together with other processing engines and communicates with outside
applications via JDBC, ODBC, ODBO, SQL DBC and other protocols [6]. This
provides access via SQL, MDX and BISC languages for many business applica-
tions like SAP Business Objects BI clients.

Data resides in memory in tables, which are in column or row layout. The col-
umn order tables are optimized structures for in-memory processing and provide
high efficiency of the solution [1, 2, 5].

2.1 R Integration

One way to integrate analytical processing in SAP HANA based systems is to
use R. R is a popular open source software framework for statistical analysis
[7]. There are more than 3000 packages and libraries available on the Internet.
Moreover, R is a known language and can be positioned as the popular standard
among scientists and analysts. Therefore, it is highly beneficial that one can use
R with SAP HANA.

The R integration is based upon setting up a server for R called Rserve. The
communication is achieved by means of TCP/IP protocol, however, it is fast
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because both the SAP HANA instance and the Rserve are usually located in
the same local network or even in the same physical machine. The R code is
put inside the SQLScript, which is a SAP HANA’s extension of SQL. SQLScript
allows for definition of arbitrary processing logic and flow control within the
database procedures. The R code, thus embedded inside SQLScript procedures,
is then submitted as a part of a query. The calculation engine of the SAP HANA
receives the code as a string argument, transfers intermediate database tables
directly into the vector oriented data structures of R [8]. The idea is to improve
performance over standard SQL interfaces, which are tuple-based and therefore,
require an additional data copy on the R side. Then, the calculation engine sends
a request through the Rserve mechanism to create a dedicated R process on the
R host. When the R process finishes the execution of the R code, then the results
- necessarily as a data frame - are sent back to the calculation engine and there
are converted back into the column-oriented data structures of SAP HANA. This
conversion is efficient [8].

However, the above-mentioned process makes it more difficult for the analyst
or programmer to write programs. This is because, there are several limitations
put both on the input and output parameters of the R-code based procedures.
The other limitations of using R in SAP HANA currently are [8]:

– Only table types are supported as parameters in SQLScript procedures of
language RLANG, so scalar types must be also passed as table types.

– None of the flexible R data types as lists or matrices can be passed from R
to SAP HANA, unless converted to data frames.

– All embedded R functions must have at least one result in the form of a data
frame.

– Variable names in the procedures may not contain upper-case letters.
– Factor columns can only be retrieved as character vectors.

Despite those limitations R remains a powerful analytical tool accessible in
SAP HANA based systems. Its wide range of packages provides a flexible frame-
work for analytical processing.

2.2 Predictive Analysis Library

Apart from R integration SAP HANA Suite offers its own analytical toolbox -
Predictive Analysis Library (PAL) [9]. PAL functionality is accessible by means
of SQLScript. The idea behind PAL is to eliminate the overhead of data trans-
fer from the database to the analytical application, thus increasing the overall
performance of the system.

PAL provides a wide range of analytical functions that can be invoked di-
rectly from SQLScript, which means they can be run on the database. The key
benefit of PAL over R is that no cumbersome conversions between data types
are required. Using a PAL function can be done with 3 simple steps:

1. Definition of the so-called AFL_WRAPPER_GENERATOR procedure
(done only once).
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2. Definition of the user procedure in SQLScript that wraps the PAL function.
3. Actual call of the procedure.

However, the functionality set of PAL is limited in comparison to thousands
of packages available in R. Currently, PAL provides functions for [9]: Clustering,
Classification, Association analysis, Time Series forecasting, Other algorithms -
e.g., sampling, binning, range tests.

The functions used in our research are those of Time Series group. Here PAL
provides only 3 models at the moment, although based on SAP claims this can
change for better [9].

3 Forecasting of the Energy Demand

The energy market sector is facing many challenges – e.g., usage of renewable
energy sources, application of smart metering, emergence of new players, as well
as accurate forecasting of a short- and long-term value of energy demand and
energy production from different sources.

Erroneous forecasts of energy demand entail costs, resulting, among others,
from the need to purchase the additional energy capacity at the energy balancing
market for a significantly higher price. However, forecasting energy demand in
real time as well as creating models featuring a low prediction error is extremely
difficult. Although in practice there are many approaches applied, even an inti-
mate knowledge of computational techniques and stochastic methods does not
allow to achieve the desired results without the support provided by the advanced
and modern IT technologies.

Taking into account a large number of influence factors and their uncertainty,
”it is not possible to design an exact physical model for the energy demand”
[10]. Therefore, the energy demand is calculated using statistical models (e.g.,
regression models, probabilistic models [11, 12]), artificial intelligence tools [13]
or hybrid approaches [14, 15] trying to capture and describe the influence of
climate factors, operating conditions [10] and other variables, on the energy
consumption.

Most of the existing approaches to energy demand prognosis focuses on char-
acterising aggregated electricity system demand load profile. However, the energy
load forecasting can be done more accurately, if forecasts are calculated for all
customers separately and then combined via the bottom-up strategy to produce
the total load forecast [12, 16]. The reason for it is that the characteristics of
aggregated and individual profiles are different, e.g., they have different shapes -
the individual profiles show peaks in the morning and evenings and their shapes
vary for different days of the week and parts of the year. In fact, the individual
electricity load profile is influenced by the number of factors, which may be di-
vided in the following categories [12]: (1) electricity demand variations between
customers, (2) seasonal electricity demand effects, (3) intra-daily variations, and
(4) diurnal variations in electricity demand. The forecasting on an individual
level can lead to substantial savings for companies and also for the environment,
up till now however, it was computationally difficult, as for a typical energy
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seller a number of residential customers exceeds hundreds of thousands. The
availability of the in-memory computing solution can change that.

4 Experiments

Within the conducted experiments, we focus on time series approach in order to
predict the short-term energy demand value. We apply the time series method
at an individual dwelling level (similarly to [12]) as well as at an aggregated level
and take advantage of SAP HANA and its components (see Fig. 2).

Fig. 2. Short-term energy demand forecasting on the individual level using SAP HANA

The conducted experiments with SAP HANA were two-fold. On the one hand,
the possibility to apply R and PAL analysis functionalities to generate forecast
of energy demand was to be tested. On the other hand, the computational ca-
pabilities of SAP HANA were also in the centre of our attention.

4.1 Experiments with PAL

The models implemented in PAL are: single, double and tipple exponential
smoothing. Exponential smoothing is often used in predicting stock exchange
values as it reasonably well detects trends in the data, as well as models regular
changes. However, it often performs poorly with highly seasonal data that varies
greatly.
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Fig. 3. Forecast and Real Demand

Fig. 4. Error of Prognosis

So for the purpose of energy demand forecasting exponential smoothing mod-
els are not the best option (see Fig. 3 and Fig. 4). However, in this paper we
focus on other aspects of the problem, trying to analyze SAP HANA capabilities.
The forecasts accuracy, although critical in real applications, was not the main
issue here. However, when new models are introduced into PAL, then it should
also significantly improve.

4.2 Experiments with R

We were able to generate forecasts using various models based on 180 days
historical data with a 14 days horizon. The models tested included ARIMA and
Holt-Winters exponential smoothing. The results show that SAP HANA can be
efficiently used for this purpose.

The runtime for calculating summary forecast using the bottom-up approach
varies around 600 ms as shown on the histogram (see Fig. 5). It is not only pos-
sible calculate summary forecast in the quasi-real time, but also to run different
models and choose the best fitted one for each customer.

The code for forecasting can be nicely and neatly written in R as shown on
the example of Holt-Winters exponential smoothing:
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CREATE PROCEDURE FS_STEP(IN x "input2",
IN temp "temp", OUT y "totals_forecast")
LANGUAGE RLANG AS
BEGIN

ts1 <- ts(x$value, frequency=24)
m <- HoltWinters(ts1)
f <- predict(m, n.ahead=14*24)

forecast <- f[1:14*24]

y <- as.data.frame(cbind(temp, forecast))
END;

4.3 Efficiency of Computations

As stated at the outset our aim was to analyze possibilities of applying SAP
HANA to complex analytical processing on the example of energy demand fore-
casting. One of the key requirements for any tool in this domain is computational
efficiency. We implemented and run a series of benchmarking experiments to see
if SAP HANA meets the challenge.

In the experiments we used original demand data obtained from one of the
major electrical sellers in Poland. The data were anonymized to protect the
customers privacy. The data spanned 8 months from January till August. Mea-
surements of electricity consumption were taken every hour in the given period.

Figure 5 presents the histogram of runs of R code for the individual time series
forecasting algorithm. This algorithm first computes forecasts at the individual
level, then summarizes them to obtain the final forecast. As can be seen the
results are acceptable for business applications and the run-times are lower than
for any desktop based statistical systems. For example the same data processing
using a desktop PC with 4 GB RAM and double-core processor took approx-
imately 3.2 seconds using the R package and 2.75 seconds using SAS Forecast
Studio. Of course, comparisons between desktop based systems and in-memory

Fig. 5. Runtime histogram of R code for demand forecasting on individual level
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Fig. 6. Scaling of PAL forecasting procedure

computing enabled machines are by nature difficult, however, it shows that SAP
HANA can be successfully used for the presented problem.

As hoped, the SAP HANA Predictive Analysis Library (PAL) offers better
performance. Especially promising is the scalability of the PAL code as shown
in Fig. 6.

5 Conclusions

In this paper we analysed the capabilities of SAP HANA In-memory database
for analytical processing. We showed that SAP HANA can be successfully used
for complex analyses like time series forecasting, even when applying non-trivial
approach based on the individual users energy demand forecasting. Moreover,
SAP HANA outperforms classical solutions due to its parallelism and in-memory
processing. This shows that classical analytical systems may soon be completely
substituted by modern in-memory solutions. The progress in in-memory software
development should provide further ease for programmers and analysts removing
all interface inconveniences that are inherent in newly released systems.

Acknowledgements. The work described in this paper was carried out within
the project Forecasting of Energy Load Demand and Energy Production from
Renewable Sources using In-Memory Computing, run under the Hasso Plattner
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Abstract. This paper presents an index-based algorithm named SSAPP for ex-
ploring frequent sequential patterns in a distributed environment with privacy
preservation. The SSAPP algorithm uses an equivalent form of a sequential pat-
tern to reduce the number of cryptographic operations, such as decryption and
encryption. In order to improve the efficiency of sequential pattern mining, the
SSAPP algorithm keeps track of patterns in a tree data structure called SS-Tree.
This tree is used to compress and represent sequences from a sequence database.
Moreover, a SS-Tree allows one to obtain frequent sequential patterns without
generation of candidate sequences. The conducted experiments show the effec-
tiveness of the proposed approach. The SSAPP algorithm greatly reduces the
number of cryptographic operations and it has good scalability.

1 Introduction

Centralized data mining gives more information compared to an environment where
every individual explores its data independently. In the centralized data mining model
all the data are sent to or are stored at a central site which is trusted by all the individual
sites. Another way is to not share data and run data mining at each site separately and
then combine the results. However, this simple approach provides less accurate global
results. For example, global results may not include cross-site correlations when some
data are partitioned over multiple sources. Due to security concerns, a trusted site can
by replaced with a secure multi-party computation protocol.

In this paper we propose an efficient secure multi-party protocol under semi-honest
model for sequential pattern mining [1] - [5]. The semi-honest model is a model where
each site follows honestly the protocol but may try to deduce information about the
other site’s private data by analyzing information received as a result of performing the
protocol.

A important part of our secure multi-party protocol is a new algorithm named SS-
APP (Selective Search Algorithm with Privacy Preservation) which extends CDKSU
(Secure Union with Common Decrypting Key) algorithm. The SSAPP algorithm pro-
vides a better performance than the AprioriAll algorithm. A significant performance
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gain is achieved by using a short form of sequential patterns (reduces the number of
cryptographic operations) and a tree data structure (i.a., improves performance of pat-
tern generation). To the best of our knowledge, this is the first work addressing these
research issues in the context of privacy preservation.

Notice that this paper continues the work started in [6] (see also [7]), where a basic
algorithm for continuous pattern mining is presented.

The remainder of the paper is organized as follows. Section 2 presents a multi-party
computation protocol. Section 3 gives a general overview of the new approach. In Sec-
tion 4, we discuss the impact of different parameters on the runtime of the SSAPP
algorithm. Section 5 summarizes our work.

2 Cryptosystem

In this paper an efficient secure multi-party protocol under semi-honest model for se-
quential pattern mining is proposed. In our protocol we assumes that different sites (data
owners) do not want to disclose their private data (which might be sensitive or valuable),
but still they are willing to mine the union of their databases without using a central site
having access to all the data. Since during the computation one could deduce something
about parties’ private data (e.g., the identity of an owner of a particular sequence may be
revealed), all exchanged sequences are encrypted by all parties and since only the full
encryption allows for decryption using the common key, it is not possible to associate
sequences to their owners.

In order to encrypt and decrypt data, our protocol uses a commutative cipher. The
commutative cipher is a cipher in which the order of encryption and decryption is inter-
changeable. For example, let Ei and Di be, respectively, the encryption and the decryp-
tion by site i and let m be a message (plaintext). If m is encrypted using E1 and E2 (i.e.,
E2(E1(m))), then to get the fully decrypted message m, the ciphertext can be decrypted
using firstly D2 and later D1, or D1 and later D2.

Notice that our commutative cipher works on fixed-length units called blocks. There-
fore, if we want to encrypt a very long plaintext then it is divided into separate blocks
and these blocks are encrypted separately. Obviously, the longer a message is, the more
time is taken to encrypt the whole message. A similar situation occurs when a cipher-
text is decrypted. Therefore, the SSAPP algorithm limits the length of sequences broad-
casted to participating sites. By reducing the length of sequences, the number of data
blocks to encrypt and decrypt decreases. This in turn leads to better overall performance.

Moreover, as mentioned earlier, each site encrypts data blocks using its private key
and only one site decrypts fully encrypted data to obtain a plaintext. A key idea behind
this approach is based on the observation that the more sites are involved in secure
pattern mining, the more time is taken to complete a task.

2.1 CDKSU Algorithm

The SSAPP algorithm extends the CDKSU algorithm [5]. The CDKSU algorithm is a
distributed association rules mining algorithm for horizontally partitioned data, which
preserves data privacy in semi-honest model. In order to reduce the number of expensive
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decryption operations, the CDKSU algorithm uses a common decryption key (CDK) to
decrypt every ciphertext only once.

The CDKSU algorithm assumes that a transaction database DB is partitioned hor-
izontally over n sites S 1, S 2, . . . , S n in such a way that DBi resides at site S i. Every
transaction in DBi is a set of items. An itemset that contains k items is called k-itemset.
The support of a k-itemset is defined as the ratio of the number of transactions contain-
ing it to the total number of transactions in DB. An itemset is considered to be frequent
if its support is no less than a user defined support threshold. Moreover, the locally fre-
quent itemset at site S i is an itemset that is frequent with respect to DBi. Notice that a
locally frequent itemset may not be globally frequent, i.e., it may not be frequent with
respect to DB. Furthermore, each site S i has its own secret key which is not shared with
any other site and one site is selected as site D which is responsible for decrypting data.
The main steps of the CDKSU algorithm are:

1. Each party computes the intersection of the set of locally frequent itemsets and the
set of globally frequent itemsets, and then generates candidate itemsets according to
the Apriori property [7]. Next, the support of each candidate is counted and finally
locally frequent itemsets are obtained.

2. After all locally frequent itemsets are discovered by a party, they are encrypted
using the secret key and sent to a next party. When a party receives itemsets from
other party, these itemsets are encrypted again and sent to a next party. This process
is repeated until all itemset are encrypted by all parties.

3. A site, which is not site D, determines the union of all locally frequent itemsets.
4. CDK is calculated in order to decrypt itemsets found in step 3.
5. Using the itemsets from the previous step, globally frequent itemsets are found and

sent to all parties. The algorithm terminates when there are no globally frequent
itemsets.

Notice that the CDK decreases the number of expensive decryption operations re-
quired to obtain the result since every itemset is decrypted only once. More detailed
information about the CDK can be found in [5].

3 SSAPP Algorithm

In contrast to the CDKSU algorithm, the SSAPP algorithm mines frequent sequences
using a SS-Tree. Unlike an itemset, a sequence is an ordered list of items. Moreover,
we assume that the same items may not appear multiple times at different positions in
the sequence. Some key definitions are given below.

Definition 1
Given a distinct set of items E = e1, e2, . . . , en, a sequence is defined as 〈a1a2 . . . am〉
where ai ∈ E (1 ≤ i ≤ m) and for any two items ai and a j (i � j) we have ai � a j.

A k-sequence is a sequence with length k, where the length of a sequence is the
number of items in it.
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Definition 2
A sequence s1 =< b1b2 . . .bm > is a subsequence of (i.e., is contained in) a sequence
s2 = 〈a1a2 . . . an〉 (n ≥ m), denoted as s1 ⊆ s2, if there exist integers 1 ≤ i1 < i2 < . . . <
im ≤ n such that b1 = ai1 , b2 = ai2 ,. . ., bm = aim . On the other hand, the sequence s2 is a
supersequence of s1.

Definition 3
A i-prefix of a k-sequence s (i ≤ k) is a sequence that contains the first i items of s.
Similarly, i-suffix of a k-sequence s (i ≤ k) is a sequence that contains the last i items
of s.

Let s be the sequence 〈U K A F〉. Then, a 2-prefix of s is the sequence 〈U K〉 and
a 2-suffix of s is 〈A F〉 . In particular, 4-prefix and 4-suffix are 〈U K A F〉.
Definition 4
The relative support supp of a sequence s is calculated as:

supp(s) = number o f sequences containing s
total number o f sequences ∗ 100%

Similarly, the number of sequences that contain s is called the absolute support
(asupp) of s.

For instance, let a sequence database contain two sequences 〈Z C A D〉 and 〈D A Z G〉.
The relative support of 〈Z A D〉 is 50% since only 〈Z C A D〉 matches 〈Z A D〉.
Definition 5
A sequence s is called frequent if its support supp (asupp) is no less than a threshold
minS upp given by a user, i.e.:

supp(s) � minS upp (or asupp � minS upp)

Definition 6
A sequence s is called locally frequent at site S i if its support is no less than a threshold
minS upp with respect to DBi.

Definition 7
A sequence s is called globally frequent if its support is no less than a threshold
minS upp with respect to DB, where DB =

⋃n
i=1 DBi and n is the number of parties.

Definition 8
The placeholder x for a 2-sequence is a unique identifier which is defined as x=〈a1a2〉
(i.e., 〈a1a2〉 can be replaced by x and vice versa).

For instance, using the placeholder x=〈a1a2〉 the sequence s=〈a1a2a3〉 can be written as
s=〈xa3〉.

It should be emphasized that sequential patterns are essentially different from fre-
quent itemsets. For instance, the number of result patters may be different for the same
threshold and database.
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3.1 SS-Tree

The SSAPP algorithm extracts frequent sequences from a prefix tree called SS-Tree.
The SS-Tree is a compact data structure that is built in a single pass over a sequence
database and consists of nodes that correspond to items. Furthermore, each node holds
information about its frequency in a path in the tree and has a list of pointers (possible
empty) to its children.

In order to indicate that a node matches an item, the item identifier is assigned to the
node. Notice that an identifier of an item is unique (see Definition 1), however it can be
used in many different nodes, as well as in sequences.

To enable a quick access to a list of nodes with a given identifier, an auxiliary data
structure called a header table ht is maintained. Each element in this table has the iden-
tifier of an item e, counter that keeps track of the total number of occurrences of e in a
SS-Tree and a list of pointers to nodes that correspond to e.

Additional definitions are as follows. A root is a node with no parent, and leaf is a
node with no children. A subtree of a tree t is a tree consisting of a node (treated as a
root) and all of its descendants in t. A path in a tree (or subtree) is a sequence of nodes
from a root to a given node.

3.2 SS-Tree Construction

The construction algorithm of the initial SS-Tree is as follows. During a database scan,
one sequence is read at a time and its items are mapped to a path in the initial tree. A
sequence is inserted starting from a root node (denoted as null) of the initial tree. If
the prefix of a sequence overlaps an existing path in a tree, the counter of each node in
that path is incremented by 1; for unmatched items (i.e., items forming a suffix of the
sequence) new nodes are created and their counters are initialized to 1. In particular, if
a sequence fully overlaps an existing path no new nodes are added and counters of all
nodes in that path are incremented by 1; on the contrary (i.e., if there is no path in a
tree) for all items in the sequence new nodes are created and their counters are set to 1.
In a similar way the header table is updated when sequences are inserted into the initial
tree. The construction process continues until all sequences are added to the initial tree.

Figure 1 shows the SS-Tree after inserting all sequences from Table 1. Pointers stored
in our header table are represented by dotted lines.

For more information about a similar tree, please see [8].

Table 1. Sequence database

No. input sequence
1 O� G� F� R� B
2 B� H� J� K
3 H� G� J� K
4 B� G
5 O� G� F � J
6 B� H� J
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Fig. 1. Initial SS-Tree

3.3 SSAPP Algorithm

The process of mining frequent sequences can be seen as first mining frequent 1-
sequences and then progressively growing them. In this view, in each iteration the length
of frequent sequences is increased by 1. For instance, frequent 1-sequences are obtained
in the first iteration, frequent 2-sequences in the second iteration and so on. Moreover,
an iteration consists of a sequence of steps, i.e, rebuilding of current SS-Tree, extraction
of frequent sequences and result forwarding.

3.4 Mining Frequent Sequences

In order to simplify our further discussion, we assume, without loss of generality, that
each site (data owner) has the same sequence database. This implies that locally fre-
quent sequences are also frequent globally.

Another assumption is that a site that broadcasts results to all the sides adds one ad-
ditional item to every globally frequent sequence. This auxiliary item is called a place-
holder (see Definition 8) and it can be seen as a unique identifier of a globally frequent
sequence. Since a placeholder substitutes a 2-sequence, it is added only when the length
of a globally frequent sequence is 2. In consequence, every globally frequent sequence
received by a site consists of either a single item (first iteration) or two items and a
placeholder (next iterations).

Let us examine two examples. After receiving all globally frequent sequences, each
site uses placeholders to rebuild a SS-Tree from the previous iteration. Assuming that
we have a sequence database as shown in Table 1 and the minimum support threshold is
set to 2, the following globally frequent sequences are obtained in the second iteration
of the SSAPP algorithm: {〈G F〉, X1}, {〈G J〉, X2}, {〈H J〉, X3}, {〈H K〉, X4}, {〈O F〉, X5},



An Efficient Algorithm for Sequential Pattern Mining with Privacy Preservation 157

{〈O G〉, X6}, {〈J K〉, X7}, {〈B H〉, X8}, {〈B J〉, X9}. Please notice that placeholders are
denoted with a capital letter X followed by a number. Furthermore, Figures 2-3 present
three subtrees of the initial SS-Tree. As we can see in these figures, G is highlighted in
gray which means that only globally frequent sequences having G as the first item will
be involved in our examples, i.e., 〈G F〉, 〈G J〉.

Fig. 2. Example for placeholder X1

Example 1. According to Definition 8, X1 is a a substitute (i.e., placeholder) for
〈G F〉 and we can write X1=〈G F〉. Since 〈G F〉 can be replaced by a single item X1,
all sequences starting with 〈G F〉 have to be found in the SS-Tree. In Figure 2, there is
only one subtree that matches 〈G F〉; matched sequence in the subtree is denoted using
a rectangle. Moreover, subtrees 〈G J K〉 and 〈G〉 are not involved in our analyze since
they do not have items associated with F. As a result, the placeholder X1 has two child
nodes R and J.

Fig. 3. Example for placeholder X2

Example 2. In a similar way as before, we can write X2=〈G J〉. In this case there are
two subtrees (see Figure 3) that match 〈G J〉. 〈G F J〉 is a valid sequence since, according
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Fig. 4. SS-Tree built in the second iteration

to Definition 2, 〈G F J〉 is a supersequence of 〈G J〉. The placeholder X2 has only K as
a child node.

Transformations of the other placeholders are analogous to those presented in Fig-
ures 2-3.

Figure 4 shows the SS-Tree after the rebuilding process. Please note that not all of the
nodes have counterparts in the new header table. This is because, starting from second
iteration, the SSAPP algorithm will only keep track of occurrences of placeholders,
which can be thought of as tracking nodes whose children should be considered in next
iterations.

In the next step, the SSAPP algorithm extracts all frequent 2-sequences that start
with a placeholder, i.e., 〈X3 K〉, 〈X6 F〉, 〈X8 J〉. These frequent sequences are sent to
other site.

In the third iteration, after rebuilding the SS-Tree, the SSAPP algorithm terminates
since no frequent sequence can be generated.

3.5 Pseudocode

The pseudocode of the SSAPP algorithm is given below. Notice that the SSAPP algo-
rithm is performed by each data owner.

Details about communication between sites are omitted since they are already de-
scribed in Subsection 2.1. An important difference is that one site adds a placeholder to
every globally frequent sequence sent to all sites.

4 Experiments

In the experiments, we compared two algorithms SSAPP and AprioriAll [9]. The Aprio-
riAll algorithm is equivalent to the SSAPP algorithm, since it generates the same re-
sult set for a given minsupp threshold. Both algorithms are embedded into CDKSU,
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Algorithm 1. SSAPP algorithm
1) if initialization then
2) Construct an initial SS-Tree
3) else
4) if set of globally frequent sequences is empty then
5) Terminate the algorithm
6) else
5) Output globally frequent sequences
6) Based on placeholders, rebuild SS-Tree
7) Using the SSAPP algorithm, extract locally frequent sequences from the SS-Tree
8) Send locally frequent sequences to other site

but a new strategy is only used in the SSAPP algorithm. A commutative encryption
scheme used in the experiments is based on Elliptic Curve Pohlig-Hellman cipher with
prime239v1 parameters [10].

The experiments were carried out on 4, 5, 6 and 7 nodes (computers) connected
by a local area network. Each of the nodes had a sequence database consisting of 10k
sequences with 629 distinct items. The average length of sequences was 14.2 and the av-
erage deviation was 0.5. Table 2 shows a summary of results (minimum support thresh-
old, total number of patterns, average length and average deviation of patterns). All
computers were equipped with the Intel Xeon W3550 @ 3.07GHz processor running
on Microsoft Win 7 Prof SP1, 4GB of RAM and Seagate Barracuda 7200.12 500GB
hard drive.

Table 2. Summary of results

minsupp patterns avg. length avg. deviation
1.5% 6171 4.15 1.4
1.0% 39360 5.5 1.58
0.5% 814440 7.52 1.7

The runtime of the algorithms for different values of the minimum support is shown
in Figure 5. The suffix en means that encryption is on, and no that there is no encryption
involved.

The results given in Figure 5 (left side) show that the total runtime (expressed in a
logarithmic scale on the vertical-axis) increases when decreasing a minimum support
threshold from 1.5% to 0.5%. In all cases, the SSAPP algorithm performs much better
than AprioriAll.

Figure 5 (right side) shows the runtime of the algorithms (without encryption, de-
cryption and communication costs). As seen from the results shown in this figure, the
SSAPP algorithm greatly outperforms the AprioriAll algorithm.

The runtime of SSAPP and AprioriAll as the support threshold decreases from 1.5%
to 1.0% is shown in Figure 6. The number of nodes involved in the experiment is de-
noted in the suffix of the algorithm’s name. We can observe that the runtime increase is
nearly constant per node, however the encryption and decryption overheads are lower
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Fig. 5. Scalability against threshold (4 computers). Total runtime (left side) and runtime of algo-
rithm (right side).

Fig. 6. Total runtime vs. number of nodes

Fig. 7. Runtime of algorithms (without encryption, decryption and communication) vs. number
of nodes

in the SSAPP algorithm. Notice that in the case of the AprioriAll algorithm, when the
support threshold is lower than 1.0% and encryption is on, patterns cannot be generated
within reasonable time.

As expected, see Figure 7, the runtime (without encryption, decryption and commu-
nication costs) of both algorithms is constant for a given support threshold and does not
depend on the number of nodes.

From the experiments, one can see that the AprioriAll algorithm is slower than the
SSAPP algorithm.
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5 Conclusion

The paper presents the SSAPP algorithm for sequential pattern mining in a distributed
environment with privacy-preserving. This algorithm arranges sequences in a tree called
the SS-tree.

The SSAPP algorithm allows to reduce the number of data blocks that are encrypted
and decrypted using a commutative cipher. The experiments show that reduction of
operations can improve performance significantly.

In the future it is planned to investigate the proposed mechanism in a more com-
prehensive way. Moreover, the SSAPP algorithm will be integrated into the Trajectory
Data Warehouse [11].
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Abstract. Data mining applied to social media is gaining popularity. It
is worth noticing that most e-commerce services also cause the formation
of small communities not only services oriented toward socializing people.
The results of their analysis are easier to implement. Besides, we can
expect a better perception of the business by its own users, therefore
the analysis of their behavior is justified. In the paper we introduce an
algorithm which identifies particular customers among not logged or not
registered users of a given e-commerce service. The identification of a
customer is based on data that was given so as to accomplish selling
procedure. Customers rarely use exactly the same identification data
each time. In consequence, it is possible to check if customers create a
group of unrelated individuals or if there are symptoms of social behavior.

1 Introduction

When we posses a complete database of selling transactions then we can apply
a group of well known algorithms[19] such as the analysis of shopping basket
contents or the analysis of the most frequently sold items. Problems emerge when
the volume of customers and transactions is small. Then, there is a huge risk that
the current data excludes some groups of people which contain potential new
customers. The weakness of the above methods manifests itself also in the case
of frequently changing ranges of goods. This happens on the pharmaceuticals
& cosmetics market which rapidly implements scientific discoveries. As a result,
historical sales analysis has little usefulness when new products are considered.

In this area, multi dimensional data mining of social networks[22], news
portals[2] and auction portals has become a promising solution. Thanks to a
huge volume of users registered in such services, those systems are considered
to be an unbiased opinion centers. There are projects extracting hot topics from
Twitter messages by means of text analysis[22]. Other projects are designed to
trace knowledge propagation[1] in Internet communities. As a result, we can gain
access to opinions about new products and advertising campaigns.
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Social analysis are valuable also for smaller e-commerce systems. The paper
addresses the problem of customer identification in selling transactions collected
from some e-shopping system. The aim is to recreate customer list and assign
transactions to them. The incomplete attribute set constitutes the main chal-
lenge. Customers which are not registered leave a lot of attributes empty. It
was popular that they fill in e-mails or telephone numbers exclusively. Besides it
is possible that customers use data which does not identify them. For instance
the shipping address may not be the customer’s own address. In order to solve
the above task, we have designed a clustering algorithm which groups together
transactions committed by the same customer. In contrast to a typical clustering
task, this solution is expected to generate thousands of clusters. In consequence,
there is required the algorithm which automatically estimates the cluster num-
ber. Moreover, the distance function applied to compare the similarity between
clusters should work even some attribute values are missing. Those specific re-
quirements inspired us to create a new algorithm. Among potential strategies
[13,16,23,4] we have chosen agglomerative one because this algorithm can be
adapted to work with our custom function which measures distance between
clusters.

This problem appeared in a real system. We have an opportunity to carry
out data cleaning and data integration for a medium sized e-commerce service
existing for a few years. In order to attract reluctant customers, this e-commerce
systems do not oblige all customers to create their account. Particularly infre-
quent or sporadic users do not create accounts. On the other hand, knowing their
profiles would enable that company to acquire them as a regular customers.

The paper is organized as follows: Section 2 describes the data structure of
processed data. In Section 3 our clustering algorithm is defined. Next, Section 4
contains conducted experiments. Than some aspects of confidential data leakage
are discussed in order to show potential risks connected with a customer behavior
analysis. Finally, in Section 6 we conclude our results.

2 Data Structure

Let us assume that there are two tables: User and Transaction depicted in fig. 1.
The Transaction table defines which user in a given day has bought goods. Each
transaction is accompanied by attributes describing billing and shipping address
details like: post code, country, state and address. In order to make the model
simple, the list of products in transactions is omitted. Because the customer’s
address, e-mail and identification attributes may change in time for a given
customer, the valid values are stored separately in the transaction table when
a transaction is submitted.

In order to check if two transactions were concluded by the same customer it is
necessary to compare the transaction attributes. As we can see, the data scheme
allows us to store information about transactions on low granularity level. On
the other hand, only a narrow group of attributes are mandatory. As a result,
a considerable number of null values exist in the database. Especially, billing
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User 
name 
e-mail 
telephone 
company 
country 
state 
post code 
address 
 

client_id 

Transaction 
name 
e-mail 
telephone 
billing company 
billing country 
billing state 
billing post code 
billing address 
shipping company 
shipping country 
shipping state 
shipping post code 
shipping address 
date 

Fig. 1. Schema of data source

addresses details were rarely filled in the datasets on which we have worked.
Bellow we describe other data imperfections which were present in the processed
data.

It may seam that the name and company name will be helpful in the identi-
fication of a particular customer. In reality, customers are usually not consistent
and use plenty of abbreviations when the name is long.

In contrast to previous attributes, e-mail values were always verified in the
system. Despite this fact, particular customers cannot be identified by means of
this attribute only for two reasons: customers usually have a few e-mails; besides,
a group of transactions are concluded on behalf of somebody. This occurs when
office work is delegated to subordinates. Such information may be strategic,
therefore, we will also consider this aspect in the paper.

Another noteworthy thing is that a telephone number combines a few pieces
of information. A complete telephone number is useful when it is a personal
telephone number. On the other hand, we can analyze only the prefix. In con-
sequence, we can identify with high probability people coming from the same
company.

The limitations of address usage are similar to those diagnosed for company
name and customer name attributes. Therefore, it is important to unify those
values before comparison. It was common in the analyzed data that a customer
sometimes inserts unnecessarily a room or suite number, dots, comas and empty
spaces. In order to make the address unification process more resistant to possible
textual variations, we have prepared a dictionary of popular abbreviations. In
consequence, we can arrive at an address with all the possible abbreviations
applied regardless of which address version the algorithm started with.

3 Algorithm

Our clustering algorithm is a combination of agglomerative clustering [21,3,25]
with a distance function based on the Naive Bayesian classifier[20]. The other
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solutions like k-means and canopy [23] clustering are better suited for problems
with fewer clusters.

Our clustering process is divided into two phases. During the first phase, the
Naive Bayesian classifier is taught. It checks if two transactions were concluded
by the same customer. The answer is expressed as:

similarity = pg/(pg + npg) (1)

where:
pg - the probability that two clusters of trans-

actions were concluded by the same cus-
tomer,

png - the probability that two clusters of trans-
actions were concluded by different cus-
tomers.

When similarity is grater than 0.5 it means that both transactions belong
to the same customer. Values pg and png approximate the probabilities defined
above. Therefore it is necessary to use the similarity value which normalizes pg
according to pg+npg. The algorithm of pg and png estimation will be explained
in subsection 3.2.

The next phase implements the agglomerative algorithm which combines the
most similar transactions until there are no clusters with similarity greater than
0.5.

3.1 Agglomerative Clustering

Agglomerative clustering [24] is a greedy algorithm which implements a bottom-
up strategy. Each observation starts in its own cluster, then according to a
distance function the closest pairs of clusters are merged into a single larger
cluster. The process repeats until a single cluster is created. The customizations
of this algorithm are used in a wide range of applications and fields[21,4,18,25]
including data mining, compression and image processing.

In order to optimize the basic algorithm version, we have introduced a heap
which preserves information on the similarity of transactions [24]. The resulting
algorithm is shown in alg. 1. Function findClosestMatch(A) returns cluster
B whose pair (A,B) maximizes similarity between all transactions with the
restriction A = B.

At the beginning, the heap is initialized with pairs of the most similar clusters.
Each cluster has the most similar one assigned to it. When new cluster C is
created from clusters A and B then pairs containing either A or B are no longer
valid in the heap. Those entries can be immediately removed. The introduced
algorithm removes those elements lazily. Each time another element from the
heap is processed, it is checked if any cluster from the pair has already been
incorporated into a bigger cluster and removed from the clusters list. When
this is true, the further analysis of this element is omitted. The lazy strategy
simplifies the algorithm and makes it faster.
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Algorithm 1 Heap-based agglomerative clustering.

c l u s t e r s = l i s t o f t r a n s a c t i o n s in t h e i r own c l u s t e r s
MinHeap heap = new MinHeap () ;
f o r (A in c l u s t e r s ) {

Clu s t e r B = f indC loses tMa t ch (A) ;
heap . add (new Pair (A,B) ) ;

}

whi le ( ! heap . isEmpty () ) {
Pair pa i r = heap . p o l l ( ) ;
i f ( pa i r != n u l l ) {

Clu s t e r tmpClL = nu l l ;
C l u s t e r tmpClR = nu l l ;
i f ( ( tmpClL = c l u s t e r s . g e t ( pa i r . c l u s t e r 1 I d ) )==nu l l ) {

// tmpClL was a l r eady c l u s t e r e d wi th somebody
} e l s e i f ( ( tmpClR = c l u s t e r s . g e t ( pa i r . c l u s t e r 2 I d ) )==n u l l

) {
Pair newPair = f indC loses tMa t ch ( tmpClL , c l u s t e r s ) ;
i f ( newPair != n u l l )

heap . add ( newPair ) ;
} e l s e {

i f ( pa i r . d i s t a n c e > 0 . 5 ) {
c l u s t e r s . remove ( tmpClL . i d ) ;
c l u s t e r s . remove ( tmpClR . i d ) ;
C l u s t e r C = new C lu s t e r ( tmpClL , tmpClR ) ;
c l u s t e r s . put (C. id , C) ;
Pair newPair = f indC loses tMat ch (C, c l u s t e r s ) ;
i f ( newPair != n u l l )

heap . add ( newPair ) ;
}

}
}

}

3.2 Distance Function

We have decided to measure the similarity between transactions by means of the
Naive Bayesian classifier because it allows us to compare attributes with missing
values. Let us assume that we have two transactions to be classified. At the be-
ginning, the corresponding attributes of those transactions are compared and the
result is stored in new record R. The comparison of two corresponding attributes
may yield one of the three situations: equal, not equal and unknown. The last
outcome occurs when at least one transaction has no defined value for the com-
pared attributes. According to values stored in R, the Naive Bayesian classifier
calculates the probability of concluding transactions by the same customer.

This classifier is based on the bellow probability model:

p(C|F1, ..., Fn) =
p(C)p(F1, ..., Fn|C
p(F1, ..., Fn)

(2)
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The variable C has two states which indicate whether two transactions were
concluded by the same customer or not. Variables F1, ..., Fn represent similar-
ity of transaction attributes. This model leads to the following Naive Bayesian
classifier rule:

classify(f1, ..., fn) =
argmax

c
p(C = c)

∏n
i=1 p(Fi = fi|C = c) (3)

The conditional probabilities p(Fi = fi|C = c) are measured in the learning
phase. Because this task is not complicated, we don’t explain those calculations
in detail. Let us focus on probability p(C). We want to calculate the probability
of two random transactions being concluded by the same customer. When the
probability of a transaction belonging to customer A appears in the database
with probability pA, we can conclude that two randomly selected transactions
belong to the same customer with probability p2A. This feature explains why
we cannot measure p(C) on the basis of a learning dataset. This dataset is a
fraction of a complete database. In consequence, it contains a different number
of customers in comparison with the complete dataset. We have designed the
following algorithm to measure the average probability p(C = true) that two
transactions being concluded by the same customer. Let us assume that the size
of the dataset to be clustered equals sizec and the average number of transactions
per customer in the learning dataset equals avt. Then the probability p(C =
true) is approximated as the multiplication of the average customer number
sizec/avt by the probability of the pairs of their transactions being randomly
chosen (avt/sizec)2. Summing up the approximated probability p(C = true)
equals:

p(C = true) =
avt

sizec
(4)

In contrast to the classifier definition, the distance function operates on clus-
ters not on single transactions. In order to adapt the Naive Bayesian classifier,
we have decided to measure: a) the maximum probability pg of two clusters
A and B contain transactions concluded by the same customer; b) the maxi-
mum probability npg of two clusters contain transactions concluded by different
customers. Then those values are used to evaluate the similarity variable.

Let us consider the dataset showed in tab. 2. Columns Tr Id and Cl Id repre-
sent the transaction key and the cluster key respectively. Cluster 1 and cluster 2
do not have one unique value for attributes e−mail and phone. This property
prevents a straightforward application of the Naive Bayesian classifier. Having
analyzed this dataset, we cannot identify pair (A,B) where A represents a trans-
action from cluster 1 and B stands for a transaction from cluster 2 which have
equal e-mail and phone values. On the other hand, when transactions 4 and 5
are clustered together, it means each value of a given attribute identifies the
cluster. As a result, the pair (bob@domain.com, 123456797) identifies cluster 2.
This observation leads to the solution, clusters A and B are equal on the level
of a given attribute if there is at least one value which exists in both clusters.
On the other hand, the dissimilarity distance between clusters equals maximum
npg between transactions belonging to different clusters.
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Table 1. Example transactions

Tr Id Cl Id E-mail Phone Name

1 1 clara@domain.com 123456797 Bob Hopkins

2 1 clara@domain.com 123456798 Bob Hopkins

3 1 bob@domain.com 123456798 Bob Hopkins

4 2 adrian@domain.com 123456797 Adrian Jones

5 2 bob@domain.com 987654321 Mary Jones

Table 2. Clusterization comparison

Attribute Test1 Test2

Size 10221 4501

Basic 1526 1732

Cluster 2944 1626

4 Experiments

At the beginning we have created a simple method which identifies particular
customers among selling transactions according to client names and e-mails. This
method quality was low because it is not resistant to any variations of textual
data. On the other hand, it was sufficient to identify following categories: a)
customers with one or a few e-mail addresses; b) e-mail addresses assigned to
the group of customers; and c)transactions where e-mail addresses and customer
names create complicated relations. We have diagnosed that this method creates
too many partitions for categories a) and b). However the most problematic was
category c) which creates partitions containing many customers. In consequence,
they were useless to any further analysis. Then we have applied the introduced
clustering algorithm.

The test was conducted on the computer with 4GB RAM and Intel Core 2 Duo
P8600 2.4GHz. Our dataset was a real data set of around 35 000 transactions
coming from e-commerce system. We have created two testing data sets. Test1
consists of all transactions belonging to the category c). Test2 contains 4 501
transactions belonging to categories a) and b). Because partitions belonging to
data category a) and b) identify particular customers almost correctly, we have
decided to use 4 000 transactions coming from those partitions as a learning
dataset without additional processing. Next we have processed datasets Test1
and Test2. Then the resulting clusters were verified manually by the client if
they meet the expectations. Table 2 concludes our results. The Size attribute is
the dataset size. Basic and Cluster refers to the number of identified particular
customers by means of the basic partitioning algorithm and the agglomerative
version respectively.
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We can see that our solution achieve both aims. Our cluster algorithm al-
most doubles the amount of particular customers for category c). It also creates
less clusters for datasets a) and b). It is noteworthy that the testing data was
extracted automatically which allows us to automatize the whole process. Addi-
tionally, we have measured the calculation time of clustarization. The datasets
Test1 and Test2 were processed during 14 minutes and 3 minutes respectively.
The fist dataset was processed noticeably longer because it contains more similar
transactions. Nevertheless, the time complexity of our algorithm is adequate to
the data available in medium sized e-commerce database.

5 Confidential Data Leakage

Transactions X & Y concluded by 2 different customers may, however, be clus-
tered together. This data weakness introduces an error into the further analysis
of customer behavior. The less obvious and more serious consequence of this
inaccuracy is the risk of confidential data leakage.

Let us assume that a marketing campaign aimed at narrow groups of cus-
tomers was created. Next, leaflets are sent out to customers stored in the recon-
structed customers database. When a leaflet is sent to the address specified in
transaction X as well as at the one specified in transaction Y, then those two
customers get some confidential data about each other. For instance, one can get
unauthorized access to the information what range of products is popular with
the other party. To be on the safe side, sending leaflets only to one address per
customer is recommended.

Unfortunately the above suggestion will still permit the following scenario.
Let us assume that unregistered customer A uses a given e-commerce service on
a regular basis and we want to invite this user to join a loyalty program. Unfortu-
nately, transactions from customers A and B were merged during clusterization
by mistake. If this invitation were sent to customer B, then he would get a loy-
alty program suited for customers regularly purchasing product X . Because the
relation between customers A and B must be close, customer B may guess that
this loyalty program should have been sent to A. In consequence, customer B
gets some confidential data while customer A is not aware of this fact.

6 Conclusion

There are powerful methods for analyzing the behavior of users in social net-
works. These methods help drawing conclusions about the attitude of users
to products. However, many customer databases are sparsely populated. Even
worse, the data in such databases may be ambiguous because the same person
uses different proxies for his/her activities. Moreover, the name of a single cus-
tomer may have been recorded in many slightly different ways. Hence, we need
a method that assigns to each customer the data really associated to him/her,
using a unique terminology.
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The ability to work on real data shows that transaction log from e-commerce
has hidden information about customers relationship. Those relations appear
when we analyze e-mails, addresses and phone prefixes because institutions usu-
ally have constant elements. On the other hand, people tend to use their own
data even when they make transactions for a company.

In the paper, we have proposed the new algorithm which is a composition of
agglomerative clustering and the Naive Bayesian classifier. Thanks to it we can
uncover unique customers from the concluded transactions. In the future work,
we want to optimize this algorithm calculation complexity and adapt it to data
warehouse systems [14,11,15,17,5,10,9,12,6,7]. Another interesting aspect of fur-
ther research is as follows. Having known the relations between customers, we
can explain the propagation of customer actions using the terminology of stream
processing data. Our experiments in the area of stream database optimizations
[8] show that the partitioning of data processing plan reduces substantially infor-
mation latency. When customers are assumed as data stream operators then we
can use similar strategy to accelerate information propagation in such a graph
of customer relationship. In consequence, the communication between customer
and e-commerce may gain from the better understating of users’ interaction
habits.
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7. Gorawski, M., Chrószcz, A.: Streamapas: Query language and data model. In:
CISIS, pp. 75–82 (2009)
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Abstract. Sentiment analysis aims at an automatic assignment to a
portion of text a value expressing an emotional attitude towards its con-
tent. Out of numerous efficient methods for investigating sentiment, the
authors decided to opt for the lexicon-based approach. A necessary pre-
requisite for adopting it was the availability of specific lexical resources
for the investigated language. While there are substantial readily accessi-
ble polarity resources for English, those for Polish are meagre and, to the
best of our knowledge, none of them is able to fully support sentiment
analysis. Accordingly, the main objective of the presented work is to plug
this gap in academic research by creating in an automated manner, a po-
larity lexical resource for the Polish language. In this paper, we present
the motivation for the study and the key mechanisms underlying the
development of the polarity lexicon, elucidate the linguistic phenomena
to be reckoned with in the process, as well as discuss the random walk
algorithm used to extend the obtained polarity resources. Finally, the
results of the conducted experiments and the newly compiled polarity
lexicon are demonstrated.

Keywords: sentiment analysis, polarity lexical resources for Polish, Nat-
ural Language Processing, Random Walk Approach

1 Introduction and Motivation

The main task of sentiment analysis is to assign polarity to a text or its portion
[1]. Sentiment analysis allows one to evaluate in an automated manner a huge
wealth of information [2], which is why it can be of considerable benefit to users
and organizations. For instance, it can provide data on whether actions taken
to foster the recognisability of a brand, product or service yield the desired
results. In addition, sentiment analysis is invaluable for quickly gauging the
overall attitude of the Internet media towards a given topic.
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As mentioned above, the use of the lexicon-based approach to sentiment classi-
fication is preconditioned by the availability of relevant lexical resources, namely
dictionaries of sentiment words providing for each item in a dictionary its senti-
ment score in a given domain. The lexical resources for Polish are pretty scarce
and, to the best of our knowledge, none of them is capable of fully supporting
sentiment analysis, as shown in the related work section below.

The overall aim of our work is to construct a large, free and general purpose
polarity lexicon for the Polish language. The quality of the devised system is as-
sumed to be strongly dependent on the quality of the developed resources. More
specifically, if the created polarity semantic network (i.e., the sentiment lexicon)
is not sufficiently extensive to satisfactorily cover the investigated language, the
results of sentiment analysis may prove disappointing. Therefore, the first ver-
sion of the sentiment lexicon based on the machine learning approach [3] was
extended by means of applying the Markov random walk model making use of
the available semantic lexicon, which resulted in producing a polarity estimate
for a given word.

The presented research follows the pro-active research path based on the de-
sign oriented research paradigm [4] and the design science paradigm [5,6]. First,
the concept building phase took place, which laid a sound theoretical foundation
for our work. The next step was the approach building, which involved devising a
reliable method of creating a polarity semantic network based on the previously
formulated theoretical concepts. The developed method drew on a number of the
already existing approaches to creating lexical resources. The subsequent stage
was concerned with creating a semantic network with 140000 concepts, which
was then extended by means of the random walk algorithm. Finally, experiments
aimed at testing the quality of the developed artefact were conducted.

The paper is structured as follows. Initially, a brief overview of the research
related to our work is presented.The next two sections are devoted to discussing
the methods employed for developing the polarity semantic network for Polish
and those adopted to extend the initial version of the compiled polarity lexicon.
Subsequently, the conducted experiments are described in some detail. The paper
concludes with final remarks and directions for future research.

2 Related Work

Sentiment analysis is defined as "the computational treatment of opinion, sen-
timent and subjectivity in text" [1] and consists of the following phases: part-
of-speech tagging (division into language tokens); subjectivity detection (deter-
mining the statement as subjective or objective) and polarity detection (i.e., for
subjective statements, the evaluation of their polarity) [2]. Since 2001 there has
been a considerable growth in the interest in sentiment analysis [7], the rea-
sons for which include the development of mature methods of analysing natural
language, the availability of large volumes of test data on the Web and the in-
creasing demand for intelligent applications [1]. Most studies on sentiment and
opinion mining use English as the source of data. Yet, a growing number of re-
search initiatives in the area are now drawing on the already existing resources
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for English to investigate these phenomena in other languages (e.g., Chinese [8]).
While some efforts of this sort have also been made for Polish (e.g., [9]), they
are altogether relatively scarce.

Essentially, there are two main approaches to sentiment classification, namely
the supervised (machine) learning approach and the lexicon-based approach. The
former makes use of the text classification framework and its most frequently
applied type is the Support Vector Machines with n-gram features trained on
a large set of texts with known polarities (usually positive or negative) (e.g.,
[10, 11]). While the machine learning techniques were shown to be suitable for
sentiment analysis tasks (see [1]), further experiments (e.g., [12]) demonstrated
that adopting the lexicon-based approach, making use of polarity lexicons, may
significantly improve the results of the sentiment classification task.

Lexical resources cater for most of the linguistic information needed in Nat-
ural Language Processing and related areas [13]. The existing polarity lexical
resources differ markedly in complexity. They may be lists of positive or negative
words, as well as more complex semantic nets [14]. Moreover, as word sentiments
are domain-specific [15], no general-purpose polarity lexicon is able to perform
successfully for each domain [16]. That is why a number of domain-aware po-
larity lexicons have appeared, which substantially enhance the performance in
sentiment classification tasks [16].

There are numerous polarity resources available for English, which include,
among others, SentiWordNet [17], WordNet-Affec [18], ANEW [19]), as well as
a number of general resources, such as WordNet [20] (for an in-depth overview
of approaches to developing lexical resources see [1]). Creating a polarity lexicon
manually is a labour-intensive and error-prone task, where a sufficiently extensive
use of the lexicon cannot be guaranteed [16]. This explains why some research
initiatives are designed to create polarity lexicons in an automated manner, using
either a supervised (e.g., [21]) or unsupervised approach (e.g., [22]).

A lot of methods involve using other lexical resources, such as thesauri and
lexicons, often taking the form of semantic networks. If a sufficiently large se-
mantic network is available, in order to identify the polarity of words, a Markov
random walk model can be applied (which generates a polarity estimate for a
given word), as shown for instance in [22] or [23]. Moreover, many researchers
(e.g., [21]) use web documents to compile polarity lexicons. Such lexicons are
not restricted to any specific word classes and, in addition, contain slang and
multi-word expressions. The experiments reveal that they allow for a vastly en-
hanced performance in polarity classification tasks when compared to lexicons
based on, for example, WordNet.

In our work we attempt to create a polarity lexicon based on web documents.
To the best of our knowledge, there exists no polarity lexicon for Polish that
is freely available to the public and no research initiative seems to be aimed at
compiling one. Yet, there are a number of general resources, such as Slowosiec
(plWordNet)1, the biggest Polish wordnet consisting of 94523 synsets, 133071
lexical units and almost 150000 lexical relations, which can be used in devel-

1 http://nlp.pwr.wroc.pl/en/tools-and-resources/slowosiec

http://nlp.pwr.wroc.pl/en/tools-and-resources/slowosiec
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oping polarity lexical resources. Moreover, a set of tools put to use in language
processing tasks (e.g., Morfologik, a morphological analyser [24]) prove helpful
as well.

In contrast to the already existing (and otherwise interesting) research into
identifying the sentiment value of texts written in Polish (e.g., [9, 25–27]), the
authors of this work decided to adopt the lexicon-based approach to creating
polarity lexical resources for this language. These are, moreover, intended to be
subsequently made available to the general public.

There are a number of studies aimed at creating polarity (positive and nega-
tive) lexicons from corpora for languages other than English which make use of
automated methods (e.g., [28,29]). Similarly to research based on such lexicons,
our experiments show about 80% success rate with respect to identifying the
polarity of adjectives and adjective phrases.

The section to follow is devoted to both discussing the mechanism used to cre-
ate the above mentioned resources and presenting the assumptions underpinning
the study.

3 Polarity Lexicon for the Polish Language: Fundamental
Assumptions

The study sets out to devise a dedicated knowledge representation structure
adequate for sentiment analysis. After a thorough examination of the available
resources, the authors decided to create a semantic network capable of satisfying
the needs of the conducted research, i.e., one with a core build in an automated
manner and based on a number of freely accessible resources, such as dictionaries,
thesauri and word lists taken from the existing open source projects, as well
as web-based documents. The latter were gathered from portals that provide
reviews on various goods and services. The total number of the collected reviews
amounted to 356275. Apart from its content, each review was endowed with a
score given by its author.

The structure of the semantic network is designed to store basic data on the
type of relation (synonymous, hypernymous or homonymous) between individual
concepts. In addition, each term has a set of extra properties, the key one being
the sentiment vector holding data on the correlation of a given term with one of
three basic sentiments (i.e., positive, negative and neutral) in a given domain.

In contrast to other previously made research efforts, the authors decided to
extend the performed sentiment analysis to all parts of speech. If a concept was
considered significant for a given domain, its sentiment score was stored in the
semantic network together with information on the relevant domain. Accordingly,
the polarity semantic network built up for the purpose of this study can be
defined as follows:

The proposed polarity semantic network is a domain-aware sentiment lexicon
Ls. Each element in Ls is associated with pairs (si, dj), where si is the sentiment
score for a given ith element in a domain dj .
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In addition, the network contains data on the frequency of each concept, as
culled from the reference corpus [30]. This appears to be a substantial improve-
ment on the already existing semantic networks which have been observed to
suffer from over-specializing when used for generalisation or summarising tasks.
Providing frequency counts enables the algorithms used in the study to give a
considerable advantage to more popular terms, thus making the generalised or
abstracted text more easily accessible to a human user. While this may not be
of critical importance in unsophisticated categorisation tasks, it is vital when
evaluating various algorithms by humans.

In the course of the ongoing research on polarity lexicons for the Polish lan-
guage an entirely new semantic lexicon was built. It stores data on over 140000
concepts. Each concept is not only described in terms of the semantic relations
of hyponymy, hypernymy and synonymy but also accompanied by a sentiment
vector providing data on its sentiment value in a given domain. Such extension
was possible thanks to the availability of a specially collected corpus of docu-
ments with appended satisfaction scores. It was assumed that the documents
with a high score contained words carrying positive connotations and those with
a low score comprised negatively loaded terms. Understandably, the extraction
of such words needed to be done with a sufficiently robust algorithm capable of
disregarding words that have negligible influence on the sentiment of a whole
document.

The corpus used in the study was based on the opinions provided by the
users and accompanied by the overall product or service score. Thus, the end
product the user was presented with was a concept with an attached vector
expressing its polarity in specific recognisable domains. It was assumed that the
most flexible approach to take would be to assign a normalised value to each
concept. Normalisation was considered to involve mapping the available score
on a scale of 0 to 10, where 0 stands for a maximally negative and 10 for a
maximally positive sentiment value.

The words that successfully went through the verification process involving the
use of the discussed algorithm were assigned a score value from a given document.
The procedure was repeated on all of the available documents. Therefore, the
sentiment score of an admitted word was the average of all the observed inputs.
In addition to averaging the score, information on the domain a word came from
was included to boost the postulated adaptivity.

Having accomplished that, it proved possible to test the effectiveness of the
new resource on the documents that were excluded from the training phase. Even
though the training corpus was of considerable size, the total number of concepts
that were incorporated into the polarity lexicon constituted less 10% of the entire
semantic network. Therefore, each document was represented by a surrogate that
contained the basic forms of words deemed to carry some emotional load in a
given domain.

The verification involved calculating the sentiment score using the polarity
lexicon and, subsequently, comparing the results with the score provided by the
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author of a given document. The success rate of the verification process for the
tested documents was close to 80%.

4 Random Walk: Extending Polarity Resources

As described above, the main strategy implemented to incorporate polarity data
into the prepared semantic lexicon was the analysis of the available opinion
corpus. It was observed that creative use of language prevents the existence of
terms that can be only positive or only negative.

When faced with the data such as those used in the experiment, it needs to be
born in mind that there exist structures in language, on the level of grammar and
lexis alike, which are capable of producing the exact opposites of the meanings
of lexical items. The most straightforward example would be a direct negation in
the form of the word nie ’not’ but less immediately obvious instances thereof were
also found in the data gathered for the experiment. These included formulations
such as daleki od (zadowalającego) ’far from (satisfactory)’, mało (ciekawy) ’little
(interesting)’, trudno nazwać (pomocnym) ’difficult to call (helpful)’ and con-
structions marking contrast (e.g., podczas gdy, chociaż/choć, wprawdzie, ale).

As proposed by [23] for Swedish, based on the efforts of [22], given an addi-
tional resource containing a set of words and their synonyms, along with a mea-
sure of the strength of synonymy according to the users, an alternative method
can be implemented. This method provides a valuable input for a polarity lexi-
con, as it introduces a general notion of sentiment attached to a particular word.
Such an extension offers additional benefits in terms of flexibility in a situation,
where a domain remains unspecified or ambiguous.

To the best of our knowledge, the resources available for Polish are insufficient
to employ any of the strategies proposed in the cited works. This is due to the
fact that one cannot use a comprehensive thesaurus annotated with the data
on perceived similarity between various synonyms. Although there are research
initiatives aimed at providing comprehensive lists of synonyms with a division
into senses, they all lack a quantifiable measure of determining how one synonym
is related to another.

Therefore, the authors decided to devise a method in accordance with the rules
formulated in [22], yet tailored to suit the resources developed in the course of
the ongoing research activities.

The general algorithm is as follows:

– Start with a sentiment seed list
– Randomly choose a relation for the next move:

• hypernymy (sentiment score is reduced by a factor of 0.3)
• synonymy (sentiment score is reduced by a factor of 0.01)
• hyponymy (sentiment score is reduced by a factor of 0.15)

– if a relation produces an element that was already used in the current walk,
start over again

– if a relation produces more than one element, choose one at random and
calculate a sentiment score
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– store data on a visited element and its score
– if a relation produces no elements, start over
– if all nodes were visited or the limit of the repetitions of a random walk is

reached, calculate the average sentiment score for terms that appeared more
than 3 times in all random walks.

There were two research paths followed while testing the idea of extending the
available polarity lexicon with the random walk algorithm. The first one involved
using an initial seed of terms provided by the experiment participants. The whole
list comprised 115 terms, along with the perceived sentiment scores abstracted
from any domain. The number of terms obtained as a result of implementing the
random walk amounted to 809.

The other research effort was concerned with reusing the already available
experiment results, i.e., 27000 terms with the previously established sentiment
scores. The total number of terms produced by the random walk algorithm with
the seed list equalled 63539. It has to be emphasized that, due to the fact that
the terms in this seed list were ascribed to a certain domain, it is difficult to
say if the findings on the sentiment value of a term in a given domain can be
automatically generalised to other domains.

Apart from conducting automated experiments using the sentiment test cor-
pus (discussed in the subsequent section), the authors have also examined the
result sets manually to assess their eligibility for inclusion in the polarity lexicon.

5 Evaluation of the Lexicon

The performed experiment used the already available test corpus. It contained
3222 documents, half of which were classified as having a positive and the other
half a negative sentiment value. The experiment was carried out in the following
stages:

– the documents were converted into surrogates,
– one of the three variants of the sentiment lexicon was used to prepare a

prognosis about the sentiment of a document,
– the prognosis was compared with the actual score.

The results are summarised in Table 1.

Table 1. Results of the automated experiments using the sentiment test corpus

Sentiment lexicon Valid for sentiment evaluation Success rate
User provided seed 2763 61.49%
Extended original lexicon 3212 69.70%
Original lexicon 2426 78.93%

The research findings indicate that both lexicons extended by means of the
random walk represent a marked improvement on the original experiments [3] in
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terms of determining whether a document is suitable for sentiment evaluation.
As documents in the opinion corpus are rather brief, each term potentially in-
fluencing the sentiment value of the whole document is of crucial importance.
It can also be observed that the success rate of measuring the sentiment of a
document is considerably lower for the extended sentiment lexicons than for the
original one.

Importantly, a small seed of user-provided terms with their general sentiment
value proved to be highly effective, which is why future research is intended to
focus on further activities aimed at building up this resource.

The lexicons extended by means of implementing the random walk were care-
fully examined for measures that can be taken to both retain a sufficiently large
number of documents suitable for sentiment evaluation and improve the success
rate of the entire evaluation process. Preliminary results of the analysis indicate
that the structure of the underlying semantic network needs to be further re-
fined. What is more, a heavier emphasis must be placed on adjectives, adverbs
and nouns derived from adjectives.

6 Conclusions

The aim of the presented work was to demonstrate research efforts focused on
preparing and expanding a polarity lexicon for the Polish language. Compiling
such lexicon proved possible due to the availability of the previously built se-
mantic network containing over 140000 concepts connected with each other by
means of synonymic, hyperonymic and hyponymic relations.

It is the authors’ intention to make the created polarity lexicon available to
other researchers and the general public, once it contains a considerable number
of concepts from diverse domains. At this point, the lexicon contains over 27000
concepts with a suggested sentiment value for a specific domain.

The experiments using the random walk algorithm and the available semantic
network yielded more than twice as many candidates as the original tests, which
is already a satisfactory outcome. Yet, without further improvements on the
structure of the semantic network and implementing mechanisms allowing the
inclusion of feedback from the users, the authors cannot fully guarantee the
quality of this tool in terms of its ability to recognise and forecast the sentiment
of a document (or its fragment) from an unrestricted domain.

Accordingly, future research initiatives are going to be devoted to preparing
a set of software tools capable of delivering well-defined user-provided sentiment
scores for individual concepts and phrases available in the created semantic net-
work. What is more, it is envisaged that the tool kit will allow for both mainte-
nance and expansion of the existing network.

As regards major structural changes, the underlying semantic network needs
to be endowed with the notion of negation understood broadly as a grammatical
and lexical phenomenon which may easily skew the results of sentiment analysis.
Given the multiplicity of negation strategies and the effort that goes into produc-
ing the correct extraction rules for them, the authors initially strive to include



Polarity Lexicon for Polish Language 181

just the most frequent ways of expressing negation, leaving the less immediately
obvious ones to a later stage of research.
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Abstract. The high stability, uniqueness and richness of the iris make it among 
the best biometric templates. However while examining it one can find that 
different iris sub-regions result in heterogeneous recognition performances. In 
consequence, recognition decisions based from partial regions of the iris are 
subject to the regions themselves. In this paper we investigate the location of 
discriminatory characteristics in the iris by evaluating recognition performance 
drawn from different concentric rings within the iris. Iris images are first 
segmented using Hough transform and active contour. Then a robust 
normalization takes into account the pupil’s free shape and its center of gravity 
to unwrap the iris. Gabor filter and Hamming distance are next applied for the 
encoding and the matching respectively. Results obtained, on 2491 iris images 
from CASIA-V3 database, show that, contrary to previous studies, the most 
discriminating characteristics are located in the inner regions of the iris. 

Keywords: Biometrics, Image Processing, Iris Characteristics Location, Iris 
Recognition, Hough Transform, Active Contour. 

1 Introduction 

Human iris template is generated by a number of accumulated layers that result in a 
heterogeneous texture containing fibers, contraction furrows, crypts, rings and 
freckles. These elements, characterized by their randomness, uniqueness and their 
stability, make the iris among the best biometric templates. Consequently an iris 
recognition system that makes use of the iris template can be developed to identify an 
unknown identity. The system takes an image of the unknown iris and makes use of a 
segmentation procedure to extract the iris region from the image, a normalization 
method to transform the iris into a fixed-size template, and finally an encoding 
process in order to extract from the iris its discriminatory characteristics. When 
identifying the unknown iris, the processed iris code is compared to other codes from 
recognized iris code database in order to reveal the unknown identity. High 
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recognition performance results are generally reported validating the discriminatory 
characteristic of the iris [1], [2]. 

On the other hand, when observing any iris image it is noticeable that the density 
of the texture is not homogeneous all over the iris. Generally it appears that dense 
texture is more located in the inner and in the middle regions rather than the outer 
regions of the iris template. Consequently one can hypothesis that recognition 
performance varies when considering specific sub-regions of the iris. Such fact can be 
used to asses a recognition decision in cases like when only partial parts of the iris are 
only considered for the recognition. Thereby developing a better knowledge of how 
discriminatory characteristics are located all over the iris region is of major 
advantage. 

In this paper, we investigate iris information location by measuring various 
recognition performance results obtained when selecting different regions of the iris 
template. We start our paper, by reviewing the related work in section 2. Next we 
introduce the developed iris recognition system we used for the search of iris 
discriminatory characteristics location in section 3. Obtained results and conclusions 
are finally detailed in section 4 and 5 respectively. 

2 Related Work 

Limited studies and experiments have been reported on the location of iris’s 
discriminatory characteristics. All of them use approximately same approaches by 
considering different regions of the iris made by decomposing the iris into different 
concentric rings. Recognition performance results are then measured when 
considering each ring separately for the identification process. When building the iris 
recognition system, methods that are similar to Daugman’s system have been used 
[2]. Both iris boundaries are firstly approximated by circular or elliptical contours. 
Segmented iris is then normalized into a rectangular matrix following Daugman’s 
“rubber sheet” model. The obtained template is encoded and matched to enrolled iris 
signatures finally. 

Results obtained, can be classified into two categories. A first group of researchers 
states that discriminatory iris characteristics in iris regions that are close to the pupil 
[3], [4], while a second group of researchers supports the hypothesis that 
discriminatory iris characteristics exist in the center rings of the iris [5-7]. 

In more details, Du et al. segmented the iris using circular approximation methods. 
The iris is then normalized similar to Daugman’s method by remapping the 
segmented template into a rectangular matrix using concentric circles that cover the 
iris region. Average local intensity variance is then calculated to create the iris code 
(signature). Matching iris codes is then processed by calculating a similarity 
measurement between registered and unknown codes. This similarity metric called 
“Du measurement” is based on three operators that take into consideration relative 
entropy variation, angle variation, and average power difference between the 
signatures. The study was tested on 742 images from CASIA V1 database and on 818 
images from another database. Results they obtained showed that discriminatory 
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characteristics are found in the inner rings of the iris and attenuates with rings that are 
close to the limbic boundary [3], [4]. 

Gentile et al. used ellipse fitting to detect iris boundaries. Normalization is done 
similar to Daugman’s method. However instead of using concentric circles to remap 
the iris into a rectangular fixed-size matrix, elliptical contours are virtually drawn all 
over the iris. Center of these ellipses are defined on the segment defined by the 
pupil’s limbic elliptical contours centers. 1D log-Gabor filter and Hamming distance 
was then used for encoding and the matching of the iris. Results are obtained from 
425 iris images of MMU2 iris database images [5]. 

Broussard et al. segmented and normalized the iris following Daugman’s methods. 
However they used directional energy obtained from a cosine kernel filter response to 
encode the iris and Hamming distance for the matching purpose. The study is tested 
on 367 iris images from the University of Bath database [6]. 

Hollingsworth et al. segmented and normalized the iris following Daugman’s 
methods also. To encode the iris they used the quantized phase response of 1D log-
Gabor filter response. Matching iris signatures was later performed by measuring the 
Hamming Distance. The study was performed on 1226 images from Challenge 
Evaluation database [7]. 

The three groups Gentile et al., Broussard et al. et Hollingsworth et al. concluded 
that iris information are more discriminate close to the center rings of the iris, whereas 
iris regions that are close to the pupil or to the sclera present a less discriminatory 
capability [5-7]. 

3 Developed Iris Recognition System 

In order to investigate the iris discriminatory characteristics location, a well 
developed iris recognition system must be used. Otherwise the results accuracy may 
be decreased by weak methods used in the system. When evaluating the previous 
work we can observe that: 

• Contradictory results have been found on the location of iris information; a first 
group concludes that inner regions contain the most discriminative information [3], 
[4], whereas the center regions were the most discriminative information in an iris 
following the results of a second group [5-7]. 

• A greater number of textural structures is reported in the inner regions of the iris 
but even thought they resulted in a weak discrimination capability [5-7]. 

• All of the previous work did not use a precise segmentation method. Instead they 
used circular or elliptic approximation methods. While this approach may fit the 
limbic boundary of the iris, it is not the same case for the pupil’s boundary. As for 
the normalization, Daugman’s approach was implemented. Normalization strips 
were either concentric circles, or circles or ellipses whose centers are defined on 
the segment joining the pupil’s center and the limbic boundary center [3-7]. 

• The presence of less discriminatory information in inner regions of the iris can be 
related with pupil’s dilation, and the inaccurate segmentation and normalization [5-
7] of the iris. As for the outer regions of the iris, the weak recognition performance 
was related to the lack of iris structure [5]. 
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Based on these facts, one can interpret that segmentation and normalization of the iris 
is of great impact on recognition performance.  Taking into account all of the previous 
facts, we propose to search the location of discriminatory characteristics of the iris 
following a developed iris recognition system. Iris segmentation is done using a 
circular approximation of the limbic boundary and a free shape detection of the 
pupil’s boundary. Then normalization of the iris is done using elastic normalization 
strips that remap the iris into a rectangular matrix. However the elastic normalization 
strips varies from the pupil’s free shape into the limbic circular contour while 
normalizing the iris. As for the center of these strips, it varies on the segment joining 
the center of gravity of the pupil and the center of the circle approximating the limbic 
boundary. Encoding and Matching are finally performed following Daugman’s 
system that uses Gabor filters and Hamming distance measurement respectively. The 
developed system is explained in what follows. 

3.1 Segmentation Using Hough Transform and Active Contour without Edges 

Acquired iris images are firstly segmented. The process refers to locate the iris and 
isolate it from surrounding noise such that eyelids, eyelashes and specular reflections. 
Methods developed to locate the iris can be grouped into two categories: circular or 
elliptic approximation and model free contour detection. In the first category iris 
boundaries are detected with circular or elliptical fitting operators such as methods 
used with Daugman [2] and Wildes [8]. The second category of segmentation 
methods uses free contour segmentation as active contour methods with Daugman [9] 
and with Shah and Ross [10]. 

The model of segmentation we’ve developed makes use of circular Hough 
transform and active contour without edges. The limbic boundary is firstly 
approximated with a circular contour and then pupil’s boundary is detected in a free 
shape contour [11], [12]. 

Hough transform is an object recognition operator. It detects objects with simple 
shapes such as lines and circles. A binary edge map is calculated from the iris image 
using a gradient filter. From the edge points obtained, votes in a Hough space are 
counted to estimate the circle’s parameters: center (x0,y0) and radius (r) that 
approximate the iris boundary [8]. 

Active contour without edges is an iterative segmentation method introduced by 
Chan and Vese [13]. Starting with an initial contour, the active contour evolves 
iteratively toward object contour in an image. Contour evolution is defined by an 
energy function that is based on region information rather gradient information. 
Considering an image with intensity value I(x,y) the each pixel (x,y), we designate by 
C an object’s contour inside the image. Let c1 and c2 be the average intensities inside 
and outside C respectively. The active contour energy is defined as: 

 ( , , ) = ∑ | ( , ) − | +( ) ∑ | ( , ) − |( )  (1) 

The convergence of the contour is assured by minimizing the function E in terms of 
c1, c2, and C enables the active contour to converge to the contour of the object. The 



 Identifying Discriminatory Characteristics Location in an Iris Template 187 

 

displacement of the contour from iteration to another is given by the equation 
introduced by Chan and Vese [13]: 

 
( , ) = ∇ ( , )| ( , )| − ( ( , ) − ) + ( ( , ) − )  (2) 

where ( , ) represent the intensity of the set of points that define the contour C. 
To apply our segmentation, Hough transform is firstly applied to detect the limbic 

boundary, and then applied once again to approximate the pupil’s contour with a 
circle. Result obtained is used as an initial contour in order to evolve the active 
contour into a precise detection of the pupil’s boundary. Once both boundaries are 
detected, eyelids were isolated by applying a linear Hough transform to approximate 
the eyelid shape. Eyelashes and specular reflections are finally eliminated by intensity 
threshold operations. 

3.2 Elastic Normalization 

Once segmented, iris region is to be transformed into a fix-sized template. We use in 
our system a developed normalization method that takes into account the shape free 
model of the pupil’s contour. Instead of remapping the iris using circular or elliptical 
strings, we use elastic strings with a shape that varies between the pupil’s free shape 
and the circular approximation of the iris. Considering the segmented iris region is 
characterized by an intensity value ( , ) in each pixel ( , ) in the Cartesian space, 
the newly normalized iris intensity ( , ) in each pixel( , ) in the Polar space is 
given by the following equations:  

 ( , ) = ( , ), ( , )  (3) 

with 

 ( , ) = (1 − ) ( ) + ( ) (4) 

 ( , ) = (1 − ) ( ) + ( ) (5) ( ), ( )  and ( ), ( )  are the coordinates of the pupil and limbic 

boundaries respectively at angle ∈ [0,2 , r varies between 0 and 1 which 
corresponds to the pupil and limbic boundaries respectively. 

Centers of the normalization strips for each radius value, r, move on the segment 
defined by the pupil’s center of gravity and the center of circle approximating the 
limbic boundary center while unwrapping the iris starting from the pupil to the sclera. 

A binary mask that marks noisy pixels in the iris template is generated. It is used to 
ignore noisy pixels while matching two iris codes. 

When comparing our method to Daugman’s normalization, a major difference is 
that normalization strips used to unwrap the iris. These strips are always circular and 
concentric in Daugman’s method. However in our system they vary between the 
pupil’s accurate contour and the limbic boundary approximation. 
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After normalization, iris templates are encoded and matched. Daugman’s 
approaches were used. Encoding process refers to extract from the iris its most 
significant characteristics. 2D Gabor filter given by the equation below is employed: 

 ( , ) = ( ) ( ) ⁄ ( ) ⁄  (6) 

where (α,β) are the effective width and length and ω is the filter’s angular frequency. 
The phase response of the filter is quantized with two bits to represent the iris 
signature.Obtained iris codes are matched using the normalized Hamming distance 
(HD). The method measures the correspondence similarity between the two iris codes. 
For two different iris codes A and B having binary noise masks Amask and Bmask 
respectively, the Hamming distance between A and B is given by: 

 ( , ) = ∑ ∑ | ( , ) ( , )|× ( , )× ( , )∑ ∑ ( , )× ( , )  (7) 

for −10 ≤ ≤ +10 where  represents a scaling parameter that compensates iris 
rotation, M and N are respectively the angular and radial size of the iris code, ϕ is a 
translational parameter that compensates iris rotation. Iris codes generated from a 
same iris will result in a low HD value (close to 0) whereas when the codes are 
generated from two different irises HD will have higher HD value (close to 1) [2], [9]. 

Following our proposed iris recognition system, each iris region is divided into 10 
concentric rings. Each ring will be then processed separately in order to measure 
recognition performance and assess its discriminatory capability. 

4 Results 

The developed system is applied on CASIA V3-Interval iris images database. 2491 
images are used to identify the location of discriminatory characteristics in the iris 
[14]. Segmented iris images are normalized to a dimension of 40 × 240 pixels. Each 
iris is then divided into 10 concentric rings that correspond to rectangular sub-
matrixes in the normalized iris. Each ring corresponding to a sub-matrix will have a 
dimension of 4 × 240 pixels. 

In order to evaluate the discriminatory capabilities of different regions of the iris, 
recognition performances are measured from considering separately each ring of the 
iris templates. Obtained results are also compared to those obtained when using 
Daugman’s system [2]. In this system iris images are segmented following a circular 
approximation of iris boundaries using Daugman’s integro-differential operator. 
Segmented images are next normalized according to Daugman’s “rubber sheet” 
model. Then 2D Gabor filters are used for iris encoding and Hamming distance is 
used for the matching purpose. Difference in Daugman’s normalization and our 
elastic normalization is presented in Figure 1.  
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 (a) (b) 

Fig. 1. Iris normalization according to Daugman’s method (a) and to our proposed method (b) 
White dashed contours are the normalization strips applied in each method 

The white dashed contours in both images show the normalization strips in each 
method. Normalization strips are circular with Daugman’s method however they do 
not cover accurately the pupil’s boundary. In our method, the elastic normalization 
covers accurately the iris region between its two boundaries. 

Recognition performance drawn from considering the ten rings of iris images 
separately is measured using the two parameters: decidability, accuracy at Equal Error 
Rate (EER). 

4.1 Decidability 

Decidability is a performance parameter that measures the separation between the 
intra and the inter-class HD scores obtained when evaluating two iris codes from a 
same class or from different classes respectively. Let ( , ) and ( , ) be the 
mean and the standard deviation of the intra and inter-class Hamming distance scores 
respectively [2]. The decidability can be measured according to the following 
equation: 

 = | |⁄  (8) 

Higher decidability value reflects a more important separation between the intra 
and the inter-class scores. The decidability results obtained from applying our 
developed iris recognition system and from applying Daugman’s system to each of 
the 10 rings of all iris images are drawn in figure 2. 

It appears that following Daugman’s system, rings 3 to 6 hold the highest 
decidability values between all the rings and hence they reflect the highest 
discriminating power among the other rings.  
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Fig. 2. Decidability of each of the ten rings of the iris following the two methods (Ring 1 is the 
closest to the pupil; ring 10 is the closest to the sclera) 

Lower decidability values are then obtained with rings 1 and 2 whereas the lowest 
values ever are obtained with rings 7 to 10 that are the closest to the sclera. These 
results confirm the conclusions obtained with previous work [5-7]. 

However when considering our developed iris recognition system results, we can 
notice that the highest decidability values are obtained for the first inner three rings of 
the iris. Even more the decidability values of these three rings are equal or greater 
than that obtained when considering the entire iris using Daugman’s system. Starting 
from ring 4 to the last ring of the iris, the decidability values are almost identical to 
those resulted from Daugman’s system. 

4.2 Accuracy at Equal Error Rate 

A second parameter we used to assess recognition performance is the accuracy at 
equal error rate (EER). Considering two iris codes to be matched, the HD between 
these two codes is calculated. A match is obtained when the measured HD is lower 
than a threshold decision. Two types of recognition errors can be obtained: false 
positive and false negative recognition. False positive occurs when a match decision 
between two iris codes is obtained given that the two codes do not correspond to the 
same iris. False negative is obtained when a non match between two iris codes is 
obtained given the two codes do correspond to a same iris. Accumulating the false 
positive and the false negative errors over the tested images results in the calculation 
of the false accept rate (FAR) and the false reject rate (FRR) respectively [2].  
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ERR corresponds to the rate of error when FAR is equal to FRR. The accuracy of 
recognition at EER is used as a measure of system’s performance. Figure 3 represents 
the accuracy at the EER obtained for each of the ten rings of the iris using the two 
tested iris recognition systems. 

 

Fig. 3. Accuracy at the EER obtained with each of the ten rings of the iris following 
Daugman’s and our approach (Ring 1 is the closest to the pupil; ring 10 is the closest to the 
sclera) 

Considering Daugman’s system, best values of accuracy at EER are obtained for 
the middle rings of the iris (rings 3 to 5). This accuracy drops from nearly 98 % in the 
middle rings to a 96 % in the inner rings of the iris. The accuracy at EER decreases 
dramatically with the outer rings to reach a value of 75 %. 

These results aren’t the same with our developed iris recognition system. In fact 
the best accuracy recognition rates are obtained for inner rings of the iris in our 
system. Rings 1 to 3 have an accuracy value at EER that is greater than 99.5%. This 
value decreases in parabolic form starting from ring 4 to the last ring of the iris. 
Accuracy values in these rings take nearly the same values as with Daugman’s 
system. Finally we can observe that accuracy at EER values for rings 1 and 2 in our 
iris recognition system are higher than Daugman’s system performance when using 
the entire iris region. 

The coherent decidability and accuracy at EER results show that inner regions are 
more performing than the middle or the outer regions of the iris in the recognition 
process. These results demonstrate that inner regions hold the most discriminatory 
characteristics in an iris template. Also as one traverses the iris from the pupil’s 
boundary to the limbic (outer) boundary, the discriminatory characteristics of the iris 
template decreases. 
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5 Conclusions 

Accurate knowledge of the location of discriminatory characteristics in an iris 
template is of high importance. Knowing whether iris information are more 
discriminate in inner, middle or outer regions of the iris reflects how much a 
recognition decision that is based on a partial region of an iris is trustable or not. In 
non-ideal iris images case, it could be thus sufficient to only consider a portion of the 
iris for the recognition process.  

When evaluating the previously reported work, contradictory results argue whether 
iris information is more discriminate in the inner or in the middle regions of the iris. 
However no accurate segmentation of the pupil’s boundary neither accurate 
normalization of the inner regions of the iris were followed in the reported work. 

In our work we build our hypothesis that inner regions of the iris hold the most 
discriminating characteristics. We developed our iris recognition system to accurately 
segment the iris boundaries and normalize the iris template. The obtained iris template 
is then divided into 10 rectangular templates representing 10 concentric rings of the 
iris. Our developed iris recognition system was then compared with Daugman’s 
system. Recognition performances of the two systems from using each of the 10 rings 
separately are drawn. The decidability and accuracy at EER recognition performance 
parameters showed concordant results. 

When using our developed system, the most discriminate characteristics in an iris 
template are found in inner regions of the iris that are the most close to the pupil. 
Starting from these regions the discriminate potential of characteristics decreases to 
reach its minimum in regions that are close to the limbic boundary. However when 
using Daugman’s system it appears that middle and outer regions of the iris presented 
performance results that are similar to ours. However a drop in recognition 
performance is always observed in the inner regions of the iris.  

We conclude that it was the weak segmentation of the pupil’s boundary and the 
non-optimized normalization that resulted in weak recognition performance in the 
inner regions of iris templates in Daugman’s system and in the previously reported 
work [5-7]; hence the false assumption of weakness of discriminatory characteristics 
in the inner regions of the iris.  By improving the segmentation and the normalization 
of the iris we demonstrated that inner regions hold the most discriminating 
characteristics in an iris template.  
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Abstract. The background modeling is the very first and essential part of every 
computer assisted surveillance system. Without it there would be no reliable 
way for fast and robust detection of moving objects in video sequences. In this 
paper we collect, describe and compare the main features of the most common-
ly used techniques of background modeling in video sequences and determine 
the most desirable way for the development of new algorithms in this field. 

Keywords: background modeling, background subtraction, image processing. 

1 Introduction 

1.1 The Description and Occurrence of the Problem 

The video surveillance systems are currently widely used in different aspects of the 
daily life. The simplest ones are set up in almost every shop. More sophisticated  
installations are used for traffic observation or passenger behavior analysis at the 
airports. They often consist of many video cameras and recording devices thus obser-
vation and interpretation of the recorded material requires a correlated work of 
properly trained personnel. In order to improve the detection of specific types of sit-
uations or behaviors, computer assisted surveillance systems are used. Such setups are 
capable not only of detecting certain situations but also of conducting the initial anal-
ysis, so that oversight probability falls almost to zero. 

1.2 What “The Background” Is and How to “Model” It 

All computer assisted surveillance systems have one common feature: their work rely 
on motion detection algorithms. The segmentation technique that is most frequently 
used to detect motion in video sequences is the background subtraction. It owes its 
popularity mainly to the achievable performance which involves the possibility of 
real-time processing [2], [3]. The “background” is interpreted as a set of pixels that 
have constant over time properties, like for example the color or the frequency of 
intensity changes. However, to remove it, it is necessary to know how it looks like. 
This is where the background modeling methods come in as they are able to deter-
mine how the background looks. Having created the background model, it is easily 
determinable which areas of the image may contain interesting information, and that 
is the first and essential step in any automatic detection system [1-3]. 
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2 Background Modeling Methods 

A good background modeling method should be able to adapt to three fundamental 
scenery changes. These are [1], [3]: 

• change of the brightness, such as the sun coming out from behind the clouds, 
• continuously repeating changes, such as a flag flapping in the wind, 
• change in the geometry, such as a car driving away from a parking space. 

In addition, the necessary condition in most practical applications is the possibility to 
work in the real time. Otherwise, the algorithm cannot be used for live streams. 

In the following parts of this paper we characterize the most common approaches 
to the problem. All the tests were conducted using many different video sequences 
[12], but due to limited space all the illustrations in this paper present the outcome of 
described methods always using the frame shown in figure 1. 

 

Fig. 1. Frame chosen to present the results returned by the described algorithms 

    The only moving objects in figure 1 are two people in the left part of the image 
and a car in the center. The ideal result of the background modeling in this case is a 
completely black image with three white areas corresponding to the moving objects. 

2.1 The Difference of Subsequent Frames in a Video 

The easiest way to detect motion areas is to check where the biggest differences be-
tween consecutive frames are. Mathematically, this relationship can be written as [1]: 

 ∣ F(x, y) − F(x, y) ∣> T (1) 

where: F(x, y)  – pixel from the n-th frame, F(x, y)  – pixel from the (n-1)-th frame, T – threshold value for movement occurrence. 
This method is computationally very simple, thus also very fast. Unfortunately, the 

correct results are achievable only in specific circumstances, for example it is not 
possible to detect very slow movement because it introduces only minor changes in 



 Background Modeling in Video Sequences 197 

 

two consecutive frames. Moreover, the detection results are very sensitive to changes 
in the threshold value [1]. Too low threshold introduces a noise, while too high will 
prevent detecting a part of the moving objects. 

In the paper [11] an improvement to the described approach was proposed: before 
the area is considered to be part of the background it must satisfy the condition (1) for 
a given number of frames. In this case the movement occurrence condition is [11]: 

 ∣ F(x, y) − B(x, y) ∣> T (2) 

where: F(x, y)  – pixel from the n-th frame, B(x, y)  – background pixel estimated in (n-1)-th step, T – threshold value for movement occurrence. 
This approach works better, but still it does not cope very well with the varying 

background. In this case, the noise increases as well as ghost objects start to appear. 
The sample results returned by this method are shown in figure 2. In addition to 

moving objects, a large amount of spot noise, which over time gets strengthened, can 
be seen in the picture. A positive feature of the illustrated approach is the very high 
processing speed, reaching more than 200 frames per second. 

2.2 The Background as the Average of N Previous Frames 

Much better results are provided by the methods that use statistical measures to esti-
mate the background. The simplest one of them calculates the background as the 
arithmetic mean of the N previous frames [1]. To identify the foreground areas, a 
standard procedure of subtracting the estimated background from the current frame 
and comparing the result to a specified threshold is used. This approach is not compu-
tationally complex, so the algorithm runs fast, but has high memory requirements, 
because every time all N frames are needed for the calculations. 

In the papers [1], [2], [5] an improvement to the described method was proposed 
which introduces a formula for a good approximation of the mean: 

 B(x, y) = α ⋅ F(x, y) + (1 − α) ⋅ B(x, y)  (3) 

where: B(x, y)  – currently estimated mean, B(x, y)  – previously estimated mean, F(x, y)  – pixel from the n-th frame, α – estimation factor, usually α ∈ (0.01, 0.1). 
The algorithm works only a little faster, but the memory requirements become al-

most negligible in comparison with the previous one. The averaging of frames over 
time reduces the spot noise and a continuous actualization makes it possible to model 
a slowly varying background. However, the algorithm has some problems with a rap-
idly varying background, particularly if these changes have high variance. In addition, 
the wrong choice of the α parameter may cause the trails to remain behind the moving 
objects or an incorporation of slow movement to the background model. 
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A common way to prevent these types of errors is to update only the still areas – a 
selective update. This changes the background estimation formula to [1], [5]: 

 B(x, y) =  B(x, y)α ⋅ F(x, y) + (1 − α) ⋅ B(x, y)    for (2)otherwise (4) 

This approach allows the detection of slowly moving or even standing still foreground 
objects. Unfortunately, it can also cause additional noise or ghost objects to form.  

The sample results of the algorithm are shown in figure 3. It shows long trails re-
maining behind the moving objects. This error results from too rapid actualization 
causing a contamination of the model. In addition, a lot of spot noise can be seen that, 
in contrast to the simple differential method, does not grow over time. 

 

Fig. 2. Results returned by the frame differ-
ence with background registration method 

 

Fig. 3. Results returned by the average differ-
ence method 

2.3 The Background as a Median of N Previous Frames 

The median is another statistical measure often used in the context of background 
modeling. The basic idea is the same as for the mean [1], [3], [4], [6] and also the 
results are similar. However, the median method is more accurate – less noise and 
smaller trails remaining behind the moving objects. This is because random devia-
tions from the majority of the analyzed data have very little effect on the median. 

Paper [3] describes two major improvements that enable the approximation of the 
median. The first one uses the following recursive update function: 

 B(x, y) =  B(x, y) + 1B(x, y) − 1B(x, y)    for F(x, y) > B(x, y)for F(x, y) < B(x, y)for F(x, y) = B(x, y)  (5) 

where: B(x, y)  – currently approximated median, B(x, y)  – previously approximated median, F(x, y)  – pixel from the n-th frame. 
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Thanks to this improvement, the algorithm has very low computational complexity 
and memory requirements, thus it runs very fast not consuming a lot of resources. 

The second improvement makes the method consider all three color channels of the 
input image together by calculating a three-dimensional vector median using formula: 

 (x, y) =  (x, y) + ( , ) ( , )∥ ( , ) ( , ) ∥(x, y)    for (x, y) ≠ (x, y)for (x, y) = (x, y)  (6) 

The movement occurrence condition has changed accordingly: 

 ∥ (x, y) − (x, y) ∥> T (7) 

The main advantage of this three-dimensional approach over the previously described 
methods is a full utilization of color information, so that the statistical relationships 
between the color components are taken into account in the background model [3]. 

The sample results returned by the algorithm using the first median approximation 
method are shown in figure 4 and are almost identical to those returned by computing 
the median directly from previous N frames. However, the approximated median 
algorithm runs much faster because the whole computing course is approximately 4 
times shorter thanks to the simplifications used in the calculations. 

2.4 The Analysis of a Histogram of N Previous Frames 

A histogram is a statistical record of a number of consecutive values occurrences in a 
given data set. In case of the background modeling, the histogram is created over time 
for each pixel separately, so that it shows the distribution of brightness values over 
time. If it is interpreted as probability density distribution then it can be used to de-
termine the occurrence probability of a new pixel. Then if the probability exceeds the 
specified threshold the new pixel is considered to be a part of the background and can 
be used to update the histogram; otherwise it belongs to the area of movement. 

The algorithms that use this approach must overcome two serious problems: 

• histogram discontinuity – it may happen that two adjacent values have radically 
different occurrence likelihood or that between two high probabilities there is a ze-
ro probability gap. Such situations are caused by a limited size and a discrete form 
of the data set from which the histogram was created. The most common way to 
solve this problem is blurring the values onto the adjacent intervals, which, to some 
extent, corrects the continuity of the resulting histogram. 

• movement occurrence threshold selection – there are two commonly used solutions 
for this problem. The first one is to set the threshold to an empirically chose single 
constant value. Unfortunately it reduces the algorithm robustness to large changes 
in brightness, causing more noise to appear in such a case. The second solution re-
quires the threshold value to be set and usually updated during the algorithm run 
based on the variance of the modeled background, which unfortunately cannot  
always be calculated [3]. 
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Due to this problems and large memory requirements there are no practical methods 
that use the histogram directly to estimate the background. However, a number of 
methods utilize the advantages of the histogram by approximating it. The most com-
mon of them use continuous random distribution functions to meet that purpose. 

2.5 The Histogram Estimation with the Gaussian Distribution 

There are three most popular methods for the histogram estimation with the Gaussian 
distribution that result from one another [3]. The first of them is trying to render the 
shape of the histogram using a single time-varying Gaussian distribution described by 
the mean (μ) and the standard deviation (σ) with the following formulas [1]: 

 μ(x, y) = α ⋅ F(x, y) + (1 − α) ⋅ μ(x, y)  (8) 

 σ(x, y) = α ⋅ (F(x, y) − μ(x, y) ) + (1 − α) ⋅ σ(x, y)   (9) 

where: μ(x, y)  – currently approximated mean, μ(x, y)  – previously approximated mean, σ(x, y)  – currently approximated variance, σ(x, y)  – previously approximated variance, F(x, y)  – pixel from the n-th frame, α – estimation factor, usually α ∈ (0.01, 0.1). 
The analyzed area is classified as a movement if it fulfills the condition [1]: 

 ∣ F(x, y) − μ(x, y) ∣> T (10) 

where: F(x, y)  – pixel from the n-th frame, μ(x, y)  – previously approximated mean, T – part of the standard deviation – kσ(x,y). 
Thanks to such a form of the movement condition, the selectivity can be used in a 

simple manner. It is enough to update only those areas that belong to the background. 
The method operates at a speed comparable to the average difference method. It al-

so has a low memory requirements, because it has to remember only two values (μ, σ) 
for each pixel. Unfortunately, it has a serious drawback compared to the approach 
using the histogram directly. It is unable to model a rapidly varying background. 

The second histogram estimation approach, the Gaussian Mixture Method, can 
cope with the rapidly changing background through the use of several Gaussian dis-
tributions, each of which has its own mean (μ), standard deviation (σ) and weight (ω) 
that indicates its usefulness for the background regions detection. This approach uses 
formulas (8) and (9) to approximate the mean and the standard deviation, but they are 
used only to update the distributions fulfilling the condition [7], [8]: 

 ∣ F(x, y) − μ(x, y) , ∣< 2.5 ⋅ σ(x, y) ,  (11) 
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where: F(x, y)  – pixel from the n-th frame, μ(x, y) ,  – mean value of the i-th distribution, σ(x, y) ,  – standard deviation of the i-th distribution. 
The weight of each distribution is updated according to the formula [7], [8]: 

 ω(x, y) , =  (1 − α) ⋅ ω(x, y) , + α(1 − α) ⋅ ω(x, y) ,    for (11)otherwise (12) 

where: ω(x, y) ,  – weight approximated for i-th distribution, ω(x, y) ,  – previously approximated weight, α – estimation factor, usually α ∈ (0.01, 0.1). 
The analyzed area is considered foreground if the condition (11) is not satisfied for 

any distribution. In such case, the distribution with the lowest weight is replaced by a 
new distribution with the mean value equal to the mean value of the area in question, 
large standard deviation and low weight [8]. 

This method also works quickly without requiring a huge amount of memory,  
but its biggest advantage is the ability to model a varying background through the use 
of several Gaussian distributions. Its main limitation is the inability to correctly  
estimate the background which variation excesses the predetermined number of  
distributions. 

The third way to estimate the histogram faces this restriction. The algorithm can 
adjust the number of Gaussian distributions in use to the modeling conditions [9]. 
This method is different from the previous one in only three places [9]: 

• algorithm starts with a single Gaussian distribution, 
• if none of the currently used distributions satisfies the update condition, and their 

number is less than the maximum, then a new distribution is added; if the maxi-
mum number of distributions is reached, a new distribution replaces the one with 
the lowest weight, 

• if the weight of one of the distributions in use falls below the minimum threshold, 
the distribution is removed. 

In this approach defining whether the analyzed area belongs to the background is 
based only on the distributions with the highest weights. 

The method obtains better results than the previous one often in less time with a 
similar memory usage. This is due to the active change of the number of Gaussian 
distributions in use. Using this approach, it possible to model a highly varying back-
ground, as well as reduce the amount of calculation, when the background is static. 

The sample results of this algorithm are shown in figure 5. In comparison with the 
previously described approaches, this method is undoubtedly the best. The spot noise 
appears only if the light conditions change rapidly. The moving objects are very well 
reproduced, and there are no trails or shadows remaining behind them. 
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Fig. 4. Results returned by the approximated 
median method 

 

Fig. 5. Results returned by varying Gaussian 
distributions number method 

2.6 The Modeling Using the PCA Algorithm 

A completely different approach is presented in the algorithm described in [10]. It 
uses the Principal Component Analysis as a tool for the background modeling. In this 
case, the PCA analyzes the principal components of the background image. 

The PCA algorithm can reduce the dimensionality of the data set, that is, in the 
context of the background modeling, the quantity of the background features. This is 
achieved by transforming the coordinate system to maximize the variance of the sub-
sequent coordinates. In consequence, several initial data dimensions carry most of the 
information of the entire data set. This allows omitting the dimensions with the lowest 
variance. In the context of the image processing the coordinates are the subsequent 
pixels; a single data sample is the entire image, and a data set is a database of images. 
Based on eigenspace created using the PCA it is possible to recreate every input data 
sample while the new samples can be recreated only partially or not at all. 

In the described method the database, for which the principal component analysis 
is conducted, is created from the initial M frames of the analyzed video sequence. A 
detailed description of the PCA algorithm flow is presented in [10]. Here I will only 
note that the moving objects do not occur in the same locations in the frames used to 
create the eigenspace, so that they do not have a significant impact on the model. 
Thanks to this feature, the image areas containing the moving objects cannot be re-
stored on the basis of the model, while the static areas are described by the model as a 
linear combination of eigenvectors. This means that the eigenspace is a very good 
model describing exclusively the areas that belong to the background [10]. 

According to the authors, this method returns good results in less time than  
the Gaussian mixture methods described earlier. Due to the computational complexi-
ty, this method lies between the approximating methods and the methods that analyze 
N previous frames. The algorithm major limitation is the inability to adapt the  
model to the changing appearance of the background. In order to do so, it would be 
necessary to conduct entire PCA from the beginning, which is computationally very 
expensive. 
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3 Conclusion 

3.1 The Properties of the Described Modeling Methods 

The three most important features for the evaluation and comparison of the described 
algorithms are: 

• Processing speed 
The algorithms approximating the mean and the median proved to be the fastest. 
Other methods are several times slower, but are still able to work in real time. 

• Amount of memory required 
The algorithms approximating the mean and the median are also the best in this as-
pect. They need to remember only two frames at a time. The methods using the 
Gaussian distributions and the PCA use from about a dozen up to several dozen 
frames at once. The most resource consuming are the statistical approaches analyz-
ing N previous frames of the sequence. 

• Accuracy of results returned 
There is no objective measure of the accuracy of the results of the background 
modeling so far. The authors of the outlined algorithms evaluate the results of their 
work subjectively by comparing them to the results of other approaches, which 
generally comes down to determining the amount of noise and distortions caused 
by shadows and ghosts objects. Such criteria are best meet by the methods using 
the Gaussian distributions and the PCA. The increased amount of noise and distor-
tions are present in approaches approximating the mean and the median as well as 
in those which calculate the statistical values based on N previous frames of the 
analyzed sequence; the accuracy of the results are similar in all of them. The least 
accurate are methods detecting the movement areas based on a simple difference of 
successive frames of the analyzed sequence. 

3.2 Further Development Possibilities 

Almost all of the described methods, as well as the vast majority of all other ap-
proaches, either ignore or do not take into account several important issues: 

• The information from the subsequent chromatic channels is considered separately, 
while by definition all color components explicitly define it, so they should be con-
sidered together. Among the outlined approaches only the vector median considers 
all of the chromatic channels together. 

• The information about the location of a pixel in the image is overlooked together 
with its correlation with its neighborhood, which is undoubtedly present, for exam-
ple, in the form of a color gradient. The only approach that takes into account the 
spatial correlations present in the image is the method using the PCA. 
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• There is a certain freedom left in the case of the background model update. This 
raises the question of when, if at all, to consider a pixel located for a long time in 
the same place and belonging to the foreground to be part of the background. With 
this sub-problem, the phenomenon of the ghost objects, or groups of pixels not be-
longing to the background model, which should belong to it, is combined. The 
ghost objects form as a result of removing a part of the scene which has been clas-
sified as the background, for example a car driving away from a parking lot lefts an 
empty parking space, which could become a ghost object. 

• The problem of the shadows cast by the objects present in the scene is also consid-
ered rather lightly. The shadows are a phenomenon that makes it difficult to  
classify areas as the background. The shaded background areas, although clearly 
different from the non-shaded ones, should also be considered as the background. 

Due to the current state of the most commonly used, best described and researched 
methods, the new background modeling algorithms, in addition to having the ad-
vantages of the described approaches, should also take into consideration (and appro-
priately use) the color information as well as the spatial correlations in the image and 
properly update the background model in order to compensate for the shadows and 
not to allow the formation of excessive noise and ghost objects. 
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Abstract. A hybrid fusion technique (HFT) that offers improved im-
perceptibility, better robustness to attacks and superior quality in terms
of watermark image recovery than is realisable using the traditional
Discrete Wavelet Transform (DWT), Discrete Cosine Transform (DCT)
digital watermarking techniques or methods that utilise their direct com-
bination is presented in this work. The separate DWT and DCT methods
embed the watermark image directly on the wavelet or cosine coeffi-
cients of the cover image, while methods that combine both the DWT
and DCT are certain to directly embed the watermark on some parts
of the cover image twice. Unlike all these methods, our proposed HFT
technique spreads the watermark in the transform (wavelet and cosine)
domains separately and then the watermarked images from the two im-
ages emanating from the two domains are fused together to generate the
final watermarked image - producing a hybrid. Such hybridisation allows
us to exploit the individual benefits derivable from the separate use of
the DWT and DCT methods. Experimental evaluations show that com-
bining the two transforms in this manner offers improved performance in
terms of imperceptibility, robustness to jpeg and other kinds of attack on
the published (watermarked) image and quality of recovered watermark
image than is obtainable using the methods that are based solely on
the DWT or DCT techniques or their direct combination. The proposed
HFT technique guarantees additional protection for digital images from
illicit copying and unauthorised tampering.

Keywords: Digital image, watermarking, data hiding, information se-
curity, discrete wavelet transforms, discrete cosine transform, image fu-
sion, hybrid fusion technique.

1 Introduction

With the increasing use of internet and effortless copying coupled with the ease of
tempering and unauthorised distribution of digital data, the need for copyright
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enforcement technologies that can protect copyright ownership of multimedia
objects is both paramount and exigent. Digital watermarking is widely accepted
as a technique for labelling multi-media data, including digital images, text doc-
uments, video and audio clips, by hiding secret information in the data [1, 2, 3].

There are a lot of digital image watermarking techniques all of which can be
broadly categorised into two major classes: spatial-domain and frequency-domain
watermarking techniques [4]. In the spatial domain techniques, the values of the
image pixels are directly modified on the watermark which is to be embedded.
The least significant bits (LSB) technique [5], one of the earliest such techniques,
is implemented by modifying the least significant bits (LSB) of the image’s pixel
data. While in frequency-domain techniques, the transform coefficients are mod-
ified instead of directly changing the pixel values. To detect the presence of a
watermark, the inverse transform is used. Commonly used frequency-domain
transforms include the Discrete Wavelet Transform (DWT), the Discrete Co-
sine Transform (DCT) and Discrete Fourier Transform (DFT). However, due
to its excellent spatial localisation and multi-resolution characteristics, which
are similar to the theoretical models of the human visual system, DWT [6] has
been more frequently used in digital image watermarking. Further performance
improvements in DWT-based digital image watermarking algorithms could be
obtained by combining DWT with DCT [7]. This method, which we will hence-
forth refer to as the DWT+DCT method, relies on a sequential combination of
the wavelet and cosine transforms which transform the images, resulting in some
parts of the host image being transformed twice. First of all the entire image is
decomposed into its DWT sub-bands and then depending on the algorithm used,
some of these sub-bands are further transformed using the DCT method. The
idea stems from the fact that combined transforms could compensate for the
drawbacks of each other, resulting in more a effective watermarking technique.
Exploiting this objective our proposed technique offers improved imperceptibil-
ity, a key benefit of DWT methods, while also providing better robustness to
attacks, which is a core advantage derivable from DCT watermarking techniques.
Unlike the other methods that sequentially combine DWT and DCT methods
[7, 3], our proposed technique fuses the watermarked images obtainable from the
watermarking the same host image separately using the DWT and DCT meth-
ods. In addition to improving the imperceptibility and robustness (to attacks on
the watermarked images), the proposed technique offers better recovery of the
watermark (from the watermarked images) than is possible using the standard
(separate DWT or DCT) methods and those that directly combine the DWT
and DCT methods.

The outline of the remainder of the this paper is as follows: the details of the
proposed technique to improve the imperceptibility and robustness of the water-
marked images including the watermark embedding and extraction procedures
required to accomplish it are presented in Sect. 2. This is followed, in Sect. 3, by
the discussion and analysis of experimental results obtained using the proposed
technique.
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2 The Proposed HFT Technique

The proposed two-tier, hybrid fusion (HFT) technique including its watermark
embedding and extraction processes are presented in this section. Our proposed
technique fuses the watermarked images realised from the separate application
of the DWT and DCT methods on the same host image. In the first step, the
DWT method, the content of the host image is decomposed using the Discrete
Wavelet Transform (DWT) with Haar filter. To make the resulting image more
robust against attacks, the watermark signal is then inserted into two regions
of the third level sub-band of the cover image [8]. The widely used ’Lena’ test
image will be used as our cover (or host) image. While a simple 20×50 binary
image will be used as our watermark signal (or image). In DWT methods, it
is common practice to embed the watermark using one key in two regions in
the detailed wavelet coefficients of the host image [8]. This is useful in order
to improve robustness against several kinds of attack while also preserving the
imperceptibility of the watermarked image. Occasionally, we shall refer to the
trio of the host image, the watermark image and the key as simply I, W, and
K respectively. These images are presented in Fig. 1. The proposed procedures
for watermark embedding and extraction are summarised and presented in Fig.
2 and Fig. 3, respectively.

Fig. 1. (a) the host Lena image, (b) the ’Copyright’ watermark image and (c) the key

2.1 Watermark Embedding Algorithm

The watermark embedding process consists of three simple steps as enumerated
in the sequel.

1. Apply DWT on the cover image as described in [8]
2. Apply DCT on the same cover image as described in [9]
3. Fuse the resulting images from 1 and 2 above to generate the watermarked

image.

The fusion in step 3 above involves a pixel-wise collation of the image contents
from the separate DWT and DCT watermarked versions of the same image.

2.2 Watermark Reconstruction Algorithm

To recover the watermark image from an already watermarked image, four simple
steps, as enumerated below, are required.
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1. Apply DWT on the watermarked image as described in [8]
2. Apply DCT on the same watermarked image as described in [9]
3. Correlate (pixel-wise) between the recovered watermark from DWT and the

recovered watermark from DCT
4. Generate the recovered watermark image

The standard correlation operation is employed in a pixel-wise fashion to gen-
erate the recovered watermark image. The resulting watermarked Lena images

Fig. 2. Watermark embedding procedure for the proposed hybrid fusion (HFT)
technique

presented in Fig. 4, and specifically the peak-signal-to-noise-ratio (PSNR) val-
ues, confirm that the quality of the watermarked Lena image obtainable using
the proposed hybrid fusion technique (result in the far right) is better than
those realisable from both the separate (DWT and DCT methods alone) and
the combined (sequential combination of the DWT and DCT methods) method.
Similarly, the proposed hybrid fusion technique offers better recovery of the wa-
termark than is obtainable from both the separate (DWT and DCT methods
alone) and the combined (sequential combination of the DWT + DCT) method.
The recovered ’Copyright’ text watermark image for the separate DWT, DCT,
the combined (DWT + DCT) method and the proposed hybrid fusion (HFT)
techniques are presented in Fig. 5.

3 Experimental Results and Analysis

3.1 Performance Study

In analysing the performance of image-hiding techniques, many parameters have
been proposed. These parameters include visual quality (imperceptibility), com-
plexity, payload capacity, execution time, robustness and a few others depending
on the objective of the watermarking strategy [10]. From among them, we shall
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Fig. 3. Watermark extraction procedure for the proposed hybrid fusion (HFT)
technique

limit the criteria adopted for measuring the performance of our scheme along-
side other image hiding methods to the trio of watermarked image quality (a.k.a.
imperceptibility), the execution time (in terms of computing resources) and, fi-
nally, the ability of the watermarked image to withstand attacks, i.e. robustness.
Therefore, the rest of this section is devoted to analysing the performance of
our proposed hybrid fusion technique alongside the separate DWT and DCT
methods and the combined (DWT and DCT) method using the aforementioned
criteria.

Fig. 4. The watermarked Lena image as realised from the separate DWT, DCT, the
combined (DWT + DCT) method and the proposed hybrid fusion techniques

Measuring Imperceptibility (Perceptual Quality). The core measure here
is the numerical PSNR values obtained using each of the four methods under
analysis (and also the visual quality of the watermarked images themselves).
But due to brevity the inherent distortions in the watermarked versions ob-
tained using each of the four methods are not easily visible, hence, we constrain
the comparison to the numerical PSNR values). Using the results presented in
Fig. 5, it is clear that DWT gives the best result. This is attributed to the fact
that the method of embedding watermarks, such as in CDMA [8], involves in-
serting the watermark in the third level of DWT image sub-band (i.e. in the
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Fig. 5. The text ’Copyright’ watermark images as recovered from the separate DWT,
DCT, the combined (DWT + DCT) method and the proposed hybrid fusion techniques

LL2 of HH sub-band). It has been proven that embedding the watermark in
this region does not degrade the quality of the watermarked image. In other
words, the imperceptibility of the watermarked image is unaffected. Since this
region contains non-significant bits inserting the watermark does not erode the
quality of the watermarked image, i.e. its imperceptibility. Nonetheless, the pro-
posed hybrid fusion technique, in second position, fares better than the other
three methods under analysis. Interestingly, after varying the dimensions of the
image and watermark signal we saw that the PSNR values obtained using the
proposed hybrid fusion technique is approximately the average of the values ob-
tained using the separate DWT and DCT methods. Unsurprisingly, since it has
long been established that the DWT method gives better image quality than
DCT [2], further experiments here found that comparison-based correlation in
DCT mid-band has less PSNR values than the two previous methods.

Measuring Execution Time. This experiment is designed to determine the
computational cost of each watermarking algorithm. A desktop computer with
i5 2. 67 GHz CPU, 4 GB Ram equipped with the necessary softwares was used as
our simulation environment. For each algorithm, CPU timings are extracted for
the watemark insertion and extraction procedures for each image. The results
of this test are summarised in Fig. 6. As seen therefrom, the DCT technique
requires the least computational resources for its execution, while the DWT
technique, in which the watermark is embedded two times in two regions (HL3
and LH3 in LL2 of the HH), after which the correlation between the extracted
watermarks is done, takes the second longest time. As expected, the proposed
hybrid fusion technique proved marginally slower than the separate DWT and
DCT methods. It takes approximately the sum of the time taken the separate
DWT and DCT methods. In terms of the extraction procedure this slight lag
in time is attributed to the correlation step as explained in Sect. 2 (specifically
Fig. 3). Remarkably though, the proposed hybrid fusion technique is marginally
faster than the method that sequentially combines the DWT and DCT methods.
These results are summarised in the chart in Fig. 6.

Measuring Robustness. In order to determine how well each algorithm can
survive distortions, the robustness of the implemented algorithms against signal
processing operations are tested using three different types of attacks: the JPEG
compression, blurring, and median filtering. These are chosen because they don’t
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Fig. 6. Comparison of the execution time for the DWT (DWT), DCT (DCT), the
combined DWT and DCT (DWT+DCT) and proposed HFT techniques

severely degrade the subjective quality of the watermarked images and because
they represent real world types of operations.

Some of the early literature considered a binary robustness metric that only
allows for two different states; the watermark is either robust or not. However,
it makes sense to use a metric that allows for different levels of robustness. The
use of the bit-correct ratio (BCR) has recently become common, as it allows for
a more detailed scale of values. The bit correct ratio (BCR) is defined as the
ratio of correct extracted bits to the total number of embedded bits and can be
expresses using the formula:

BCR =
100

l

l−1∑
n=0

{
1, W

′
n =Wn

0, W
′
n =Wn

where l is the watermark length, Wn corresponds to the nth bit of the embedded
watermark and W

′
n corresponds to the nth bit of the recovered watermark.

– JPEG compression

For each algorithm, the embedding procedure is applied on each host image; the
watermarked images are then compressed using different percentages of quality
ranging from 10 to 90 percent. A plot of the bit correct ratio (BCR) as a function
of percentage quality is shown in Fig. 8 below. Therefrom, we see that the
proposed hybrid fusion technique (HFT) fares better than the separate DWT
(DWT) and the combined DWT and DCT (DWT+DCT) methods but fares
slightly worse than the DCT method. This suggests that the proposed hybrid
fusion technique is slightly fragile to JPEG compression while the DCT method
outperforms all the other methods due to the fact that it is the core component
of the JPEG compression.
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Fig. 7. Comparison for the Bit correct ratio due to JPEG compression

Fig. 8. Bit correct ratio due to blurring of the watermarked images

– BCR for blurring

For blurring, a mean filter of size K×K samples is applied to the watermarked
images, for 2≤K≤10, to replace each pixel with the average of a block from the
surrounding pixels. The results of this experiment are shown in Fig. 8. As seen
therefrom, the BCR for the proposed hybrid fusion technique is close to that of
the DCT for kernel sizes varying from 2 to 6. The BCR for the DWT method is
somewhat linear while the combined DWT and DCT (DWT+DCT) manifests a
slightly unstable variation with increase in the kernel size.

– BCR for median filter

Median filtering is a non-linear process used to reduce high frequency noise in an
image. A median filter of size K×K, for 2≤K≤10, is used to replace each sample
of the watermarked image with the median value from the set of neighbouring
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Fig. 9. Comparison for the bit correct ratio from median filtering of watermarked
images for the four methods - DWT, DCT, DWT+DCT and HFT methods

Fig. 10. Performance evaluation based on imperceptibility, execution time and robust-
ness for the four methods under review: DWT, DCT and DWT+DCT alongside the
proposed hybrid fusion (HFT) technique

pixels. The results comparing the four methods under analysis based on these
settings are shown in Fig. 9. This figure suggests that the proposed HFT method
is the most robust against median filtering. In median filtering, the neighbouring
pixels are ranked according to brightness (intensity) and the median value be-
comes the new value for the central pixel. It does well with suppressing impulse
noise, in which some individual pixels have extreme values. Using our proposed
HFT, the complete removal of these individual pixels will not significantly affect
the hidden watermark because it is hidden in both DCT and DWT coefficients.
The table in Fig. 10 presents a numerical summary of the overall performance
evaluation based on the three performance metrics; imperceptibility, execution
time and robustness for the four methods under review, i.e. the DWT, DCT
and DWT+DCT, alongside our proposed hybrid fusion technique. It is apparent
therefrom that the proposed technique has the best robustness (compression,
blurring and filtering) than the other three methods. Although it fared worse
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than the DCT method in terms of its imperceptibility it still maintained PSNR
values that are approximately the average of those using DWT and DCT meth-
ods and is still better than the DWT and DWT+DCT methods. The trend is
similar in terms of computational time required to execute the four methods.
Remarkably, the proposed HFT method outperforms all the other methods in
terms of faithful reproduction of the watermark image. The comparison between
the proposed HFT technique and the other three methods as discussed earlier
in this section are succinctly summarised in the table in Fig. 11 below.

Fig. 11. Summary of the performance of the proposed HFT technique alongside the
other three methods based on imperceptibility, execution time, watermark image re-
covery and robustness

4 Conclusions

Frequency-domain watermarking methods such as the discrete wavelet transform
(DWT) and the discrete cosine transform (DCT) have been applied successfully
in many digital image watermarking techniques. Separately, the DWT and DCT
methods have been proven to improve the fidelity of watermarked images (a.k.a
imperceptibility) and the ability of the watermarked image to resist attacks,
commonly referred to as robustness, respectively. Methods that exploit these in-
dividual qualities to realise improvements in the watermark image quality indices
have been suggested. However, these methods just combine the two transforms
sequentially with certain parts of the image transformed twice. In this paper,
we have described a hybrid - DWT and DCT - technique that fuses the water-
marked images realised by the separate watermarking of the same image using
the DWT and DCT methods. The proposed HFT technique offered improved
performance in terms of imperceptibility, robustness to jpeg and other kinds of
attack on the published (watermarked) image and quality of recovered water-
mark image than is obtainable using the methods that are based solely on the
DWT or DCT techniques or their direct combination. An interesting perspective
to improve the performance of the proposed watermarking technique is to accord
extra attention to the perceptual visual complexity inherent to the image being
watermarked [11, 12].
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Abstract. The amount of multimedia documents available in the net stimulates 
a strong need to explore metadata for improving efficiency of systems’ 
performance whether commercial, prototypical or open source. This paper 
provides a framework on image retrieval in cross-language environment based 
on metadata. Digital images provide visual resources information content that is 
known as content-based image retrieval (CBIR). We investigate the correlation 
between query linguistic characteristics that match the visual object collections 
and the image databases as well as some indexing strategies. Our test set forms 
a baseline to analyze influence of English and French phenomena on the 
strategy of browsing the Web for image collections in multilingual 
environment. Metadata in our experiment is defined as keywords, annotations, 
image captions or descriptors.  

Keywords: Image processing, information retrieval, information technology. 

1 Introduction 

Digital image or visual object collections are widely used in medicine, university 
studies, business, media and many more domains. Apart from the images these 
collections usually contain other visual resources like graphics, paintings, photos or 
drawings.  

From the user viewpoint the most common techniques are browsing a collection 
one by one, searching it by specifying a specific image characteristics like size, 
colour, resolution which is known as a direct image querying, or eventually querying 
a collection by example called as image pattern. Pragmatically, quite common is 
semantic technique which relies on browsing a digital collection for an object 
specified by a user [10]. 

In the process of multi-language information retrieval, in which the system 
retrieves the images annotated in all languages occurred in the databases crawled by 
an engine, and cross-language IR (such a system translates the keywords in order to 
search for visual resources annotated in a language indicated by the user), the key 
strategies focus on both translation quality of the user’s query as well as the adequacy 
of the digital content to the user’s need accordingly.  

These two factors influence the overall system performance to almost the same 
degree. Any mismatch at the stage of the source language translation is a serious 
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impediment to the number of visual documents retrieved. Simultaneously, any 
ambiguity occurring in the query affects the system performance as well. Fuzzy idea 
about the user’s need is the other decisive factor for inadequate system responses.  

To propose a new approach to image collection indexing that results in achieving 
almost human-like quality translation we decided to analyze one of the most popular 
tool Alta Vista Babel Fish service based on the Systran system, that is known as the 
first MT system that produces the highest translation quality. 

At first, we present a brief introduction to machine translation models in general, 
section two outlines the cross-lingual search engine characteristics essential for the 
experiment, then we proceed with introduction of our linguistic test set structure 
based on which the images are clustered into categories accordingly. We also provide 
example-based evaluation methodology of translation quality since to each category 
added is an example structure being a model which is then used to train our system.  

In the next section we discuss our distortion-sensitive model used subsequently for 
our analysis of the relation between the subcategories’ co-occurrences in the corpora 
and their automatic translation quality. 

Finally, we consider metadata-oriented image retrieval incorporating maximum 
likelihood method for these two language pairs. We discuss the impact of the 
metadata for our main linguistic categories to find on the visual retrieval once for 
English and then for the same French queries to come to the conclusion of our 
metadata image retrieval bijective analysis. 

2 AltaVista Multilingual Capacities 

The name of AltaVista derives from “a view from above” in 1995 by a Digital 
Equipment Corporation’s Research Lab in Palo Alto, California, US. Soon it became 
a first multilingual search engine which deployed language recognition, the biggest 
index for browsing multimedia digital collections.  

Its component Babel Fish provides translation services as the first one on the web 
and actually it facilitates translation of phrases and the whole web pages of all the 
European Union language pairs [11].  

The search technology relies on analysis of digital document characteristics like a 
content of a web page, its title, description, source and the links to the query. For 
visual documents these characteristics are quite often a bag of words with no special 
meaning. 

In multimedia databases relevance is heavily dependent upon interpretation of the 
visual content which can vary significantly for most of the users [13]. Likewise, the 
metadata like captions, description, annotations or the document title somewhat limit 
the range of interpretations. 

3 The Test Set Structure 

As Figure 1 shows, we constructed a test set that consists of grammar structures with 
example queries as multimedia annotations in order to investigate relevant to the 
user’s need identification of multimedia objects and finally its retrieval process.  
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Fig. 1. Grammar structures of the test set 

The structure of our test set covers four main grammar areas: lexical devices, 
morphology, coherence and cohesive devices [4] extracted from the corpora. The 
critical point at this stage of our experiment was to adopt such a methodology in each 
case that will result in making the subgroups absolutely separate from each other. 
Thus, we established the approaches to avoid any disambiguation.  

In order to clarify our approach we define some of the categories [9]: 

• acronym – initial letters of words or word parts in a phrase or a name 
• morpheme – the smallest linguistic unit that has semantic meaning 
• hyponymy – inclusion of a word subgroup 
• fixed phrase – a group of words that function as a single unit in the syntax  
• cataphoric referencing – co-reference of an expression with another one 
•  anaphoric referencing – use of articles to point backwards 

4 Translation Results with Babel Fish Services 

Our test set was submitted for translation to the Babel Fish services. Here are some 
example sentences of the translation process with the score in brackets: 
(1) IDIOM He worked himself to the bone. - il s'est travaillé à l'os. - It was worked 

with the bone.  (0.164) 
(2) FIXED-PHRASE I never understood the ins and outs of his job.- Je n'ai jamais 

compris les coins et recoins de son travail. - I never understood the corners and 
recesses if its work. (0.337) 

(3) MULTI-WORD VERB They didn't have anywhere to put us up so we stayed in a 
hotel. - Ils n'ont pas eu n'importe où pour nous mettre vers le haut ainsi nous 
sommes restés dans un hôtel. - They did not have to put to us anywhere to the top 
thus we remained in a hotel. (0.427) 

(4) COMPOUND kind-hearted – bienfaisant - beneficial (0.418) 
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Here the first sentences are the examples of the categories labeled. They are the 
reference English into French translations whereas the last sentences are their 
hypothetical French into English translations.  

The example sentences presented above show how much the translation process is 
irreversible. In the next step, each category was evaluated with Meteor, the metric that 
matches words called unigrams of hypothetical to its reference translation accordingly 
[3]. This metric has been recognized as more precise than Blue [2] and perhaps the 
closest of all to the human judgment. It has been used during the TREC and NIST 
campaigns over many years as the most precise metric for evaluation of translation 
quality. 

4.1 Systran Translation Services 

Systran, a producer of BabelFish translation services, uses the Interlingua model in 
their distributions. The engine translates texts of no more than 150 words long in 19 
languages including French. In 2001, the producer introduced declarative 
programming that allows the designer to describe some language phenomena by 
graphical formalism rather than coding the task steps [8]. Interlingua model has been 
developed to implicit transfer based on parallel source and target descriptions. In 
addition, XML exchange format component was added. In 2004, a commercial 
system was tested on Spanish into English translation and scored 0.56 with Blue.  

Before submitting our test set, we compared some of the translation results 
produced by Systran Professional 3.3 [5] to BabelFish services. Surprisingly, more 
than 90% of the French sentences was translated into English in the exactly the same 
way which indicates that the technique of processing the text has not been changed.  

Some problems like different use of separators by the engine, document structure 
that is not preserved by the MT systems, or poor parser performance cause the same 
errors in both systems compared [6]. Obviously, the commercial Systran  
distributions are provided with a range of facilities not included in the on-line 
translation services.  

4.2 Lexis Measured with Meteor 

Our test set consisted of examples (texts, word lists, or sentences), each relating to a 
different feature, scored 0.7105 with the Porter stem module and 0.6935 with the 
Exact module. However, using the newest version of Meteor, our test set scored 
0.6663 with the Exact module only. The difference is a result of replacing constant 
parameters with the variable ones in order to make the evaluation closer to the human 
judgment. 

Due to the fact that Meteor reports only the best score out of all the segments 
assessed, we divided the test set into subsets of sentences belonging only to one 
category of the discourse analyzed. The aim was to find the features that are translated 
with the highest accuracy and those with the lowest one.  
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Table 1. Evaluation of the translation quality of the lexical features 

LEXIS Acronyms Hyponymy Idioms Fixed phrases Collocation Multiword verbs 

Score 0.315 0.463 0.164 0.337 0.490 0.427 

Precision: 0.333 0.444 0.300 0.333 0.500 0.476 

Recall: 0.375 0.500 0.333 0.363 0.555 0.588 

 
The table shows a difference between evaluation of the text as a whole and its 

crucial points in particular. We observe that the features which occurs the most often 
achieve relatively better results than the others. Therefore, the highest score goes to 
the morphemes and the lowest one to the acronyms and idioms. 

4.3 Morphology Measured with Meteor 

This section presents distribution of morphological features. To be consisted with the 
ESOL project, we decided to include morphemes despite they are, in fact, a part of 
affixation so that to make them  a separate feature, we agreed to exclude the suffixes 
from it. 

Table 2. Evaluation of translation quality of the morphological features 

MORPHOLOGY 

 

Morphemes Affixation Compound  

words 

Contractions 

Score 0.5282 0.4259 0.4189 0.1639 

Precision: 0.5000 0.5000 0.4286 0.1429 

Recall: 0.5714 0.5000 05000 0.1667 

 
Despite a lack of contractions which have been removed from the text, a few 

extracted from the whole corpora were translated by the Babel Fish services 
reasonably well like e.g. couldn’t, or don’t. 

4.4 Coherence Measured with Meteor 

On the contrary to cohesion, coherence addresses semantic meaning of the sentences. 

Table 3. Evaluation of translation quality of the coherence features 

COHERENCE Defining 

Clause 

Compound 

Sentences 

Complex 

Sentences

Main 

Clause 

Simple 

Sentences 

Dependent 

Nonfinite 

Clause 

Nondependent 

Clause 

Score 0.415 0.810 0.614 0.747 0.225 0.371 0.606 

Precision 0.588 0.782 0.571 0.702 0.416 0.416 0.562 

Recall 0.555 0.818 0.666 0.764 0.454 0.416 0.642 

Both complex sentences as well as dependent non-finite clauses achieved the 
highest score. However, almost all the features were processed correctly by the 
system.  
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4.5 Cohesion Measured with Meteor 

Cohesive devises correlate grammatical aspects with lexis of the text. This study does 
not deal with ellipses as the rarest cohesive devise used by the speakers and too 
difficult to be recognized by the text analyzers.  

Table 4. Evaluation of translation quality of the cohesive devices 

COHESION 

 

Cataphoric 

Referencing 

Anaphoric 

Referencing 

Lexical 

Cohesion

Substitution Conjunction 

Score 0.7397 0.5324 0.543 0.3156 0.685 

Precision: 0.6923 0.6111 0.500 0.4000 0.695 

Recall: 0.7500 0.6111 0.625 0.4000 0.695 

 
Cataphoric referencing is not that common as the anaphoric one as it is a way of 

introducing a subject in an abstract way and then addressing it directly. For 
substitution we extracted words like “one/ones”. Lexical cohesion was based on 
definite articles and determiners. Grammatical conjunction scored high as it is 
correctly translated by the most MT systems. 

5 Distortion-Sensitive Translation Model 

In this section we analyze reliability of the linguistic units in correlation to their co-
occurrences in the Speakers’ turns. In other words, the objective is to determine the 
extent to which frequency of the grammatical structures analyzed corresponds to their 
translations. Reliability of image retrieval ℛ{ (  ), (  )} is defined here as an 
absolute value of a  distance function of the co-occurrences (  ) of a particular 
linguistic unit ui in the corpora to the approximated by METEOR value of the 
translation accuracy (  ). 

 
 ℛ{ (  ), (  )} = | (  ) − (  )|

 
 

Fig. 2. Distance-based model of co-occurrences of the linguistic units and the translation 
accuracy 
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Consequently, the diagram above presents the distance governed by the 
mathematical formula described that is defined as an absolute value of frequency of 
the grammatical units and their translation quality measured with Meteor.  

In the middle point of the distance the harmonic mean is a weighted average of 
precision and recall calculated by Meteor and known as 1-Factor. The horizontal axis 
shows the features’ numbers 1 to 31 while the vertical axis, their values taken from 
the tables above. The length of the vertical lines indicates the distance.  

As seen, in most cases there is a point instead of a line which suggests equality of 
these two values which resembles a close correspondence between the unit co-
occurrence and its translation accuracy. Therefore, we observe that for the greatest 
number of our linguistic units the occurrence is simply proportional to the translation 
quality. 

6 Metadata-Oriented Image Retrieval  

Following a definition from Encyclopedia of Database Systems [1] “multimedia 
metadata is structured, encoded data that describes content and representation 
characteristics of information-bearing multimedia entities to facilitate the automatic or 
semiautomatic identification, discovery, assessment, and management of the 
described entities, as well as their generation, manipulation, and distribution”.  

We focus on the entities which represent linguistic units and therefore project 
retrieval efficiency in English and French. Multimedia metadata represent image 
captions, keywords, annotations as well as entity descriptions. From the users 
viewpoint, it is a challenge to describe multimedia content in their queries with the 
aim to improve matching process carried out by AltaVista engine. However, it may be 
a comparison basis for other engines with cross-language search functionality.  

In the next step, all the translation results were submitted to AltaVista search 
engine for image retrieval. Each category of the English phrases was submitted 
separately to a set of French images and then vice versa. Relevant documents were 
only those that included the whole query in the metadata. Since the research purpose 
is to evaluate the correlation between translation quality and the number of the 
relevant visual search results retrieved from numerous databases, for each query we 
calculate precision (Pr) as in Table 5 and Table 6.  

For N units x1,..,xn where θ denotes the estimated probability Pr, our joint density 
function satisfies the equation 

  
f(x1, x2,…,xn│θ)=f(x1│θ)× f(x2│θ)× f(x3│θ) × …×f(xn│θ)=∏ ( │ ) 

 
By the means of Maximum likelihood (ML) we compute the mean and the standard 

deviation (SD) of the normal distribution [12] against the number of our search results 
ranging from 0 to 1,200,000 for each language pair separately. 

Figures 3 and 4 show the histograms of the number of our results and the curve of 
the fitted normal distribution with its maximum point at our Mean value ( )=9188.5357 for EN-FR and ( )=10947.2000 for FR-EN image retrieval where 

SD( ) = ( ) √           while      SD(SDi)=
( ) √2  
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Table 5. Statistical Parameters for EN-FR Maximum Likelihood Approximation 

Parameter Estimated  θ 

 

Standard Deviation 

 

Mean ( ) ( ) =  9188.5357       SD( )=7329.4989

Standard Deviation  ( ) =38784.0626       SD(SDi)=5182.7383

 

Fig. 3. A histogram of the visual search results for EN-FR translations [14] 

Table 6. Statistical Parameters for FR-EN Maximum Likelihood Approximation 

Parameter Estimated θ Standard Deviation 

Mean ( ) ( ) =10947.2000  SD( )=10704.2232

Standard Deviation ( ) =58629.4451 SD(SDi)=7569.0288 

 
These two graphs look quite similar. All the queries with Lexis analyzed achieve 

definitely the best translations and consequently, the system scores the highest 
accuracy and precision. The second best appears to be cohesion features (the last 
histogram bar in these two figures), but the values are quite small when compared to 
the lexical features. 

Morphology in English databases submitted by a set of French queries proved to 
perform much better than from the French visual collections (see Figure 4, bar two). 
The curves drop dramatically for all so called longer queries that are those consisting 
of more than five query words depending on their co-occurrences in the databases 
searched. Observed is a great discrepancy between the number of the system visual  
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Fig. 4. A histogram of the visual search results for FR-EN translations [14] 

responses, from a million to zero for many linguistic features (compare the 
parameters’ values for these two language pairs).  The relevance is definitely not at 
all dependent upon the number of responses – for some relatively small system 
responses it rises up to 50% whereas for those with around a million ones it is 
estimated to 10% only.  

However, the databases include far more images with English rather than French 
visual documents (see the figure axes above). At this point the ratio of the French 
number images is approximated up to thirty percent of the English visual documents. 

7 Conclusion 

Metadata image retrieval is incomparable to text-based document searching. Thus, not 
only the system technology or the translation model deployed, but it is the user 
behavior, especially his or her interaction with the system that determines the set of 
relevant responses. For more experienced or proficient users it is far easier to operate 
a system in a way that results with the image ranking irrespective of their e.g. 
annotations or any metadata.  

Another finding of our experiment indicates that not all of the linguistic structures 
analyzed here impede the query translation process e.g. coherence devices, adjective-
adverb rules in particular used as metadata for image search. Although, it is an 
essential issue to relate the factors that influence the limitation of the system 
responses we should concentrate only on those that cover the area of the user’s 
interest.  

In our further study we plan to concentrate on some other translation models in 
order to analyze the performance of the system particular components while 
processing the linguistic features specified for visual objects annotated in a couple of 
languages deriving from the same language group. 
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Abstract. Car production starts at a mill where the steel plates are
cutted out to body parts. This is followed by a fully automated welding
shop, where robots weld the different body parts. All models are welded
on the same line. At the end of the line is automatic control of dimen-
sions. In line samples are welded chassis all models, robots are still “see”
how the car looks like. Then every car body is still checked in detail and
continues to paint shop. After painting the body continues to assembly
hall where about 35% of the work carried out by robots and other ac-
tivities make installers: Replacing the interior and exterior parts, engine
mounting, axle, exhaust system and other mechanical components.

Keywords: automation, defect, detection, production system.

1 Introduction

Production logistics is part of each sector. At present the automotive industry res-
onates in Slovakia at the first place. It is therefore necessary to deal with the qual-
ity, type, or shape deformation of each distributed piece of bodywork at
the end of the production line. We compare the pair of car bodies where one is
the etalon and the other is tested and compared with a reference standard model
in order to detect errors or body classified to the appropriate category. Finally,
add wheels, seats and steering wheel [12].

During the production phase, it is necessary to monitor and control the pro-
duction process and detect possible errors incurred, if necessary sort by different
body models and distribute them according to the type where it is needed. For
these purposes, it is appropriate to use automated system that can compare the
model with just the right product manufactured products and detect any inac-
curacies (eg. by welding the various parts of the body, where it is compared with
sample pieces produced). Another possible application is an automated system
for distribution into body assembly hall – breakdown by type of bodywork.

Experiments with a fully automated system of recognizing objects met with
varying levels of success. But none of them reached such a high level of accuracy
that can be run completely unattended.
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Automatic recognition of objects dedicated work of many authors. The au-
thors of [10] present the results of the integration of the proposed system for
automatic object recognition, based on the decomposition of objects. Describe
the possibility of recognizing objects independently of their position, orientation
and size. The authors [14] discuss the issues and technologies for automated
compilation of object models and sensors to optically recognizing strategies for
detecting and determining the position of the object. The authors [15] proposed
the use of advanced computational intelligence and distributed processing to
mimic the human brain’s thinking in recognizing objects. If it is combined with
a cognitive process of detection technologies, the system can combine traditional
techniques with image processing computer intelligence to determine the iden-
tity of different objects. The authors [16] proposed a stereo vision system, which
should provide information on the design project efficiently, quickly and inex-
pensively. Describe a framework for rapid 3D object recognition technology.

The contribution describes the design of the verificationmethods for the correct
classification of the car bodies using Fourier-Mellin transformation. Consequently,
the images are compared using Fourier transformation and phase correlation.

For comparison, or to determine the degree of similarity or images we used the
variety of metrics, for example phase correlation and the percentage comparison.

2 Mathematical Principle

Fourier-Mellin transformation allows comparison of images which are offset, ro-
tated and have changed scale. This method takes advantage of the fact that the
shift differences are annulated because amplitude spectrum of the image and
its displaced copy are identical, only their phase spectrum is different. Subse-
quent log-polar transformation causes that the rotation and scale will appear
outwardly as a shift, so that phase correlation can be used to determine the
angle of rotation and scaling between a pair of images during their registration.
Phase correlation is based on the fact that two similar images in cross-spectrum
create continuous sharp extreme in the place of registration and the noise is
distributed randomly in discontinuous extremes [1,7].

2.1 Registration of Images

It is the reference image a(x) and the input image b(x), which has to be the
identical with the reference image. The registration function of geometric trans-
formation is to be estimated from the similarity of the characteristics of these
images.

Consider that the image of b(x) is the displaced copy of image a(x):

b(x) = a(x − x0), (1)

their Fourier’s transformation A(u) and B(u) have a relationship:

B(u) = e−2π(utx0)A(u). (2)
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We can construct a correlation function [6]:

Qp(u) =
A∗(u)
|A(u)| ·

B(u)

|B(u)| = e
j(θb(u)−θa(u)) (3)

where θa(u) and θb(u) are phases of A(u) and B(u).
In the absence of noise, this function can be expressed in the form:

Q(u) = e−j2π(utx0). (4)

Its inverse Fourier transform is Dirac δ-function centered in the [6]:

u = m0 = [x9, y0]
t. (5)

Registration is accomplished by detecting the occurrence of Dirac δ-function
in the inverse transformation of function Qp(u). The coordinates of the maximum
culmination of δ determine the image translation.

In practice the noise in the image Qp(u) can be complicated by the search for
global maximum [3]. Therefore, it is advantageous to use the low pass filter, the
weight function which “mutes” high frequencies (noise). The result is a matrix
that has a clear peak, whose position (deviation from the center) corresponds to
the mutual displacement of the images.

The disadvantage of this method is that, without further adjustment it is
not possible to register other transformation than the shifts. When registering
holographic images it is necessary to synchronize the images not only to each
other but also images rotated, or with modified scale.

Modification of the above method – use of the Fourier-Mellin transformation –
allows registration of shifted or rotated images and with different scaling.

Fourier-Mellin transformation combines aspects of the Fourier and Mellin
transformation with the transformation into a log-polar coordinates of the image.

Registration of images using Fourier-Mellin transformation uses phase and
amplitude. This method uses the fact that the differences of shifts are ignored,
because the amplitude spectrum of the image and its displaced copy is identical,
only their phase spectrum varies.

The rotation can be converted to the shift transformation of images into
a polar coordinate system. However, we need to know the center of rotation,
which, in practice, of course, is unknown. This problem can be eliminated by
working with the amplitude spectrums of images.

If the picture b is rotated on an angle with respect to the image a, the am-
plitude spectrum |F (b)| against the spectrum |F (a)| is rotated about the same
angle. However, in this case the center of rotation is known – is it the point
representing the zero frequency.

If the amplitude spectrums |F (a)|, |F (b)| are transformed to the log-polar co-
ordinate system (the spectrum is converted to polar coordinates and the distance
from the origin of the coordinate system to the logarithmic scale), by the above
described method of the phase correlation we identify not only the rotation, but
also change of the scale.
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Fig. 1. Log-polar transformation [4]

Fourier-Mellin transformation converts the rotation and zooming to easy shifts
in the parametric space and allows the use of the techniques of the phase cor-
relation. Phase correlation then can be used to determine the angle of rotation
and scale between the pair of images.

Picture function f(x, y) may be sampled as a function f(θ, er) = f(θ, ρ),
where r is the distance from the center of the image see Fig. 1.

Suppose that the centre of the image is the starting point for the transfor-
mation. Each pixel in the image can be represented as the distance r from the
center of the image and the angle θ. If we rotate the image, only θ is changed,
r remains the same.

If instead of a representation of the second pixel coordinate as the amount
of r we use the exponential scale log r, we can convert the change of scale to
translation.

If the image has been resized to scale according k, the Cartesian point P (x, y)
in the image will be in log-polar coordinates represented as P (θ, log(k ·r)). Then
the point P with the changed scale will be expressed as translation: P (θ, log k+
log r) [8].

Used conversion from Cartesian to the log-polar coordinates:

a) Log-polar transformation of the amplitudes |A(u, v)|, |B(u, v)| from Carte-
sian to the log-polar coordinate system Fourier transformation is displayed
in log-polar plane by the transformation of coordinates see: Fig. 2.

Fig. 2. Transformation of rectangular coordinates to polar by [2]
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Origin (m0, n0) should be in the middle of the image matrix, to ensure the
maximum number of pixels. If the image is formed by a square grid of N×N
points, the coordinates of the center will be:

m0 = N/2; n0 = N/2 if N is odd
m0 = (N − 1)/2; n0 = (N − 1)/2 if N is even

Maximum sampling radius for conversion will be:

ρmax = min(m0, n0) . . . inscribed circle,

ρmax =
√
(m2

0, n
2
0) . . . described circle

If the inscribed circle is selected as the limit for conversion, some pixels,
which lie outside of the circle will be ignored. If it described circle is selected,
all the pixels will be included, but also defective pixels will be included
(pixels inside the circle, but outside of the picture matrix). Whereas the
pixels in Cartesian coordinates cannot be mapped one to one to the log-polar
coordinates, the average of surrounding pixels (nearest neighbor, bilinear or
bicubic downsampling) must be calculated.

Relationship between polar coordinates (ρ, θ), which is sampling the input
image to the log-polar image (er, θ) is given by:

(ρ, θ) = (er, θ).

For pixel mapping from the input image (xi, yi) to pixels of the output image
(ρm, θn) applies [2]:

xi = round(ρ · cos(θn) +m0),
yi = round(ρ · sin(θn) + n0), (6)

where (ρm, θn) = (erm, θ) by (8). The input image is of dimension i× j and
the output image is of m× n dimension.

b) Fourier transformation of log-polar amplitudes

Alp(ν,�) = F{|Alp(e
r, θ)|},

Blp(ν,�) = F{|Blp(e
r, θ)|}, (7)

Log-polar transformation of amplitude spectrum causes the rotation and
scaling to arise as the shift. It is therefore possible to use the phase correlation
to detect the angle of rotation and scale between the pair of images.

Using phase correlation of the results of the Fourier-Mellin transformation
Alp, Blp, we find the rotation size and scale of the test image b against a
reference image a. By backward rotation and scaling the test image b we
create image b′. Then we calculate the Fourier transformation of the image b′

and the reference image a. Using phase correlation we calculate displacement
of images. Backward shift of the image b′ creates image b′′.

The designed algorithm of registration of images using Fourier-Mellin
transformation
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(1) Load of the Img1 (reference) and Img2 (input)
[(1a) Preprocessing of input images from (1)

Locate areas of interest in the image, and move to the center of the
image]

[(1b) Hamming window for input images from (1 or 1a)]
(2) The calculation of the fast Fourier transform (FFT) for Img1 and Img2

from (1), (1a), (1b)
(2a) Extraction of amplitudes from (2)
(3) The transformation of the amplitudes from (2a) to the log-polar coordi-

nates (using bicubic interpolation)
(4) Calculation of the FFT for amplitude from (3)

(4a) Amplitude extraction from (4)
(4b) Phase extraction from (4),
(5) Phase correlation for SCALING and ROTATION from the phases (4b)

[Gaussian low pass filter]
(6) The detection of maxima dX , dY of the phase correlation from (5)

—– REGISTRATION —–

(7) The calculation of the scale ρ from the value of dY from (6)
(8) Calculate the angle of rotation θ from the value of dX from (6)
(9) Backward rotation and change the scale of the test image (using bicubic

interpolation)
(9a) The change of rotation of Img2 from (1) of angle: – rotation from (8)
(9b) The change of the scale of the backward rotated Img2 from (9a) of 1/scale

from (7)
(9c) Complement or trimming the size of modified Img2 from (9b) to the size

of Img1 from (1)
[(10) Hamming window for registered Img1 from (1) and Img2 from (9c)]
(11) Calculation of the FFT for registered images from (10)
(11a) The Extraction of phases from (11)
(12) Phase correlation for the SHIFT of phases (11a) [Gaussian low pass filter]
(13) Calculation of displacement Δx, Δy as the deviation of the maxima of

the phase correlation of (12) from the center of the correlation matrix
(14) Backward shift of Img2 from (9c) according to (13)
(15) Output of parameters of image transformations (Δx,Δy, ρ, θ)

—– The end of REGISTRATION —–
Note: In square brackets [ ] there are optional parametric parts of the algo-
rithm [11].
In Fig. 3 there is the amplitude and the phase spectrum of the Fourier
transformation of the image of the car body and its Fourier’s spectrum in
log-polar coordinates.

2.2 Image Compariso

After registration of the images it was necessary to compare two images of bodies
and determine whether they are the same model or not.
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amplitude FFT phase FFT LogPolar

a) b) c) d)

Fig. 3. a) Original image, b) Fourier spectrum amplitude in the Cartesian coordinates,
c) Fourier spectrum phase in the Cartesian coordinates, d) Fourier spectrum in log-
polar coordinates

We compared the reference designs with test images in order to determine the
degree of similarity or correlation between them.

To evaluate the results of the comparison of the images we used several usual
or custom metrics for the calculation of comparative score that quantifies the
similarities between the test and the reference image. Calculation of metrics has
been verified in different combinations of the application/without application of
the hamming window, application/without application of the low-pass filter.

Some of the metrics used to determine similarity between reference and test
image:

POC, Phase Only Correlation

Comparative score was calculated as the maximum phase correlation by [3]:

C = F−1

(
FaF

∗
b

|Fa||Fb|
)
,

where

– F – Fourier transformation of images a, b,

– F−1 – inverse Fourier transformation,

– F ∗ – complex conjugate image.

When the two images are similar, their phase correlation gives a distinct
maximum. When the two images are not similar, it will create more insignificant
maximum. The size of the maxima is used as a measure of similarity between
two images.

MPOC, Modified Phase Only Correlation

Since the energy of the signal is lower in the high-frequency domain, phase
components are not reliable in high-frequency domain. The effect of unreliable
phase components in high frequencies can be limited by using filters or modifying
of the POC function using spectral weighting function.
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A1 A1 – M1R6 A3

a) b) c)

d) e) f)

Fig. 4. Using of Modified Phase Only Correlation (MPOC): a) reference image, b-c)
tested images, d) MPOC between identical images (a-a), e) MPOC between similar
images (a-b), f) MPOC between various images (a-c)

To improve the detection by removal of minor ingredients with high frequency,
which have a low reliability, the function of spectral weighting W (u, v) has been
used [5].

W (u, v) =

(
u2 + v2

α

)
e
−u2+v2

2β2 ,

where u, v are 2D coordinates, β is parameter, which checks width of function
and α is used only to normalize.

Such modified image phase correlation function of a and b is given by [5]:

q̃a,b(x, y) = F
−1

{
W (u, v)

Fa(u, v)F
∗
b (u, v)

|Fa(u, v)||Fb(u, v)|
}
.

The extreme value of a function q̃a,b = (x, y) is invariable at the change of
shift and brightness.

This value was used to measure the similarity of images: if two images are
similar, their function MPOC gives a crisp extreme, if they are different, then
the extreme decreases considerably. Graphs were displayed in the range 1–N for
coordinates x, y and functional values of MPOC normalized to the range 0–1
see Fig. 4.

PD, Percent Discrimination
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Relative amount of similarity between reference and test image according
to [6]:

PD =
2[Cab]max

2[Caa]max + 2[Cbb]max
× 100%

where [Caa]max, [Cbb]max and [Cab]max are maximal phase correlations if it is
compared to a reference image a(x, y) with itself, tested image b(x, y) with itself
and the reference image a(x, y) with the image b(x, y).

2.3 Decision

The calculated score is compared to the verification threshold, which will deter-
mine the degree of correlation necessary for comparison, which is to be taken as
match.

On the basis of tests carried out, the threshold values of t have been set,
according to which the system decision is regulated:

– images generating the result greater than or equal to t are evaluated as
identical (this is the same car body),

– images generating results lower than t are evaluated as non-compliant (these
are not the same car bodies).

The decisions of system can be: match, mismatch and without result, even
though there are possible changing degrees of strong matches and mismatches.

The number of properly rejected and properly accepted images depends on the
preset threshold value. The value is adjustable depending on the requirements,
so that the system could be more or less accurate.

3 Functionality Verification of the Algorithm

The designs of car bodies from Shutterstock [9] have been used for functional
testing of the algorithm. The images were adjusted to 256 shades of gray and to
the dimensions of 256× 256 pixels due to the use of the fast Fourier transform
(FFT). The test images with the parameters of the transformation were created
of these images. The images have been translated in the horizontal and/or verti-
cal direction, rotated about the different angles in both directions and the scales
have been changed. The images were compared with other car bodies.

The results of the assessment are given in Fig. 5. In the solved task it showed
that the detection method used is applicable for the inclusion of the car bodies
into the relevant categories.

The high success rate is achieved due to the used comparative set with rather
small angle of rotation and scaling. Maximum correct recognition limit of this
method has not been tested.

The images have not been properly recognized in the case of the scale too
changed (0.7 and 1.3) in combination with translation and rotation.

The disadvantage of the proposed method can be time computational com-
plexity. To register the image is to be calculated: 6× Fast Fourier Transform
(FFT), 2× log-polar resampling, 2× phase correlation.
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Fig. 5. Evaluation of the identification of images

4 Conclusion

Monitoring process provides information about the current state of construction,
which can then be compared with the original model. Comparison is used to
decide on change management in implementing the project. Current methods
for retrieving and updating information on the progress of the project use digital
cameras and laser-based systems.

The post describes the design of the verification method for the correct clas-
sification of the car body using a Fourier-Mellin transformation and subsequent
comparison of the images using the Fourier transformation and phase correlation.
Fourier-Mellin transformation offers image transformation resistant to the trans-
lation, rotation and scale. Method uses the fact that the integral transformations
have their transformants in the case of translation, scaling and rotation, in the fre-
quency area. In automatic processing it is possible to compare the images of the
car bodies and find out if it is the same car body or not. It is possible to use differ-
ent criteria for match, for example phase correlation, the difference correlation,
the correlation coefficient, percentage comparison and comparison of calculated
values with the chosen threshold for the relevant criterion. In our experiments we
have set thresholds so that all the wrong couples of body works are revealed.

After adjustment algorithm can be used to compare the model with just
the right product manufactured products in order to identify possible errors or
omissions.
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Abstract. In this article the stochastic algorithms (particle swarm algorithm, 
simulated annealing algorithm, and genetic selection algorithm) applied to the 
problem of an adaptive calculation of the low pass filter parameters are 
compared. The data used for the filtration were obtained from the sensor 
(accelerometer) by implementing the software package for recording a human 
walking motion. For the algorithms comparison, the math library was 
implemented. The purpose of the study was to obtain optimum characteristics 
of moving average method by means of the algorithms described in this paper. 
The results of numerical experiments have shown that the best results have been 
obtained using the particle swarm algorithm and the genetic selection algorithm. 

Keywords: filter, optimization, simulated annealing, particle swarm, genetic 
selection. 

1 Introduction 

The application of modern information technologies in the development of medical 
devices allows significantly to extend an applicability range of the latter and to 
improve an adequacy of patient's data analysis, reliability of conclusions about the 
state of his (her) health, and effectiveness of the proposed preventive and therapeutic 
methods [1]. Several diagnostic systems use sensors (accelerometers) for the 
registration of an acceleration of human's body parts. By means of accelerometers, 
extreme situations, such as falling of elderly persons [2], an excessive kinetic activity 
of persons with an unacceptable blood sugar level [3], drastic changes in body 
position, undesirable for people with a high blood pressure, etc., are also registered.  

A more accurate estimation of the body acceleration is important in such problems, 
since it affects how the prediction of the human condition will be accurate and how 
the necessary actions will be taken promptly. Unfortunately, various magnetic, 
electrical and mechanical interferences have detrimental effects on the accuracy of 
data transmitted from the accelerometers to other devices in the diagnostic systems.  

As a response to the mentioned interferences (noise), the sensor generates short-
time electrical pulses of different amplitudes and durations. To depress these pulses, 
filtration is applied to raw accelerometer data. Since random pulses occur in the range 
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of high frequencies, it is appropriate to apply a low pass filter (LPF), which serves to 
separate the desired signal from noise.  

Though, the processes registered by accelerometers are, as a rule, stationary, in 
case of moving with different speeds characteristics of these processes can 
considerably vary: for speed 0.926(m/s), movement frequency is 1Hz, acceleration 
amplitude is 3(m/s2); for speed 1.032(m/s), frequency is 1.25Hz, amplitude is 4(m/s2); 
for speed 1.316(m/s), frequency is 1.66Hz, amplitude is 6(m/s2). In these 
circumstances a prior assignment of filter parameters is difficult.  

To overcome these difficulties, one can suggest an approach of forming tunable 
filters.  By tunable filter in this case, evolutionary synthesis of filter model based on 
the analysis of the signal from the accelerometer is meant. This approach assumes an 
adaptive filter tuning according to environmental conditions directly in the process of 
solving the filtration problem, i.e., the process of "learning" of the filter is combined 
with the process of solving the problem. 

In this work, the comparative analysis of stochastic algorithms of the filter 
calculation which can form a basis of a tunable filter synthesis is performed, and 
practical recommendations for the use of these algorithms for the purpose of 
correcting filtration of accelerometer data are proposed. 

2 Data Analysis 

For the comparison of data filtering methods, human movements on a flat surface 
registered by the accelerometer were examined. The experiment task was to highlight 
the individual steps by analyzing the accelerometer signal incoming to processing 
device.   

Since a movement of human body in space is uniform, the acceleration diagram is 
characterized by a certain cyclicity.  

 

 

Fig. 1. Walking at a speed of 0.926 (m/s) = 3.312 (km/h) (7 control steps), 1.032 (m/s) = 3.708 
(km/h) (6 control steps), 1.316 (m/s) = 4.716 (km/h) (5 control steps) 

The signal amplitude is proportional to an acceleration which takes human body 
during walking (Figure 1), and the strong cyclical signal indicates a uniformity of 
human movement. An imposition of noise on the acceleration curve can lead to a 
significant distortion of the signal taken from the accelerometer, and thus significantly 
decrease the accuracy of the measured acceleration values. The noise component of 
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the accelerometer signal is usually characterized by a higher frequency compared to 
the useful component, so a low pass filter (LPF) is included between the 
accelerometer and the processing device in order to eliminate the noise.  

As noted above, the selection of the most suitable filter is not a trivial task, since 
human's locomotor functions and environmental conditions in which the experiments 
are performed, are quite different and unique in each case.     

If acceleration values are determined at discrete time points, statistical methods of 
time series can be applied for the mathematical description of motion. An important 
characteristic of time series is autocorrelation coefficient: 
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where rk  is the coefficient of autocorrelation with the delay in the k measurements, 

Y is an average value of the time series, Yt is observation at time t, Yt-k is observation 
at time t-k. 

In Figure 2, graphs of the time series autocorrelation coefficient are shown, defined 
for the three variants of human movement represented by graphs in Figure 1. It 
follows from the graphs of the auto-correlation coefficient (Fig. 2) that movement is a 
stationary process in all three variants.  

 

Fig. 2. The coefficients of autocorrelation for time series 

Due to inertia, the accelerometer does not have time to track rapid changes of the 
instantaneous acceleration, so, even if there are other ideal conditions (absence of 
magnetic and electrical interference), locally noises occur, that can be mistaken for a 
real movement. As can be seen from Figure 1, these noises can be observed, for 
example, at the final points of the human movement. This signal, which can be 
considered as a noise of mechanical origin, can be filtered by the LPF as well as other 
types of noise. 

When choosing a method of filtering, it is necessary to take into account the 
requirement for the preserving of correlation and regression which are present in the 
source data. 
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3 Filter Selection 

The problem of synthesis of filters applicable to diagnostic systems of the human 
physical condition is discussed in a number of papers.  

In [4], the filters (truncated mean, moving average, median) are compared on the 
data with different types of noise properties (uniform, exponential, and normal 
distribution). 

The comparison of filtration results showed that the "truncated mean" filter is 
suitable in the case of uniform noise, the "moving average" filter is suitable in the 
case of noise with the normal distribution, and the median filter is suitable in the case 
of noise with an exponential distribution. 

Since accelerometer data errors have the normal distribution, the "moving average" 
filter was selected for further data filtration. 

4 Objective Function Selection 

As a basis of the adaptive calculation of the moving average filter coefficients, the 
idea of calculation by using the method of least squares (LS) [5] was taken. The 
method of least squares was used to calculate the approximate data (as  "ideal" data), 
which were compared with the smoothing data. The moving average filter was 
selected for the purpose of smoothing. 

In general, the moving average filter is a special case of the weighted moving 
average filter, whose all the weights are equal to 1/n (n – number of measurements). 

The equation for calculating the moving average filter (simple moving average 
filter) is as follows: 
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where n is the number of previous time points taken into account,  x(t) is the value of 
linear acceleration at moment t. 

As can be seen from (2), the smoothed value is the average of the previous source 
data values. It depends on the choice of the value of n, and also on how much 
smoothing is sensitive to local fluctuations. 

For small values of n, smoothing depends on the values of the last measurements 
and is sensitive to the large variations. For large values of n, local fluctuations are 
averaged, but filtering is done with a delay (by level). 

To assess the relative quality of filtering, smoothed values were compared with the 
approximated values. In contrast to averaging, as in the case of "moving average", the 
regression (linear) relationship between the previous data is estimated in the process 
of approximation. Thus approximation allows us to save behavior of function and to 
reduce influence of the vibrational response.  For optimal filtering, it is necessary to 
choose an appropriate value of n, i.e., to solve the optimization problem. 

As the objective function to be minimized, the mean-square error value (MSE) was 
chosen. The relationship for the calculation of MSE was modified to compare the 
smoothed and the approximated values of acceleration.  
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The modified relationship of the mean-square error (MSE) for smoothed and 
approximated values is as follows: 
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where N is the number of raw acceleration values, t is the time instance, x'(t) is the 
smoothed raw value, and z(t) is the approximated raw value. 

The N smoothed and approximated source data values were chosen as the elements 
of the MSE equation given by (3). Approximation was made with LS and smoothing 
was made with the moving average filter.  

 

 

Fig. 3. The original time series, smoothed time series with the filter (n = 5), approximated time 
series by the least squares method (n = 7) 

Results of smoothing and approximation are shown in Figure 3. It can be seen that 
on the sixth second, in the case of non-optimal choice of parameters of filtering, the 
wrong intersection of zero could be interpreted as  additional step. In time points 0.8-
1.0 (s) considerable oscillations were observed, which belong to process of fixing of 
the sensor on the body of the patient. 

5 Minimizing the Objective Function 

The mentioned formula for finding the MSE has been generalized for the cases of 
different values of parameters n (for smoothing) and m (for the approximation). 
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where N is the number of all the raw values, n is the number of previous raw values, 
at and bt  are the coefficients of linear approximation for m previously approximated 
values including the last raw value. 

Since the objective function (MSE) is given in a discrete form, n and m take only 
integer values. Thus, in order to minimize such a function, discrete stochastic 
optimization techniques may be suitable, among which the following algorithms 
could be mentioned: simulated annealing, swarm part, and genetic selection. 
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Next, a comparison of these methods applied to the problem of minimizing MSE 
function of two arguments (n and m) is carried out. 

6 Simulated Annealing Algorithm 

The “simulated annealing” algorithm inherits the behavior of the atoms in the metal 
during heating and gradual cooling. The process of finding the optimal solution is 
controlled by the “metal temperature”. When the metal is heated up to the selected 
maximum temperature, the algorithm takes any possible solution as an optimal value. 

The following relationship was used for calculating the probability of new solution 
acceptance [6] : 
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where F is the objective function (in our case, modified MSE), X are coordinates in 
the search space (n, m),  p is the probability of adoption of a new decision, and Т is 
the metal temperature. 

During cooling, the confidence interval (expressed in terms of probability, as is 
given in (7)) is narrowing, making it difficult to find new solutions. 

The current solution currentX   (a local minimum) is compared with the new value 

newX  (the vector is composed of random numbers). In the case of the positive 

difference (see (5)),  newX  is considered as the current solution. 

To reduce the possibility of stopping the optimization process at a local minimum, 
a comparison p with a random value p', which belongs to the [0, 1] interval, is 

conducted. In the case when the value of p' belongs to the [0; p] interval, newX is 

taken as a current value. 

Table 1. Parameters of the simulated annealing algorithm 

The maximum number of iterations 100 
The maximum temperature 10000.0 
Temperature changing coefficient 0.99 

 
The value of temperature coefficient was chosen to be equal to 0.99, for reduction 

of cooling speed, since temperature was estimated by the following relationship (see 

(7)): newT = currentT * 0.99. In the case of lower coefficient values, during testing, 

quick temperature drop and stop on a local optimum were observed. 
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7 Particle Swarm Algorithm 

The "particle swarm" algorithm inherits the social behavior of animals during the 
process of community activities: hunting, migration, and so on. Through the 
interaction, particles are able to find an optimal state in the swarm. 

At the beginning, all the particles are distributed randomly in space, with different 
movement directions and speeds. At each iteration, a particle evaluates various 
position variants in space, which depend on the previous particle position, positions of 
the neighbors and the global position of swarm. The optimum speed and direction of 
motion are calculated for each particle at each iteration. 

The equation for calculating the speed and direction of motion is as follows [7]: 

( ) ( ) ( )( ) ( )( )txprc+txprc+tvw=+tv igb2iib1ii −⋅−⋅⋅ 211  (8)
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where ( )1+tvi  is the new speed, w is the inertial weight, c1 and c2 are weights 

(constants) for the particle position and swarm position, r1 and r2 are random values 
[0; 1], pib and pgb are values for the local optimal position of each particle and the 
position of a whole swarm, xi(t) is the position in space (at time t) for the certain 
particle. 

Table 2. Parameters of the particle swarm algorithm 

The maximum number of iterations 100 
Number of particles 5 
The maximum speed rate 3.0 
Weight of particle position 1.0 
Weight of general position 2.0 

8 Genetic Selection Algorithm 

The "genetic selection" algorithm inherits aspects of  Darwin's theory of evolution by  
natural selection, simulating the process of gradual improvement of populations 
(candidate solutions) through the selection of the fittest individuals (solutions) which 
have, in our case, the less objective function value (the modified MSE) 

In the evolution theory context, each individual (a candidate solution) is described 
by a group of genes (genome), and a set of individuals is called a population. The 
population size was defined by a constant P, and the genome of individuals consisted 
of two genes: m and n. 

In order that the search would converge, the objective function value (the modified 
MSE) was evaluated for each individual, and individuals having the best values (their 
quantities were equal to constant E) were selected. The rest of the population (P - E) 
was obtained by mutation and crossover operators applied to the best individuals (E). 



248 V. Rogoza and A. Sergeev 

 

The mutation operator changes the value of a randomly chosen gene on the number 
in the selected limits. The crossover operator recombines genes of individuals [8]. In 
the current task, individual's genome consisted of two genes (n, m); in this case, the 
crossing was carried out by the cross replacement of single genes. 

The choice between the mutation and crossover operators was implemented 
randomly; the crossover operator had the greater choice probability (0.7). 

In order that the search would converge, the stopping criterion ( minMSEε ≤ ) was 

introduced to the objective function, and the number of iterations without objective 
function (MSE) decreasing was limited. Search was repeated until the individual with 
the objective function value satisfying the stopping criterion was found or a number 
of iterations without changing exceeded the given value. 

Table 3. Parameters of the genetic selection algorithm 

The maximum number of iterations 51 
The size of the genotype 2 
Population size 15 
Percentage of the best individuals keeping 
(elitism rate) 

0.3 

The probability of crossing / mutation 0.7/0.3 

9 Results of Testing 

As a result of minimization of the objective function (MSE), the best parameter 
values for the moving average filter were found.  

Table 4. Optimal values of n for speeds 

Speed, m/s 0.926 1.032 1.316 
n (for smoothing) /  
m (for approximation) 

10/10 9/9 12/11 

 

 

Fig. 4. Original time series for the speed of 1.032 (m/s), (6 sample steps), smoothed values 
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The results of the optimal data filtration are shown in Figure 4. 

 

Fig. 5.   Comparison of convergence of algorithms, for speed of 0.926 (m/s) 

 

 

Fig. 6. Comparison of convergence of algorithms, for speed of 1.032 (m/s) 

Table 5. Convergence of algorithms 

Speed, m/s 0.926 1.032 1.316 
 Number of iterations 
Simulated annealing 23 72 48 
Particle swarm 12 15 18 
Genetic selection 4 2 7 

 
The results of the convergence of the algorithms (simulated annealing, particle 

swarm and genetic selection algorithms) are given in Table 5 and Figures 5, 6. 
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10 Conclusions 

The reason for writing this article was the study of the realization of the adaptive 
filters for human movement registration systems (walking was considered). When 
walking with different speeds, the process behavior characteristics registered by 
accelerometer varied widely.  

Because setting the optimal filter parameters for each case is not possible, it is 
necessary to have a system capable for learning during the process of walking. 
Training includes the search for optimal filtering options for different types of 
movement, clustering movements and memorizing their parameters. 

For comparison of stochastic optimization methods, the math library has been 
created, which included the following methods: linear approximation, calculation of 
the mean square error, standard moving average filtration, the simulated annealing 
algorithm, the particle swarm algorithm, and the genetic selection algorithm. 

During selection of the optimization algorithm, among the main features, 
processing speed and minimal consumption of resources should be considered. The 
appropriate choice of parameters for the particle swarm algorithm, such as the number 
of particles and the weights of the particle and swarm positions, allows us to achieve 
the same optimization quality as in the genetic selection algorithm. Among the 
stochastic optimization methods, the simulated annealing algorithm exhibited the 
most time to find the optimum because of slow convergence to the global optimum.  

As our experiments showed, the algorithms mentioned above, as well as the library 
created can be used for the effective adaptive calculation of the low-pass filter 
parameters. 
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Abstract. Symbolic q-ary multithreshold decoding (qMTD) for q-ary self-
orthogonal codes (qSOC) is analyzed. The SER performance of qMTD is 
shown to be close to the results provided by optimum total search methods, 
which are not realizable for non-binary codes in general. qMTD decoders are 
compared with different decoders for Reed-Solomon and LDPC codes. The  
results of concatenation of qSOC with simple to decode outer codes are  
described. The complexity of qMTD is also discussed. 

Keywords: iterative decoding, non-binary (symbolic) multithreshold decoding, 
q-ary self-orthogonal codes, concatenated codes, symbolic codes. 

1 Introduction 

Error correcting coding is used to correct errors appearing during data transmission 
via channels with noises. Main attention in literature is given to binary error-
correcting codes working with data on the level of separate bits. But in many digital 
systems it’s often more convenient to work with byte structure data. As an example, 
it’s more convenient to work with bytes in systems which store big volumes of data 
(optic discs and other devices). In such systems to protect data from errors it is rec-
ommended to use non-binary error-correcting codes. At present preference among 
non-binary codes is given to Reed-Solomod codes (RS), which have algebraic decod-
ing algorithms [1], allowing to correct up to half-distance errors as well as more com-
plex algorithms [2] providing correction of higher error number. At the same time due 
to their implementation complexity such methods allow to decode only short and thus 
low-effective RS codes. Lately many specialists have been developing decoders of 
non-binary low-density parity-check (qLDPC) codes which are able to provide ex-
tremely high efficiency [3, 4]. But the complexity of such decoders especially with 
big alphabet size still remains too high to be used in practice. 
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Special attention among non-binary algorithms to correct errors should be given to 
non-binary (q-ary) self-orthogonal codes and special high-speed alphabet multithreshold 
decoders (qMTD) corresponding to them [5…8], being the development of binary 
multithreshold decoders (MTD) [5, 6, 9…10]. Great interest to MTD is shown not only 
in Russia [11, 12]. Research results given in [5…8] show that qMTD greatly exceed in 
their efficiency RS codes and qLDPC codes being used in practice remaining as simple 
to be implemented as their prototypes – binary MTD. It is also very important not to use 
multiplication in non-binary fields during encoding and decoding as well as total inde-
pendence of alphabet codes lengths from the size of applied symbols. That’s the reason 
why such codes will find broad application in the sphere of processing, storage and 
transmission of large volumes of audio, video and other types of data.  

The rest part of the article is organized in the following way. Section 2 contains 
basic information about qMTD. Section 3 shows the results of qМTD efficiency com-
parison with efficiency of decoders for RS and qLDPC codes. Section 4 is dedicated 
to the development of new concatenated schemes to correct errors based on qMTD 
and their efficiency analysis. Section 5 demonstrates the main conclusions. 

2 Non-binary Multithreshold Decoding 

Let’s describe operating principles of qMTD during non-binary self-orthogonal codes 
(qSOC) decoding. The description is given for q-ary symmetric channel (qSC) having 
alphabet size q, q > 2, and symbol error probability p0.  

Let’s assume linear non-binary systematic convolutional or block self-orthogonal 
code with parity-check matrix H to be equal to binary case [6, 13], i.e. it has only 
zeros and ones excluding the fact that instead of 1 there will be –1 in identity 
submatrix, i.e. H = [P : –I]. Here P – submatrix defined by generator polynomial for 
binary SOC; I – identity submatrix. Generator matrix of such code will be of  
G = [I : PT] type. This code can be used with any size q of alphabet. 

Note that for this qSOC during encoding and decoding operations only addition 
and subtraction on q module are necessary to be made. Calculations in non-binary 
fields are not applied in this case.  

The example of a scheme realizing the operation of encoding by block qSOC, giv-
en by generator polynomial g(x) = 1+x+x4+x6, is given on Fig. 1. Such code is charac-
terised by the parameters: code length n=26 symbols, data part length k=13 symbols, 
code rate R=1/2, code distance d=5. 

Let’s assume that encoder has performed encoding of data vector U and received 
code vector A = [U, V], where V = U · G. Note that in this example and below when 
multiplication, addition, subtraction of vectors and matrices are made, module 
arithmetics is applied. When code vector A having the length n with k data symbols 
on qSC is transmitted decoder is entered with vector Q, generally speaking, having 
differences from original code vector due to errors in the channel: Q = A + E, where 
E – channel error vector of qSC type.  
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Fig. 1. Encoder for block qSOC, given by polynomial g(x) = 1+x+x4+x6 

Operating algorithm of qMTD during vector Q decoding is the following [5…8]. 
1. Syndrome vector is calculated S = H · QT. Difference register D is reset. This 

register will contain data symbols changed by decoder. Note that the number of non-
zero elements of D and S vectors will always determine the distance between message 
Q received from the channel and code word being the current solution of qMTD. The 
task of decoder is to find such code word which demands minimal number of non-
zero elements of D and S vectors. This step totally corresponds to binary case. 

2. For arbitrarily chosen decoded q-ary data symbol ij of the received message let’s 
count the number of two most frequent values of checks sj of syndrome vector S from 
total number of all checks relating to symbol ij, and symbol dj of D vector, corre-
sponding to ij symbol. Let the values of these two checks be equal to h0 and h1, and 
their number be equal to m0 and m1 correspondingly when m0 ≥ m1. This step is an 
analogue of sum reception procedure on a threshold element in binary MTD. 

3. If m0–m1 > T, where T – a value of a threshold (some integer number), then from 
ij, dj and all checks regarding ij error estimation equal to h0 is subtracted. This step is 
analogous to comparison of a sum with a threshold in binary decoder and change of 
decoded symbol and correction via feedback of all syndrome symbols being the 
checks for decoded symbol.  

4. The choice of new im, m ≠ j is made, next step is clause 2.  
Such attempts of decoding according to cl. 2…4 can be repeated for each symbol 

of received message several times [5, 6]. Note that when implementing qMTD  
algorithm the same as in binary case it is convenient to change all data symbols con-
sequently and to stop decoding procedure after fixed number of error correction at-
tempts (iterations) or if during such iteration no symbol changed its value. The exam-
ple of qMTD implementation for encoder from Fig. 1 is given on Fig. 2. 

For qMTD algorithm described the following theorem is valid, 

Theorem. Let decoder realize qMTD algorithm for the code described above. Then 
during each change of decoded symbols a transition to a more plausible solution in 
comparison with previous decoder solutions takes place. 

Proof of a theorem is given in [5…8]. In the course of proof it is shown that total 
Hamming weight of syndrome and difference registers during each change of decoded 
symbols in accordance with qMTD algorithm described above strictly decreases.  
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Fig. 2. MTD for block qSOC 

Let’s note two most important features characterizing offered algorithm. First, as in 
case of binary codes we can’t claim that qMTD solution improvement during multiple 
decoding attempts will take place till optimal decoder solution is achieved. In fact 
both in block and in convolutional codes it’s possible to meet such error configura-
tions which cannot be corrected in qMTD, but some of them can be corrected in op-
timal decoder. That’s why the main way to increase qMTD efficiency is to search 
codes where these noncorrected error configurations are quite rare even in high level 
of noise. The questions to choose such codes are considered in detail in [6]. 

Another important moment is the fact that in comparison with traditional approach 
to major systems to change decoded symbol qMTD needs not absolute but relatively 
strict majority of checks as it follows from m0–m1 > T condition. E.g., in qSOC with 
d = 9 an error in decoded symbol will be corrected even when only 2 checks will be 
correct from 9 his checks (including symbol dj of difference register) and the other 
7 - erroneous! This situation cannot be imagined for binary codes but for qMTD this 
is typical. 

These features essentially expand the possibilities of non-binary multithreshold al-
gorithm during operation in high noises retaining as it follows from given description 
only linear dependence of implementation complexity from code length.  

3 Simulation Results 

Let’s compare characteristics of qМTD and other non-binary error correction methods 
in qSC. Dependencies of symbol error rate Ps after decoding from symbol error P0 

probability in qSC for codes with code rate R=1/2 are given in Fig. 3. Here curves 5 
and 6 show characteristics of qМTD for qSOC with block length n=4000 and 32000 



The Performance of Concatenated Schemes Based on Non-binary Multithreshold Decoders 255 

 

symbols when using 8-bit symbols (alphabet size q=256). The volume of simulation 
in lower points of these graphs contained from 5·1010 to 2·1012 symbols which shows 
extreme method simplicity. As a comparison in this Figure curve 1 shows characteris-
tics of algebraic decoder for (255, 128) RS code for q=256. As it follows from the 
Fig. 3, efficiency of qMTD for qSOC turns out to be far better than efficiency of RS 
code decoders using the symbols of similar size. When code length in qMTD increas-
es the difference in efficiency turns out to be even higher. Note that even when using 
concatenated schemes of error correction based on RS codes it’s not possible to in-
crease decoding efficiency considerably. E.g., with the help of product-code having 
code rate 1/2, consisting of two RS codes with q=256 and several dozens of decoding 
iterations error rate less than 10-5 can be provided with error probability in the channel 
only equal to 0,18 (curve 4 in Fig. 3), which is considerably worse than when using 
qMTD. Besides different methods to increase correcting capability of RS codes in-
cluding all variations of Sudan algorithm ideally have the complexity of n2 order. For 
the codes having the length of 32000 symbols this leads to the difference in complexi-
ty equal to 32000 times having at the same time little increase of error-correctness. 
This is shown in Fig. 3 with curve 3, which gives the estimations of Wu [2] algorithm 
possibilities for (255, 128) of RS code.  

 

Fig. 3. Characteristics of non-binary codes with code rate R=1/2 in qSC 

Additional advantage of qMTD over other error correcting methods is the fact that 
it allows to work easily with symbols of any size providing high correcting capability. 
This is confirmed by curves which show characteristics of qMTD for code having the 
length equal to 32000 two-byte symbols (curve 7) and to 100000 four-byte symbols 
(curve 10). We should note that very simple to be implemented qMTD decoder for 
two-byte code with the length 32000 is capable to provide error-correctness not  
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accessible even by RS code with the length of 65535 two-byte symbols (curve 2 in 
Fig. 3), the decoder for which is not to be implemented in close future. Besides, 
qMTD for four-byte symbols even surpasses in efficiency more complicated decoder 
of qLDPC codes with the length of 100000 four-byte symbols which has the example 
of characteristics presented in Fig. 3 by curve 9 [4].  

It should be noted once more that to achieve these results with the help of qMTD 
used codes should be chosen very thoroughly and the main criterion while choosing 
should be the degree of resistance to the effect of error propagation. At the same time 
the most effective are the codes where several data and several check branches are 
used [6, 14]. In [15] it is shown that in the process of such codes optimizing it is pos-
sible to improve qMTD operating efficiency. Particularly, characteristics of the code 
with q=256 and code rate 1/2 found in [15] are given in Fig. 3 by curve 8. It is clear 
that this code provides effective work in conditions of bigger error probabilities in 
qСК, than the codes known before (curve 6), having the same complexity of their 
decoding.  

4 Concatenated Schemes of Error Correction Based on qМTD  

One of the ways to improve qMTD characteristics is to use it in concatenated encod-
ing schemes. The simplest and most effective concatenated encoding scheme is con-
catenated scheme on the basis of qSOC and control code on module q [6, 8, 16]. In 
the field of its effective work qMTD is known to leave only rare single errors. The 
task to correct such single errors is easily solved with the help of control codes on 
module q. 

The process of encoding by concatenated code encoder on the basis of qSOC and 
control code on module q is the following. First each sequence consisting of n–1 
symbols is complemented by such n-th symbol that the sum of symbols value having 
the sequence of n elements on q module becomes equal to 0. After that this new se-
quence of n elements is encoded by qSOC encoder. Decoding process of the message 
received from the channel is made in reverse order, i.e. non-binary multithreshold 
decoding is made first after which in the conditions of lower noise level channel  
contains basically single errors which are corrected by decoder for control code on 
module q.  

Operation of decoder for control code on module q is the following. First e sum on 
module q values for block consisting of n elements is calculated. If this sum is not 
equal to 0, then among the first n–1 elements in the block the one with less reliability 
should be found, the reliability of which is less than reliability of n-th symbol in 
block. If such symbol exists then it is changed on e value. The reliability here is un-
derstood as m0–me difference, where m0 – number of zero symbols of syndrome and 
difference register of qМTD connected with given data symbol; me – number of sym-
bols of syndrome and difference register of qМTD with the value e and connected 
with given symbol.  

In Fig. 3 curve 11 shows characteristics of concatenated encoding scheme consist-
ing of qSOC and control code on module q in qSC. Inner code was qSOC with  
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minimum code distance d=17 and code rate R=8/16 the characteristics of which are 
represented by curve 8. Outer code was control code on module q with the length 
L=50. During qSOC decoding qMTD with 30 iterations was used. The Figure shows 
that usage of decoder for control code on module q with block length L=50 after 
qМTD allows to reduce decoding error rate on more than two orders. The increase of 
calculation volume in concatenated code is less than 20% in comparison with original 
qMTD algorithm. 

Essential drawback of the concatenated scheme described above is the fact that de-
coder of outer control code on module q sometimes does not correct even the only 
error in the block. To eliminate this drawback it is recommended to use together with 
qSOC more effective and simple to be implemented non-binary code the decoder of 
which will always correct the only symbol error in the block. This will allow to re-
duce error rate in the field of effective qMTD operation even more in comparison 
with concatenated scheme presented above. As an example of such code non-binary 
Hamming codes [17] can be used. At the same time known non-binary Hamming 
codes have such features as the necessity to use extended Galois fields in the process 
of decoding as well as dependence of code length from alphabet size. As a result the 
application of such codes in offered concatenated scheme especially when the alpha-
bet is big becomes too complicated. That’s why it could be offered to build non-
binary Hamming codes [16] on the basis of known binary Hamming codes. Let’s 
describe them in detail. 

 Parity-check matrix of these codes coincides with parity-check matrix of binary 
Hamming codes Hh=[Ch : I]. Generator matrix will be as follows Gh=[I : -Ch

T]. Let us 
formulate the principles to decode this code. 

Let’s assume that after qMTD vector Y entered input of non-binary Hamming 
code decoder. In the process of decoding a syndrome of received message is  
calculated first:  

 Sh = Y · Hh
T. 

If the received message contains only one error with value ej on j position then 
generated syndrome can be written down as 

 Sh = S2
jej, 

where S2
j – syndrome of binary Hamming code with single error on j position. Conse-

quently, such symbol of received message need to be corrected on value ej for which a 
column of parity-check matrix Hh coincides with syndrom S2

j.  
If received message contains two errors ei and ej on i and j positions then the 

syndrom can be written down as follows 

 Sh = S2
iei + S2

jej. 

Such syndrome contains only values 0, ei, ej and ei+ej. Consequently, such symbol 
of received message need to be corrected on value ei for which matrix column Hh 
coincides with vector S2

i, and such symbol of received message need to be corrected 
on value ej for which matrix column Hh coincides with vector S2

j. Thus, offered  
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algorithm of offered non-binary Hamming codes decoding in majority of cases (ap-
proximately in 71% cases for q=256 [16]) is able to correct even two errors. And if it 
is use offered extended non-binary Hamming codes having in addition one general 
check on module q then two errors are practically corrected in all cases (in 99% of 
cases for q=256 [16]). 

The example of performance of offered concatenated scheme containing qSOC with 
R=8/16, q=256, d=17 and given extended non-binary Hamming code with the length 
N2=128 is shown in Fig. 3 by curve 12. At the same time total decoding complexity due 
to addition of extended non-binary Hamming code increases not more than 35 % [16]). 

5 Conclusion 

Given results allow to conclude that qMTD methods can really be regarded as unique 
algorithms capable to provide effective decoding in the conditions of high noise level 
requaring quite small number of operations and achieving highest levels of reliability 
in the process of digital information transmission and storage as well as its processing 
rate in high-speed communication channels and in the devices to store large volume 
of data.  

The work was supported by Russian foundation for basic research, Space research 
institute, Ryazan state radioengineering university and Science comitte of Republic of 
Kazakhstan. Great deal of additional information on multithreshold decoders can be 
found on websites [18]. 
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Abstract. The wireless spectrum being a scanty resource needs to cater up for 
stipulated number of devices. But with wireless devices becoming pervasive, 
the provision of spectrum for such a substantial number seems to be a daunting 
task. Cognitive radio is a technology which uses the spectrum smartly either by 
sensing the spectrum hole in order to transmit the data or by sharing the 
available spectrum among two or more users. Hence cognitive radio is 
indispensible for the spectrum prerequisites. But the main problem is the 
phenomenon of cognitive interference. Precoded OFDM (Orthogonal 
Frequency Division Multiplexing) is found to eliminate the interference by such 
a way that it gets cancelled as it is propagated. The precoded OFDM is similar 
to that of the VFDM system except for the fact that the secondary receiver does 
not requires to know the channel state information but only in which mode the 
transmitter is being operated. This work comprises of the analysis of BER (Bit 
Error Rate) performance of the Precoded system in AWGN (Additive White 
Gaussian Noise), Rayleigh and Rician channels using MATLAB.  

Keywords: OFDM, cognitive radio, dynamic spectrum usage, overlay 
networks, precoding. 

1 Introduction 

Cognitive radio is a technology which is current burgeon area of research proves to 
solve the glitch of unavailability of spectrum. The cognitive radio is based on 
dynamically allocating the spectrum by recognizing the unused spectrum. Even though 
the spectrum can be easily perceived through the usage of blind spectrum estimation 
techniques, the transmission without causing interference to other counter parts seems 
to be strenuous. Hence the system has to transmit messages without causing 
interference considering that the other system is entirely using the same spectrum. 
Consider a scenario where a user is currently occupying and transmitting messages 
using a spectrum K. This system is known as primary system while the transmitter and 
receiver are known as the primary transmitter and receiver respectively. Consider a 
case that a new system enters the cell and finds itself in a position of ideal state due to 
unavailability of spectrum. In such a situation instead of waiting for the spectrum to be 
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freed, provision can be made in order to transmit the message over the spectrum of the 
primary. This system which shares the primary’s spectrum is known as the secondary 
system. Its transmitter is called as the secondary transmitter while the receiver is 
known as the secondary receiver. For such interference free transmission the secondary 
transmitter has to know the primary system message [2]. This can become difficult as 
the primary could not even have idea about the presence of such secondary system [3].   
Also in non-contiguous OFDM transmission of messages the primary and the 
secondary system has to perfectly synchronized in order to eliminate interference so 
that either of the system knows which are subcarriers to be used [4].  

The Vondermonde Frequency Division Multiplexing (VFDM) scheme proposed in 
[5-7] is a propitious system which efficiently eliminates the interference at the primary 
receiver by precoding the message with a Vondermonde matrix. The major 
disadvantage is that the system requires the secondary to know the channel matrix [6].  

The main objective of this paper is to propose a method by which the secondary 
system’s message can be transmitted using the primary’s spectrum without causing any 
sort of interference to the primary.  Also the proposed system is evaluated for BER (Bit 
Error Rate) in varying channels. 

2 OFDM 

This section briefs about the OFDM system. OFDM is a multicarrier modulation 
technique which uses N sub carriers to transmit messages. In its initial architecture it 
consisted of N local oscillator which made it complex to implement. Hence a digital 
implementation of the subcarriers is carried out by using an IFFT (Inverse Fast Fourier 
Transform) structure. 

IFFT is given by the following equation 
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Where k=0, …, N-1, where N represents the number of subcarriers. The OFDM 
transmitter is shown in figure 1.     

 

Fig. 1. OFDM Transmitter 

The data is first encoded and then mapped to symbols. Once the mapping is carried out 
the serial data is converted to a parallel data which is then inverse Fourier transformed. 
Generally the Fourier transform is employed as butterfly structure, which enhances the 
speed of operation. Hence they are implemented as Inverse Fast Fourier Transform. 
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After the IFFT the data are then converted back as serial data. The serial data is then 
transmitted through the channel [3]. 

The receiver performs the inverse operation of transmitter. Once the data has been 
reached at the receiver the serial data is converted to parallel data. The Fast Fourier 
transform is carried out which is the inverse of the IFFT operation. After FFT the 
parallel data is converted back to serial data. The message is demapped in order to 
convert symbol back to bits. The bits are then decoded in order to recover back the 
message bits. The following figure depicts the OFDM receiver operation. 

 

Fig. 2. OFDM Receiver 

Even though the conventional OFDM system cannot be used for serving cognitive 
radio prerequisites, they serve as basis for system involving cognitive radio 

3 VFDM System 

The Vondermonde Frequency Division Multiplexing eliminates the interference at the 
primary caused by the secondary. Consider a cognitive channel with a primary and a 
receiver shown below. The primary transmits its message through its direct channel 

11h and secondary through 22h  . They cause interference to each other through their 

indirect channel 12h  and 21h  . 

 
 
 
 
 
 
 
 

Fig. 3. Cognitive Interference Channel 

Hence the message signals which are received at the primary receivers can be 
represented mathematically as 

12211111 )()( nxhHxhH ++=ℜ  (2)

Primary TX 

Secondary TX 

Primary RX 

Secondary RX 
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And at the secondary receiver it is given as, 

21122222 )()( nxhHxhH ++=ℜ  (3)

Where the terms 1n  and 2n represents the noise from other sources in the channel. In 

the equation (2) the notation )(
ij

hH  represents the channel between the thi   

transmitter and the thj  receiver which modeled from the channel filter tap weights [8] 

as a Toeplitz matrix of order )1()( −++×+ cpp LLLLL  
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 In the above relation 
ij
mh  represents the channel filter tap for cLi ,,1=   , cL  

being the number of multipath components for the channel ijh . The channels are 

considered to i.i.d (i.e. no two channels will have same value of )( ijhH  ).  

The main problem at the primary receiver is the interference caused by the 

secondary channel through its indirect channel 21h  . Hence for zeroing this effect, the 

message has to be transmitted in such a way that it satisfies the following equation. 

  0)( 221 =xhH   (5)

So that the message received at the primary receiver becomes  

11111 )( nxhH +=ℜ  (6)

Hence in VFDM system, the process carried out to eliminate the secondary 
interference is to multiply a Vondermonde matrix V so that the following Equation is 
satisfied. 

0)( 222 =VxhH  (7)

There value V is obtained as a linear precoder value which is given by 
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Where, the terms Laa ,,1   are the roots of the polynomial 
=
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As already discussed even though the system eliminates the interference it is 
mandatory that the secondary receiver must have knowledge about the channel for 
which the transmitter is precoding.  

4 Precoded OFDM System 

The precoded OFDM proposed in this work , is similar to that of the VFDM system 
except for the fact that the secondary receiver does not requires to know the channel 
state information but only in which mode the transmitter is being operated. The 
convention used in the work is that if the system works as a primary then the operating 
mode is 1. In case if the system is operated as secondary then the system is said to have 
an operating mode of 2. In order to make the primary interference free, the values have 
to be precoded in such a way that they satisfy equation (5). But doing so would cause 
the message recovery at the secondary impossible with the values which has been 
precoded. Hence a property of IFFT is used which is nothing but, if the second half of 
input of IFFT is given as repeat of first half then the output of IFFT will be zero at 
every even places. Mathematically it can be given as 
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Thus at zeros places the values can inserted so that it satisfies (5). Such values are 
called as root values. At receiver if the system is found to be operating as secondary 
then it removes the values at even position and carries out the conventional OFDM 
process.   

The transmitter block is shown in above figure. The operating mode is responsible 
for intimating the other blocks whether the current operation is carried out for 
transmitting messages in primary or in secondary mode. The operating mode is 1 when 
the system has dedicated spectrum i.e. when the system is operating as primary.  When 
the system is operating as secondary then the mode is said to be 2. The next block to 
the encoder is the constellation mapping which is used to map bits to symbols. The 
serial data is converted to parallel data if the operating mode is 1. The  block next to 
serial to parallel conversion is the buffer which in operating mode 1 performs no 
operation while being secondary it stores certain values without which when 
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propagated requires a 2N point IFFT as there is a additional bit insertion in the form of 
roots. Hence the buffer ensures that only N symbols are propagated to the IFFT block 
which is same as that of the operating mode 1. 

 

 

Fig. 4.   Precoded OFDM transmitter 

In case the operating mode is 2 then the parallel data is repeated to satisfy the 
property of IFFT which is mentioned in (9). In an OFDM system the mapped symbols 
are inverse Fourier transformed which is nothing but a digital implementation of 
subcarrier multiplication [3]. The Fourier transformed outputs are then sent for root 
estimation, where from the channel state information available, the roots are estimated 
so the propagation of messages along with the indirect secondary channel are 
eliminated. Once the roots are estimated then the values are inserted at even position 
where the IFFT outputs are zero. The frame bits are added in order to intimate the 
secondary about the operating mode of transmitter to the receiver.  The frame consists 
of the data followed by mode field which specifies the current operating mode of the 
transmitter. The EXT field consist of additional information which is necessary for 
transfer control. 

 

Fig. 5.   Precoded OFDM Receiver 

At the receiver, the frame is removed and is processed by frame estimator which 
then sends the control signal to the buffer and the adaptive demodulation block. When 
the frame estimator finds that the mode is operated under cognitive channel condition 
it then intimate the buffer about the mode. The FFT process the data as normal after 
the root removal, which removes the values present at even samples. The buffer then 
stores the data and forwards upon receiving the next   N/2samples. The data is then 
subjected to demapping which then provides the information as output. 
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5 Root Estimation 

This section describes the process of estimating the roots which is necessary to 
eliminate the interference. The assumption is made that the transmitter knows the 
channel state information perfectly. In a general case the output of the IFFT can be 
given as follows, 
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Where, ))((1 nxF−
  represents the inverse Fast Fourier transform on input x (n). As 

specified in the equation no (8) in the previous section the values are repeated so that 
the even position of the output of IFFT becomes zero which is shown in the following 
equation. 
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At the position of zeros the root values are inserted as shown below 
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These root value which are denoted by k are estimated in such a way that the value 
when propagated through the channel becomes zeros as shown below. 
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The values are thus can be estimated as follows 
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In the above equation the values 
ij
L

ijij

c
hhh ,, 21 and 

2

,, 21 N
xxx  are known values. 

Hence the value of  
2

,, 21 N
kkk   can be estimated simply by solving the equation. 

6 BER Performance 

This section analyses the performance of the Primary OFDM system when precoded 
with that of the conventional OFDM and Primary system without precoding. First the 
performance of the system is considered for an AWGN channel. The BER is plotted 
against the signal to noise ratio of the channel. The BER curve is shown in figure 6 for 
the proposed system. As shown in the figure the theoretical interference free system is 
found to have low BER. When two systems are used as cognitive users without 
precoding, then the BER performance of the primary system is not satisfactory. Even 
though the proposed system has BER little on the higher side, when compared with 
that of the non precoded system the BER is lower. The system performance is analyzed 
without using any scheme of encoding in order to determine the worst case 
performance. The constellation mapping used is 16bit QAM technique.        
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Fig. 6. BER performance in AWGN channel 

As in any communication system not only the noise is the major phenomenon that 
impacts on BER, the ISI due to multipath propagation also poses a serious problem. 
Hence it is important to analyze the performance of the system in multipath channel. 
Hence the Rayleigh and Rician channel are considered for analysis. The figure below 
shows the performance of the system in Rayleigh channel. The BER is plotted against 
the Doppler shift measured in Hertz (Hz). The same system parameters are set as in 
case of AWGN channel. The cognitive interference is found to exhibit the maximum 
BER The proposed system is found to have reduced the BER at the primary due to 
precoding. The theoretical performance is having lower BER than the proposed system 
because. In the proposed system the precoding which is carried out is only done based 
on the channel state information available at the secondary receiver. This however 
cannot be stable all the time due to the random nature of noise which is added by the 
channel. 

 

Fig. 7. BER performance in Rayleigh channel 

Next the system is evaluated for performance in a Rician modeled channel. The 
Rician model is similar to that of the Rayleigh channel except for the fact that the 
Rician channel has direct line of sight transmission along with other line of 
transmission. The BER performance of the systems in Rician channel is shown in the 
figure below for varying Doppler shift. This motivates to estimate the performance of 
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the system in Rician channel for varying direct path gains. This evaluation is depicted 
in the figure below. The system has a high BER value when the direct path gain is 
lower. This value tends to diminish as the value of direct path gains seems to increase. 

 

Fig. 8. BER performance in Rician channel for varying direct path gains 

7 Conclusion 

The cognitive radio is a technology which proves to be vital with the developing 
wireless systems. The precoded system is designed in order to reduce the cognitive 
interference caused by the secondary user to the primary user by insertion of root 
values. Which makes the recovery of messages at the secondary receiver much easier 
without need to have knowledge about the channel for which the transmitter is 
precoding as in the case of existing VFDM method. The graphical results obtained 
corroborates that the precoded OFDM can be used to reduce the BER caused by the 
cognitive interference. Thus the system can be used to eliminate the interference 
barring the fact that the secondary transmitter must know the channel state information 
precisely. The future works includes the analysis of different encoding scheme for the 
system. Also the consideration for hardware realization of the system is to be made. 
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Abstract. Modern vehicles seek autonomous subsystems adaptability to ever-
changing terrain types in pursuit of enhanced drivability and maneuverability. 
The impact of key features on the classification accuracy of terrain types using 
a colour camera is investigated. A handpicked combination of texture and col-
our as well as a simple unsupervised feature representation is proposed. Alt-
hough the results are restricted to only four classes {grass, tarmac, dirt, gravel} 
the learned features can be tailored to suit more classes as well as different sce-
narios altogether. The novel aspect stems from the feature representation itself 
as a global gist for three quantities of interest within each image: background, 
foreground and noise.  In addition to that, the frequency affinity of the Gabor 
wavelet gist component to perspective images is mitigated by inverse 
homography mapping. The emphasis is thus on feature selection in an unsuper-
vised manner and a framework for integrating learned features with standard off 
the shelf machine learning algorithms is provided. Starting with a colour hue 
and saturation histogram as fundamental building block, more complex features 
such as GLCM, k-means and GMM quantities are gradually added to observe 
their integrated effect on class prediction for three parallel regions of interest. 
The terrain classification problem is tackled with promising results using a  
forward facing camera.  

Keywords: Terrain classification, machine learning, gist, GLCM, texture,  
colour, homography. 

1 Introduction 

Sensing is a critical aspect of vehicle operation, drivability and safety [9] and despite 
recent developments of radar, laser, and T-O-F (time of flight) [3], [14], the video 
camera still remains a desirable sensor for usage in ADAS (advanced driver assis-
tance systems). It is a low cost sensing solution particularly suited for obstacle  
detection and scene interpretation. With drivability in mind, modern vehicles seek to 
self-adapt to driving conditions, traffic conditions as well as environment changes in 
terms of road surface. In particular, modern off-road capable vehicles subsystems are 
configurable depending on the terrain type. For example, different terrain types  
introduce different throttle response, suspension stiffness, locking differential etc. 
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Currently, there is always a certain amount of reckoning from the driver that is needed 
for these changes to take place. This brings about the need for a sensing solution that 
would either assist the driver in taking the decision or help towards autonomous deci-
sion making altogether. In this work the focus is on terrain type prediction given col-
our images form a driving perspective. Four classes with potentially many different 
members but with similar intra class subsystems configurable properties are consid-
ered, namely {grass, tarmac, dirt, gravel}. 

In previous literature, the terrain classification problem using colour camera [1], 
colour stereo camera and laser [12], [16] has been addressed mostly by the robotics 
community.  

To date, the literature describing work on colour camera terrain/road change 
recognition is scarce [4], [8], [12], and [20]. It is this lack of investigation that moti-
vates the decision to concentrate on what is suitable in terms of feature representation. 
It is necessary to find informative quantities for the terrain types in the form of feature 
combinations that capture underlying terrain/road properties within visual images.  
For that to come about, the feature representation is extrapolated from the more gen-
eral concept of texture synthesis and image recognition using colour and texture. One 
of the daunting problems in the terrain domain is the intra class variety of visual 
words whereby it is hard to define spatial image prescriptions for recognition. A glob-
al formulation of (“gist” [19]) visual vocabulary is introduced, where spatial order is 
not important but quantitative order is, or equivalently the amount of data pooling 
corresponding to each word. 

Without the latter observation this approach would stem entirely from classical B-
o-F (“bag of features”) restricted to allow for only few visual words for each class 
(i.e. background, foreground and spurious data). This granularity level of feature rep-
resentation does not necessarily require word prescriptions for training and testing 
which means that the actual words can be used instead. Informally, in this representa-
tion of image saliency a choice is deliberately made to ignore spatial ordering of the 
“visual words”. Their “significance” (contextual order) and “assertiveness” (data 
spread) provide valuable cues with respect to the terrain surface distribution. Normal-
ly, the contextual order can be extracted from a codebook in form of a word count but 
queries about the degree of feature “assertiveness” cannot be made. Since the inten-
tion is not to have large codebook with a rich vocabulary but a rather concise set of 
visual words to describe each image, the approach is taken to use the actual words for 
training and testing. Moreover, computational speedup is achieved by eliminating the 
codebook generation step as well as subsequent histogram features (“prescriptions”) 
for classification [1]. The impact of using these visual words as part of the feature 
vector versus a standard texture descriptor (i.e. GLCM) is analyzed. This approach 
allows for multi-resolution classification but the processing time will scale according-
ly as more data clogs the feature extraction pipeline. 

2 Terrain Image Regions of Interest 

Three ROIs are used for testing on a video sequence: left, middle and right (Figure 1). 
For classification based on colour and GLCM only, the image samples do not undergo 
geometric transformations. However, because the same texture appears to be at higher 
frequencies when samples are taken towards the vanishing point, feature pooling 
would produce different visual words. 
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Fig. 1. Forward driving colour images 

 

Fig. 2. Three samples taken from each test image 

2.1 Rectangular Regions 

For colour and the non-wavelet texture descriptor (e.g. GLCM), the feature ex-
traction is applied on rectangular ROIs with no homography rectification as it is 
shown in Figure 2 (left). Class prediction is based on pixel information of Hue and 
Saturation space and grey level co-occurrence measures.   

2.2 Homography Rectified Regions 

When the feature components include wavelets (i.e. Gabor wavelets), they are ex-
tracted from ROIs that undergo geometric transformations such as perspective trans-
formations. In this way, an attempt to quantify texture in a robust way is made. By 
mitigating the impact of perspective image recording from forward facing camera at 
the road level, we try to preserve the true underlying road texture. First, we extract 
images from two lateral parallelograms (accounting for horizontal shear) and one 
middle trapezium as in Figure 2 (right). Then these images get warped into rectangu-
lar images of 200 x 100 pixels and feature extraction follows. The homography matrix 
describes how the warping takes place form the original ROIs to the new rectangular 
images. It is possible to find homography automatically, however previous attempts 
rely on key point matching between two images and are slow in practice. For example 
[17] uses SIFT and RANSAC to estimate homography. Experiments have been carried 
out with just a handpicked road level transformation that maps predefined regions to 
rectangles in a fixed amount of time. Furthermore, these regions are manually chosen 
to cover the road view as a trapezium and the road sides as parallelograms for a  
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forward driving perspective. Figure 2 (right) shows how this rectification takes place. 
It also shows one of the daunting problems present in our dataset, namely the bonnet 
reflection onto the windshield which creates colour artifacts and occasionally results 
in erroneous classification.  

3 Feature Extraction and Representation 

Typical training examples for {grass, tarmac, dirt, gravel} 

 

 

Fig. 3. Concatenating dimensions to form feature vectors 

Four categories of features are considered for training and testing the terrain classes 
(Figure 3). The first two are handpicked features and the last two require unsuper-
vised learning applied to p-channels [10]: 

1. Hue and saturation histogram – a 9D vector is formed by concatenating the lines of 
a 2 dimensional histogram containing the 3 Hue Bins x 3 Saturation Bins normal-
ized to 255. This becomes the starting point for other more complex feature repre-
sentations. Mere colour information is critical at the most basic representation lev-
el. The 9D Bins vector is kept fixed although its granularity can be changed.   
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2. The 9D HS Bins concatenated with a 2D GLCM measure for 4 directions (µ, σ). 
The 2D GLCM representations include: entropy, homogeneity, energy, maximum 
probability and contrast. 

3. The 9D HS Bins concatenated with the k-means (3 clusters) centroids c1, c2, c3 in 
the following order: background, foreground and noise. 

4. The 9D HS Bins concatenated with the GMM means (3 Gaussians) µ1, µ2, µ3, and 
largest covariance eigenvalues for each Gaussian λ1, λ2, λ3 in the following order: 
background, foreground and noise. 

4 Method Discussion 

Performance is progressively tested by introducing increasingly complex features 
starting with colour, GLCM [20], and finishing off with unsupervised feature selec-
tion. Illumination changes in the outdoor environment are implicitly accounted for by 
discarding the luminance (or value) component from our HSV space [15] and to some 
extent, by using a filter bank of 24 Gabor filters (4 scales and 6 orientations) as part of 
our texture descriptor. This is also done explicitly by means of training examples 
representative for the intra class variance. Robustness is achieved using average pool-
ing on normalized p-channels (in the form of cluster centroids or GMM means) repre-
senting both the overall texture and colour.  When fitting a GMM, we restrict the 
covariance of each Gaussian to be either spherical or diagonal. Moreover, to introduce 
(i.e. quantify) spread information but avoid directionality, only the (largest) eigenval-
ues of GMM covariance matrixes are added to the feature vectors and their corre-
sponding eigenvectors are ignored. Given the previous assumptions this becomes 
equivalent to using the variance, for spherical covariance GMM or the maximum 
dimensional variance for diagonal covariance GMM. The purpose of the latter is to 
quantify the largest data spread occurring in one of the data dimensions. Normally, if 
directionality was needed, that alone would not have sufficient discriminative power 
due to the fact that it is plausible to have similar examples whereby the largest data 
spread would occur in different dimensions. In fact, the covariance eigenvectors can 
be viewed as versor directions and the eigenvalues act as scaling quantitative de-
scriptors for the p-channels spread in a Hilbert space. 

4.1 HS Bins 

The HS Bins 9D vector is the main colour cue used for composing the feature vector. 
It is extracted from a 3x3 Histogram and its values are normalized to 255 (e.g. if all 
the pixels belong to a single bin that dimension would store 255 and all other 0). 

4.2 GLCM Statistics 

Grey level co-occurrence matrix quantities are computed for four directions in each 
image at E, N-E, N, and N-W. Figure 4 shows contrast (left) and maximum probabil-
ity (right) plotted as mean vs. standard deviation on all directions for the entire train-
ing set.   
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Fig. 4. 2D clusters from GLCM representing each terrain type 

4.3 K-means Applied to p-Channels 

It has been recently proven that the cluster centroids subspaces are the same as PCA 
subspaces represented by principal components [7]. Thus projecting raw data into 
PCA space can be used as e bootstrap procedure for k-means. PCA enables k-means 
to run into a space where the global optimum cluster configuration lies. In fact, a re-
cent study [6] showed better performance of unsupervised feature learning algorithms 
such as k-means, GMMs on whitened data as opposed to raw inputs. The method 
suggested in [10] is used for dimensionality reduction. Principal channels are extract-
ed as a combination of colour and texture for the equivalent number of pixels within 
each image ROI and then run k-means. 

Generating Vocabulary Using k-Means 
A vocabulary is generated using k-means on the p-channels by taking the cluster cen-
troids as words. Instead of indexing the codebook (1-of-k words) containing the 
words as in previous approaches [13], the actual words are used for training in a cer-
tain semantic order. A form of average pooling is applied in the sense that the cluster 
centroids locations are at the local average location of the p channels. Other forms of 
data pooling such as maximum pooling [13] have also been plausible but for this def-
inition of terrain foreground, background and noisy quantities averaging suffices. 

K-means Learning Centers 
The k-means cluster centroids are extracted as learned centers (or features) and 
ranked according to the number of samples contained in each cluster. An improved 
version of the k-means algorithm is used to deal with the cluster initialization in a 
probabilistic manner [2]. The first cluster center is drawn randomly from a uniform 
distribution and subsequent centers are drawn randomly from a multivariate distribu-
tion whereby they are more likely to fall close to their actual location. Clustering is 
initialized and ran three times and only the most compact configuration is retained.   

 ∑ || − ||  (1) 

Although the k-means algorithm is not required to converge to the exactly same  
cluster configuration, a distance measure is defined on the data set to prove that the 
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cluster centroids are well suited features for learning. Centroids and the distance be-
tween them are computed for all training examples to find the smallest Euclidean 
norm between two possible cluster centers. This is equivalent to finding the most 
similar words in the entire vocabulary in terms of semantics. This norm is then used 
as a reference and k-means is run multiple times for uniform images in both texture 
and colour. Finding a stable multi-cluster configuration for rather uniform images is a 
difficult task but k-means produced the same clustering almost every time. The most 
inconsistent cluster configuration was found to be just within ~1 % of the smallest 
Euclidean norm on the entire training set, thus making centroids suitable features to 
learn. Intuitively, this test ensures that the semantics of certain words in the visual 
vocabulary remain unchanged from a contextual point of view.  For the classification 
problem it was sufficient to initialize three clusters to account for background, fore-
ground and spurious quantities respectively, within the training and testing images.   

4.4 GMM Means and Data Spread Information on P-Channels 

While the previous clustering technique learns very informative tendencies about the 
data structure, it lacks the much needed information about the spread (Figure 5). In 
terms of semantic interpretation this is the ambiguity of the vocabulary words. To 
overcome this problem, the previously obtained cluster centers are fed as means for 
the GMM [5] and the distribution parameters for three Gaussians are learned. The EM 
algorithm learns parameters such as the covariance matrixes from the data spread for 
each distribution. Unless a specific kind of Gaussian is imposed on the algorithm, the 
means remain similar to k-means. At this stage the feature vector can be enlarged to 
contain not only the Gaussian means but also their corresponding most significant 
covariance eigenvalues and eigenvectors. 

 

Fig. 5. In this illustrative example k-means generates same centroids in both cases 

5 Machine Learning Applied on Features 

The classification approach follows that of DAGSVM presented in [18].  In [11], the 
practicality of DAGSVM and one-vs-one as solutions to SVM multiclass labeling is 
argued. However for this four class problem a decision was taken to capitalize only on 
DAGSVM where each node makes prediction using a linear kernel (Figure 6). Train-
ing was done on 10000 images containing the four classes {grass, tarmac, dirt, grav-
el} under different illumination conditions and mild weather changes with samples 
taken from videos shot in different days. Testing was carried out on a separate video 
file with a length of 7000 frames not seen during the training process. 
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Fig. 6. DAGSVM requires  nodes 

6 Experimental Results 

Experiments have been run on an Intel Core I7-2670QM CPU @ 2.20 GHz clock rate. 
The same algorithm running on such machine would vastly benefit from allowing for 
various parts of the algorithm to be executed by parallel threads on multiple cores. 
The average performance and classification time for the three regions of interest are 
summarized in Table 1. 

Table 1. Performace of used features 

Feature representation  Classification (%)     Time (ms) 

HS bins  46.19 1.32 

HS bins + GLCM Entropy µ,σ  49.71 26.71 

HS bins + GLCM Homogeneity µ,σ  50.64 24.36 

HS bins + GLCM Energy µ,σ  53.04 25.98 

HS bins + GLCM Maximum Probability µ,σ  61.12 24.92 

HS bins + GLCM Contrast µ,σ  64.32 26.59 

HS bins + k-means c1, c2, c3  85.92 3861.37 

HS bins + GMM means µ1, µ2, µ3+eigenvalues λ1, λ2, λ3  94.75 6242.28 

 
Best confusion matrix (Table 2) shows an accuracy of 95.08 % using the 39D fea-

ture vector made up of HS bins + GMM means µ1, µ2, µ3 + eigenvalues λ1, λ2, λ3 
with an average prediction time of 5.7 s.  
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Table 2. Confusion matrix showing the hit rate 

 Predicted class 

grass tarmac dirt gravel 

  
 T

ru
e 

cl
as

s grass 0.95 0.01 0.02 0.02 

tarmac 0.01 0.94 0.04 0.01 

dirt 0.03 0.02 0.94 0.01 

gravel 0.01 0.01 0.01 0.97 

7 Conclusion 

A novel feature representation has been proposed as a combination of handpicked 
features and single layered learned features to tackle terrain recognition with good 
accuracy. Investigation started with computationally cheap features and more 
complex features were added for better classification performance. Hue and saturation 
colour space (value aside) contributed with histogram bins as dimensions to all 
features in the attempt to produce a colour bias and achieve robustness to mild 
illumination changes. Moreover, perspective warping was applied before using 
wavelet texture descriptors. This is to prevent frequency responses from contributing 
to wrong clustering in the Hilbert space gist formulation. There is a clear trade-off 
between representation and classification time and method optimisation will follow.  
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Abstract. In this paper, a fully Bayesian approach to articulated hu-
man motion tracking from video sequences is presented. First, a filtering
procedure with a low-dimensional manifold is derived. Next, we propose
a general framework for approximating this filtering procedure based on
the particle filter technique. The low-dimensional manifold can be treated
as a regularizer which restricts the space of all possible distributions to
the space of distributions concentrated around the manifold. We refer
to our method as Manifold Regularized Particle Filter. The proposed
approach is evaluated using real-life benchmark dataset HumanEva.

Keywords: articulated motion tracking, manifold regularization, parti-
cle filter, generative approach, Gaussian process latent variable model.

1 Introduction

Articulated human motion tracking from video image sequences is one of the
most challenging computer vision problems for the past two decades. The ba-
sic idea behind this issue is to recover a motion of the complete human body
basing on the image evidence from a single or many cameras, and without us-
ing any additional devices, e.g., color or electromagnetic markers. Such system
can be applied in many everyday life areas, see [8,9]. Pointing out only a few,
motion tracking may be used in control devices for Human-Computer Interac-
tion, surveillance systems detecting unusual behaviors, dancing or martial arts
training assistants, support systems for medical diagnosis.

During last years, a lot of effort has been put in solving the human motion
tracking issue. However, excluding some minor cases, the problem is still open.
There are several reasons worth mentioning that make the issue very difficult.
First, there is a huge variety of different images corresponding to the same pose
that may be obtained. This is caused by variability in human wear and ap-
pearance, changes in lighting conditions, camera noise, etc. Second, image lacks
of depth information which makes impossible to obtain three-dimensional pose
from two-dimensional images. Moreover, one has to handle different types of oc-
clusions including self-occlusions and occlusions caused by external environment.
Finally, efficient exploration of the space of all possible human poses is trouble-
some because of high-dimensionality of the space and its non-trivial constraints.
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To date, however, several conceptually different approaches have been pro-
posed to address the human motion tracking problem. They can be roughly
divided into two groups. In the first one, discriminative methods are used to
model directly the probability distribution over poses conditioned on the image
evidence, see [1,3,7]. On the contrary, in the second group a generative approach
is used to model separately the prior distribution over poses and the likelihood
of how well a given pose fits to the current image. Pure generative modeling as-
sumes that one tries to model the true pose space as accurately as it is possible
and uses Bayesian inference to estimate current pose, see [2,6,11,13,14]. Recent
studies show that using more flexible models, i.e., part-based models and search-
ing maximum a posteriori estimate (MAP) give very promising results, see [15].
However, these approaches are mainly applied to 2D pose estimation problems.

The contribution of the paper is threefold:

1. A general framework for human motion tracking using generative modeling
and hidden low-dimensional manifold is proposed.

2. A particle filter regularized using low-dimensional manifold is introduced.
Further, we refer to this particle filter as Manifold Regularized Particle Filter
(MRPF).

3. A dynamics model using Gaussian process latent variable model (GPLVM)
and low-dimensional manifold is presented.

Empirical results are evaluated on benchmark dataset HumanEva, see [11] for
details.

The paper is organized as follows. In Section 2 the problem of the human
motion tracking is outlined. First, the problem of pose estimation is given in
section 2.1 and then the human motion tracking problem is stated in section 2.2.
Next, the likelihood function is formulated in section 4. In Section 3 the particle
filter with low-dimensional manifold is proposed. The model of dynamics with
low-dimensional manifold is presented in section 5. At the end, the empirical
study is carried out in section 6 and conclusions are drawn in section 7.

2 Human Motion Tracking

In this paper, we assume that a human body is represented by a set of articu-
lately connected rigid parts. Each connection between two neighboring elements
characterize a joint and can be described by up to three degrees of freedom, de-
pending on movability of the joint. All connected parts form a kinematic tree with
the root typically associated with the pelvis. A common representation of the
state of the kth joint uses Euler angles which describe relative rotation between
neighboring parts in the kinematic tree. However, we prefer to use quaternions
because they can be compared using the Euclidean metric. In case of angles of
rotation of the parts in the kinematic tree in the range between 0 and π we can
take advantage of an approximation of quaternions (for details see [12]).

The set of quaternions for all K joints together with the global position and
orientation of the kinematic tree in 3D constitutes the minimal set of variables
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that are used to describe the current state of the human body, which is denoted
by x. It is worth mentioning that x is usually around 40-50 dimensions, which is
one of the fundamental reasons that makes the human motion tracking a difficult
problem.

We assume that there are several synchronized cameras which provides video
images of a human body from different perspectives. The cameras should be
located so that to contribute as much information about the body as possible,
i.e., they should register different parts of a scene. Let I denote a set of all
available images from all cameras at current moment. Hence, we want to infer
the human body configuration x basing on I.

In next sections, first we formulate pose estimation problem and then state
the human motion tracking problem.

2.1 Pose Estimation Problem Statement

The goal of the pose estimation issue is to find a human pose estimate x̂ in every
video frame, basing on all available images I. Since this is a typical multivariate
regression problem and the optimal solution (in the sense of decision making),
that is, x̂ = E[x|I].

The key issue is to model properly the true distribution p(x|I). It can be
accomplished using discriminative models, i.e., explicit modeling of p(x|I), or
generative models by applying Bayes’ rule, p(x|I) ∝ p(I|x)p(x), and then mod-
eling p(I|x) and p(x) separately. In this paper, we focus on the second approach.

2.2 Human Motion Tracking Problem Statement

Now let us extend the problem of the pose estimation to tracking the whole
sequence of states x1:T = {x1, . . . ,xT }, also called a trajectory. Additionally,
we need to maintain the sequence of images I1:T = {I1, . . . , IT }. The sequence
of video frames corresponds to images achieved from all cameras in consecutive
moments 1, . . . , T .

It is a fact that the high-dimensional pose space consists of human body
configurations and most of them are unrealistic. Additionally, during specific
motions (e.g. walking or running) all state variables exhibit strong correlations
which depends on the current pose. These two remarks yields a corollary that
the real trajectories of motion form a low-dimensional manifold.

We assume that any state x corresponds to a point on a low-dimensional
manifold z. Hence, the trajectories of human motion formulate a pattern which
locally oscillates around the low-dimensional manifold. Further, we are inter-
ested in representing the joint probability distribution p(x1:T , z1:T , I1:T ). The
manner how it is factorized is graphically presented by the probabilistic graph-
ical model in Figure 1. Notice that the current state xt influences future state
and future point on the manifold zt+1 which in turn impacts xt+1. In the liter-
ature, several similar models have been proposed, e.g., in [16] a model assumes
that the temporal dependence exists between low-dimensional variables only, in
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Fig. 1. Probabilistic graphical model with a low-dimensional manifold represented by
variables z

[13] a conditional Restricted Boltzmann Machine is used to represent informa-
tion about the low-dimensional manifold which leads to undirected dependence
between x and z.

We are interested in calculating the a posteriori probability distribution for xt

given images I1:t by marginalizing p(x1:t, z1:t|I1:t) over all state variables x1:t−1

and hidden variables z1:t which yields:

p(xt|I1:t) = p(It|xt)

p(It|I1:t−1)

∫∫
p(zt|xt−1)p(xt|xt−1, zt)p(xt−1|I1:t−1)dxt−1dzt,

(1)
where p(It|I1:t−1) is the normalization constant.

We have obtained a filtering procedure which includes information about the
low-dimensional manifold. Further, we need to determine the following aspects:

– an algorithm which allows to perform the filtering procedure (1);
– the likelihood function p(It|xt);
– models of dynamics: p(xt|xt−1, zt) and p(zt|xt−1).

3 Manifold Regularized Particle Filter

In the context of the human motion tracking the filtering procedure is intractable
and hence an approximation of (1) should be applied. Typically, a sampling
method like a particle filter technique is applied. However, the main disadvantage
of the particle filter is that it needs to generate a huge amount of particles in
order to cover a high-dimensional state space. Otherwise, it fails to approximate
true distribution. In order to cover the highly probable areas in the pose space
only, an extension of the particle filter technique, called Annealed Particle Filter
(APF), has been proposed [2]. However, this method tends to be trapped in one
or a few dominating extrema. Therefore, in the context of the human motion
tracking, it is non-robust to noisy likelihood model and thus fails to track the
proper trajectory.
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In this paper, we propose a different approach which modifies the particle
filter by introducing a regularization in a form of the low-dimensional manifold.
This filtering procedure operates in the neighborhood of the low-dimensional
space where the true poses are concentrated, and thus it guarantees that highly
probable regions are covered and the particles are distributed around different
local extrema.

First, let us remind that we want to calculate p(xt|I1:t). If we were able to
sample from p(xt|I1:t−1), it would be possible to approximate (1), concentrated
on points x

(1)
t , . . . ,x

(N)
t ∼ p(xt|I1:t−1):

p(xt|I1:t) ≈
N∑

n=1

π(x
(n)
t )δ(xt − x

(n)
t ), (2)

where π(x(n)
t ) is a normalized form of a single score calculated using the following

expression π̃(x(n)
t ) = p(It|x(n)

t ).
Usually, it is troublesome to generate xt for given xt−1 and zt using the

distribution p(xt|xt−1, zt) and thus we will introduce an auxiliary distribution
q(xt|xt−1). Then, taking advantage of dependencies defined by the probabilistic
graphical model in Figure 1, we get:

p(xt,xt−1, zt|I1:t−1) =
1

Z
ω̃(xt,xt−1, zt)Q(xt,xt−1, zt|I1:t−1), (3)

where ω̃ are weights:

ω̃(xt,xt−1, zt) =
p(xt|xt−1, zt)

q(xt|xt−1)
(4)

and Q is an auxiliary joint distribution:

Q(xt,xt−1, zt|I1:t−1) = q(xt|xt−1)p(zt|xt−1)p(xt−1|I1:t−1), (5)

and Z is a normalization constant.
Eventually, we can approximate the a posteriori distribution (1) using the

following formula:

p(xt|I1:t) ≈
N∑

n=1

ω(x
(n)
t ,x

(n)
t−1, z

(n)
t )δ(xt − x

(n)
t ), (6)

where the normalized weights are defined as follows:

ω(x
(n)
t ,x

(n)
t−1, z

(n)
t ) =

π̃(x
(n)
t )ω̃(x

(n)
t ,x

(n)
t−1, z

(n)
t )∑N

j=1 π̃(x
(j)
t )ω̃(x

(j)
t ,x

(j)
t−1, z

(j)
t )

. (7)

Notice that we introduce the low-dimensional manifold in the manner that the
particles are weighted by ω. The procedure of MRPF is presented in Algorithm
1.
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Algorithm 1. Manifold Regularized Particle Filter
Input : initial state x0, sequence of images I1:T

Output: sequence of state estimates x̂1:T

1 Duplicate the initial state x0 and formulate a set: X 0 = {x(1)
0 , . . . ,x

(N)
0 } ;

2 for t = 1 : T do
3 Generate a sample Zt = {z(1)t , . . . , z

(N)
t } using z

(n)
t ∼ p(zt|x(n)

t−1);
4 Generate a sample Xt = {x(1)

t , . . . ,x
(N)
t } using x

(n)
t ∼ q(xt|x(n)

t−1);
5 Calculate π̃(x

(n)
t ) using the likelihood model p(It|xt) ;

6 Calculate ω̃(x
(n)
t ,x

(n)
t−1, z

(n)
t ) using (4);

7 Normalize the weights ω(x
(n)
t ,x

(n)
t−1, z

(n)
t ) using (7);

8 Calculate the estimate of the state variables
x̂t =

∑N
n=1 ω(x

(n)
t ,x

(n)
t−1, z

(n)
t )x

(n)
t ;

9 Generate a sample X t = {x(1)
t , . . . ,x

(N)
t } using approximation (6);

10 end

4 Likelihood Function

The likelihood function p(It|xt) aims at evaluating the given human body con-
figuration xt corresponds to the set of images It. We compare images which con-
tain a human body model projected onto camera views with binary silhouettes
obtained from background subtraction procedure, by calculating the difference
between them. This model is called bidirectional silhouette likelihood [11].

5 Dynamics Model Using Low-Dimensional Manifold

The simplest model used for modeling the dynamics of the pose x is a Gaussian
diffusion, i.e., new state is the old state disturbed by an independent Gaussian
noise. However, this model turns to be too simplistic in the context of the human
motion tracking. Therefore, we propose to model the dynamics of the pose using
low-dimensional manifold and a nonlinear dependency. First, we need to learn the
low-dimensional manifold. Second, a model for dynamics on the low-dimensional
manifold has to be proposed, p(zt|xt−1). Third, the model of dynamics in the
pose space with the low-dimensional manifold should be given, p(xt|xt−1, zt).

5.1 Learning the Low-Dimensional Manifold

For learning the low-dimensional manifold we apply the Gaussian Process La-
tent Variable Model (GPLVM) [4]. The GPLVM model constitutes a non-linear
dependency between the pose and the low-dimensional manifold as follows:
x = f(z) + ε, where ith function is a realization of the Gaussian process [10],
fi ∼ GP(f |0, k(z, z′)), where k is a kernel function, and ε ∼ N (ε|0, σ2zI), where
σ2z is variance, and I denotes the identity matrix. In this paper, we use the RBF
kernel, k(z, z′) = β exp

(− γz

2 ‖z− z′‖2)+ β0.
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We are interested in finding a matrix of low-dimensional variables correspond-
ing to observed poses, i.e., a matrix Z for observed poses X. Additionally, we
want to determine the mapping between the manifold and the high-dimensional
space by learning parameters β, β0 and γz , and σ2z . The training corresponds to
finding the parameters and points on the manifold that maximize the logarithm
of the likelihood function in the following form:

ln p(X|Z) = ln

D∏
i=1

N (X:,i|0,K+ σ2zIT×T )

= −DT
2

ln(2π)− D
2
ln |K| − 1

2
tr(XTK

−1
X), (8)

where X:,i denotes ith column of the matrix X, | · | and tr(·) are matrix deter-
minant and trace, respectively, K = K + σ2zIT×T , and K = [knm] is the kernel
matrix with elements knm = k(zn, zm).

Let us notice that solutions of the maximization zt and γz can be arbitrarily
re-scaled, thus there are many equivalent solutions. In order to avoid this issue we
introduce a regularizer 1

2‖Z‖2F , where ‖ · ‖F is the Frobenius norm, and the final
objective function takes the form L(Z) = ln p(X|Z) − 1

2‖Z‖2F . The objective
function can be optimized using standard numerical optimization algorithms,
e.g., scaled conjugate gradient method. Additionally, the objective function is
not concave and hence have multiple local maxima. Therefore, it is important to
initialize the numerical algorithm properly, e.g., by using principal component
analysis.

The kernel function used to determine the covariance function takes high
values for points zn and zm that are close to each other, i.e., they are similar.
Moreover, because the points on the manifold are similar, the original poses xn

and xm are similar as well. However, the situation does not hold in the opposite
direction. This issue is undesirable in the proposed filtering procedure 1 because
the distribution p(zt|xt−1) is multi-modal and thus hard to determine. However,
this effect can be decreased by introducing back constraints which leads to Back-
Constrained GPLVM (BC-GPLVM) [5].

The idea behind BC-GPLVM is to define z as a smooth mapping of x,
z = g(x). For example, this mapping can be given in the linear form, i.e.,
gi(x) =

∑T
t=1 atikx(x,xt) + bi, where gi denotes iit component of z, ati, bi

are parameters, and kx(x,x′) = exp
(− γx

2 ‖x− x′‖2) is the kernel function in
the high-dimensional space of poses. We can incorporate the mapping into the
objective function, i.e., zin = gi(xn), and then optimize w.r.t. ati and bi instead
of zin. The application of back constrains entails closeness of low-dimensional
points zt if high-dimensional points xt are similar.

The big advantage of Gaussian processes is tractability of calculating the
predictive distribution for new pose xp and its low-dimensional representation
zp. The corresponding kernel matrix is as follows:[

K k

k
T
kz(zp, zp)

]
, (9)
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and finally the predictive distribution [10]:

p(xp|zp,X,Z) = N (xp|μp, σ
2
pID×D), (10)

where:

μp = XTK
−1

k, (11)

σ2p = kz(zp, zp)− k
T
K

−1
k. (12)

5.2 Dynamics on the Manifold

Idea of the model p(zt|xt−1) is to predict new position on the manifold basing
on the previous pose. Therefore, we need a mapping which allows to transform
a high-dimensional representation to a low-dimensional one. For this purpose
we apply the back constraints. Adding Gaussian noise with the covariance ma-
trix diag(σ2

x→z) to the back constraints, we obtain the following model of the
dynamics on the manifold:

p(zt|xt−1) = N (zt|g(xt−1), diag(σ
2
x→z)). (13)

5.3 Dynamics in the Pose Space with the Low-Dimensional
Manifold

The model p(xt|xt−1, zt) determines the probability of the current pose basing
on the previous pose and the current point on the low-dimensional manifold. A
reasonable assumption is that the model factorizes into two components, namely,
one concerning only previous pose, and second – the low-dimensional manifold.
This factorization follows from the fact that these two quantities belong to two
different spaces and thus are hard to compare quantitatively. Then, the model
of dynamics takes the following form:

p(xt|xt−1, zt) ∝ p(xt|xt−1)p(xt|zt). (14)

The first component is expressed as a normal distribution with the diagonal
covariance matrix diag(σ2

x→x):

p(xt|xt−1) = N (xt|xt−1, diag(σ
2
x→x)). (15)

The second component is constructed using the mean of the predictive distri-
bution (11) and is disturbed by a Gaussian noise with the diagonal covariance
matrix diag(σ2

z→x) which leads to the following model:

p(xt|zt) = N (xt|XTK
−1

k, diag(σ2
z→x)). (16)

It is important to highlight that the training of the parameters diag(σ2
z→x) has

to be performed using a separate validation set which contains data. Otherwise,
using the same training set as for determining Z leads to underestimation of the
parameters.
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5.4 Dynamics Models and the Filtering Procedure

At the end, let us consider the application of the particle filter proposed earlier
(see Algorithm 1) in the context of the outlined models of dynamics. First, we
need to propose the auxiliary distribution q(xt|xt−1). In our case it is given in
the form (15), i.e., q(xt|xt−1) = N (xt|xt−1, diag(σ

2
x→x)). Then, the weights ω̃

are given in the form (16), i.e., ω̃(xt,xt−1, zt) = N (xt|XTK
−1

k, diag(σ2
z→x)).

6 Empirical Study

The aim of the experiment is to compare the proposed approach using MRPF
with methods using the ordinary particle filter (PF) and the annealed particle fil-
ter (APF). In both methods Gaussian diffusion as dynamics model was applied.
The performance evaluation is measured using real-life benchmark dataset Hu-
manEva [11]. The motion sequence is synchronized with measurements from the
MOCAP system and thus it is possible to evaluate the difference between the
true values of pose configuration with the estimated ones using the following
equation (w(·) ∈ W denotes M points on a body for given state variables):
err(x̂1:T ) =

1
TM

∑T
t=1

∑
w∈W ‖w(xt)−w(x̂t)‖. The obtained value of the error

err(x̂1:T ) is expressed in millimeters.
In the experiment we used two motion types, namely, walking and jogging,

performed by three different persons, i.e., S1, S2, S3, which results in six various
sequences. In each sequence we used 350 and 300 frames from different training
trials for training and validation sets, respectively. Only the sequence S1-Jog
contained 200 and 200 frames in training and validation sets, respectively. For
testing we utilized first 200 frames from validation trial.

In the empirical study we used the following number of particles: (i) MRPF
with 500 particles, (ii) PF with 500 particles, and (iii) APF with 5 annealing lay-
ers with 100 particles each. The low-dimensional manifold had 2 dimensions. All
parameters (except γx = 10−4) were set according to the optimization process.
The methods were initiated 5 times.

Results and Discussion. The averaged results obtained within the experiment
are gathered in Table 1. The results show that the proposed approach with
MRPF gave the best results except the sequence S1-Jog for which PF was slightly
better. It is probably caused by the low-quality of this sequence which resulted
in shorter training and validation sets. Because of this fact the manifold was not
fully discovered.

The worst performance was obtained by the APF. The explanation for such
result can be given as follows. First, the likelihood model used in the experiment
is highly noised by the low quality of the silhouettes achieved in the background
subtraction process. The noise in the likelihood model leads to displacement
of extrema and thus wrong tracking. Second, the number of particles can be
insufficient.
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Table 1. The motion tracking errors err(x̂1:T ) (in millimeters) for all methods are
expressed as an average and a standard deviation (in brackets). The best results are in
bold.

Sequence APF SIR MRPF
S1-Walk 107(31) 82(18) 69(7)
S1-Jog 111(17) 81(4) 82(8)

S2-Walk 106(16) 95(7) 86(12)
S2-Jog 121(9) 106(13) 94(8)

S3-Walk 114(27) 88(13) 79(10)
S3-Jog 111(27) 117(29) 70(8)

In the summary, the manifold regularized particle filter seems to correctly
follow the trajectory on the low-dimensional manifold. In other words, the prior
knowledge about the low-dimensional manifold of the human pose configuration
in motion is properly introduced. Additionally, MRPF obtained not only lower
average error but also lower standard deviation in comparison to PF and APF.
This result allows to presume that MRPF is more stable. However, in order to
resolve this issue conclusively more experiments are needed.

7 Conclusions

In this paper, a fully Bayesian approach to the articulated human motion track-
ing was proposed. The modification of the particle filter technique is based on
introducing low-dimensional manifold as a regularizer which incorporates prior
knowledge about the specificity of human motion. The application of the low-
dimensional manifold allows to restrict the space of possible pose configurations.
The idea is based on the application of GPLVM with back constraints. At the
end of the paper, the experiment was carried out using the real-life benchmark
dataset HumanEva. The proposed approach was compared with two particle fil-
ters, namely, PF and APF, and the obtained results showed that it outperformed
both of them.
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Abstract. In this paper, a new computational model of associative
learning is proposed, which is based on the Ising model. Application of
the stochastic gradient descent algorithm to the proposed model yields
an on-line learning rule. Next, it is shown that the obtained new learning
rule generalizes two well-known learning rules, i.e., the Hebbian rule and
the Oja’s rule. Later, the fashion of incorporating the cognitive account
into the obtained associative learning rule is proposed. At the end of the
paper, experiments were carried out for testing the backward blocking
and the reduced overshadowing and blocking phenomena. The obtained
results are discussed and conclusions are drawn.

Keywords: associative learning, Ising model, energy-based model, Heb-
bian rule, Oja’s rule, Rescorla-Wagner model, backward blocking, re-
duced overshadowing.

1 Introduction

Understanding animal or human learning process remains the most intriguing
question in psychology, artificial intelligence, and cognitive science [13,19]. There
are different approaches to understand learning processes. According to the
Marr’s tri-level hypothesis [11], the learning process can be considered at the
representational level, i.e., by studying neurobiological properties of the brain
[2], or at the algorithmic level, for example, by investigating how many infor-
mation humans can process [6], or at the computational level which aims at
describing what information are processed and what abstract representation has
to be used in order to solve the learning problem [22]. In this work, we focus on
modelling learning process at the computational level.

In the literature, two prominent types of accounts have been offered to explain
the learning process phenomenon at the computational level [19,20], namely,
associative (contingency) perspective, and cognitive (inferential, propositional)
perspective. The first one tries to explain learning process as an unconscious pro-
cess in which associations are built between cues (stimuli) and outcome (target)
[5,18]. There are different models which are based on the associative account,
e.g., classical Hebbian rule [7] and Rescorla-Wagner model [18], and more re-
cent probabilistic models which use Kalman filter [5,9] or noisy logic gate [9].
In the second approach it is claimed that an explicit reasoning process leads to
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inferences about causal relations between stimuli and target [15]. Recently, there
were a series of probabilistic models in which the human inference is explained
in terms of Bayesian learning paradigm [22].

In this paper, we concentrate on the associative account (an unaware learning
phase) and try to combine it with the cognitive perspective (an aware learning
phase). Such approach seems to be a reasonable direction because recent studies
show that both types of learning processes co-exist [20]. Our model of associative
learning is based on the Ising model [4,12]. The Ising model, originally developed
in the statistical physics, is an energy-based model which associates an energy
(a real value) with a system’s state. This model has been successfully applied
to many real-life problems, e.g., image de-noising [3], opinion evolution in closed
community (also known as Sznajd model) [21], or biophysical dynamics mod-
elling [10]. Moreover, the Ising model is a starting point in many models used in
the field of machine learning, e.g., Hopfield networks [8] or Boltzmann machines
[1].

The contribution of the paper is threefold:

1. A new computational model for associative learning basing on the Ising
model is proposed. The model leads to an on-line learning rule which gener-
alizes the well-known Hebbian rule and Oja’s rule.

2. The proposed approach is qualitatively evaluated on benchmark experi-
ments, namely, backward blocking and reduced overshadowing and blocking.

3. A fashion of incorporating cognitive perspective into the associative learning
rule is outlined.

The paper is organized as follows. In Section 2 first the problem of associa-
tive learning is stated, and then the classical Rescorla-Wagner model is given
(Section 2.1), and the proposed model is described (Section 2.2). Additionally,
the generalizations of the well-known learning rules are derived. In Section 3 the
experiments are carried out: backward blocking (Section 3.1), and reduced over-
shadowing and blocking (Section 3.2). Next, the results are discussed in Section
3.3. At the end, the conclusions are drawn in Section 4.

2 Associative Learning

The aim of a learning process is to find a dependency between cues (stimuli) and
outcomes (responses or targets). The associative account for learning focuses on
analysing links strengthening between stimuli and responses. In other words, it
is the study of how animals or humans learn predictive relationships.

We distinguish a vector of D cues, x ∈ {0, 1}D, and a single outcome, t ∈
{−1, 1}.1 If the dth cue is present, we write xd = 1, and xd = 0 – otherwise.
Additionally, we denote learner’s knowledge about the associative strength be-
tween dth cue and the outcome as wd. Hence, we have a vector of D associative
weights, w ∈ RD.
1 In this paper, we decided on coding the outcome using −1 and +1 because we want

to differentiate the negative and positive responses, respectively.
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The goal of the associative learning is to determine the weights values for
given N observations, D = {(xn, tn)}Nn=1. Positive values of weights represent
strong relationship while negative values of weights – weak or none influence of
cues on the outcome.

In further considerations we assume a model in which the outcome is a
weighted sum of the cue activations:

y(x;w) = w�x. (1)

The meaning of the model is straightforward – each cue contributes to the out-
come with its associative strength.

2.1 Classical Approach – Rescorla-Wagner Model

In the classical approach to the associative learning one aims at minimizing the
error between the true target value and the predicted one, which is a function
in the following form:

E(w) =
N∑

n=1

En(w), (2)

where
En(w) =

(
tn − y(xn;w)

)2
.

In general, the stochastic (on-line) gradient descent (SGD) takes the following
form (η > 0 – learning parameter, ∇w – gradient operator over w):

w := w − η∇wEn(w), (3)

Applying SGD to the error function (2) yields the following learning rule:

w := w + η(tn −w�xn)xn, (4)

which is known as Rescorla-Wagner model in the psychology domain [14,18].

2.2 Our Approach – Ising-Like Model

The Energy Function. In this paper, we propose a model which is driven by
other motivation than simple error minimization approach. We want to associate
an energy (a real value) with current learner’s knowledge (state), i.e., weights’
values, by proposing an energy function. We formulate the energy function as
follows.

We know that there must be a strong correlation between the true outcome t
and the model y(x;w). This dependency can be captured by the form −cw�xt,
where c > 0. This has the desired effect of giving lower energy if y(x;w) and t
have the same signs and higher energy – otherwise.

Additionally, we want to favour neighbouring cues to have the same signs,
i.e., either both positive or both negative. We can do that by introducing a
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neighbourhood matrix V ∈ {0, 1}D×D which determines the connections among
cues. Thus, the energy associated with stimuli can be calculated using −bw�Vw,
where b ∈ R. Moreover, we can bias cues towards particular signs, i.e, positive
(cues are present) or negative (cues are absent). This is equivalent to adding an
extra term −hw, where h ∈ R.

Finally, we get the energy function in the following form:

E(w) = −hw− bw�Vw − cw�xt. (5)

This is a modification of the Ising model [4,12], which has been widely studied in
the statistical physics domain. The parameters h and b have certain interpreta-
tions in physics,2 namely, h corresponds to the presence of an external magnetic
field, b is the coupling between spins. The last parameter c was not introduced
in the original Ising model for magnetic systems and thus has no clear inter-
pretation. However, in our application it determines the correlation between the
model and the outcome.

Learning Rule. Similarly to the Rescorla-Wagner model, in order to obtain the
learning rule we want to apply SGD but to the energy function (5). Therefore,
we need to calculate the gradient:3

∇wE(w) = −h− b(V +V�)w − cxt. (6)

Finally, we get the following learning rule:

w := w+ η(h+ b(V +V�)w + cxt) (7)

Let us notice that the learning rule (7) is a generalization of two well-known
learning rules. First, for h = 0 b = 0, and c = 1 we get:

w := w + ηxt, (8)

which is known as Hebbian rule [7].
Second, for h = 0, b = −0.5, c = 1, and for the neighbourhood matrix V = I,

where I is an identity matrix, we get:4

w := w + η(xt−w), (9)

which is known as Oja’s rule [16].
2 Originally, the Ising model has been proposed to investigate properties of idealized

magnetic systems. In the Ising model there is a lattice of spins which can take only
two values −1 and +1. Here, we talk about associative weights which are real-valued.

3 We use the following property (equation (81) on page 11 in [17]):

∂x�Bx

∂x
= (B+B�)x.

4 In fact, in order to obtain the original Oja’s rule we should write

w := w + ηt(x−wt)

but since t ∈ {−1, 1}, and thus t2 = 1, we omit writing t2 in the final equation.
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Combining Associative and Cognitive Approaches. In recent studies it
has been suggested that associative and cognitive accounts should be combined
rather than considered apart [20]. In this paper, we focus on associative learn-
ing but here we point out a possible direction of how to incorporate cognitive
perspective into the associative one.

We introduce a new concept which we call surprise factor, and define it as an
absolute difference between the true target and the model’s outcome:

s = |t−w�x|. (10)

The surprise factor represents the inferential account of a new observation, i.e.,
the bigger predictive mistake learner makes, the bigger influence should have the
observation on the learner. In other words, if the target and the model’s outcome
are different, the surprise factor reflects the surprise level of the learner about
the considered observation.

The proposed quantity can be used to modify the learning rule by changing
the learning rate, i.e., η(s) = η/s. In case of observations which are correctly
predicted, the learner is not surprised by data and thus makes small contribution
to her knowledge. Here we see that the learner has to perform simple cognitive
process represented by calculating the surprise factor and then apply the typical
associative learning rule with the modified learning rate.

The surprise factor is a simple representation of a cognitive process but we can
think of more sophisticated ones. For example, we can try to propose a model of
searching in the memory for similar instances and then modify the learning rate.
In general, we can formulate an inferential model of the cognitive process which
reflects influence of awareness on animal or human perception of the world.

3 Experiments

In the psychology domain there were series of designed experiments which served
as benchmark test-cases in evaluating and understanding animal or human learn-
ing process [19]. There are two typical experiments which are used in a qualitative
comparison of computational models of learning, namely, backward blocking [9]
and reduced overshadowing and blocking [9,15].

In the following sections the proposed approaches (with parameters: h =
−0.05, b = −0.2, c = 1, η = 0.1, and the neighbourhood matrix V – an upper
triangular matrix of ones), that is,

– without cognitive account (in the experiment called Our model);
– with the cognitive account ((in the experiment called Our model + cogni-

tion),

are compared with the classical learning models (with learning rate equal η =
0.1):

– the Rescorla-Wagner model;
– Hebbian rule;
– Oja’s rule.
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Table 1. Structure of the learning process for the backward blocking experiment

Stage Frequency x1 x2 t

I 10 1 1 1
II 10 1 0 1

The parameters are set arbitrarily. We will not discuss the parameters’ influ-
ence on the model’s performance. We leave this issue for further research.

3.1 Backward Blocking

In the backward blocking experiment there are two stimuli, x ∈ {0, 1}2, and
one outcome, t ∈ {−1, 1}. The learning process consists of two training stages
(see Table 1). The first phase of training comprises of 10 observations in which
both cues occur with the positive outcome. The second stage of training has 10
trials in which only x1 occurs along with the positive response. The observed
phenomenon is that when x2 is tested by itself at the end of the second stage it
evokes lower associative strength than at the end of the first phase.

The results obtained for the proposed approaches and the three classical learn-
ing models are presented in the Figure 1. The associative weights’ values are
given for learning stage I and II (the learning stage number is denoted in the
brackets).

3.2 Reduced Overshadowing and Blocking

In the reduced overshadowing with blocking experiment there are four stimuli,
x ∈ {0, 1}4, and one outcome, t ∈ {−1, 1}. The learning process consists of
two training stages (see Table 2). The first phase of training comprises of 6
observations in which only x1 occurs with the positive outcome and then 6
observations in which x3 occurs with the negative outcome. The second stage
of training has 6 observations in which x1 and x2 occur along with the positive
response and next 6 observations in which x3 and x4 occur with the positive
response. The observed phenomenon is that first x3 entails no outcome and thus
it reduces overshadowing when x3 occurs together with x4. Additionally, at the
end of the learning process the associative strength of x2 should be less than x4
because the x2 is blocked by x1.

Table 2. Structure of the learning process for the reduced overshadowing and blocking
experiment

Stage Frequency x1 x2 x3 x4 t

Ia 6 1 0 0 0 1
Ib 6 0 0 1 0 -1
IIa 6 1 1 0 0 1
IIb 6 0 0 1 1 1
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The results obtained for the proposed approaches and the three classical learn-
ing models are presented in the Figure 2. The associative weights’ values are
given for learning stage Ia, Ib and IIa, IIb (the learning stage number is denoted
in the brackets).
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Fig. 1. Summary performance comparison of all considered in the paper learning rules
in the backward blocking experiment
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Fig. 2. Summary performance comparison of all considered in the paper learning rules
in the reduced overshadowing and blocking experiment

3.3 Discussion

In the first experiment, the obtained results (see Figure 1) show that the Rescorla-
Wagner model does not exhibit backward blocking which is a known fact [14].
Similarly, the Hebbian rule simply leads to accumulating the number of co-
occurrences of cues and thus it is insensitive to the backward blocking phe-
nomenon. On the other hand, the Oja’s rule and both of our proposed models
are able to model the backward blocking. This result indicates the importance
of introducing w�Vw. In fact, this part of the energy function plays a role of a
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regularizer if we notice that w�Vw = ‖w‖2V. 5 In other words, it tries to pull
all weights’ values towards zeros and therefore the Oja’s rule and our approaches
exhibit backward blocking.

In the second experiment, the obtained results (see Figure 2) are quite sur-
prising. The Rescorla-Wagner model exhibit both reduced overshadowing and
blocking. However, our proposition without and with cognition shows more ev-
idently these both phenomena. It is important that our model indicates strong
associative weights for cues 1, 2, and 4, and zero or strong negative (for our
proposition with cognition) association for cue 3. At the end, let us notice that
Hebbian rule failed completely. The Oja’s rule performed better but it put too
much weight on last observations and thus the cue 3 and cue 4 have too strong
associative strengths.

4 Conclusions

In this paper, the new computational model of associative learning was pro-
posed. It is based on the Ising model which has been successfully applied in the
statistical physics [12] and other domains [3,10,21]. It was shown that the ob-
tained new learning rule (7) generalizes the Hebbian rule (8) and the Oja’s rule
(9). Next, the fashion of incorporating the cognitive account into the obtained
associative learning rule is proposed. Possibly, this indicates a new direction for
future research. At the end of the paper, experiments were carried out for testing
the backward blocking and the reduced overshadowing and blocking phenomena.
The obtained results have revealed the supremacy of our model over the classical
approaches to the associative learning.

In the ongoing research we develop the probabilistic approach to the pre-
sented problem, i.e., application of Boltzmann machine [1]. In this paper, we
have pointed out the possibility of combining associative and cognitive accounts.
Considering the experimental results this idea seems to be an interesting direc-
tion for further investigations. Additionally, we have assumed an arbitrary values
of parameters of the model. The parameters’ values should be fitted to individ-
uals basing on real data. However, we leave investigating this aspect as future
research.
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Abstract. In this paper we propose a novel combined approach to
solve the imbalanced data issue in the application to the problem of
the post-operative life expectancy prediction for the lung cancer pa-
tients. This solution makes use of undersampling techniques together
with cost-sensitive SVM (Support Vector Machines). First, we eliminate
non-informative examples by applying Tomek links together with one-
sided selection. Second, we take advantage of using cost-sensitive SVM
with penalty costs calculated respecting cardinalities of minority and
majority examples. We evaluate the presented solution by comparing
the performance of our method with SVM-based approaches that deal
with uneven data. The experimental evaluation was performed on real-
life data from the postoperative risk management domain.

1 Introduction

The problem of imbalanced data is widely observed in the classification domain
when cardinalities of examples in the training set are significantly different. This
phenomenon is mainly observed in the binary classification problems where we
can distinguish minority and majority class [10]. The minority examples (as-
sumed to be positives) are the rarely observed instances which are often much
more significant in the context of a decision problem than the majority observa-
tions (negatives) that dominate the training data.

The imbalanced data has an impact on the training process in which the
constructed classifier is biased toward majority class. In practice, despite high
accuracy achieved by the classifier, this decision model is ineffective in detect-
ing minority examples. In the extreme cases the trained classifier imitates Zero
Rule method which assigns only majority class, independently on the vector of
features.

Typical training methods used to train the classifiers fail in constructing de-
cision models from imbalanced data. For instance, applying methods for con-
structing decision trees is not recommended because of the pruning mechanism
which eliminates the weakly supported components of the tree associates with
the minority class. Statistical approaches, like Naive Bayes method, have ten-
dency to classify examples to the majority class because of the biased a priori
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estimator. Using a typical SVM (Support Vector Machines) model on hardly
separable, imbalanced data may lead in shifting the margin of separation toward
the minority class. Therefore, there is a need of constructing training algorithms
which deal with the problem of uneven data.

The problem of imbalanced data is present in many applications, including:
biomedical systems, financial decision making systems, supervised outlier detec-
tion and many others. In this paper we concentrate on the problem of postop-
erative life expectancy prediction, which is one of the key issues in the surgery
risk management field. We define the problem in terms of classification, where
the minority class represents the situation in which a patient died in one year
after the operation and the majority class is combined with the fact that the
person survived the given period. Due to the fact that deaths are observed rarely
comparing to survivals, the problem of constructing the classifier is the typical
problem of learning from the imbalanced data and seeks the solutions out of the
typical approaches.

To solve the stated manner for the described classification problem we pro-
pose to use cost-sensitive SVM enriched by preprocessing the methods for non-
informative examples elimination. In our approach we suggest to combine the
benefits of using so-called Tomek links together with the modified algorithm
of one sided selection to eliminate the redundant instances. Next, we present
how to modify the criterion of learning SVM by incorporating different penalty
cost values for positive and negative examples to deal with disproportions in the
training data. Finally, we compare the results gained by our approach with the
other solutions dedicated for the problem of learning from the imbalanced data
using real-life dataset from the risk management domain.

The paper is organized as follows. In Section 2 we present typical approaches
for the problem of uneven data described in literature. In Section 3 we describe
how to eliminate noise examples from the training data before constructing the
learner. Section 4 presents cost-sensitive approach for learning SVM to solve the
problem of imbalance data. The experimental results are included in Section 5.
Section 6 summarizes this work with some conclusions.

2 Related Works

The problem of imbalanced data is well-studied and many solutions have been
proposed in the literature. In general, there are three groups of approaches to
solve the problem of uneven data [8,10]:

– external methods,
– internal methods,
– cost-sensitive approaches.

The methods aggregated in the first group solve the problem of uneven data on
the preprocessing stage, independently on the training procedure. The problem of
disproportions in the training set is eliminated by generating additional artificial
examples from the minority class (oversampling), or by eliminating redundant
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observations from the majority class (undersampling). One of the most com-
monly used oversampling solutions is Synthetic Minority Over-sampling TEch-
nique (SMOTE) presented in [4]. The main idea of this method is to generate
artificial samples in the close neighbourhood of the minority examples to in-
crease the impact of positives in the training process. SMOTE is often used as a
component of more sophisticated, internal approaches. On the other hand, some
redundant examples can be eliminated to make training data more balanced.
It is usually performed by applying random undersampling, or by making use
of K − NN based approaches, like Tomek links [1,17], or one-sided selection
technique [11].

The internal approaches solve the problem of imbalanced data directly dur-
ing the training procedure. In this group we distinguish methods that combine
external approaches with the ensemble classification models. The main idea of
such solutions is to construct the base classifiers on the training set modified
using some of the external approaches. This kind of methods make use either of
bagging (QuasiBagging [2], SMOTEBagging [19]), or boosting (SMOTEBoost [3],
RAMOBoost [5], DataBoost-IM [9]). The other group of the internal approaches
makes use of granular computing techniques [16], the main idea of which is to
make knowledge-oriented decomposition of the main problem into parallel, bal-
anced sub-problems, named information granules. The other important group of
methods takes advantage of active learning solutions [7], the main idea of which
is to select the informative examples in the neighbourhood of the borderline
between two classes.

The last group of methods assigns weight values to the examples from the
training data in such way, that the minority examples become more signifi-
cant in training data than the objects from the majority class. Typical training
methods are enriched by the mechanisms that include the information about the
importance of each example in data. Such modifications are successively applied
in boosting-based approaches [15], decision trees [6], neural networks [12] and
SVM s [13,18].

3 Eliminating Redundant Examples

In this work we propose the complex approach to deal with imbalanced data in
which we can distinguish two stages:

– Preprocessing stage. At this stage we eliminate the examples from the major-
ity class by applying two techniques for clearing non-informative examples.

– Training stage. At this stage we propose to use cost-sensitive SVM with the
modified learning criterion.

In this work we recommend to use cost-sensitive approach in which the cost
values are calculated basing on the cardinalities of examples from majority and
minority classes. Such approach can be applied if the data set is composed only
of the informative examples. To solve the stated manner we propose to use two
techniques of eliminating redundant members of training set. First, we propose
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to apply Tomek links technique which aims at detecting “noise examples” from
the majority class. Secondly, we apply the one-sided selection method to keep
only examples from the majority class that are situated in the neighbourhood
of the minority class instances.

(a) Examples associated using Tomek
links (in the circles).

(b) Examples after elimination of ma-
jority examples in Tomek relation.

Fig. 1. Using Tomek links for eliminating redundant examples from majority class

Tomek link [17] is a kind of relation of two examples, xn and xm, from different
classes (yn = ym), where xn is the nearest neighbour of xm and xm is the closest
neighbour of xn. Formally, there is no such example xl, for which d(xm,xl) <
d(xm,xn), or d(xn,xl) < d(xn,xm). Distance measure d(·, ·) is compatible with
feature space considered in classification process and can be described with the
following equation:

d(xn,xm) = ||φ(xn)− φ(xm)||2 = ||φ(xn)||2 + ||φ(xm)||2 − 2φ(xn)
Tφ(xm)

= K(xn,xn) +K(xm,xm)− 2K(xn,xm), (1)

where φ(·) is transformation to space where SVM makes linear separation and
K(·, ·) is the corresponding kernel function used by the classifier. The process of
eliminating examples from the majority class is simply performed by identifying
the observations which are linked by Tomek relation (Figure 1 a)) and removing
them from the training data (Figure 1 b)).

The second step of the preprocessing procedure is related to eliminating exam-
ples using one-sided approach [11]. The procedure of removing non-informative
observations is presented by Algorithm 1. On the input we consider the dataset
SN composed of the pairs (xn, yn), where xn represents the vector of features
and yn the corresponding class label (yn = −1 if example is from minority class,
yn = +1 otherwise). In the first step we generate two data sets SN+ and SN− ,
where SN+ is composed only of the positive examples and SN− contains only the
negatives (N+ denotes total number of examples from minority class and N−
from the majority class). Further, we randomly select a positive example from
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Algorithm 1. One-sided selection algorithm.
Input : Training set SN = {(x1, y1), . . . , (xN , yN )}
Output: Training set after elimination SN2

1 SN2 ←− ∅;
2 SN+ = {(xn, yn) ∈ SN : yn = +1};
3 SN− = {(xn, yn) ∈ SN : yn = −1};
4 Select (xn,−1) randomly from SN− ;
5 SN+ ←− SN+ ∪ {(xn,−1)};
6 for (xm, ym, w

(k)
m ) ∈ SN− do

7 (xl, yl) ←− argmin
(xl,yl)∈SN+

d(xm,xl) ;

8 if yl 
= ym then
9 SN2 ←− SN2 ∪ {(xl, yl)};

10 end
11 end
12 SN2 ←− SN2 ∪ SN+ ;

SN− and insert it into SN+ . Finally, we examine each of the examples taken from
SN− and identify the closest neighbour of the instance from SN+ . If the closest
neighbour belongs to the minority class, the selected instance is inserted into
set SN+ . After examining all elements from SN− we return SN+ as the reduced
output dataset.

(a) Randomly selected example from
majority class (big circle) and instances
identified for elimination (small cir-
cles).

(b) Examples after applying under-
sampling procedure.

Fig. 2. The process of undersampling examples with one-sided method

The policy of one-sided elimination is based on the assumption that the non-
informative examples are situated so far from the borderline between two classes,
that even the randomly selected example from the majority class is situated
closer than any of the positives (Figure 2).
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4 Cost-Sensitive SVM for Imbalanced Data

The presented methods of dealing with the problem of imbalanced data on the
preprocessing stage reduce the number of redundant majority examples, but
do not solve the issue on the satisfactory level. Therefore, we propose to use
cost-sensitive SVM to solve the stated manner.

The problem of learning traditional SVM can be formulated as the optimiza-
tion task in which we minimize the following criterion: 1

Q(a) =
1

2
aTa+ C

N∑
n=1

ξn, (2)

under following conditions:

yn(a
Tφ(x) + b) ≥ 1− ξn, (3)

for n ∈ {1, . . . , N}, where a, b are the parameters of the linear classifier in the
feature space determined by φ(·), ξn is the slack variable that weakens the opti-
mization criterion by introducing the soft margin and C is penalty parameter for
non-zero ξn values. In this work we propose to use a modified criterion discussed
in [13]:

Q(a) =
1

2
aTa+ C+

∑
n+∈N+

ξkn+
+ C−

∑
n−∈N−

ξkn− , (4)

where N+ = {n ∈ {1, . . . , N} : yn = +1}, N− = {n ∈ {1, . . . , N} : yn = −1}
and C+, C− are the penalty parameters for positive and negative examples,
respectively. We propose to calculate C+ and C− using the following formulas:

C+ = C
N

2N+
, (5)

and

C− = C
N

2N−
. (6)

We make use of cardinalities of majority and minority examples to increase
the strength of penalization for incorrectly classified minority cases at the ex-
pense of majority instances. Applying data clearing technique eliminates the
non-informative examples so the proportion N+

N−
is similar to the class ratio

observed near the borderline. Additionally, the generalization of the SVM is
controlled by C parameter.

The dual form of the learning criterion is described by the equation:

QD(λ) =

N∑
n=1

λn − 1

2

N∑
j=1

N∑
i=1

λiλjyiyjK(xi,xj), (7)

1 The nominal attributes are transformed to binary features.
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where λ is the N -element vector of Lagrange’s multipliers. The problem of learn-
ing SVM in dual form is formulated as the optimization task in which we are
interested in finding the maximal value of (7) under the following conditions:

0 ≤ λn ≤ C+ n ∈ N+, (8)

0 ≤ λm ≤ C− m ∈ N−. (9)

The stated problem is identified as a convex optimization task. Due to large
number of the multipliers, various solutions are used to solve the given manner.
The most common approach is Platt’s SMO (Sequential Minimal Optimization)
[14], which optimizes only two multipliers in each iteration of the heuristic.
Classical SMO is used to solve the problem of learning balanced SVM, but
it can be easily adjusted to the imbalanced issue, by proper selection of C+ and
C− instead of C.

5 Experimental Results

In this work we consider the application of the presented approach to the problem
of the post-operative life expectancy prediction in the lung cancer patients. We
evaluate the presented approach on real-life clinical data from Thoracic Surgery
domain. The data was collected retrospectively at Wroclaw Thoracic Surgery
Centre for over 1200 consecutive patients who underwent major lung resections
for primary lung cancer in the years 2007-2011. Each of the patients is described
by the vector composed of 32 features representing his condition before, during
and after the surgery. The problem was formulated as a binary classification
task, in which the positive class represented deaths in one year after surgery (220
examples), and negative class, if the patient survived after surgery (983 cases). In
such problem formulation we identified the imbalanced data phenomenon biased
toward the negative class.

In the experiment we consider following methods to be tested for the selected
decision problem:

– SVM trained with SMO (SVM).
– SVM with SMOTE sampling technique on preprocessing stage (SMOTE

+ SVM).
– SVM with non-informative examples elimination using the procedure de-

scribed in Section 3 (NE + SVM).
– Cost-sensitive SVM for the imbalanced data presented in Section 4 (C-

SVM).
– Cost-sensitive SVM with SMOTE sampling technique on the preprocessing

stage (SMOTE + CSVM).
– Cost-sensitive SVM with the non-informative examples elimination (NE +

CSVM).
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Table 1. The confusion matrix for two-class decision problem

Classified to Classified to
positive class negative class

Is member of TP FN
positive class (True positive) (False negative)
Is member of FP TN
negative class (False positive) (True negative)

We applied 5 folds cross validation as the testing methodology. The results of
the experiment are given in Table 2. As the main criterion of evaluation we used
Gmean value, which is typically used to evaluate the methods for imbalanced
data:

GMean =
√
TPrate · TNrate, (10)

where TNrate is named specificity rate, or simply TN (ang. TN rate) and is
defined in the following way:

TNrate =
TN

TN + FP
, (11)

and TPrate is called sensitivity rate, or TP (ang. TP rate), and is given by the
equation:

TPrate =
TP

TP + FN
(12)

Values of TP (ang. true positive), FN (ang. false negative), FP (ang. false
positive), TN (ang. true negative), are components of the confusion matrix given
in Table 1).

Table 2. Results for thoracic surgery data

Method TPrate TNrate Accuracy Gmean
SVM 0.0818 0.9827 0.8180 0.2836
SMOTE + SVM 0.2182 0.8290 0.7174 0.4253
NE + SVM 0.2223 0.8281 0.7174 0.4295
C-SVM 0.5773 0.7101 0.6858 0.6402
SMOTE + C-SVM 0.2545 0.8179 0.7149 0.4563
NE + C-SVM 0.6045 0.7111 0.6916 0.6556

The lowest GMean value was achieved by SVM without any mechanisms of
dealing with the imbalanced data problem. The classifier was strongly biased
toward the majority class and successively detected only 8% of positive exam-
ples. Applying the preprocessing techniques together with SVM increased the
GMean value, but the accuracy of detecting minority examples was still on the
unsatisfactory level (21%− 23% of detected positives). Worthwhile results were
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observed, when cost-sensitive SVM was applied to the problem. Increasing the
number of positives by generating artificial examples using SMOTE decreased
the GMean value significantly. It was mainly caused by the nature of SMOTE
sampling technique which generates large set of non-informative examples. In
such situation the cardinalities of examples from majority and minority class are
comparable, while the examples cumulated near the borderline are still biased
toward majority class. On the other hand, applying the methods for detecting
non-informative examples resulted in the increase of TPrate without any loss on
TNrate. For this approach we observed the highest value of GMean criterion.
The proposed approach increased the GMean value mainly due to better esti-
mation of C+ and C− in which only informative examples from training data
were taken under consideration.

6 Conclusion

In this paper we propose the combined approach that make use of inner and outer
mechanisms of dealing with the imbalanced data in application to the problem of
the post-operative life expectancy prediction in the lung cancer patients. In this
solution we eliminate the redundant instances from the majority class to increase
the performance of cost-sensitive SVM. We presented experimental results on the
real-life dataset which confirms the high quality of the combined solution.
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Abstract. Most of regression learning methods aim to reduce various
metrics of prediction errors. However, in many real-life applications it is
prediction cost, which should be minimized as the under-prediction and
over-prediction errors have different consequences. In this paper, we show
how to extend the evolutionary algorithm (EA) for global induction of
model trees to achieve a cost-sensitive learner. We propose a new fitness
function which allows minimization of the average misprediction cost and
two specialized memetic operators that search for cost-sensitive regres-
sion models in the tree leaves. Experimental validation was performed
with bank loan charge-off forecasting data which has asymmetric costs.
Results show that Global Model Trees with the proposed extensions are
able to effectively induce cost-sensitive model trees with average mispre-
diction cost significantly lower than in popular post-hoc tuning methods.

Keywords: cost-sensitive regression, asymmetric costs, evolutionary al-
gorithms, model trees, loan charge-off forecasting.

1 Introduction

In the vast number of contemporary systems, information including business,
research and medical issues is collected and processed. In real-life data mining
problems, the traditional minimization of prediction errors may not be the most
adequate scenario. For example, in medical domain misclassifying an ill patient as
a healthy one is usually much more harmful than treating a healthy patient as an
ill one and sending him for additional examinations. In finance, investors tend to
sell winning stocks more readily than losing stocks in the sense that they realize
gains relatively more frequently than losses. The sadness that one experiences
in losing the money appears to be greater than the pleasure of gaining the same
amount of money. This strong loss aversion was explained and described in the
prospect theory by Kahneman and Tversky [14] and applied to finance practice
by Shefrin and Statman [25].
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In this paper, we want to tackle the cost-sensitive regression methods. We
focus on extending the existing EA for model tree induction to handle data
with asymmetric costs.

1.1 Background

The decision trees [22] are one of the most widely used prediction techniques.
Ease of application, fast operation and what may be the most important, effec-
tiveness of decision trees, makes them powerful and popular tool [15]. Regression
and model trees [13] may be considered as a variant of decision trees, designed to
approximate real-valued functions instead of being used for classification tasks.
The main difference between regression tree and model tree is that, in the latter,
constant value in the terminal node is replaced by a regression plane. Each leaf
of the model tree may hold a linear (or nonlinear) model whose output is the
final prediction.

Problem of learning an optimal decision tree is known to be NP-complete.
Consequently, classical decision-tree learning algorithms are built with a greedy
top-down approach [21] which usually leads to suboptimal solutions. Recently,
application of EAs [18] to the problem of decision tree induction [2] become
increasingly popular alternative. Instead of local search, EA performs a global
search in the space of candidate solutions. Trees induced with EA are usually
significantly smaller in comparison to greedy approaches and highly competitive
in terms of prediction accuracy [17,7]. On the other hand, the induction of global
regression and model trees is much slower [8]. One of the possible solutions
to speed up evolutionary approach is a combination of EAs with local search
techniques, which is known as Memetic Algorithms [12].

Cost-sensitive prediction is the term which encompasses all types of learning
where cost is considered [28,10] e.g., costs of tests (attributes), costs of instances,
costs of errors. In this paper, we only focus on asymmetric costs, which are
associated with different types of prediction errors.

The vast majority of data mining algorithms is applied only to the classifi-
cation problems [27] while cost-sensitive regression is not really studied outside
of statistic field [3]. In induction of cost-sensitive classification trees, three tech-
niques are popular:

– convert classical decision tree into cost-sensitive one, mainly by changing
the splitting criteria and/or adopting pruning techniques for incorporating
misclassification costs (e.g. [4]);

– application of EAs that induce cost-sensitive trees [16];
– application of universal methods like: cost instance-weighting [26] or post-

hoc tuning solutions e.g. MetaCost [9].

One of the earliest studies of asymmetric costs in regression was performed by
Varian [30]. Author propose LinEx loss function which is approximately linear
on one side and exponential on the other side as an alternative to popular least
squared procedures. Application of different loss functions was later extended
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[5] to LinLin (asymmetric linear) and QuadQuad (asymmetric quadratic) loss
functions. In data mining literature there are only few propositions to handle
asymmetric costs e.g. in [6] authors propose a modified back-propagation neutral
network that applies LinLin cost function.

Recently, post-hoc tuning methods for regression, analogous to ones in cost-
sensitive classification, were proposed [3]. Solutions minimize average mispre-
diction cost under an asymmetric cost structure for regular regression models
post-hoc by adjusting the prediction by a certain amount. In it’s extension [31],
application of polynomial functions as model adjustment is proposed to improve
the cost-sensitive prediction.

1.2 Motivation

Due, to the lack of cost-sensitive regression solutions in data mining literature,
one of the good alternatives are the post-hoc tuning methods [3,31]. However,
limitations of such algorithms are obvious as the tuning procedure cannot incor-
porate cost functions during model learning. In addition, when understanding
and interpretation of generated decisions/rules is crucial, such technique cannot
be applied.

In this paper, we want to show how to extend existing evolutionary induced
model trees to successfully predict under asymmetric losses. In case of evolu-
tionary induced model trees, simple modification of the fitness function, alike
for classification trees [17] is not enough, as the linear (or non-linear) models
in the leaves are usually not evolved but constructed using standard regression
techniques [1,7]. Extensions must also affect the search of cost-sensitive models
in the leaves. Full search of regression models is usually difficult for real-life, large
datasets due to the huge additional solution space to cover. Therefore, in this
paper, we propose two memetic operators that can, together with appropriate
fitness function, efficiently convert cost-neutral model trees into cost-sensitive
ones.

2 Cost-Sensitive Extensions for Evolutionary Induced
Model Trees

In this section we present a combination of evolutionary approaches with local
search techniques to achieve a cost-sensitive learner. At first, we briefly describe
evolutionary evolved model tree called Global Model Tree (GMT ) [7]. This evo-
lutionary induced model tree will serve as an example to illustrate the proposed
extensions and the fitness function to handle data with asymmetric costs.

2.1 Global Model Tree

GMT follows a typical framework of evolutionary algorithms [18] with an un-
structured population and a generational selection. Model trees are represented
in their actual form as typical univariate trees. Each test in a non-terminal node
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concerns only one attribute (nominal or continuous valued). At each leaf a multi-
variate linear model is constructed using standard regression technique [20] with
instances and attributes associated with that node.

Initial individuals are created by applying the classical top-down algorithm
[21]. Ranking linear selection [18] is used as a selection mechanism. Additionally,
in each iteration a single individual with the highest value of fitness function in
current population in copied to the next one (elitist strategy). Several variants
of cross-over and mutations were proposed [7,8] that involve:

– exchanging tests, nodes, subtrees and branches between the nodes of two
individuals;

– modifications in the tree structure (pruning the internal nodes and expanding
the leaves);

– changing tests in internal nodes and extending, simplifying, changing linear
regression models in the leaves.

The Bayesian information criterion (BIC) [23] is used as a fitness function
and its formula is given by:

FitBIC(T ) = −2 ∗ ln(L(T )) + ln(n) ∗ k(T ), (1)

where L(T ) is maximum of likelihood function of the tree T , k(T ) is the number
of model parameters and n is the number of observations. The log(likelihood)
function L(T ) is typical for regression models [11] and can be expressed as:

ln(L(T )) = −0.5n ∗ [ln(2π) + ln(SSe(T )/n) + 1], (2)

where SSe(T ) is the sum of squared residuals on the training data of the tree
T . The term k(T ) can also be viewed as a penalty for over-parametrization and
has to include not only the tree size (calculated as the number of internal nodes)
but also the number of attributes that build models in the leaves.

2.2 Cost-Sensitive Extensions

Extending regular regression models to be cost-sensitive requires several steps.
At first, appropriate measurement must be defined for assessing the performance
of solutions. In our work, we use the average misprediction cost proposed in [3].

Let the dependent variable y be predicted based on a vector of independent
variables x. A regression method learns a prediction model, f : x → y from n
training instances. If the function C(e) characterize the cost of a prediction error
e then average misprediction cost denoted as Amc can be defined as:

Amc =
1

n

n∑
1

C(f(xi)− yi). (3)

Next, to find cost-sensitive regression models in the tree leaves, we propose
BIC extension as fitness function and two local search components that are built
into the mutation-like operator.
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Fig. 1. An example of simple linear regression model f0(x) changed by cost-sensitive
extensions - shift: f1(x) and new model: f2(x)

Fitness Function. We propose a cost-sensitive BIC to work as a fitness func-
tion. We have replaced the squared error loss SSe(T ) from Equation 2 with the
average misprediction cost. To remain balance between complexity term k(T )
and the cost of the tree, we performed additional experimental research to deter-
mine the appropriate value of penalty term, which is now equal (Q(T )+M(T ))
where Q(T ) is the number of internal nodes in model tree T and M(T ) is the
sum of all attributes in the linear models in the leaves.

Shift Regression Model. The idea of our first mutation variant is similar
to the one for cost-sensitive post-hoc tuning method [3]. With the user defined
probability, regression model in the leaf is adjusted by a certain amount denoted
as θ. Let x+ represents instances that are over-predicted and x− instances under-
predicted by an actual regression model in the leaf. The costs for over-prediction
and under-prediction are equal C+ and C−, respectively.

We calculate average misprediction cost separately for x+ and x−, denoted
as Amc+ and Amc− and define the shift θ as:

θ =

⎧⎨
⎩
−Amc+

C+ ∗ δ, if Amc+ > Amc−

Amc−
C− ∗ δ, if Amc+ < Amc−

, (4)

where δ is equal:

δ =
Amc+ −Amc−
Amc+ +Amc−

rand(0, 1). (5)

Main role the parameter δ is to reduce impact of adjustment when Amc on both
sides of regression model is similar. Multiplication with a random value from 0
to 1 (denoted as rand(0, 1)) extends the number of possible values of θ. Finally,
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the actual regression model in the leaf is updated by adding the calculated
adjustment:

fnew(x) = f(x) + θ. (6)

It is illustrated in Figure 1 where actual regression model f0(x) is replaced by
the shifted one f1(x).

New Cost-Sensitive Model. Second variant of mutation replaces actual re-
gression model with a new one that is built on the subset of instances. If, for the
actual model in the leaf, the Amc+ > Amc− then new cost-neutral regression
model is calculated only for over-predicted instances (x+), otherwise only for
under-predicted (x−). Next, the actual regression model is replaced by the new
one:

fnew(x) =

⎧⎨
⎩
f(x+), if Amc+ > Amc−

f(x−), if Amc+ < Amc−
. (7)

In contrast to the first extension, this technique allows finding a completely
new model that can decrease Amc for the leaf. Figure 1 illustrates how actual
regression model f0(x) is replaced by the new one denoted as f2(x), calculated
for the x−.

3 Experiments

We have modified cost-neutral GMT algorithm to show, how proposed exten-
sions handle data with asymmetric costs. In this section we show the performance
of CS −GMT (GMT with applied cost-sensitive extensions) on loan charge-off
forecasting data. Thanks to the source code of cost-sensitive tuning method and
its extensions received from authors [3,31] we are able to compare CS −GMT
with post-hoc tuning methods.

3.1 Datasets and Setup

In the paper we used loan charge-off forecasting data from Wharton Research
Data Services (WRDS, http://wrds-web.wharton.upenn.edu). This data is char-
acterized by asymmetric costs on misprediction errors, because under-prediction
of loan charge-off is more costly than over-prediction. If the bank over-predicts
its future loan charge-off, the worst what could happen is the reduction of bank’s
income because there will maintain some extra funds in the loan-loss reserves.
The under-prediction means that the bank did not prepare sufficient provisions
for its loan losses and has not enough reserves which can cause regulatory prob-
lems and significant downturn of its credit rating which is much more dangerous
to the bank.

We used the same settings to prepare and test data as in [31], however, more
recent data were used. In the experiments, 28 quarters from period 2004− 2010
were used with 14 variables related to bank current financial data (described
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and listed in [3,31]), including loan charge-off, in a particular quarter as the
independent variable. The dependent variable is the loan charge-off in the fol-
lowing quarter so the bank can use all useful information while predicting the
next quarter loan charge-off.

We generated 27 datasets from 28 quarters because from the last quarter of
2010 only loan charge-off value were used as 2011 data were not available in
WRDS yet. For each dataset, prediction model was trained on one quarter and
tested on the next one and so on. Therefore, there were 26 training datasets (third
quarter of 2010 was used only for testing) and 26 independent testing datasets
(first quarter of 2004 was used only for training). In addition, observations with
missing values were removed and, to reduce the extent of skewness, the natural
logarithm transformation was performed. Average number of instances in each
quarter equals 7695 (minimum: 6992 and maximum: 8315). Following [31], we
used LinLin cost function and examined cost ratios for under-prediction to
over-prediction as follows: 10 : 1, 20 : 1, 50 : 1 and 100 : 1. The same three base
regression models: standard least-squares linear regression (LR),M5 model tree
[29] and back-propagation neutral network (NN)[24] were post-hoc tuned for
the comparison purpose to CS −GMT . Original settings for all tuned methods
and CS −GMT solution were applied through all experiments.

3.2 Results

Table 1 summarizes the results of the Amc for three base regression methods
tuned by the algorithms described in [3,31] and proposed CS −GMT solution.
Each reported quantity is an average value over 26 independent testing datasets
(over 200 000 tested instances). The NONE column refers to the results without
tuning or cost-sensitive extensions, BSZ refers to the tuning method proposed
by Bansal et al. [3] and LINEAR is a linear extension of BSZ algorithm by
Zhao et al. [31]. Finally, last column shows the results of CS −GMT : proposed
cost-sensitive extensions denoted as CS extensions applied to GMT .

Results enclosed in Table 1 show that the both post-hoc tuning methods
improves the performance of regression model. The extension of BSZ called
LINEAR, like it was shown in the paper [31], is significantly better than its
predecessor. When only post-hoc tuned algorithms are considered, we can ob-
serve that the best performance is achieved by NN . However, when we focus on
the last column, we see that Amc can be decreased even more. The CS−GMT
solution outperforms all tuned base regression models under every cost ratio.
Wilcoxon signed rank test for CS − GMT and linearly tuned NN under ev-
ery cost ratio showed that the differences of Amc between both algorithms are
statistically significant (P value < 0.0001). There is also a significant difference
between linearly tuned GMT and CS − GMT which suggests that there is a
still significant space for improvement for tuned methods.

The cost reduction between the best out of three linearly tuned algorithms
(NN) and CS − GMT is in the range of 7.7% to 9.4% which may be seen by
some as not very impressive. However, we must remember that the cost values
are on a natural log scale as the values of dependent variable loan charge-off
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Table 1. Average misprediction costs for post-hoc tuned base regression algorithms
and cost-sensitive extensions for Global Model Tree

Algorithm Cost ratio NONE BSZ LINEAR CS extensions

LR 10 7.41 3.78 3.81 -
M5 10 7.29 4.16 3.88 -
NN 10 8.16 3.69 3.57 -
GMT 10 7.07 3.81 3.65 3.29

LR 20 14.06 4.84 4.42 -
M5 20 13.78 5.47 4.86 -
NN 20 15.60 4.62 4.26 -
GMT 20 13.66 5.07 4.27 3.85

LR 50 34.02 6.24 5.23 -
M5 50 33.23 6.03 6.44 -
NN 50 37.92 5.69 5.09 -
GMT 50 32.96 6.40 6.11 4.66

LR 100 67.27 7.06 5.85 -
M5 100 65.66 7.24 7.94 -
NN 100 75.12 6.50 5.80 -
GMT 100 64.15 7.03 5.98 5.27

were transformed by the natural logarithm. Therefore, the real cost reduction
on the original scale is in range 24.2% to 40.7% and therefore, can be attractive
in bank loan charge-off forecasting problem.

Application of proposed cost-sensitive extensions does not only significantly
reduce Amc. The important benefit of proposed extensions, in context of GMT
is that the whole tree: test in internal nodes and models in the leaves, fits to the
analyzed, cost-sensitive problem. Therefore, decisions from CS−GMT are much
easier to interpret. Identifying patterns and finding explanations for predictions
may be difficult for tuned regression models because all rules obtained by the
phase of learning were cost-neutral.

4 Conclusion and Future Works

In this paper, we propose extensions for evolutionary induced model trees to
achieve cost-sensitive learners. We present a cost-sensitive BIC to work as the
fitness function and allows the algorithm to minimize the average misprediction
cost. Two specialized memetic operators that search for cost-sensitive regression
models in the tree leaves are also proposed. Those local optimizations of the
regression models are simple, complementary and easy to apply.

Experiments performed of 27 real-life datasets show that there is a significant
difference between post-hoc tuned methods and solutions that explicitly incor-
porate cost functions during model building - like proposed CS − GMT . The
real, average cost reduction between the best out of 4 tuned algorithms (linearly
tuned NN) and proposed CS−GMT is over one third. In addition, as generated
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decisions and models from CS −GMT take into account costs during learning
phase, they can be used to learn and understand underlying processes from the
data.

There are a number of promising directions for future research. In particular,
we should consider testing different cost functions and handling different types
of costs like e.g. cost of attributes. Application of the proposed extensions to
other EA solutions that construct models with standard regression techniques
and testing other forecasting problems requires further extensive research, which
we leave for the future.
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Abstract. The article is focused on a particular aspect of classification,
namely the imbalance of recognized classes. Imbalanced data adversely
affects the recognition ability and requires proper classifier’s construc-
tion. The aim of presented study is to explore the capabilities of classi-
fier combining methods with such raised problem. In this paper authors
discuss results of experiment of imbalanced data recognition on the case
study of music notation symbols. Applied classification methods include:
simple voting method, bagging and random forest.

Keywords: music recognition, ensemble classifiers, imbalanced data.

1 Introduction

The task of image recognition and classification has been known and addressed
in the literature since many years. One of the most significant issues negatively
influencing the results of visual data mining is poor balance of classes. Several
issues concerning imbalanced data have been discussed in [5] and [3]. An impor-
tant research area, where this problem has not been yet successfully overcome
is musical notation symbols classification.

The issue of optical character recognition is very important in modern com-
puter science. Recognition of graphic characters, such as numbers and letters,
greatly simplifies digitization of documents of any type, which is especially im-
portant during the transition to electronic mass communication. Even today
one can submit in this form an annual tax return, or settle many other offi-
cial issues. Optical Character Recognition (OCR) facilitates this procedure, and
greatly accelerates the process of transition into the digital information era.
Another important aspect of automatic image recognition and understanding is
related to our efforts to improve the quality of life of blind and visually impaired.
Programs that recognize printed text, but also handwritten digits are in com-
mon use. Their effectiveness is high, but searching for more recent and better
solutions is always possible. Unfortunately, in other areas, yet much remains to
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be done. Fields such as handwriting recognition, face identification, signature
verification and recognition, and many others are still waiting for the efficiency
improvement of existing algorithms. An important area of visual data mining is
the optical recognition of musical notation.

Automatic recognition and classification of music notation may have many
applications. This is primarily a musical scores backup. Electronic processing
of acquired information could be another application. With electronic record of
music notation we can attempt to computerize musical synthesis, we can also,
by using the voice synthesizer, read this music score for the need of blind and
visually impaired. Electronic music notation could also be used to verify the
performances correctness of the musical composition, and to detect potential
plagiarism. These applications lead to the conclusion that the optical recognition
of music notation is an interesting and worthy research topic

General methodology of optical music recognition has been already researched
and described in [7] and [11]. We would like to highlight, that studied problem
of imbalance of classes is an original contribution to the field of music symbols
classification. The aim of our study is to investigate how well-known classification
tools deal with imbalanced data. In this paper presented are complex classifiers
only. The research is based on actual opuses. Applied classification algorithms
have been implemented in C++. Developed program works with both high and
low-resolution images of musical symbols.

The paper is organized as follows. Section 2 lists the basic information about
the classification and used classifiers. In Section 3 the learning and testing sets
are outlined. Section 4 describes empirical tests.

2 Preliminaries

2.1 Classifiers Conjunction

In this paper we apply various complex classifiers. They join computational
capabilities of single classifiers and allow to build diverse models. In the case
of conjunction methods, classifier is created with a number of other classifiers.
Classifiers, which we use for connecting, we can call ”weak classifiers”. Depending
on the purpose, we may compose a model consisting of various single classifiers,
but we may also manipulate with distinct parameters. There are also different
ways of model construction.

Classifier ensembles are typically applied, when there is a risk that a single
classifier would perform inadequately. Generally, there are four different strate-
gies of ensemble classifier construction. Main differences are in: methods of out-
put averaging or weighting, selection of base classifiers, selection of best features
subset, selection of different data subsets.

In ensemble learning tested sample x is recognized by all used classifiers, next
results are compared to adjust only one system response. Usually, the process of
joining results is nothing else, but sum of answers with set weights.
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2.2 Simple Voting

Simple voting is one of the simplest conjunction methods. We can use any com-
ponent classifiers in this method. Classifiers can be already trained, or they can
be in the phase of training. The way of training is also not imposed. The only
condition of start-up of this algorithm is having classifiers, which are statisti-
cally independent from each other. The sample x ∈ X is tested by every weak
classifier, then an answer is counted as a sum. The class which is indicated by
most of classifiers, is chosen as the right one.

2.3 Bagging

Bagging, a name derived from ”bootstrap aggregation”, devised by Breiman [1],
is one of the most intuitive and simplest ensemble algorithm providing good
performance. It uses multiple versions of a training set, each created by drawing
n = N (where N is a number of elements of original training set) samples from
training set D with replacement. Each of bootstrap data sets is used to train a
different component classifier and the final classification decision is based on the
vote of each component classifier. Traditionally the component classifiers are of
the same general form - for example, all Hidden Markov models, or all neural
networks, or all decisions trees - merely the final parameter values differ among
them due to their different sets of training patterns.

2.4 Random Forest

Random forest is a relatively new classifier proposed by Breiman in [2]. The
method combines ”bagging” idea [1] and the random selection of features in
order to construct a collection of decision trees with controlled variation.

Random forest is composed of some number of decision trees. Each tree is
built as follow:

– Let the number of training objects be N , and the number of features in
features vector be M .

– Training set for each tree is built by choosing N times with replacement from
all N available training objects.

– Number m << M is an amount of features on which to base the decision at
that node. This features is randomly chosen for each node.

– Each tree is built to the largest extent possible. There is no pruning.

Each tree gives a classification, and we say the tree ”votes” for that class. The
forest chooses the classification having the most votes (over all the trees in the
forest). A random features selection used in the subsequent divisions of a single
tree prevent over-fitting to training data. No pruning allows the use of the ID3
algorithm proposed by Quinlan in [12].
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3 Data Set

The recognized set of music notation symbols had about 27.000 objects in 20
classes. There were 12 numerous classes and each of them had about 2.000 rep-
resentatives. Cardinality of the other eight classes was much lower and various
in each of them. Part of the examined symbols was cut manually from chosen
Fryderyk Chopin’s compositions. Other part of the symbols’ library comes from
research projects [13] and [14].

3.1 Recognized Symbols

As a regular class considered are: flat, sharp, natural, G clef, F clef, forte,piano,
mezzo forte, quarter rest, eight rest, sixteenth rest and flagged stem. To irregular
classes breve note, accent, crescendo, diminuendo, tie, fermata, C clef and thirty-
second rest were included.

4 Results

The experiment was divided into two parts. In the first one only elements be-
longing to the regular class were being recognized. It allowed to determine the
appropriate structure of classifiers. In this case the assessment of classifiers was
basing on the:

– accuracy calculated by the equation:

acc =
number of well recognized objects

number of all objects
(1)

– classifier’s error:

err =
number of objects recognized incorrectly

number of all objects
(2)

In the second stage irregular classes were added to the previously recognized
classes. At this point, attention was paid to changes in the efficiency of recog-
nition and recognition accuracy of particular irregular classes. Apart from acc
and err, measure showing the influence of classes counting less elements should
be used for classifiers assessment. Some of these measurements were described
in paper [5]. Of these, we will use coefficients TPrate and FNrate showing the
effectiveness of the selected class.

TPrate =
TP

TP + FN
=

number of good classification in a given class

the number of all objects from a given class
(3)

FNrate =
FN

TP + FN
=

number of good classification in a given class

the number of all objects from a given class
(4)
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4.1 Features Vector

Classification was done on features characterizing every symbol. Predictive fea-
tures were defined based on theoretical study in the area of image recognition
and on the experience of authors. Following features were used in the experiment:

Projections Horizontal and vertical projections in a rectangle were taken.
Horizontal projection is defined for every row of pixels of the rectangle. For a
given row, the value of the projection is equal to the number of black pixels in
this row. By analogy, vertical projection is defined in columns of the rectangle.
For both projections, the maximum value, position of the maximum value, the
average value and the support (number of nonzero values) were included in the
feature’s vector.

Transitions Like in the case of projections, horizontal and vertical transitions
in a rectangle were taken. Horizontal transitions are defined for every row of
pixels of the rectangle. For a given row, the value of the transition is equal to he
number of pairs of consecutive white and black pixels in this row. By analogy,
vertical transitions are defined in columns of the rectangle. Transitions reflect
shape complexity of the image. Maximal values of transitions in both horizontal
and vertical directions were included in the features’ vector.

Margins Left, top, right and bottom margins in a rectangle were taken. Left
margin is defined for every row of pixels of the rectangle. For a given row, the
value of the left margin is equal to the number of white pixels from the left edge
of the rectangle right to the first black one. The value of the right margin is equal
to the number of white pixels from the right edge of the rectangle left to the first
black one. Top ad bottom margins are defined analogously. These features show
the symbol’s position in the image. We used maximum value of all margins in
features vector.

Moments are used in different fields, e.g. in physics (e.g. mass, center of
mass, moment of inertia), in probability (e.g. mean value, variance). In image
processing, computer vision and related fields, moments are certain particular
weighted averages of the image pixels’ intensities. Also, functions of moments are
often utilized in order to have some attractive property or interpretation. Image
moments are useful to describe objects after segmentation. Simple properties of
the image which are found via image moments including area (or total intensity),
its centroid and information about its orientation.

Directions for given pixel it is the longest segment of black pixels in given
directions (usually horizontal, vertical, left and right diagonal directions are con-
sidered) which include given black pixel. Directions of 22.5, 67.5, 112.5 and 157.5
degrees were considered too.

Derivatives Another group of features are derivatives of the afore-mentioned
vector features. Derivative is defined as the vector of differences between subse-
quent elements of a given vector. We used derivatives of the projection, transi-
tion and margins. From derivatives, we obtained additional information, which
we were unable to gain from the origin vectors.

Others features such as field and circuit of the symbol, Euler number, eccen-
tricity and quarter.
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4.2 Regular Classes

Simple Voting. A simple voting method is the simplest complex classifier.
Basing on previous studies, in this algorithm we have combined following clas-
sifiers: kNN (k = 1), Mahalanobis minimum distance and decision tree. In the
case of a draw object was assigned to the class, which was indicated by decision
tree. The effectiveness of this method was growing with the enlargement of the
training set. Comparing to the simple classifiers, it was more effective for small
number of training data, while for larger data sets these results were similar.
Plot illustrating results for this classifier is shown in Figure 1. Accurate results
for particular classes for learning sets composed of 400 elements are shown in
Table 3.
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Fig. 1. Simple voting accuracy (in %) collated with the number of representatives of
each class in the training set for regular classes

Bagging. Another complex classifier used, which we have used was bagging.
In the performed tests we have combined: kNN (k = 1) and decision tree. In
each run built were 10 classifiers apiece from given type. Also in this case, clas-
sifier’s performance increased with enlargement of the training sets. The overall
efficiency was higher, than in the case of simple classifiers. This difference was
particularly noticeable for tests carried out on the small learning sets. When the
training set counted 400 elements for each class, this difference was less than
0.5%. The function of the recognition efficiency depending on the size of the
training set is shown in Figure 2. The exact results in particular classes for bag-
ging based on decision trees for learning sets counting 400 elements are shown
in Table 3.

Random Forest. In order to apply this classifier, firstly we had to determine
optimal model parameters. Of interest were:

– number of trees in the forest,
– number of features randomly chosen to divide a single node.

A study on the number of trees in the forest was carried out as the first. The
training sets counting 100 elements in each class were used for building each tree.
In order to divide a single node, five available features were randomized. Forests
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Fig. 2. Bagging’s accuracy (in %) collated with the number of representatives of each
class in the training set for regular classes

consisting of one and three trees only obtained worse results than a typical
decision tree running on the same learning set. With the increase of the number
of trees, recognition rate grew and became better than in case of usual tree. For
20 trees efficiency reached the level of 98% and ceased to grow significantly. All
results are in Table 1. The next step was to determine the optimal number of

Table 1. Influence of the number of trees and the efficacy of the random forest

number of trees effectiveness (in %)

1 92

3 93

5 95

10 96

20 97

50 97

100 97

features randomized during the construction of a single node. Forest counting
10 trees was used for the tests. Training data set consisted of 100 elements in
every class. The behavior of the classifier was examined for 1, 2, 3, 4, 5, 8, 10,
15 and 20 randomized features. The results are shown in Table 2. The poorest
efficiency characterizes the forest, which was randomly selecting only one feature.
This outcome is coherent with our expectations. Completely random selection
of features and total rejection of any other measures of division result in poor
accuracy. As the number of randomized features becomes greater, the efficiency
increases. It should be noticed, that if we increase the number of features over
5, the increase in accuracy becomes no longer significant.

The studies were also conducted to find out, how the training set’s size affects
the efficiency of the random forest method. During this research forest was built
with 20 trees, while for the division in a single node 5 available features were
randomized. As in previous cases, the effectiveness rose with increasing number
of learning data. For sets counting 400 elements in each class, it amounted to
over 98% and it was one of the best results. All results are shown in Figure 3.
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Table 2. Influence of the number of random features on random forest effectiveness

number of random features effectiveness (in %)

1 87

2 90

3 92

4 95

5 97

10 97

20 97
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Fig. 3. Random forest’s accuracy (in %) collated with the number of representatives
of each class in the training set for regular classes

The exact results obtained in particular classes by the random forest for learning
sets of up to the 400 elements are shown in Table 3.

4.3 Irregular Classes

In the following step we have added to the training set classes determining the
imbalance. In this case, we would like to focus on the effectiveness of recognition
within irregular classes. Regular classes had 400 representatives in the training
set. The number of elements in irregular classes is presented in Table 4.

Simple Voting. In this method, the following classifiers were combined: kNN
( k = 1), Mahalanobis distance and decision tree. In case of a draw symbol was
classified to the class, which was pointed out by the k-Nearest Neighbors clas-
sifier. This algorithm transferred properties of its component classifiers. There
was a slight decrease in global performance in comparison to the recognition of
only regular classes. Irregular classes were classified less efficiently. The accuracy
of rare symbols recognition depends on the cardinality of corresponding training
set. The smallest is class representation in data, the poorest are classification
results.

The overall effectiveness of the simple voting method was acc = 98.05%, and
the error coefficient err = 1.95%. Detailed results for irregular classes are given
in Table 5.
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Table 3. The effectiveness (in %) of recognition in regular classes

classifier/single class training set size 1 10 50 100 200 400

simple voting method 75 90 94 95 97 98

bagging (tree) 53 86 93 96 98 98

random forest 56 89 92 96 98 98

Table 4. Learning and testing sets for irregular classes

class learning set testing set

accent 30 65

breve 1 2

crescendo 55 100

diminuendo 51 97

fermata 35 46

clef C 100 178

tie 100 155

thirty-second rest 20 35

Table 5. Effectiveness of irregular classes recognition (in %)

class Simple voting Bagging Random forest

TPrate FNrate TPrate FNrate TPrate FNrate

accent 94 6 92 8 94 6

breve 0 100 0 100 0 100

crescendo 90 10 92 8 92 8

diminuendo 91 9 91 9 91 9

fermata 87 13 91 9 93 7

clef C 99 1 99 1 99 1

tie 95 5 97 3 98 2

thirty-second rest 86 14 86 14 91 9

Bagging. Bagging was another complex classifier used in the tests. In the per-
formed experiment we have combined: kNN (k = 1) and decision tree. In each
run used were 10 classifiers apiece from given type. Rare symbols were identi-
fied slightly better than in the case of the simple component classifiers. Bagging
based on decision trees gave slightly better results, and we will base our further
discussions on it. Its total efficacy was acc = 98.15%, and the error coefficient
err = 1.85%. Detailed results for irregular classes are shown in Table 5.

Random Forest. The last of examined methods was the random forest. In the
experiment forest was built with 10 trees. To divide a single node 5 available
features were randomly chosen. The global effectiveness of the classifier on the
data set with irregular classes dropped only by one per cent. As in previous
methods symbols from the irregular classes were classified worse than symbols
from regular classes. Nevertheless, random forest achieved the best performance
in classifying irregular classes.
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The overall efficacy of the random forest was acc = 98.21%, and the error
coefficient err = 1.81%. Detailed results for irregular classes are in Table 5.

5 Conclusion

In the paper discussed was the problem of imbalanced image recognition on the
example of music notation symbols recognition. Authors present results of clas-
sification experiments performed with complex classifiers on a dataset consisting
of 27 000 elements of 20 classes. Applied were: simple voting, bagging and ran-
dom forest with experimentally validated parameters and properties. We have
performed experiments firstly on regular (balanced) classes and secondly on full,
imbalanced data set. We have analyzed and compared results obtained in both
cases. Studied methods of combining single classifiers improve the performance
of classification.

In summary, 20 classes of musical notation symbols were classified. 12 of
them have been considered as regular classes, the other as irregular classes.
The recognition effectiveness of regular classes was very satisfying. Among the
discussed classifiers the best efficacy had random forest and bagging based on
kNN. Unfortunately, kNN classifier if of high computational complexity, what
prolongs the duration of action. Therefore, every method, which applies kNN is
difficult to use in practice. Random forest, based exclusively on decision trees
in this respect is much better. A simple voting method achieved results slightly
lower than the random forest or bagging.

In our current research we have investigated classification schemes based on
classical sets theory. In such case belongingness is crisp. An element either be-
longs to given class or not. There are fuzzy generalizations of classical approach
to classification. In the next step of our research we will take a closer look at
other information representation models and we will investigate their suitability
to optical music recognition. We would like to verify, if other approaches, espe-
cially ones involving bipolarity (c.f. [6], [8] and [9]) may enhance classification
results with imbalanced data.
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Abstract. In the paper a vision system capable to extract and to rec-
ognize vehicle motion patterns in a video sequence is described. The
video sequence is an isometric view of a crossroad. There is no addi-
tional knowledge about the scene. The novelty of the proposed approach
lies mainly in the vehicle tracking method and the way of motion pattern
representation. The recognition method is based on the Hidden Markov
Model.

Keywords: vehicle tracking, vehicle motion recognition, Hidden
Markov Model.

1 Introduction

A phenomenal increase in computer power over last years has caused automati-
zation of many processes that in the past were made manually by human with
less precision. This increase enables also a progress in machine vision systems
which receive, analyze and interpret an image of a real scene. During the last
two decades, machine vision has been applied to a variety of challenging tasks
in the manufacturing process, in medical images recognition or in surveillance
systems for detecting abnormal activities. Now the interpretation of a behaviour
pattern in a video sequence has become a very important topic in the vision
system domain.

In our study we focus on the system capable to recognize four car motion
patterns on crossroads. We assumed that video sequence is taken from a static
camera representing an isometric view of the crossroad. This assumption makes
the tracking problem harder than in the case of the top view, because of merging
objects in the frame. Additionally, in contrary to the paper [1] we do not use
any knowledge about scene, i.e. information about lanes or the location where
the cars can arrive was unknown. Such a system can be applied to automatically
change the time of cross lights in reference to the traffic or to find abnormalities
in the car motion.

The contribution of the paper lies in the new representation of the object
trajectory, the tracking algorithm and details of the recognition method.

The paper consists of five sections. Section 2 presents a short survey of related
projects. Section 3 presents the details of the system. The section 4 describes
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experiments and their results. Finally, in the conclusions we summarize our re-
search showing advantages and shortcomings of the approach. The perspective
for the future improvement of the method is also proposed.

2 Related Projects

Studies on movement analysis represent two groups - tracking based approaches
and nontracking approaches. The first ones use trajectories to model a scene.
An object trajectory is defined as a set of points representing the ordered obser-
vations of the location of a moving object made at different points in time. In
many projects tracking is performed in reference to single objects and pattern
behaviour recognition pertains to the particular motion of a single object [1].
The mentioned approach is very close to our project. In contrary to the work [2]
the authors did not stop their project on object tracking but they classified tra-
jectories in reference to a performed manoeuvre. They processed an input video
sequence representing isometric view on crossroad with a huge road traffic. To
detect anomalies and predict behaviors statistical methods were used.

To recognize a class of movement patterns a variety of classification methods
were applied: SVM [3], neural networks which are very popular in human mo-
tion (gesture) recognition [4], but the most popular approach seems to be using
Hidden Markov Model (HMM) [5].

3 Overview of the System

The aim of our system was to recognize in the video sequence one of four vehicle
motion patterns on the crossroad based on an isometric view of a crossroad.
Recognized patterns are: drive straight, turn left, turn right and turn back.

It is worth underlying that sequences were recorded using a static and fixed
camera, which lets to use a simpler method to foreground extraction. Moreover,
the sequences were recorded in natural lighting during the daytime.

The whole video processing schema is illustrated in Figure 1. The input is
a frame which fulfills all the above mentioned requirements. As an output the
label of the recognized class of vehicle motion pattern is given. The whole video
processing can be divided into four continuously performed stages: preprocessing,
blobs extraction, tracking and classification of gathered trajectories. Details of
these steps are described below.

3.1 Preprocessing

The input : a raw frame of a video sequence. The output : a frame with a reduced
noise and extracted those parts of the frame which correspond to moving ve-
hicles. In the first step the input frame is transformed to a gray scale in order
to reduce computational complexity of processing. In the next step, background
subtraction is performed. The aim of this step is extraction of foreground pix-
els which correspond to moving regions on a frame. We focused on sequences
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recorded by a static camera, so it was possible to use a method with dynamic
background modelling. For all frames a background model is updated using the
equation (1):

β
′
= (1− α) · β + α · I, (1)

where: β
′
corresponds to updated background model, α is called adaptation

coefficient, I is the currently processed frame. Foreground pixels are identified
by subtracting the background model β

′
from the processed frame I. In the

next step, thresholding is performed in order to get a binary image with non-
zero pixels related to foreground objects. During background subtraction, some
pixels can be faulty recognized as a foreground. It can be caused by noises in the
input frame. To reduce that regions, the median blur is performed at the end of
the preprocessing stage.

3.2 Blobs Extraction

The input : the preprocessed frame with designated regions corresponding to
moving objects. The output : a frame with locations of separated regions corre-
sponding to moving objects. In order to obtain information about their location

Fig. 1. Processing schema of the whole system
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and to enable a separation of regions of moving objects a blob (binary large
objects) extraction is performed. Using information about location of particular
objects on a scene, we can easily appeal to the original frame which is used in
the tracking algorithm.

Binary large objects are extracted on the basis of clustering foreground pixels
using labelling algorithm ([6]). Both, a set of binary objects and centroid coor-
dinates representing blobs are returned as an outcome of this stage. Blobs are
surrounded by bounding boxes.

3.3 Vehicle Tracking Algorithm

The input : the video sequence with locations of extracted regions corresponding
to the moving objects. The output : a set of trajectories of moving objects. Track-
ing of multiple vehicles is the most complex part of the whole system because
of two assumptions referring to our system: tracking of vehicles is performed
without any information about a structure of a scene and the scene contains
an isometric view on crossroads. The last assumption causes many difficulties
during tracking due to merging two or more objects into one, large object (blob)
extracted in the previous stage. Such situation would not be observed when
sequences are recorded using view from the top.

Let olt represents a set of points belonging to the blob (object) l on the frame
t. A set of objects gathered in the previous stage creates an input to the tracking
algorithm. For each frame t the tracking algorithm strives to find corresponding
objects from the previous frame t−1 and next, centroid coordinates of all objects
are recorded. When an object disappears from a scene, a sequence of particu-
lar positions of its centroid on all frames creates a vehicle trajectory which is
returned as an outcome of the algorithm.

The following cases were considered during designing the tracking algorithm:

– searching for continuation of an object, i.e. for each okt−1 from the frame t−1
a corresponding object olt is assigned from the frame t,

– automatic detection of objects disappearing from a scene; in this case the
object is no longer tracked,

– splitting one object into two or more objects on the next frame; this case
refers to the situation where the object okt−1 from the frame t−1 corresponds

to two or more objects olnt in the frame t,
– merging two or more objects into one object on the next frame; this means

that two objects okn
t−1 and okv

t−1 from the frame t− 1 are jointed and on the
frame t they correspond to one object olt.

In an optimistic case, when all objects can be easily separated, recognition
of continuing object movement can be implemented as finding the nearest blob
for a particular blob on the current frame but in reality additional information
is necessary, such as appearance of objects and the location prediction. At the
beginning for object olt−1 in the frame t− 1 a subset Zk = {o1t , o2t , . . . , odt } of all
objects within r distance from the predicted centroid of object olt−1 is selected.
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These objects are called candidates. Then, from Zk the nearest object olt is
selected. The following conditions should be satisfied in this case:

– the recognized objects (blobs) should be greater than an assumed threshold,
– the distance between olt and okt−1 is the smallest for all objects from the

frame t− 1 ,
– the difference between average color of objects okt−1 and olt is less than as-

sumed threshold value.

During tracking the position of the object centroid is predicted using alpha-
beta filter [7]. Automatic detection of objects disappearing from a scene is made
by counting frames in which continuation of object cannot be found. When the
counter exceeds a threshold value, the object is removed from a tracking list and
then its trajectory is forwarded to the next stage.

The next problem is splitting object into two or more objects on the next
frame. This situation occurs when object is partially obscured by a static object
or when foreground pixels are not correctly identified. In the first case for the
object okt−1 the nearest object olt is assigned and then other objects oit ∈ Zk are
merged if the distance dbb(o

k
t−1, o

i
t) is less than a threshold value. The distance

dbb is defined as follows:

dbb(o1, o2) =

{
0, P1 ∩ P2 = ∅
min(d(A,B)), A ∈ P1, B ∈ P2

(2)

In eq. 2. the symbol d(A,B) means the Euclidean distance between points A and
B, P1 and P2 are bounding boxes assigned to objects o1 and o2. The distance
between two objects is equal to 0 if they are overlapped.

Splitting is also applied when on a scene a new object opt appears such that
in its neighbourhood exists other object olt which has rapidly changed its size.
Then the trajectory from olt translated by the distance between centroids of opt
and olt is assigned to opt .

Another difficult situation that must be considered in the tracking algorithm
is merging two objects ok1

t−1 and ok2
t−1 into one object olt on the next frame t. In

this case, when as a continuation for the object ok1
t−1 the object olt is assigned,

the continuation for the object ok2
t−1 is searched on the original frame in the place

limited by a bounding box of the object olt . Then the found region is cut off
from olt and assigned to ok2

t−1.

3.4 Pattern Recognition

The input : trajectories gathered from the tracking algorithm. The output : a rec-
ognized vehicle motion class. The trajectories returned by the tracking algorithm
consist of a sequence of points which correspond to the positions of object cen-
troids oktbegin . . . o

k
tend

representing k-th moving vehicle. Because we wanted to
make the representation independent of the position we propose to use eq. 3. to
represent trajectories.

Ti =

[
arctan

yk,i+1 − yk,i
xk,i+1 − xk,i

]
(3)
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where xk,i and yk,i correspond to coordinates of the centroid of the object oki
on the frame i. A sequence of Ti is given as input of the pattern recognition
algorithm.

To model vehicle behaviours on crossroads the HMM – Hidden Markov Model
has been applied. In order to recognize four defined motion patterns four pre-
learned HMMs for each recognized motion class were used. They were learned
using Baum-Welch algorithm. Hidden states of HMM are not directly defined
and their number is appointed during training HMMs for each behaviour pat-
tern. For each hidden state the probability of transition between neighbouring
states and the probability of generating each observations is different.

Pattern recognition starts with the input sequence T acquisition. Next, for
each HMM the probability of the sequence T generation by each HMM is cal-
culated using forward-backward algorithm. After training HMMs the system is
ready for recognition. As the output of the system class label is returned based
on the HMM with the maximum probability.

4 Experimental Studies

The aim of performed experiments was to evaluate the efficiency of the system.
All video sequences show an isometric view on crossroads and were recorded
in different traffic intensity and different weather conditions. They were 2-17
minutes long, recorded by a low-quality webcam with low resolution. They are
described in Table 1. The frames characterize mutual obscure of cars and low
size of each vehicle which caused a lot of difficulties for the tracking algorithm.

Table 1. The accuracy of tracking algorithm

Name duration traffic intensity Acc

ws_20111023_d 9min 10s low 0,5766

ws_20111010_d 3min 41s medium 0,5151

ws_20111005_d 2min 26s huge 0,3880

ws_20111007_d 5min 24s huge 0,4281

ws_20111017_d 6min 3s huge 0,4481

Experiment1 – Evaluation of the Tracking Algorithm. The accuracy of
our tracking algorithm was tested using clips presented in Table 1. Every clip was
separately processed. It allows to obtain a set of trajectories recorded on each
video sequence. The results of the tracking algorithm were analyzed frame by
frame and if the current trajectory referred to more than one vehicle at the same
time, it was abandoned. In this way a set of testing trajectories was obtained
for the next tests. The accuracy Acc of the tracking algorithm is defined as the
ratio of correctly recognized trajectories to all detected trajectories on each video
sequence (eq. 4):

Acc =
N0

N
(4)
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Table 2. The results of motion pattern recognition

Name Class Precision Recall F − Score

ws 20111023 d

straight 0.9716 0.8879 1.8557
turn left 0.8245 0.9591 1.7734
turn right 0.8333 0.8695 1.7020
turn back 0.7500 1.0000 1.7143

ws 20111010 d

straight 0.9139 0.7727 1.6748
turn left 0.5116 0.7586 1.2222
turn right 0.6875 0.8461 1.5172
turn back 0.5714 0.8000 1.3333

ws 20111005 d

straight 0.9411 0.8000 0.8648
turn left 0.3333 0.4000 0.7272
turn right 0.1818 0.4000 0.5000
turn back – – –

ws 20111007 d

straight 0.7916 0.7755 1.5669
turn left 0.5333 0.6153 1.1427
turn right 0.3333 0.2105 0.5161
turn back 0.7000 0.8750 1.5556

ws 20111017 d

straight 0.9263 0.9151 1.8413
turn left 0.6774 0.8076 1.4736
turn right 0.5000 0.3000 0.7500
turn back – – –

where: N0 is the number of trajectories correctly detected on video sequence, N
is the number of all trajectories recognized for the sequence. The results of this
test are shown in the Table 1. The tracking algorithm was optimized to track
many vehicles at the same time and deal with some possible scenarios such as
partial obscure of foreground objects by a static object like lantern or splitting
and merging two moving vehicles. But there are situations where the proposed
algorithm fails, for example when many vehicles stay very close to each others,
waiting for the change of traffic lights. This is the reason why the accuracy is
not very high.

Experiment2 – Evaluation of the Pattern Recognition Method. In order
to calculate the accuracy of pattern recognition one HMM for one motion pattern
class was prepared using trajectories gathered from the sequence ws_20111023_d
as the training set. Next, the classes recognized by our recognition algorithm
were compared with the manually annotated sequences. In this test only the
correct trajectories were taken (not rejected in the previous stage). Based on
this results we computed three measures: Precision, Recall and F −Score. The
results of this experiment are shown in Table 2. The highest value of Fscore
was obtained for the sequence ws 20111023 d, which was used in the training
process. The weakest recognized class is the class – turn back but this class of
motion pattern was the most rarely represented in the sequences. For two video
sequences – (ws 20111017 d and ws 20111005 d) there was no pattern from this
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class. Very small number of trajectories was registered for the class turn left and
turn right in the video sequence ws 20111005 d. It was reflected in the small
value of Precision and Recall for these classes. The best recognised class was
straight. This is the result of the highest number of learning examples in the
video sequence.

5 Conclusions

Although at the current state the results are far of expected by us, we think that
the system has a potential for further improvement. We have to take in mind
that the system acts without any semantics about the scene. Also a perspective
view in video sequences aggravated trajectories acquisition. The experimental
study has shown that the accuracy of the whole system is mainly dependent on
the vision module responsible for tracking of objects and trajectories acquisition.
Currently the system is based on trajectories for particular objects (blobs). It
does not recognize a car. In the future development of the system we plan to
search particular vehicles by implementing a new descriptor. Merging of vehicles
in the frame causes many problems. The solution could be a recognition of the
vehicle based on a vehicle top separated by a rear window.

References

1. Hu, W., Xiao, X., Fu, Z., Xie, D., Tan, T., Maybank, S.: A system for learning sta-
tistical motion patterns. IEEE Trans. Pattern Anal. Mach. Intell. 28(9), 1450–1464
(2006)

2. Masoud, O., Papanikolopoulos, N.P., Member, S.: A novel method for tracking and
counting pedestrians in real-time using a single camera. IEEE Transactions on Ve-
hicular Technology 50, 1267–1278 (2001)

3. Shi, X., Ling, H., Blasch, E., Hu, W.: Context-driven moving vehicle detection in
wide area motion imagery. In: 21st International Conference on Pattern Recognition
(ICPR), pp. 2512–2515 (2012)
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Abstract. The highly dynamic topology of an ad hoc network often
causes route redundancy in the network. Several route shortening meth-
ods have been proposed to eliminate the redundancy. However, the ex-
isting works do not consider intensively the quality of the shortening
links; unstable shortening links may degrade the network performance
by causing unnecessary control overhead. In this paper, we seek to en-
hance the performance of route shortening through intensive considera-
tion of the quality of shortening links. In our proposed SVM-ARS, all
potential shortening opportunities are classified into preferred shorten-
ings and non-preferred shortenings, and only preferred shortenings are
executed in practice. The classification is achieved by Support Vector Ma-
chine (SVM). We compared SVM-ARS with a node mobility prediction
model UMM and the Geographic Automatic Route Shortening (GARS)
protocol. The simulations results confirm that our proposal significantly
outperforms UMM and GARS through reducing the control overhead.

Keywords: Ad hoc network, routing, machine learning, support vector
machine.

1 Introduction

A wireless ad hoc network is a self-organized network without the aid of any
fixed infrastructure. In an ad hoc network, there can be some route redundancy
due to the node mobility. In extreme cases, the redundant route may even form a
loop and thus significantly degrade the performance of the network. Fig. 1 shows
an example of the route redundancy where node C moves into the transmission
range of node A and node B thus becomes a redundant node on the route
{S,A,B,C,E,D}.

Automatic route shortening is considered a promising way to remove the re-
dundancy in the network and to further improve the scalability of routing pro-
tocols. In existing algorithms, route shortening is performed as long as route
redundancy is detected. However, if the shortening link is not stable, the exe-
cution of the shortening would lead to link failure and trigger a route recovery
afterwards. We believe that such unstable shortenings is not worthy of execution
in practice. The problem of interest is how to judge the quality of shortening
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Fig. 1. An example of route redundancy due to node mobility

links and classify the potential shortenings into preferred ones and non-preferred
ones. In this paper, we seek to realize the link quality prediction and classifi-
cation using support vector machines (SVMs) [16]. The rationale of using SVM
will be discussed later.

The rest of the paper is organized as follows. In the next section we discuss
related works. In Section 3, we formulate the problem that has been addressed. In
Section 4, we present the design of the route shortening algorithm SVM-ARS. In
Section 5, the details on the off-line training for SVM are explained. Evaluation
based on simulation results is described in Section 6. In the last section we draw
conclusions.

2 Related Works

Although the ad hoc network routing problem has triggered wide research in-
terests, the research work on the route shortening in ad hoc networks is some-
what limited. Existing methods can be divided into power-detection-based [11]
and overhearing-based [1, 2, 4–6]. These methods either introduce extra control
overhead [2, 4] or leads to false dection [1, 11], or simply fail to ensure satisfying
data delivery ratio [5]. Xu et al. proposed a dynamic model [10] that can be used
to analyze or evaluate route shortening algorithms. However, the strong assump-
tions on node distribution and mobility model greatly limit the application of
this model.

In this paper, we present an automatic route shortening method called SVM-
ARS based on support vector machine (SVM). Using SVM, nodes can predict
the future performance of potential route shortenings based on their past expe-
riences, and then decide whether to execute it or not. In this way, SVM-ARS
outperforms the existing methods.

3 Problem Formulation

The core problem that we need to address is how to classify a shortening link to
either preferred or non-preferred one by predicting its quality. Although several
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link quality prediction methods have been proposed based on estimating link
life time [21, 22], these proposals are either lacking adaptability to varied sce-
narios,or too complex and computationally-intensive.The rationale of applying
a machine learning approach lies in the following three aspects: firstly, to avoid
the judgment of link quality based on the explicit mobility model of nodes; sec-
ondly, to eliminate the dependency on the properties of lower layers, such as the
radio wave propagation model and the directionality of antenna used; thirdly,
the performance of the machine learning based method can be further improved
through refining training procedure and calibrating the parameters. Among var-
ious machine learning mechanisms, we selected the linear binary classifier SVM.
On the one hand, SVM smartly converts non-linear classification into linear one
by mapping vectors into a high-dimension feature space, and then solves the
non-linear problem in a linear way. Due to this characteristic, SVM outperforms
a lot other machine learning methods in terms of computational cost. On the
other hand, SVMs are designed to minimize the structural risk by minimizing
an upper bound of the generalization error rather than the training error [16].
In this way, they can provide better generalization capabilities. Therefore SVMs
are particularly suitable for our problem. In the following sessions, we formulate
the link classification problem into a machine learning problem using SVM.

3.1 Input Features and Output Label

The link quality related to node mobility is mainly characterized by the distance
between two nodes [17] and the velocity of nodes [15], etc. Suppose {N1,...,Ni−1,
Ni,Ni+1,...,Nmax} is the concerned route in the network where Ni−1, Ni, Ni+1,...
are successive nodes on the route, the following parameters are selected as input
features:

– |Ni−1Ni|, |Ni−1Ni+1|, |NiNi+1|, where |XY | denotes the distance between
nodes X and Y.

– vi−1, vi, vi+1 which are the speeds of nodes Ni−1, Ni, and Ni+1 respectively.
– θi−1, θi, θi+1 which are the moving directions of nodes Ni−1, Ni, and Ni+1

respectively.

The output label y is either -1 (preferred shortening) or 1 (non-preferred
shortening). A shortening link is characterized by the input feature vector and
the corresponding output label represented by Equation. 1.

−→x =
{|Ni−1Ni|, |Ni−1Ni+1|, |NiNi+1|, vi−1, vi, vi+1, θi−1, θi, θi+1,

}
, y ∈ {−1, 1

}
(1)

3.2 Decision Function

Given a set of training data {(−→x1, y1),...,(−→xn, yn)}, where −→xi ∈ �M , M is the
dimension of the feature vector, and y ∈ { − 1, 1

}
, SVMs seek to construct an
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optimal classification function, a separating hyperplane in the feature space, to
classify the training data. In our proposal, the dimension of the feature space
is M = 9. The constructed classification function will be used as the decision
function to decide whether a route shortening should be executed in practice.
The optimal classification function can be obtained by solving the following
quadratic optimization problem:

min−→w,b

1

2
< −→w ,−→w > +C

n∑
i=1

ξi (2)

subject to the constraints:

yi
(
< −→w ,−→xi > +b

) ≥ (1− ξi), ∀i = 1, ..., n (3)

where −→w is the normal vector to the hyperplane, ξi ≥ 0 for i = 1, ..., n are slack
variables introduced to handle the non-separable case [16], the constant C > 0
is a parameter that controls the trade-off between the separation margin and
the number of training errors, and b is the offset of the hyperplane from the
origin along the normal vector −→w . Using the Lagrange multiplier method, one
can obtain the following Wolfe dual form of the primal quadratic programming
problem:

min
αi,i=1,...,n

1

2

n∑
i,j=1

αiαjyiyj <
−→xi ,−→xj > −

n∑
i=1

αi (4)

subject to the constraints:

0 ≤ αi ≤ C, ∀i = 1, ..., n,
n∑

i=1

αiyi = 0 (5)

where αi for i = 1, ..., n are the Lagrange multipliers. Applying the kernel tricks
and solving the dual problem , the decision function can be represented by the
following linear form in the feature space :

f(x) = sgn(

n∑
i=1

αiyiK(−→x ,−→xi) + b) (6)

4 The Design of SVM-ARS

Before describing the proposal in detail, we present several assumptions here. We
assume that all nodes in the network have the location information of themselves,
which can be obtained through e.g. GPS, wireless signal measures [12], range
measurements based on infrared [18] or location estimation based on connectivity
information (e.g. hop count [13]). Moreover, the position information can be
updated adaptively to node mobility rather than regularly [15]. All nodes also
have the geographical information of their neighbours. The details on how to
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Fig. 2. Principle of SVM-ARS

obtain and manage the position information of neighbour nodes is beyond the
scope of this paper. Related works with these details can be found in [14, 15]. All
nodes in the network are required to operate in a promiscuous mode. Standard
IEEE 802.11 [3] is used as the MAC layer protocol.

4.1 Detection of Route Redundancy

The first step of our proposed SVM-ARS is similar to the geographic route
shortening method GARS [6]. When a node sends a packet, it is required to
attach its own geographic information as well as the location of the next hop
into the packet header in GARS. Suppose {S, A, B, C, D} is the concerned route
in the scenario shown in Fig. 2. The location information of B and C, denoted
by (Bx, By) and (Cx, Cy) respectively, is attached into the packet header when
B sends the packet to C.

Since all the nodes in the network are operating in the promiscuous over-
hearing mode, the neighbor of B, namely node A in Fig. 2(a), can overhear
the transmission at B and thus acquire the location information of C which is
two-hop downstream of A. In this way, A can judge whether C has moved into
its transmission range from the geography information of C. If the answer is in
the affirmative, direct communication between A and C is possible and B has
become a redundant node on this route, which means that a shortening process
may be initiated and that the original route {S, A, B, C, E, D} can be shortened
to {S, A, C, E, D}.

4.2 Classification of Shortening

In practice, all the potential shortenings can be classified into preferred ones
and non-preferred ones based on certain criteria. The definition of non-preferred
shortening and preferred shortening is as follows: if the shortening link breaks
before any other link on this route after the execution of the route shortening,
this shortening execution is considered as a non-preferred shortening; or else, it
is considered as a preferred shortening. Using the decision function built through
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the SVM training, nodes can achieve the classification by predicting the perfor-
mance of a future shortening based on their past experience. In SVM-ARS, the
network system is trained offline using a pre-collected training data set. The
training data set contains multiple samples; each sample is composed of input
attribute vector and the corresponding label as defined in Session 3. When the
route redundancy is detected in SVM-ARS, the input feature will be subtracted
and input into the decision function. If the output label is -1, it means the
potential shortening is preferred thus can be executed; or else the shortening is
non-preferred and the execution of it may harm network performance afterwards.
Take the scenario in Fig. 2(a) as an example, the route redundancy exists when
|AC| < R. If such redundancy is detected, node A will try to judge the quality of
the shortening link by inputting −→x = {|AB|, |AC|, |BC|, vA, vB , vC , θA, θB, θC}
into the decision function obtained in the off-line SVM training. Providing that
the output of the decision function is y = −1, this shortening is preferred and
should be executed in the next step; or else it is non-preferred and should be
ignored.

4.3 Execution of Preferred Shortening

Still using the scenario in Fig. 2 as an example, if the output of the decision
function is -1 which represents a preferred shortening, node A updates its Route
Table by substituting B with C on the route, and one-hop preferred shortening
is achieved thereby. The original route {S, A, B, C, D} is therefore shortened to
{S, A, C, D}, as is shown in Fig. 2(b)

5 Off-line Training

5.1 Training Data Collection

We implemented the SVM library LIBSVM [7] in NS-2 simulator [8] to exe-
cute the training process. The training data is collected in the following way.
We run simulation in NS-2 simulator under the scenario shown in Table. 1, and
all route shortenings are executed without considering the quality of shorten-
ing links. For each shortening execution, we extract the values of the 9 features
representing the local environment and node mobility pattern when the shorten-
ing is executed. Note that in NS-2 a trace-file inclusing all routing information
will be generated when the simulation terminates. By analysing the trace-file,
we will know whether a shortening link actually has triggered a route failure in
the simulation before any other links in the route. If so, the label for the fea-
tures corresponding to that shortening link is 1, which represents non-preferred
shortening; otherwise -1, which represents preferred shortening. We only take
one sample from each run of simulation to ensure the independency among the
collected samples. After running 4003 simulations, we collected a training data
set with 4003 samples, among which 1994 samples are with label 1 and 2009
sample with -1.
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Table 1. Simulation Scenario for Training Data Collection

Parameters Values

Number of Nodes 200

Node Mobility Model Random Waypoint Model

Radio Propagation Model Two-Ray Ground Model

Network Scale 1200m Square

Maximum = Minimum Speed 1,5,10,15m/s

Pause Time 0s

Transmission Range 250m

Interference Range 250m

Number of CBR Connection 1

Packet Size 512bytes

Data Rate 64kbps

Bandwidth 2Mbps

Simulation Time 5000s

5.2 Kernel Function Selection

In order to select a proper kernel function for our problem, we study the following
four widely used typical kernel functions using the collected training data: linear,
polynomial, RBF, sigmoid. We use 5-fold cross-validation (CV) to avoid the
over-fitting of the training data while providing good generalization. In 5-fold
CV, the training set is divided into 5 subsets of equal size. In sequence, each
subset is tested using the trained SVM (with a certain kernel function applied)
on the other 4 subsets. We investigated the CV accuracy and the training time
of each kernel function and the best performance of each kernel type is shown
in Table. 2. The results indicate that RBF kernel is the best candidate for our
problem. We use a “grid-search ”[7] to find the values for parameters C and γ in
RBF kernel which yields the best cross-validation accuracy: C = 0.5,γ = 0.0005.
The parameters for SVM can be decided by other methods such as [9].

6 System Performance Evaluation

The proposed route shortening method SVM-ARS can be implemented into any
existing routing protocol to perform route optimization. In our simulation we
implemented it based on our previous work GARS [6] and evaluated the per-
formance by ns-2 simulator. The performance of SVM-ARS is compared with
the GARS, and a mobility prediction model proposed in [21] which is denoted
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Table 2. Best Performance of Each Kernel Type

Kernel Best CV Accuracy Training Time

Linear 84.0% 22min

Polynomial 84.6% 651min

RBF 86.2% 8s

Sigmoid 50.2% 14s

Fig. 3. False negative ratio

by UMM (UCLA Mobility Model). We first studied the classification accuracy
in terms of false negative (non-preferred shortening misclassified as preferred
shortening). Fig. 3 demonstrates the false negative ratio, which is the number of
false negative divided by the total number of shortening executions. On average,
the false negative ratio in SVM-ARS is less than 20%, whereas in UMM it is
approximately 80%.

We also evaluated the performance of all these methods with respect to data
packet delivery ratio and normalized control overhead. As Fig. 4(a) shows, the
packet delivery ratio slightly decreases as the speed of nodes goes up for GARS
and SVM-ARS, but sharply drop for UMM. SVM-ARS achieves statistically
equivalent packet delivery ratio compared to GARS, and up to 32% improve-
ment compared to UMM. In terms of normalized control overhead, SVM-ARS
significantly reduces the average control overhead by 40% and 47% with respect
to GARS and UMM respectively, as is depicted in Fig. 4(b).

The results verify that the proposed SVM-ARS significantly reduces the nor-
malized control overhead compared to all other methods, and at the same time
successfully ensures a satisfying data packet delivery ratio regardless of the
change in the speed. The reason for the reduction of control overhead could be
that the judgment on the quality of shortening link helps prevent route failure
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Fig. 4. Simulation results under varying speed. (a) Data packet delivery ratio; (b)
Normalized control overhead.

by replacing unstable links with shorter and more stable links, and the efficiency
of the judgment is verified by the low false negative ratio.

7 Conclusions

We have proposed a novel automatic route shortening method called SVM-ARS
that intensively considers the quality of the shortening links. The statistic ma-
chine learning method SVM is used to predict the quality of shortening links and
classify potential shortening opportunities into either non-preferred shortenings
or preferred shortenings, and only preferred shortenings are executed in prac-
tice. We compared our method with GARS and a node mobility model UMM.
The simulation results confirmed that SVM-ARS significantly reduces the nor-
malized control overhead by 40% and 47% on average, while ensuring satisfying
data delivery ratio. We can come to the conclusion that the resulting shorter
and more stable routes in SVM-ARS are translated into an overall performance
improvement of route management in an ad hoc network.
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Abstract. In this paper, we develop a real-time algorithm to detect malicious
portable executable (PE) files. The proposed algorithm consists of feature ex-
traction, vector quantization, and a classifier named Attribute-Biased Classifier
(ABC). We have collected a large data set of malicious PE files from the Hon-
eynet project in the EG-CERT and VirusSign to train and test the proposed sys-
tem. We first apply a feature extraction algorithm to remove redundant features.
Then the most effective features are mapped into two vector quantizers. Finally,
the output of the two quantizers are given to the proposed ABC classifier to iden-
tify a PE file. The results show that our algorithm is able to detect malicious PE
file with 99.3% detection rate, 97% accuracy, 0.998 AUC, and less than 1% false
positive rate. In addition, our algorithm consumes a fraction of seconds to test a
portable executable file.

Keywords: Portable executables, malicious detection, data mining, vector
quantization.

1 Introduction

Cyber criminals threaten critical information infrastructures, and they negatively affect
the national economy. For example, 24,000 files of weapons under development for the
US Department of Defense (DoD) are stolen from a US defense contractor [1]. the DoD
has dedicated at least 500 million USD for cyber security research. The UK government
recently committed £650 million in addressing the growing cyber risks [2]. In 1990’s,
malware programs were manually analyzed because of their limited forms and num-
bers [3]. However, with the enormous increase in the number of internet users, hack-
ers attack user’s privacy through ever increasing malware (malicious software) such as
Botnets, Rootkits, Worms, Trojan horses, Viruses, Spams, Adwares, and Social engi-
neering on social networks [4]. It is impossible to depend on manual analysis to cope
with the development of the new malware files. The most existing techniques such as
intrusion detection systems (IDS) and antiviruses are based on signature-based algo-
rithms to recognize malware programs [5, 6]. However, metamorphic and polymorphic
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techniques are commonly used to bypass these algorithms [7]. Therefore, automatic
real-time techniques have become urgent to detect malware files. Meanwhile, Portable
Executable (PE) files play a crucial role in all of the Microsoft’s operating systems and
have become manifest in most malware files. Hence, this work is motivated towards
developing real-time algorithm for malicious PE files detection. The proposed analysis
is resting on malware detection through exploiting data mining algorithms.

There are limited research on automatically malicious executable detection using
data mining and machine learning techniques [8–13]. Schultz et al. [8] presented a
framework using deferent data mining techniques to detect malicious executables. The
authors applied three algorithms: a learner based on inductive rule, a probabilistic pre-
dictor, and a multi-classifier. The proposed system outperforms signature-based systems
with accuracy of 96.88%. Their system focused mostly on viruses and trojans. Wang et
al. [9] proposed virus detection by using Decision Trees classifier. The authors used a
vector of OpCode byte and the first byte of the operand as features. The results show
that the performance of the proposed system by using the first OpCode byte only is bet-
ter than using both the OpCode byte and the first byte of the operand. The work in [8]
is improved by Kolter et al. [10]. The authors use the best 500 n-grams and construct
several classifiers including Instance Based Learner, Support Vector Machines (SVM),
Naive Bayes, Decision Trees, and Boosting to identify to PE files. They results show
that the best performance is obtained by boosted decision tree J48 with an area under
the ROC curve of 0.95. Perdisci et al. [11] extend the work in [8,10] taking into account
packed PE files. They developed system called Malware Collection Booster (McBoost).
It consists of two classifiers (C1 and C2) where C1 is used for packed files and C2 is
used for unpacked files. They developed universal unpacker to obtain the hidden from
the PE file. The results show that McBoost has an accuracy of 87.3% and AUC equal
to 0.977. However, the performance of the McBoost will be degraded if the proposed
unpacker fails to extract the hidden codes in the PE file. Ye et al. in [12, 13] presented
two algorithms based on objective-oriented association (OOA) mining to identify mal-
ware. In [12], they obtained a detection rate of 92%. They proposed another system
called Malware Detection System (IMDS) [13] which consists of three components:
PE parser, OOA rule generator, and classifier based on generated rules. They show that
the proposed system outperforms well known anti-viruses with detection rate of 93.8%.
Their system is incorporated into KingSoft’s Anti-Virus software.

Different from discussed studies, our work is based on designing a real-time algo-
rithm to detect whether a PE file is benign or malicious. The proposed algorithm con-
sists of feature extraction, vector quantization, and a classifier named Attribute-Biased
Classifier (ABC). We have collected a large data set of malicious PE files from the Hon-
eynet project in the EG-CERT [14] and VirusSign [15] to train and test the proposed
system. We first apply a feature extraction algorithm to remove redundant features. Then
the most effective features are mapped into two vector quantizers. Finally, the output of
the two quantizers are given to the proposed ABC classifier to identify a PE file. The ex-
perimental results show that our algorithm is able to detect malicious PE file with 99.3%
detection rate, 97% accuracy, 0.998 Area Under the ROC curve (AUC) [16], less than
1% false positive rate. In addition, our algorithm takes a fraction of seconds (0.0011
sec.) to scan PE file. Therefore, the proposed system is suitable for real-time systems.
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The rest of this paper is organized as follows. Section 2 gives the system model, feature
extraction algorithm, and vector quantization. The proposed Attribute-Biased Classifier
(ABC) is presented in 3. Simulation results of the proposed system are presented and
discussed in Section 4, followed by conclusions and future work in Section 5.

2 System Model

Referring to Figure 1, the proposed system comprises three main components: feature
selection, vector quantization, and classification stage. The input PE files first pass to
PE parser. The parser is a set of custom python scripts used to construct the attributes
or features from the PE header [17]. These attributes are passed with file entropy to
the feature select algorithm to select the best features. It should be noted that the fea-
tures extracted are static properties of the PE files and there is no need to execute the
PE files.

Fig. 1. Portable Executable detection system

In this research 19 attributes are constructed from header and optional header with
file entropy of PE files as shown in table 1. These attributes are used to identify whether
a PE file is benign or malicious.

Table 1. Table of features extracted from PE header

Feature Name Type

FILEHEADER
TimeDateStamp date-time
NumberOfSections & PtrToSymTable & CHAR-RELOCS-STRIPPED integer
CHAR-BYTES-RESERVED-LO & CHAR-BYTES-RESERVED-HI integer

OPTIONALHEADER

LV-MAJ-MIN & OS-MAJ-MIN & IMAGE-MAJ-MIN integer
SizeOfCode/SampleSize & SizeOfInitializedData/SampleSize float
SizeOfUninitializedData/SampleSize & SizeOfImage/SampleSize float
SizeOfHeaders/SampleSize & AddressOfEntryPoint/SampleSize float
BaseOfCode/SampleSize & BaseOfData/SampleSize & NumberOfRvaAndSizes float
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2.1 Feature Selection

Feature extraction is a preprocessing step for many pattern recognition and machine
learning systems. This step usually encompasses feature construction and feature selec-
tion. Feature construction is achieved by PE parser as shown in Figure 1. The output of
the PE parser is 19 features given in table 1. Features selection is a process of select-
ing the most effective subset of features to minimize the training time and to improve
the detection ratio and accuracy of the classifier. In this paper, min-Redundancy Max-
Relevance (mRMR) feature selection algorithm [18] is used to select the best subset of
features. The main idea behind the mRMR algorithm is that relevant and redundant fea-
tures are considered simultaneously. The min-Redundancy is obtained by selecting the
features which are maximally dissimilar to each other and ignoring the features which
are very correlated. The redundancy is measured by the average of all mutual informa-
tion values I(fi; fj) between feature fi and feature fj in the set S and is calculated
as follows:R(S) = 1

|S|2
∑

fi,fj∈S
I(fi; fj). The Max-Relevance is achieved by selecting

features which are highly relevant to the target class. In this paper, we have two classes
which are benign class and malicious class. The relevance of feature fi in a set S with
respect to a class c is calculated as follows:D(S, c) = 1

|S|
∑

fi∈S
I(fi; c). where I(fi; c) is

the mutual information between feature fi and the class c. The mRMR criterion is com-
bining feature redundancyR(S) and feature relevanceD(S, c) given above to obtain a
good subset of features S∗. It is given as follows:S∗ = argmax

S
(D(S, c) −R(S))

2.2 Vector Quantization

Vector Quantization (VQ) [19, 20] is one of well known techniques commonly used in
image compression and speech recognition. VQ is based on three main steps: codebook
design, encoding, and decoding. In this paper Linde-Buzo-Gray (LBG) algorithm [21]
is used for designing two different codebooks: benign and malicious codebooks. The
LBG algorithm is one of the most cited VQ algorithms used to generate VQ codebook.
The LBG algorithm is explained later in this section. In the training phase, we form
training matrices of the best features selected by the mRMR algorithm. These matrices
are then applied to the LBG algorithm to generate the best codebook describing the
matrices used in the classification phase. Let F = {F1, F2, ..., F	, ..., FL} be the train-
ing matrix, and F	 = {f	,1, f	,2, ...f	,N} is a vector of selected features from the �th

PE file. L is the number of PE files used in the training phase to design the codebooks
of both benign and malicious vector quantizers. N is the vector length of selected fea-
tures. Codebook design is performed by LBG algorithm resulting in codebook C with
sizeM ×N , whereM is the length of each vector andN is the number of codevectors.
In this paper, we assume that the benign and malicious codebooks have the same size
M × N . A feature f	,n from the vector of selected features F	 is approximated by a
codevector Cn = {c1,n, c2,n, ..., cm,n, ..., cM,n}, n ∈ N, m ∈ M if the quantization

distortionDq,n = 1
M

M∑
m=1

| f	,n − cm,n |2 is minimum. Therefore, the design problem

is to construct the appropriate codebooks that best represent both benign and malicious
training sets given F , M , and N such that Dq,n of the nth feature is minimum. The
LBG algorithm used to solve this minimization problem is given as follows:
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Step 1: Given F , small number ε, and m = 1, we obtain the initial values

c∗1,n =
1

L

L∑
�=1

f�,n D∗
q,n =

1

L

L∑
�=1

| f�,n − c∗1,n |2, n ∈ N

Step 2: Split the codevectors for i = 1, 2, ..., m as follows: c(0)i,n = (1 + ε)c∗m,n, c
(0)
i+m,n =

(1− ε)c∗m,n, and set m = 2m

Step 3: Set iteration index j = 0, and D
(0)
q,n = D∗

q,n, then

1. Get the minimum value of | f�,n − c
(j)
i,n | for 
 = 1, 2, ...L, i = 1, 2, ...m, n =

1, 2, ..., N . Set Q(f�,n) = c
(j)
i∗,n, where i∗ ∈ m is the index achieving the minimum.

2. Update the codevector c(j+1)
i,n :

c
(j+1)
i,n =

∑
Q(f�,n)=c

(j)
i,n

f�,n∑
Q(f�,n)=c

(j)
i,n

1
and set j = j + 1

3. Calculate D
(j)
q,n = 1

L

L∑
�=1

| f�,n −Q(f�,n) |2

4. Go to (1) if
D

(j−1)
q,n −D

(j)
q,n

D
(j)
q,n

> ε

5. Else set: D∗
q,n = D

(j)
q,n and c∗i,n = c

(j)
i,n ∀i = 1, 2, ..., m, n = 1, 2, ..., N

Step 4: Repeat Steps (2) and (3) until the desired codebook CM×N is achieved

3 Attribute-Biased Classifier (ABC)

This work introduces Attribute-Biased Classifier (ABC) for the purpose of PE files
classification. The main idea of the proposed classifier is to identify the closeness of the
attributes extracted from a testing PE file against their counterparts attributes at the des-
ignated codebooks (benign/malware codebook). Thus, the more attributes approach a
certain class codebook, the more possibility of assigning the PE file to that class. When
an unknown PE file is given, the ABC searches the number of attributes approaching
each class codebook. When the majority of attributes from a testing vector approach
the benign (malicious) codebook, the file is identified as benign (malicious) PE file.
The "closeness" of a given attribute to certain class is measured by computing the dis-
similarity vector against its counterpart attribute at that class codebook. Dissimilarity
vector is measured by calculating the Min-Mean-Square-Error (MMSE) between each
attribute and the corresponding benign and malicious codebook vectors. We then ob-
tain benign and malicious dissimilarity vectors. The attribute which has a MMSE with
one codebook is belonging to that codebook. After that the total number of attributes
associated with each codebook is counted. A PE file is considered benign if the number
of the testing vector attributes associated with benign codebook bigger than that with
malicious codebook. Otherwise a PE is considered malicious file. If the number of at-
tributes belongs to both benign and malicious codebooks are equal, the minimum of
each dissimilarity vector is calculated. Then, a testing PE file would be assigned to a
class (benign or malicious) with the smallest minimum dissimilarity value. The pseu-
docode of the proposed ABC algorithm is given in algorithm 1. For a testing PE file,
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let Vt = {v1, v2, ..., vN} be the vector of the most effective N attributes selected by
the feature selection algorithm. The Cb and Cm areM ×N matrices of both benign and
malicious codebooks, respectively. Let Db and Dm are the dissimilarity vectors of the
test vector Vt with respect to both benign and malicious codebooks, respectively. The
criteria used to measure the dissimilarity is the MMSE as mentioned above.

Algorithm 1. Attribute-Biased Classifier (ABC) algorithm
1: ACb ← 0 � benign counter
2: ACm ← 0 � malicious counter
3: for i = 1 → N do
4: eb ← 0, em ← 0
5: for j = 1 → M do
6: eb ← eb + ‖ Vt(i)− Cb(j, i) ‖2 and em ← em + ‖ Vt(i)− Cm(j, i) ‖2
7: end for
8: Db(i) ← eb/M and Dm(i) ← em/M
9: if Db(i) < Dm(i) then

10: ACb ← ACb + 1
11: else
12: ACm ← ACm + 1
13: end if
14: end for
15: if ACb > ACm then
16: The PE file is benign
17: else if ACb < ACm then
18: The PE file is malicious
19: else if ACb = ACm then
20: if min(Db) < min(Dm) then
21: The PE file is benign
22: else
23: The PE file is malicious
24: end if
25: end if

4 Simulation Results

In this section, we present the experimental results of the proposed algorithm on a
large data set of malicious and benign PE files. We gathered 2500 benign PE files from
Windows machines and 3000 malicious PE files with no duplication in the data set.
The malicious PE files are collected from the Honeynet project in the EG-CERT [14]
and downloaded from VirusSign [15]. The data set is split into two sets, training and
testing sets. The training set is used to obtain the most effective attributes from the 19
attributes given in table 1 and to design the codebooks of both malicious and benign
vector quantizers. The testing set is used to measure the performance of the proposed
system over unseen PE files. We have used one thousand malicious and one thousand
benign PE files for training and the rest of the data set is used for testing. The procedure
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of selecting the training set is carried out 100 times. The results have been averaged
to get a better insight into the performance of the proposed algorithm over the entire
set. We performed our analysis on Intel Pentium Core 2 Duo machine, 2GHz processor,
and 2 GByte RAM. Three metrics detection rate (DR), false positive rate (FPR), and
overall accuracy (ACC) are used to measure the performance of our algorithm. These
metrics are computed mathematically as follows:

DR =
TP

TP + FN
FPR =

FP

FP + TN
ACC =

TP + TN
TP + TN + FP + FN

where TP is true positive representing the number malicious PE files classified as ma-
licious files, and true negative TN is the number of benign PE files classified as benign
files. False positive FP stands for the number of benign files classified as malicious
files, and false negative FN is the number of malicious files classified as benign files.
In addition, we obtained Area Under ROC Curve (AUC) to measure the detection ac-
curacy of the proposed algorithm. ROC curves [16] are used in data mining to illustrate
the tradeoff between true positive rate and false positive rate. As the AUC increases, the
detection accuracy increases because of high rate of true positive and low rate of false
positive. For example, at AUC=1, true positive rate=1, false positive rate=0, and detec-
tion accuracy=1. Figure 2 shows the relation between gain in information calculated
from mRMR algorithm [18] and the 19 features/attributes constructed by the PE parser
as perviously mentioned. The figure shows that the selected attributes are not similarly
contributing to the classification process. Thus, the most effective five features have
been selected. The selected attributes are not correlated and are more relevant to the
malicious and benign classes. The design complexity of vector quantizer codebooks
is also reduced, because the codebook size depends on the number of features. This
also reduces the proposed classifier complexity, and as a result the processing time will
reduce during testing of a PE file. The results in figure 2 is obtained from a data set
including 2000 sample (1000 benign and 1000 malware).
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To select the optimal codebook size which achieves better performance with mini-
mum complexity, we have obtained the relationship between the system performance
in terms of detection rate and overall accuracy versus number of codebook vectors. In
this research it is assumed that both benign and malicious codebooks have the same
size. The optimum number of codebook vectors that yields in high detection rate and
accuracy is eight vectors. The length of each vector is five coefficients as the number of
selected features. Therefore, the optimum codebook size is 8 × 5 for both benign and
malicious codebooks.

To study the performance of the proposed Attribute-Biased Classifier (ABC), we
have obtained the relation between detection rate versus the number of runs as shown in
figure 3(a). We compare the proposed ABC classifier with other known classifiers such
as Probabilistic Neural Network (PNN) classifier [22] and Euclidean distance classi-
fier [23]. It can be seen that, the proposed protocol has a higher detection rate (99%)
than the other classifiers. Consequently, the processing time of the proposed classi-
fier is decreased during training phase. Figure 3(b) shows the true positive rate versus
false positive rate using ROC curves. The proposed ABC classifier outperforms the
other classifiers. The ABC classifier has AUC more than 0.98 at false positive rate less
than 2%.
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Fig. 3. Proposed approach performance

Furthermore, the effectiveness of the proposed approach veersus other recently de-
veloped techniques has been investigated. We have tabulated the AUC and the scan
time. In the table we compare the proposed technique with Mc-Boost [11], Schuktz et
al. [8] (titled Strings), Kolter et al. [10] (titled KM), and two well-known antiviruses:
AVG [24] and Panda [25]. As shown in this table the proposed system outperforms the
rest of other techniques in terms of AUC and scan time. The results in table 2 are aver-
aged over 100 runs to effectively detect unseen malicious PE files. We can say that the
proposed technique provides slight improvement in the detection accuracy compared
with the other technique. However, the proposed approach has the minimum scan time
of 0.0011 sec/file. Thus, this improvement in the detection accuracy becomes effective
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when the number of PE files to scan is several thunders. This number of PE files might
be available at internet service providers (ISPs), CERTs, and other sensitive infrastruc-
tures. Therefore, the proposed system is feasible for real-time implementation because
of very low processing time and high detection rate. In addition, the results obtained in
table 2 show that the accuracy of the proposed protocol is better than the other proto-
cols. The proposed algorithm requires higher processing time during the training phase
than some recently developed techniques. This is because of the codebook design.

Table 2. Proposed algorithm vs. different techniques.

Technique Classifier AUC DR% Accuracy% Scan-time (sec.)

Proposed ABC 0.99 99.3 97.05 0.0011

MC-Boost [11] IBk 0.926 72.7 87.3 3.255

Strings [8] IBk 0.927 – 96.88 5.582

KM [10] IBk 0.977 83.3 42.9 31.973

AVG [24] - - - - 0.159

Panda [25] - - - - 0.131

5 Conclusions and Future Work

In this paper, a real-time algorithm for detecting malicious PE files is presented. As
demonstrated, the proposed algorithms uses a classifier named Attribute-Biased Classi-
fier (ABC) to identify whether the test file is benign or malicious. Experiments on large
data set collected from the Honeynet project in the EG-CERT and VirusSign show that
the proposed algorithm outperforms the recently developed algorithms and popular an-
tivirus softwares, such as AVG and Panda in terms of scan time, AUC, detection rate,
false positive rate, and accuracy under the testing phase. In our future work, we plan
to collect more detailed information about the PE header and use it to improve the per-
formance of the proposed protocol. We plan also to extend our work to not only detect
whether a PE file is malicious or benign, but also to identify the type of malware.
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Abstract. In this paper a proposal for solving the problem of diagnostics of cut-
ting errors in a rotary cutoff in a corrugated board machine processing line is 
presented. There are many different reasons for errors, and their identification 
requires a sound knowledge and experience of the service staff. The authors, us-
ing their many years’ experience and a huge database, have found that many 
sources of errors can be characterized using a probability density function (pdf). 
They proposed a diagnostics method based on classification of sources of dis-
turbances using the analysis of pdf determined with a kernel density estimator. 
Multilayer feedforward neural network is proposed as a classifier. Classification 
procedure is discussed, together with research results based on data from real 
industrial processes. 

Keywords. corrugated board, cut-off, pattern classification, neural network, 
kernel density estimation. 

1 Introduction 

Corrugated board is the product which is obtained by gluing together the alternatively 
placed flat and corrugated layers of paper or board. It has many advantages, such as 
lightness, durability, ease of packaging production and possibility of repeated pro-
cessing, thus it plays a key role in the logistics related to the flow of materials and 
products. 

The corrugated board is produced in complex production lines consisting of 12 to 
15 modules and are up to 150 m long. One of important production stages is sheeting, 
performed in the last phase the production process, where the board sheet, 200 to 
3200 mm wide, is cut into suitable formats in the cutter [1]. Cutting is a very compli-
cated process, the accuracy of this phase of production is one of crucial elements upon 
which the carton’s quality is based on. Therefore, it is extremely important to create 
adequate control and monitoring system for cutting. From the technical point of view 
the problem is extremely difficult, because nowadays the corrugated board production 
lines operate at a speed which may reach 450 m/min, and the length of cut board piec-
es may vary from 400 to 10000 mm. Required cutting accuracy may be about +/- 
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1 mm for formats shorter than 2000 mm. For longer formats this accuracy is assumed 
to amount –1 mm to 0.0005*L, where L is the length of the board piece.  

In paper [2] the system for initial quality assessment of the cutting process is pro-
posed, based on the analysis of the cutting error bivariate distributions. Such system 
allows the process operators for earlier detection of irregularities in rotary cutoff 
power transmission systems and calling an appropriate specialist service team. The 
aim of this paper is to describe the error diagnostics method for the cutting process, 
which would make it possible to find error sources automatically, and would certainly 
significantly simplify a service work procedure. On the grounds of many years’ expe-
rience of working with the cutoffs it has been found, that cutting errors distribution 
allows for defining a certain number of classes, describing the causes for these errors. 
Hence, the error classification method was proposed, based on artificial neural net-
work, which, on the grounds of error distribution and expert knowledge gained 
through many years of service work with many different cutoffs, will allow for find-
ing with high probability the causes for improper operation of the cutoff.  

The paper is organized as follows: (1) the cutting process in the rotary cutoff and 
cutting errors are described, attention is drawn to the need of creating an adequate 
system for diagnostics of these errors, (2) proposal for the solution of the problem of 
intelligent diagnostics of the machine is presented, (3) the problem of creating the 
data set for the classifier using the kernel estimators is described, (4) the issue of error 
causes’ classification using the neural networks is discussed, (5) experimental results 
of the use of the proposed diagnostic method is presented. At the end the conclusions 
and proposals for further investigations in this field are described. 

2 Rotary Cutoff 

The process of cutting is performed in a rotary cutoff machine with a so-called helicut 
system, in which a shearing principle is obtained thanks to rotary movement of a shaft 
with a knife, see fig. 1. In this case, the knife is mounted spirally on the shaft. Ma-
chines of this type are employed in many industries, for example in the process of 
cutting a cardboard, foil, sheet metal, paper, laminate. Although the principle of oper-
ation in each case is the same, the cutting phase course, tolerance requirements, con-
trol algorithms used and technological environment where the rotary cutoff machines 
operate, are different.  

There are two shafts in the cutoff: the bottom one and the top one, stiffly connected 
with gear wheels. Knife shafts are 1800 mm to 3300 mm long. The power transmis-
sion system consists of two AC asynchronous motors, 60 KW each, mounted on ei-
ther side of a knife shaft. There may be a single cutoff unit (Simplex), double units 
(Duplex), see fig. 1, or triple units (Triplex), in one constructional frame. Achieved 
speeds are from 15 m/min for older units, up to 400 m/min.  

The control system of the cutoff machine is a time-optimized system with 
a moving target point (rendez-vous type arrangement) [3]. This means, that the power 
transmission system of the cutoff should ensure reaching the required knife position 
according to the set velocity profile.  
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Fig. 1. Example double rotary cutoff machine (Duplex) and the knife shaft in a rotary cutoff 

2.1 Cutting Process 

Cutting phase may amount from 44 to 56 degrees of shaft revolution. In this phase 
there should be smooth, impact-free transition of the knife through the corrugated 
board, so the linear velocity of the knife must be precisely synchronized with the ve-
locity of the corrugated board sheet. At the same time, to obtain a corrugated board of 
a set length, it is necessary to obtain the set position of the knife with the required 
velocity profile. A simplified diagram of time functions of the linear velocity of the 
knife for cutting the format above 1500 mm is shown in the fig. 2. Correct passage 
through the cutting phase requires that the knife velocity is equal to the corrugated 
board velocity in the production line. The exact moment and the place where the knife 
meets the board are precisely defined by the preset length of the corrugated board 
being cut.  

 

Fig. 2. Simplified diagram of knife velocity trajectory: Phase_1 - knife enters the cutting phase, 
Phase_2 - knife exits the cutting phase, Speed line - production line speed, ACC - knife accel-
eration phase DEC - knife slow down phase 

There may be various causes of incorrect cutting – they may lie on the side of the 
cutoff and on the side of its surroundings in the production line. In the first case the 
errors may be caused by irregularities in the power transmission system, improper 
fastening of the encoder, when its zero marker does not correspond to mechanical 
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position of the knife, improper torques of the knife shafts, improper controller settings 
etc. Another group of sources of errors includes for example: instabilities of the pro-
duction line speed, play in the cutoff input rolls, corrugated board quality changes, 
etc. Fig. 3. shows some real examples of the cutting errors. 

 

Fig. 3. Examples of the cutting errors 

2.2 The Need for Intelligent Diagnostics System 

A corrugator is an expensive machine, operating usually according to a three-shift 
scheme. The corrugator’s life is usually estimated as 20-30 years of continuous opera-
tion [4]. In addition, very strict requirements for cutting accuracy are employed, about 
+/-1 [mm], resulting from the use of highly robotized machines used for further pro-
cessing of the corrugated board. Therefore all disturbances in corrugator operation, 
especially cutting errors exceeding the set tolerance threshold, and standstills caused 
by necessary repairs, can substantially influence the economic results.  

The number of possible causes of irregularities/disorders is very high. Their identi-
fication requires great knowledge and service work experience, and is often related to 
an arduous process of analysis of individual parts of the machine. Therefore it is very 
important to create an adequate tool for the cutoff error diagnostics, which with grow-
ing demands related to the cutoff cutting accuracy would allow for quick and reliable 
determination of causes of the cutting errors. It is especially important for older ma-
chines, because production losses caused by product quality worsening or accident 
conditions may be very expensive. 

3 Machine Condition Diagnostics Based on Pattern Classification 

Machine condition can be assessed by observing the object operation, especially its 
output. In the investigated case the machine condition is assessed basing on product 
quality observations, i.e., corrugated board cutting accuracy. However, an extensive 
knowledge and experience is required to be able to state, on the grounds of cutting 
error analysis, what are the causes of resultant deviations, because, as it was men-
tioned, the number of possible disturbances which influence the cutting process is 
very high and there may be a combination of various disorders: electrical, mechanical, 
or resulting from the course of the production process.  

Basic methods for assessment of the process or the product quality are based on the 
analysis of statistical parameters (this approach was proposed in [2]). Such changes, 
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especially parameters which are out of the admissible limits, give evidence for the 
existence of irregularities in the process. However, they usually do not allow for  
finding the sources of errors, especially in such a complex process like cutting in the 
corrugator. That’s why more advanced methods are required, like for example data 
mining, which allow for obtaining the information from history data very quickly, by 
finding the patterns [5]. Many years’ specialist experience related to operation and 
service work with corrugated board machines and analysis of many hundreds of 
measurement data elements make it possible to define some classes of cutting error 
sources, related to the distributions of these errors. So, it was proposed to base the 
cutoff diagnostics on pattern classification methods. The input value for such a classi-
fier will be the estimated probability density function (pdf) of measured cutting errors, 
while the output will be the class assigned to a specific group of process disturbances. 

The problem of classification can be stated as follows. For given set of training da-
ta D = {(xi, yi), i = 1,…,n}, where x ϵ X  denotes a vector of pdf values calculated for 
the cutting errors, and y ϵ Y is a label defining the class of disturbances in the cutting 
process, produce a function g : X →Y that approximates the unknown correct mapping 
γ : X →Y. The goal of the learning procedure is to minimize the zero-one loss function 
(assigning a loss of 1 to any incorrect labeling) for a training set collected during for-
mer experiments and assumed to represent accurate examples of the mapping. 

There are many classification methods, for example decision trees, nearest neigh-
bors, neural networks, naive Bayesian classifiers and others [6][7]. Because the model 
of class assignment to pdf shape is strongly nonlinear and difficult to be mathemati-
cally formulated, it was decided to approach the problem basing on the use of Neural 
Networks (NN) in modeling the relation between pdf of the cutting errors and the 
class. NN classifiers [8] are commonly used in classification and decision tasks and 
they have been demonstrated to be a competitive alternative to traditional classifiers 
for many practical classification problems [9]. 

Classification usually comprises a set of the following operations:  

• Preprocessing, i.e., data preparation for the classifier;  
• Feature extraction and pattern classification; 
• Decision rule preparation. 

In the investigated case the aim of data preparation is pdf calculation for deviations of 
measured pieces of board from the set value. A set of pdf values is a feature vector x. 
A set of training data D comprises features with disturbance class y assigned to them 
by an expert. But test data contain only the features. A decision rule is a function 
mapping feature vectors into classes.  

Total number of measurement data used for learning and testing the classification 
method comprised over 12000 measuring series consisting of 20 to 100 measure-
ments. Fifteen classes were distinguished in the data: class 1 corresponds to the cor-
rect cutting process, others represent different disturbances existing in the process. 
Classification procedure was implemented using the Matlab package with toolboxes 
Statistics and Neural Networks. 
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3.1 Corrugated Board Length Measurement 

Measurement of the corrugated board sheets is performed in a classical manner, using 
a measuring tape. For technological reasons, no other length measuring methods are 
employed. In practice, this measurement is performed randomly, and the number of 
measurements varies from 3 to 5 for one order. Of course, this number is too small in 
case of a diagnostic system and does not allow for system error analysis. Therefore, 
when operating personnel finds that the shape of arranged stack of sheets deviates 
from the standard (see fig. 3), at least 30 – 50 measurements from such population 
should be done. Acquisition of larger number of measurement results is recommend-
ed. Especially if two modes appear in the pdf, then the number of measurements 
should be doubled [10]. Measurement results are influenced by line coincidence read-
ing errors, parallax errors and experimenter errors. Maximum measurement error 
within the range of +/- 0.25 mm was assumed. Fig. 4 shows an example diagram of 
calculated deviations of board length from the set value.  

 

Fig. 4. Board length deviations from the set value 

3.2 Pdf Estimation 

Density estimation is the construction of an estimate of pdf from the observed data. In 
classical methods, mainly parametric approach is employed. However, in case of a 
corrugated board machine, because of a large number of different cutting error distri-
butions as well as multimodality, it is difficult to find distributional assumptions 
a priori, so instead of parametric methods an alternative approach, non-parametric 
density estimation, is used.  

The simplest non-parametric method is a histogram. A set, containing all samples, 
is divided into a number of intervals characterized by an equal width h and a histo-
gram is a function that counts the number of observations falling into each of the  
disjoint intervals (known as bins). Histogram’s advantage is simplicity and ease of 
interpretation in the first stage of investigation. Its main disadvantage is strong  
dependence of its properties on interval width h and sensitivity to location of the  
beginning of the first interval [11].  

An alternative to the histogram is kernel density estimation (kde), which uses a 
kernel to smooth samples [12]. This will construct a smooth pdf, which in general will 
more accurately reflect the underlying variable.  
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Let (x1, x2, …, xn) be an iid sample drawn from some distribution with an unknown 
density ƒ. Estimating the shape of the function ƒ can be done using kde as: 
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where K() is the kernel and h > 0 is a smoothing parameter called the bandwidth. 
It is assumed, that the kernel function is symmetrical with respect to zero 
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where σ̂ is the standard deviation of the samples [12]. 
Fig. 5 shows an example histogram and a pdf calculated using kde for two different 

cases of disturbances which occur in the cutting process. 

 

Fig. 5. Histograms of errors and pdfs for a machine which is out of order (classes 7 and 15) 

3.3 Neural Network Classifier 

A feedforward NN, Multi Layer Perceptron type [13], was used as a classifier. Such 
network can be considered as a universal approximator of any continuous function. 
The number of nodes in the input layer corresponds to the number of elements of the 
data vector, i.e., the number of points, for which pdf values were appointed. Then the 
hidden layers exist, consisting of neurons characterized by nonlinear (log-sigmoid) 
activation function, and the output layer consisting of linear neurons. The number of 
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neurons in the output layer depends on the assumed number of classes. This layer 
generates the final response of the network to a given pdf (target), which should equal 
1 on that output which corresponds to the class from which the pdf comes from, and 0 
for all other classes. Values between 0 and 1 are treated as a suggestion of belonging 
to a specific class (degree of truth).  

A fundamental problem in modeling with NN is definition of network size and to-
pology, i.e., the number of hidden layers and choice of the number of neurons within 
individual layer. The number of input data elements is essential. For a small number 
of training samples and for a complex network structure a network overdimensioning 
may take place. Such network can adapt to the noise in the training data. If the num-
ber of samples is very high, the network cannot reproduce all training patterns. Esti-
mation of the lower and higher range for Vapnik-Chervonenkis measure may help 
[14]. Usually, a general number of neurons is presupposed using heuristic principles, 
as a geometric mean of the number of inputs and outputs of the neural network, but 
their distribution into layers is performed empirically. Many different network struc-
tures were investigated, both one and two hidden layers, taking into account the effec-
tiveness of choosing the correct class and the ability to generalization, understood as 
the ability to predict well beyond the training data. Best results were obtained for two 
hidden layers with 28 and 20 neurons respectively.  

Learning is the ability to approximate the underlying behavior adaptively from the 
training data. The data is divided into two subsets: the training set L and the testing 
set T. A validation subset V is allocated from set L, used during the learning process, 
to estimate the degree of successful learning of the neural network [15]. Network’s 
ability for generalization can be checked on the T set, on which the network was not 
trained. Data distribution into respective sets was: L - 80%, V - 10% and T - 10%.  

During network training the Bayesian regulation backpropagation [16] and 
Levenberg-Marquardt (LM) [17] algorithms were tested. Both algorithms gave simi-
lar results in a form of the total percentage of correctly classified cases, but LM algo-
rithm made it possible to obtain the results in much shorter time (lower number of 
epochs).  

4 Testing the Classification Method  

The proposed method of cutting error source classification was tested in respect of its 
ability to generalization, both in simulation based on adding noise to measurement 
data, and in using the test data coming from a real process.  

Simulation data tests were performed to check the functioning of the network with 
the data obtained from the process, different from original data because of the exist-
ence of measurement errors. New data sets were generated by adding a Gaussian 
noise to a training sample. In this investigation the choice of noise variation character-
ized by SNR (signal to noise ratio) is important [15]. For SNR=20 the classifier re-
vealed full repeatability of results obtained for original data. 

Classification example for real data is shown for a machine, for which cutting er-
rors exceeding the admissible values were observed. Classification results for the data 
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obtained from improperly conducted process of cutting the board into pieces 760 mm 
long are presented in fig. 6. The histogram shows the occurrence of cutting deviations 
in the range from -3 to +5 mm with a „tail” and an asymmetry with respect to zero. 
The classifier classified the calculated pdf into class 11 with a degree of truth of 0.97. 

 

Fig. 6. Example data analysis for improperly conducted cutting process (left) and final result of 
classification (right) 

This class shows the possibility of occurrence of 5 different faults in the process. 
The use of analysis employing bivariate distributions [2] revealed problems in the 
power transmission system of the cutoff. After correcting the faults, board measure-
ments and classifier testing were performed again. This time the classifier indicated a 
dominant class 4 with a degree of truth of 0.83. This class shows, that improper 
measuring wheel calibration or paper slips may be the cause of errors. Because no 
slips were detected in the object, so the measuring wheel calibration was performed. 
After performing a test series of measurements, obtained results of classification were 
related to class 1 (i.e. correct course of the process) with a degree of truth of 0.98. 

5 Conclusions 

In the paper the results related to the use of NN-based classifier to assess causes of 
cutting errors in the rotary cutoff in the corrugated board machine processing line are 
presented. The investigation revealed, that the classifier of such design could recog-
nize the correct class with the suggestion of degree of truth above 0.8. The tests con-
firmed high ability to generalize, NN network could recognize cases for data for 
which the procedures of network learning were not performed.  

It should be emphasized, that the creation of such classifier requires sound 
knowledge and expert experience related to operation and service work of the ma-
chine, and analysis of data gathered for many different cases of incorrect machine 
operation. This knowledge is necessary for correct definition of classes describing 
causes of errors, and for connecting them to pdf of errors. Presented results are related 
to the first stage of investigation, aimed at confirming the hypothesis, that such  
approach in relation to the cutting process diagnostics is possible and efficient.  



374 J. Kasprzyk and S.K. Musielak 

 

It appeared, that the created model of the classifier was able to recognize and assign 
the example cutting errors distribution to correct class of disorders.  

Average time of calculations for complex network structures amounted about 2 
hours on a PC. The tests revealed, that using different kernels does not influence sub-
stantially the classifier’s results. The choice of appropriate h smoothing factor was 
more important.  

The aim for further investigation is to refine the number of classes and causes of 
process disorders assigned to these classes. Especially it is about decreasing the num-
ber of symptoms assigned to a specific class, to make it possible for the user of the 
system to find quickly what corrective actions should be undertaken. As a result, a 
diagnostics system should be created, allowing for quick and reliable assessment of 
the cutoff performance and finding the source of possible errors. 
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Abstract. The paper addresses the applicability of Okumura-Hata model in an 
area in Oman in GSM frequency band of 890-960 MHz. The Root Mean Square 
Error (RMSE) was calculated between measured Pathloss values and those 
predicated on the basis of Okumura-Hata model. We proposed the modification 
of model by investigating the variation in Pathloss between the measured and 
predicted values. This modification is necessary to consider the environmental 
conditions of OMAN. Artificial Neural Network (ANN) was also used to 
forecast the data for much larger distance. ANN provides a wide and rich class of 
reliable and powerful statistical tools to mimic complex nonlinear functional 
relationships. Here, feed forward Multilayer Perceptron (MLP) network was 
used. A typical MLP network consists of three layers i.e.  input layer, hidden 
layer and  output layer. The trained neural nets are finally used to make desired 
forecasts. These results are acceptable and can be used for OMAN.  

Keywords: Pathloss model, Propagation models, Artificial Neural Network, 
Hata Model, Semi-Urban Area. 

1 Introduction 

In the design of any cellular mobile system, the fundamental task is to predict the 
coverage of the proposed system. Propagation models are useful for predicting signal 
attenuation or path loss which may be used as a controlling factor for system 
performance or coverage so as to achieve perfect reception [1]. It has been found that 
the mechanisms behind electromagnetic wave propagation are diverse and 
characterized by certain phenomena such as reflection, refraction and diffraction of 
waves. These phenomena induces signal scattering, fading and shadowing along the 
signal path and their effects can best be described (in a large scale) by the path loss 
exponent which defines the rate of change of attenuation that the signals suffers as it 
propagates from the transmitter to the receiver [2]. The wireless communication relies 
on the broadcast of waves in the free space. This also provides mobility for users and 
satisfies the demand of the customers at any location covered by the wireless network. 
Growth in the mobile communications field has now become slow, and has been linked 
to technological advancements [3,4]. The need for high quality and high capacity 
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networks, estimating coverage accurately has become extremely important. Therefore, 
for more accurate design coverage of modern cellular networks, signal strength 
measurements must be taken into consideration in order to provide an efficient and 
reliable coverage area. 

This article addresses the evaluations between the statistical and the experimental 
analysis at GSM frequency of 900MHz. It was attained that, the most widely used 
propagation data for mobile communications is Okumura’s measurements and this is 
recognized by the International Telecommunication Union (ITU) [5].  

The cellular concept was a major breakthrough in solving the problem of spectral 
bottlenecks and user’s capacity. It offered high capacity with a limited spectrum 
allocation without any major technological change. The cellular concept is a system 
level idea in which a single, high power transmitter is replaced with many low power 
transmitters. The area serviced by a transmitter is called a cell. Each small powered 
transmitter, also called a base station provides coverage to only a small portion of the 
service area. The power loss involved in transmission between the base station (BTS) 
and the mobile station (MS) is known as the Pathloss and depends particularly on the 
antenna height, carrier frequency, distance and environmental parameters. At higher 
frequencies the range for a given Pathloss is reduced, so more cells are required to 
cover a given area. Base stations close to one another are assigned different groups of 
channels. Neighboring base stations are assigned different groups of channels so that 
the interference between base stations or interaction between the cells is minimized. As 
the demand for service increases, the number of base stations may be increased, thereby 
providing additional capacity with no increase in radio spectrum. The key idea  
of modern cellular systems is that it is possible to serve the unlimited number of 
subscribers, distributed over an unlimited area, using only a limited number of 
channels, by efficient channel reuse [4]. The present models, discussed below have 
certain constraints. Accordingly these models need to be modified if we want these to 
be used for these regions where environmental and geographical differences are there. 

2 Theoretical Propagation Models 

Propagation models are mathematical representation of results of experiments 
conducted on the wave propagation under different frequencies, antenna heights and 
locations over different periods and distances. Propagation models indicate that 
average received signal power decreases logarithmically with distance [6]. They are 
divided into two basic types; namely: Free space propagation and Plane earth 
propagation model.   

2.1 Free Space Propagation Model 

In free space, the wave is not reflected or absorbed. Ideal propagation implies equal 
radiation in all directions from the radiating source and propagation to an infinite 
distance with no degradation. Spreading the power over greater areas causes the 
attenuation. Equation (1) illustrates how the power flux is calculated: 
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d tP P / 4 d²= π                                   (1) 

Where Pt is known as transmitted power (W/m2) and Pd is the power at a distance d 
from antenna. If the radiating element is generating a fixed power and this power is 
spread over an ever-expanding sphere, the energy will be spread more thinly as the 
sphere expands.   

2.2 Plane Earth Propagation Model 

The free space propagation model does not consider the effects of propagation over 
ground. When a radio wave propagates over ground, some of the power will be 
reflected due to the presence of ground and then received by the receiver. Determining 
the effect of the reflected power, the free space propagation model is modified and 
referred to as the ‘Plain-Earth’ propagation model. This model better represents the true 
characteristics of radio wave propagation over ground. The plane earth model 
computes the received signal to be the sum of a direct signal and that reflected from a 
flat, smooth earth. The relevant input parameters include the antenna heights, the length 
of the path, the operating frequency and the reflection coefficient of the earth. This 
coefficient will vary according to the terrain type (e.g. water, desert, wet ground etc).  
Pathloss Equation for the plane Earth Model is illustrated in equation (2). 

pe 10 10 1 10 2L 40log (d) - 20log (h ) - 20log (h )=                   (2) 

Where d represents the path length (m) and h1 and h2 are the antenna heights (m) at the 
base station and the mobile, respectively. The plane earth model in not appropriate for 
mobile GSM systems as it does not consider the reflections from buildings, multiple 
propagation or diffraction effects. Furthermore, if the mobile height changes (as it will 
in practice) then the predicted Pathloss will also be changed. 

3 Empirical Propagation Models 

Empirical propagation models will be discussed in this section; among them are 
Okumura and Hata models. 

3.1 Cellular Propagation Models 

The two basic propagation models (free space loss and plane-earth loss) would require 
detailed knowledge of the location, dimension and constitutive parameters of every 
tree, building, and terrain feature in the area to be covered. This is far too complex to be 
practical and would yield an unnecessary amount of detail. One appropriate way of 
accounting for these complex effects is via an empirical model. There are various 
empirical prediction models among them are, Okumura – Hata model, Cost 231 – Hata 
model, Cost 231 Walfisch – Ikegami model, Sakagami- Kuboi model. These models 
depend on location, frequency range and clutter type such as urban, sub-urban and 
countryside. 
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3.2 Okumura’s Measurements 

Okumura carried out extensive drive test measurements with range of clutter type, 
frequency, transmitter height, and transmitter power. It states that, the signal 
strength decreases at much greater rate with distance than that predicted by free 
space loss [5, 7-8]. 

3.3 Hata’s Propagation Model  

Hata model was based on Okumura’s field test results and predicted various equations 
for Pathloss with different types of clutter. It is well suited model for the Ultra High 
Frequency (UHF) band [9]. The limitations on Hata Model due to range of test results 
from carrier frequency 150MHz to 1500MHz, the distance from the base station ranges 
from 1Km to 20Km, the height of base station antenna (hb) ranges from 30m to 200m 
and the height of mobile antenna (hm) ranges from 1m to 10m. It was also observed that 
the signal strength is a function of distance and antenna height, as we can see in this 
work the highest antenna has less propagation path loss and as the distance increases 
the path loss also increases [10]. Hata created a number of representative Pathloss 
mathematical models for each of the urban, suburban and open country environments, 
as illustrated in following equations, respectively. Okumura takes urban areas as a 
reference and applies correction factors as following:  

 
Urban areas:            LdB = A + B log10 R – E1,2.3                       

Suburban areas:      LdB = A + B log10 R – C                       

Open areas:             LdB = A + B log10 R – D                       

Where 

A = 69.55 + 26.16 log10 fc – 13.82 log10 hb     

B = 44.9 – 6.55 log10 hb 

C = 2 (log10 ( fc / 28 ))2 + 5.4 

D = 4.78 (log10 fc) 
2 + 18.33 log10 fc + 40.94 

E1 = 3.2 (log10 (11.7554 hm)) 2 – 4.97   

for large cities, fc ≥ 300MHz. 

E2 = 8.29 (log10 (1.54 hm)) 2 – 1.1   

for large cities, fc < 300MHz. 

E3 = (1.1 log10 fc – 0.7) hm – (1.56 log10 fc – 0.8)         

 for medium to small cities. 
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Definition of Parameters: 

hm ;mobile station antenna height [m] 

dm ;distance between the mobile and the building [m] 

ho ; typical height of a building above local terrain height [m] 

hb ;base station antenna height above local terrain height [m] 

r; great circle distance between base station and mobile [m] 

R=r x 10-3 great circle distance between BS and mobile [km] 

f ;carrier frequency [Hz] 

fc=f x 10-6 carrier frequency [MHz] 

λ ; free space wavelength [m]. 

The practical Pathloss can be calculated using the equation: 

LP (dB) = Pt - Pr 

Where Pt is the transmitted power which is equal to 47dB and Pr is the received power. 
Whereas, the Pathloss for Okumura-Hata Model can be calculated by the following 
equation: 

A= 69.55+26.16 log10 fc -13.82 log10 hb, and E3= (1.1 log10 fc – 0.7) hm – (1.56 
log10 fc – 0.8) for small and medium city.   [11-14]  

The generation of such measurements is based on the assumption that the power of a 
signal decreases monotonically with the increase of the distance traveled by the signal 
[15]. Thus, Hata model is not suitable for micro-cell planning where antenna is below 
roof height and its maximum carrier frequency is 1500MHz. It is not valid for 1800 
MHz and 1900 MHz systems. 

4 Results and Discussions 

To generate measurements of signal strength level for downlink and uplink at coverage 
areas for a cell, TEMS tools were used. However, the road of Al Khuwair can be 
considered as an urban area of Okumura-Hata model was used. For this paper, 
experimental data set (named as set-B) is used.  

After determining the Pathloss of the practical measurements for each distance, the 
study was carried on in order to make a comparison between the experimental and 
theoretical values and the result is shown in Fig-1. 
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Fig. 1. Theoretical and Experimental Pathloss vs. distance Set-B [14] 

From the above plots, the results clearly show that the measured Pathloss is less than 
the predicted Pathloss by a difference varying from 4 to 20dB. However, there are 
several reasons which may cause those significant differences. First of all, in Japan 
there are few areas virtually satisfying the conditions; and if any, they are narrow. 
Moreover, the geographical situation of Japan is different from that in Oman due to 
geographical differences. Then, Root Mean Square Error (RMSE) was calculated 
between measured Pathloss value and those predicted by Hata model using the 
following equation [16-17]:  

                                       RMSE = ∑ (P P )(N )                            (3) 

Where; 

Pm: Measured Pathloss (dB); Pr: Predicted Pathloss (dB) ; N: Number of Measured 
Data Points 

 

The RMSE was found greater than 110dB but the acceptable range is up to 6 dB [17]. 
Therefore, the RMSE is adjusted with the Hata equation for urban area and the modified 
equation will be as following: 

p (modified) 10 10 b

10 b 10

10 m 10

L (Urban ) 69.55 26.16 log (f ) -13.82 log (h )  

 +(44.9 - 6.55 log (h )  ) log (d)  M SE

 -(1.1 log (f ) - 0.7)h - (1.56 log (f ) - 0.8)                           

= +

±           (4) 

The modified result of Hata equation is shown in Fig. 2 and the RMSE in this case is 
less than 6dB, which is acceptable [14]. 
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Fig. 2. Modified Theoretical and Experimental Pathloss–Set B 

In order to verify that the modified Hata's equation (4) is applicable for other areas of 
Oman, another data generated from TEMS tool for another cell in the road of Al 
Khuwair has been used. Based on that practical data, the propagation Pathloss and the 
distance have been re-verified for another cell [11] but not shown in this current paper. 
However, on experimental Set B, few data points are a bit far from interpolated values 
which can be due to the nature of cell B with high rise buildings.  

 
Forecasting Using Artificial Neural Networks (ANN) 
Artificial Neural Networks (ANN) provides a wide and rich class of reliable and 
powerful statistical tools to mimic complex nonlinear functional relationships. In this 
work we used feed forward Multilayer Perceptron (MLP) network. A typical MLP 
network consists of three layers i. e.  input layer, hidden layer and  output layer. Each 
of these layers may comprise of several neurons and synapses which are connected to 
each other through a predesigned structure. These are usually represented by directed 
graphs containing vertices, edges and nodes. The networks are then trained by learning 
through empirical data. These trained neural nets are finally used to make desired 
forecasts. The design of the architecture and the training process of the networks 
require the choice of the scaling method, number and form of the input nodes, number 
of hidden neurons, the activation function, an error function and the type of output 
layer. We used neuralnet package of R statistical computing [19] for the training of  
the network. This package uses back propagation algorithm for adaptive learning of the 
neural network. The logistic activation function was chosen in the hidden layers and the 
linear output type was selected. The topology of the trained network along with 
synaptic weights is presented in Fig.3. The input layer consists of tree neurons. Here U 
is the scaled distance by 1000 and the other two neurons were decided to be the sine and 
cosine functions of distance. Several different sets of nodes for the hidden layer were 
initially considered and compared based on the error function and the number of steps 
takes to train the network. Finally three hidden neurons gave the best performance with 
minimum errors of 0.07 and 216 steps to train the network. This trained network was 
then used to predict the path losses up to a distance of about three kilometers. The path 
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is still mostly used [17-18]. That is because of the ITU-R recommendation for its 
simplicity and its proven reliability.  

The effects of terrain situation predicted at 900MHz were analyzed. Results of radio 
signal propagation measurements for an urban area and extended to semi urban area for 
ANN forecast in Oman was compared to those predicted based on Okumura-Hata 
model. However, the Okumura-Hata propagation model might not be fully adapted in 
Oman because there is no rain attenuation impact in Oman environment due to lack of 
rain. Therefore, further improvement of Okumura-Hata model in the urban area has 
been suggested. This improvement was achieved by using root mean square error 
(RMSE) between measured and predicted Pathloss values in order to provide sufficient 
RMSE for radio prediction.  

The area under investigation can be treated as a combination of urban and 
semi-urban area. Also, if more detailed environmental information is included in the 
model, better prediction results might be achieved. ANN gave us a reasonable 
forecast of Pathloss for a relative larger area. Also the missing experimental points 
show a good agreement with Theoretical model. 
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Abstract. In recent years, the number of severe fault situations and blackouts 
worldwide has increased with the growth of large interconnected power system 
networks. This paper attempts to investigate the effect of a contingency (N-1) 
on rotor angle stability and thermal line flow for a dynamic power system. In 
addition, a solution is presented to eliminate system instability by providing an 
automatic generator re-dispatch instantly after a disturbance. Based on the 
ability of an Artificial Neural Network (ANN), it is possible to model a 
mathematical relationship between a power system disturbance and a control 
action due to the fast response of an ANN system. This relationship is obtained 
by the neurons between the input and output layers of the ANN topology. The 
completed model and data knowledge preparation process were successfully 
tested on an IEEE 9-bus test system. The ANN was able to provide a control 
action in a very short time period with high accuracy. An optimal amount of 
generator re-dispatch in Megawatt (MW) can contribute towards eliminating 
bus voltage and thermal line flow violations or unstable power system 
operation.  

Keywords: Dynamic Power System, Rotor Angle Stability, Generator Re-
dispatch, Artificial Neural Network, Back propagation algorithm. 

1 Introduction 

With open access to deregulated markets and high economic growth, the consequent 
electrical power transfers are forcing the transmission systems to run at their limit. As 
a result, unexpected events such as weak interconnections, high loading of lines and 
protection failures may cause the systems to lose security and that increases the 
possibility of catastrophic failures or blackouts. In recent years the number of 
blackouts and the associated negative consequences has grown. Analyzing these 
catastrophes shows that the operating guidelines used for many years were based on 
offline stability studies, which tend to be conservative for normal conditions and 
inaccurate for unexpected unusual events.  

In many cases a static study cannot achieve the necessary stability under changing 
grid and generation conditions [1]. Worldwide major grid blackouts were investigated 
and discussed by the engineers attending the IEEE power Engineering Society 
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General meeting in Denver, Colorado in 2004 [2]. Furthermore, the committee 
provided a summary of blackouts in North America and Europe over 2003 and the 
causes of each blackout were described by Andersson et al.[3]. 

It is difficult to follow the changes in the status of a dynamic power system by 
using only offline analysis. Therefore, online analysis is used to obtain a more 
accurate picture and to reflect the actual behaviour of the power system [4]. Online 
simulation using actual operating conditions reduces uncertainty, and can be used for 
control adaptation [5]. The challenging part of a practical power system is the 
possibility of predicting the dynamic behaviour of the power system and to provide a 
solution when a disturbance occurs. The solution could be offered by an intelligent 
system and the application of static stability analysis results can be used to provide a 
remedial action. 

As reported by a CIGRE research group [6], study is needed in the implementation 
of automated control action. That is to say, systems in which Dynamic Security 
Assessment (DSA) tools make security assessments, determine remedial measures, 
and automatically take absolute actions. Such systems must be adaptive in order to 
respond to system changes and require a high degree of robustness and reliability. For 
the control action, the DSA must offer the following assets:  

 
• Ranking of voltage control supplies (generator or shunt compensation) to correct 

voltage violations. 
• Suggested active power for re-dispatch (amount) to alleviate thermal limit 

violations and avoid angular instability. 
• Suggested MW re-dispatch (location) to improve damping. 
• Suggested load shedding (amount and location) to move from alert/emergency 

states to a secure state. 
 

The main objectives of this study are: first, to take control action based on a 
dynamic analysis result in order to bring the system from a critical unstable state to a 
stable region. If successful, this could lead to the alert state, where actions may be 
necessary to achieve the normal state, or it could lead directly to the normal state. 
Second, a data processing algorithm is presented to solve the data knowledge 
preparation problem in an Artificial Intelligence (AI) model and keep the system 
updated with any changes in the power system. Moreover, a snapshot of the actual 
dynamic system condition is taken and a comprehensive stability analysis with 
sufficient speed is proceeded to allow the operator to take preventive actions to ensure 
stable operation is resumed. 

The neural network algorithm has been implemented in this application because of 
its performance in predication of the optimal value of watt that is necessary to 
maintain the power system stability. Whereas the other algorithms such as Gaussian 
processes, Markov models and Fuzzy logic also can be implemented especially for 
control system. However, the neural network performance is better than other 
methods in term of prediction. Therefore, the neural network in this paper is selected 
to predict the generator value which can be used to ensure the system stability 
instantly after disturbance. 
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2 Artificial Neural Network (ANN) Topology for a Power 
System Model 

The application of Artificial Neural Networks in power systems is already prevalent 
in many applications. Neural Network architectures have been classified into several 
types based on their learning mechanisms [7]. Most of the intensive classification of 
ANN models are used to solve different types of mathematical problems [8]. Back 
propagation is one of the simplest and general learning algorithms and it is more 
instructive than the other methods, which gives greater advantages for power system 
stability. In this current study, a developed feed forward back propagation algorithm 
is used to solve the power control (generation dispatch/ load shedding) problem due to 
changes in the aspects of contingencies. 

The methodology of the work is presented in Figure 1. The algorithm is divided 
into three major parts: 

 

Fig. 1. ANN system methodology 
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A. Contingency and stability analyses 

This stage of analysis is required before proceeding to the data knowledge preparation 
model. However, the system is selected based on a region or area for reducing the 
number of inputs and patterns, which would speed up the ANN processing time for 
training and testing.  

Contingency analysis allows the operator to examine the system under different 
operational conditions within the system criteria. Eventually, the design engineers are 
required to maintain secure system operation within the system criteria based on the 
test results. In addition, the operator will have the ability to deal with most 
contingency events such as line outage and a generation trip for (N-1) contingencies. 
The operator must act quickly before cascading failure occurs, which may cause a 
system blackout or separate the system into islands. In the proposed algorithm, by 
using contingency analysis data supported by the historical data of the system 
operation, the ANN is able to provide the optimal amount of generator re-dispatch 
under different contingency cases. These parameters are based on a model of the 
power system that is used to study the outage events and make an automatic decision 
rather than alert the operators to overloads or voltage limit violations. Contingency 
events correspond to changes in network admittances. As a result, the network 
reconfiguration can be estimated using the sensitivities of voltages, reactive outputs 
and thermal flows with respect to the admittance changes [9].  

B. ANN model   

The ANN is designed to be the second step of the developed algorithm when the 
system is analyzed and the assessment report is saved for record. However, the data 
knowledge is prepared in a static state and for each type of contingency it is declared 
whether any generator re-dispatch is required or otherwise. Subsequently this data is 
used to train the ANN after the normalization process. The normalization process is to 
make all the data in the range -1 to +1. The neurons are able to deal with this range 
since the tangent function was selected to be the neuron function as given in Equation 
(1) and following Figure 2. 
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where, Ok is the neuron for layer k and λ determines the shape of the function = 1 for 
the network k. 

 

Fig. 2. Tangent function for λ =1 
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The back propagation technique is considered as a suitable learning method due to 
the design of the dynamic power system to be based on the historical data knowledge 
from the static stage. The back propagation method gives the ability to adapt the 
weights when new inputs are introduced. Finally, the error is calculated during every 
single iteration and the learning procedure repeated for all patterns ( Np ,...,2,1= ) or 

epochs ([Input, Output]) until the specified threshold value of error is reached or until 
a total iteration is reached. Although the back propagation learning algorithm has a 
highly mathematical foundation, it shows better accuracy than other methods 
especially when a small space gap in load scale is used as will be described in the 
Simulation result section. 

C. Testing process (verification) 

An optimal amount of generator re-dispatch in MW should be suggested for each 
unstable operation case. This amount is the output of the ANN when untrained data is 
used as input for the same system or area that has been trained. Depending on the 
selection of the system if divided into a number of areas, the generator can be re-
dispatched locally or for the whole system. For example, if the system were to be 
divided into two areas, therefore, the contingency and stability analysis will be for 
each area individually and similarly the output of the ANN would be for each area as 
well. 

3 Simulation Result 

The algorithm was developed to be used for any dynamic power system. In this paper, 
a simple 9-bus test system was used for demonstrating the ability of using the ANN 
for generation re-dispatch. The system was as shown in Figure 3 consisting of nine 
buses, six transmission lines, three generators and three loads. The percentage rate of 
the transmission lines are based on their MVA rating, which represents the line limits. 
In the base case, all the loads were supported by the amount of generation in a stable 
operation. The system can stand some contingencies but only up to the point when a 
heavy line is disconnected. The ANN is applied to support the power system at 
normal operation when no control action is required and when the system is under 
large disturbance as well. The line overloading and bus voltage violation cases were 
monitored by simulating a single contingency (N-1) under varying load conditions. 
This data is considered as the pattern ( p ) for the ANN cases. Furthermore, the 

thermal line flow and bus voltage were calculated using a steady state Newton 
Raphson load flow method. 
    The steady state control action implementation including voltage and transmission 
line flow violations have been discussed in detail in a previous paper [10]. Moreover, 
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Fig. 3. Single line diagram for 9-bus test system 

the dynamic power system stability assessment and rotor angle stability analysis for 
the same system and the 87-Malaysia power system were reported in a previous 
journal [11].  

The rotor angle stability was determined by comparing the rotor angle difference 
between any generators to a reference generator whereby the rotor angle of the first 
generator was considered as the reference angle. Unstable operation occurred when at 
least one generator lost its synchronism with the other generators or the rotor angle 
(δ ) was beyond its operational range of -180°< δ < 180° as shown in Figure 4 (a). As 
it can be seen in Figure 4 (b), the load has lost its stability and should be disconnected 
from the main grid immediately after losing synchronism between rotor angles.  

 

        
 

            (a) Rotor angle stability.                                               (b) Load power in P.U. 
   

Fig. 4. Stability assessment at full load level 
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Control action is highly desirable for the system to remain in stable operation when 
the system suffers an unstable condition. When the total load level reduced to 61 % 
constant division to all loads, the system was running in a stable condition even when 
the disturbance occurred and cleared after 100 ms as shown in Figure 5. However, the 
system does not require any generators to be re-dispatched (the ANN output is zero). 

             
  

             (a) Rotor angle stability.                                               (b) Load power in P.U.   

Fig. 5. System stability at low load level 

The ANN parameters for the training process were selected as given in table 1. The 
reason of each value selection was explained in details by reference [11].   

Table 1. The ANN parameters values 

Parameter Value 

Performance 0.01 

Epochs 2000 

Learning rate 0.01 

Momentum rate 0.1 

Hidden neurons  12 

 
The performance of the Root Mean Square Error (RMSE) formula attained a value 

of 0.04116. The Momentum factor and learning rate were 0.1 and 0.01 respectively. 
The learning rate was chosen to be low which led to a slow learning process so as to 
increase the network performance. 

The developed algorithm was verified by using a test data set that had not been 
trained before. The ANN model was able to predict the optimal amount of generation 
re-dispatch that was required is each case to maintain system stability. The total 
number of patterns for testing and training data is presented in table 2. 

The training data was generated based on the load level, starting from minimum 
operation condition at 60 % up to the maximum load level at 100 %. Each load level 
contains seven contingencies including the base case. The alert status was monitored for 
any more generation re-dispatch cases observed when the system was loaded over 80 %. 
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The correlation coefficient between the PSS™E (Power System Simulation for 
Engineering, which is developed by Siemens) simulation and the ANN results was tested. 
Table 2 includes the accuracy of the ANN for each generator and load for all the test data. 

Table 2. Correlation coefficient for different testing load scenarios 

 Total patterns number Load levels (+2 load scale) 

Training data 147 60% to 100% 
Testing data 140 61% to 99% 

Correlation coefficient 
for all testing data 

G1 G2 G3 

1 0.97527  0.972817  

 
The generator re-dispatch schemes are illustrated in Figure 6 to Figure 8 for each 

contingency case. The value of the generator re-dispatch was measured to be a high 
value at a high load level and low at for a lower load level. However, these amounts 
depended on generator reaction among disturbance values and location.  

 

Fig. 6. Generator 1 re-dispatch control scheme 

 

Fig. 7. Generator 2 re-dispatch control scheme 
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The ANN time response of the testing process was less than one millisecond for 
each contingency, which gave a good result for the dynamic power system and 
suggested control action. 

 

Fig. 8. Generator 3 re-dispatch control scheme 

4 Conclusion 

This paper has presented an automatic generator re-dispatch scheme for a dynamic 
power system by using an ANN technique. The effect of a contingency (N-1) on the 
dynamic power system stability was investigated. A back propagation algorithm for 
remedial action was developed in this paper to give a suggested value of generator re-
dispatch in MW. The dynamic data (rotor angle, load level and contingency type) was 
used in combination with the static data (generator re-dispatch) as inputs and outputs 
for the ANN, respectively. Based on the results, the neural network provided a 
corrective action based on the stability criteria of the power system at that particular 
load level. One of the more significant findings to emerge from this study is that the 
values of generation re-dispatch are virtually instantaneously and accurately estimated 
by the ANN. 

5 Future Work and Recommendation 

The presented work is considered a starting point for an achievable fully automated 
dynamic power system control. In order to complete this work, several recommendations 
are suggested: 
 

• The same algorithm should be tested on a large power system with a heavy 
interconnected load. 

• Another artificial intelligence technique should be considered due to the 
limitation of using ANN technology. One of the ANN drawbacks is the high 
requirement of a design model and data processing.  
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• Load shedding could be considered as an emergency control action when a heavy 
disturbance hits the power system or a heavy transmission line outage occurs. 

A real time system should be considered as practical work within this research and 
system verification also should also be demonstrated. 
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Abstract. Metaheuristic algorithm such as BAT algorithm is becoming a popu-
lar method in solving many hard optimization problems. This paper investigates 
the use of Bat algorithm in combination with Back-propagation neural network 
(BPNN) algorithm to solve the local minima problem in gradient descent trajec-
tory and to increase the convergence rate. The performance of the proposed Bat 
based Back-Propagation (Bat-BP) algorithm is compared with Artificial Bee 
Colony using BPNN algorithm (ABC-BP) and simple BPNN algorithm. Specif-
ically, OR and XOR datasets are used for training the network. The simulation 
results show that the computational efficiency of BPNN training process is 
highly enhanced when combined with BAT algorithm.  

Keywords: Back propagation neural network, bat search algorithm, local min-
ima, artificial bee colony algorithm. 

1 Introduction 

Artificial Neural Networks (ANNs) are diagnostic techniques sculpted on the learning 
and neurological functions of the human brain. ANNs works by processing information 
like biological neurons in the brain and consists of small processing units known as 
Artificial Neurons, which can be trained to perform complex calculations [1]. 

An Artificial Neuron can be trained to store, recognize, estimate and adapt to new 
patterns without having the prior information of the function it receives. This ability 
of learning and adaptation has made ANN superior to the conventional methods used 
in the past. Due to its ability to solve complex time critical problems, it has been 
widely used in the engineering fields such as biological modeling, financial / weather 
forecasting, decision modeling, control systems, manufacturing, health and medicine, 
ocean and space exploration, and noise-induced hearing loss (NIHL) etc. [2 - 9] 

An Artificial Neural Network (ANN) consists of an input layer, one or more hid-
den layers and an output layer of neurons. In ANN, every node in a layer is connected 
to every other node in the adjacent layer. ANN are usually classified into several  
categories on the basis of supervised and unsupervised learning methods and  
feed-forward and feed-backward architectures [1]. Back-Propagation Neural Network 
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(BPNN) algorithm is the most popular and the oldest supervised learning multilayer 
feed-forward neural network algorithm proposed by Rumelhart, Hinton and Williams 
[10].  The BPNN learns by calculating the errors of the output layer to find the errors 
in the hidden layers. Due to this ability of Back-Propagating, it is highly suitable for 
problems in which no relationship is found between the output and inputs. Due to its 
flexibility and learning capabilities it has been successfully implemented in wide 
range of applications [11]. Although BPNN has been used successfully it has some 
limitations. Since it uses gradient descent learning rule which requires careful selec-
tion of parameters such as network topology, initial weights and biases, learning rate 
value, activation function, and value for the gain in the activation function should be 
selected carefully. An improper choice of these parameters can lead to slow network 
convergence, network error or failure. Seeing these problems, many variations in 
gradient descent BPNN algorithm have been proposed by previous researchers to 
improve the training efficiency. Some of the variations are the use of learning rate and 
momentum to speed-up the network convergence and avoid getting stuck at local 
minima. These parameters are frequently used to control the weight adjustments along 
the steepest descent and for controlling oscillations [12-14]. Also, Evolutionary com-
putation is often used to train the weights and parameters of neural networks to avoid 
local minima.  In recent years, many new techniques have been proposed for training 
ANN and to overcome the weakness of gradient-based techniques. These algorithms 
include global search techniques such as hybrid PSO-BP [15], artificial bee colony 
back-propagation (ABC-BP) algorithm [16-17], evolutionary artificial neural net-
works algorithm (EA) [18], and genetic algorithms (GA) [19] etc. But these algo-
rithms are still not devoid of local minima problem. So, for the sake of precision and 
to avoid local minima in BPNN convergence, this paper proposes a new Bat-Based 
back-propagation (BAT-BP) algorithm which employs Bat algorithm [20] to meta-
heuristically find the optimal weights in BPNN [10-14]. The proposed Bat-BP  
algorithm is used to train OR and XOR datasets to get null network stagnancy. 

The remaining paper is organized as follows: Section 2 gives literature review on 
BNN. Section 3, explains Bat Algorithm. Section 4 provides the weight updating 
process in the proposed BAT-BP algorithm and the simulation results are discussed in 
section 5. And finally the paper is concluded in the Section 6.   

2 Back-Propagation Neural Network (BPNN) 

The BPNN has become the standard algorithm used for training multilayer percep-
tron. It is a generalized least mean squared (LMS) algorithm that minimizes a criteri-
on equals to the sum of the squares of the errors between the actual and the desired 
outputs [10]. This principle is; E = ∑ (e )                                 (1) 

where the nonlinear error signal is;  

   e = d − y                                    (2) 
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 And  are, respectively, the desired and the current outputs for the ith unit. P 
denotes in (1) the pth pattern; j is the number of the output units. The gradient descent 
method is given by, 

 w = −μ E
                                  (3) 

Where  is the weight of the ith unit in the (n-1)th layer to the kth unit in the nth 
layer. The BP calculates errors in the output layer , and the hidden layer,  are 
using the formulas in Equation (4) and Equation (5) respectively:  

 ∂ = μ(d − y )f (y )                                (4) 

                               ∂ = μ ∑ ∂ w f (y )                                 (5) 

Here  is the desired output of the ith  output neuron,  is the actual output in the 
output layer,   is the actual output value in the hidden layer, and  k is the adjusta-
ble variable in the activation function. The back propagation error is used to update 
the weights and biases in both the output and hidden layers. The weights,  and 
biases,  , are then adjusted using the following formulae; 

                            ( + 1) = + y                            (6) 

                 b (k + 1) = b k + μ ∂                              (7) 

Here k is the number of the epoch and   is the learning rate. 

3 The Bat Algorithm 

Bat is a metaheuristic optimization algorithm developed by Xin-She Yang in 
2010[20]. Bat algorithm is based on the echolocation behavior of microbats with 
varying pulse rates of emission and loudness. Yang [20] has idealized the following 
rules to model Bat algorithm; 

1) All bats use echolocation to sense distance, and they also “know” the differ-
ence between food/prey and back-ground barriers in some magical way. 

2) A bat fly randomly with velocity ( ) at position ( ) with a fixed frequency 
( min), varying wavelength  and loudness 0 to search for prey. They can au-
tomatically adjust the wavelength (or frequency) of their emitted pulses and 
adjust the rate of pulse emission ∈ [0,1], depending on the proximity of 
their target. 

3) Although the loudness can vary in many ways, Yang [20] assume that the 
loudness varies from a large (positive) 0 to a minimum constant value .  

First, the initial position , velocity  and frequency  are initialized for each bat . 
For each time step , the movement of the virtual bats is given by updating their  
velocity and position using Equations 8, 9 and 10, as follows: 

 = + ( + )                           (8) 
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= + ( + ∗)                             (9) 

                                  = +                                 (10) 

Where  denotes a randomly generated number within the interval [0,1]. Recall that 
denotes the value of decision variable  for bat  at time step . The result of  in 

Equation 8 is used to control the pace and range of the movement of the bats. The 
variable * represents the current global best location (solution) which is located after 
comparing all the solutions among all the n bats. In order to improve the variability of 
the possible solutions, Yang [12] has employed random walks. Primarily, one solution 
is selected among the current best solutions for local search and then the random walk 
is applied in order to generate a new solution for each bat; 

                       = +∈                               (11) 

Where, t stands for the average loudness of all the bats at time , and ∈[−1,1] is a 
random number. For each iteration of the algorithm, the loudness  and the emission 
pulse rate  are updated, as follows: 

 =∝                                   (12) = [1 − (− )                           (13) 

Where  and  are constants. At the first step of the algorithm, the emission rate,  
and the loudness,  are often randomly chosen. Generally, [1,2  and [0,1 [12]. 

4 The Proposed BAT-BP Algorithm 

BAT is a population based optimization algorithm, and like other meta-heuristic algo-
rithms, it starts with a random initial population. In Bat algorithm, each virtual bat 
flies randomly with a velocity  at some position , with a varying frequency  and 
loudness , as explained in the Section IV. As, it searches and finds its prey, it 
changes frequency, loudness and pulse emission rate . Search is intensified by a 
local random walk. Selection of the best continues until stopping criterion are met. To 
control the dynamic behavior of a swarm of bats, Bat algorithm uses a frequency-
tuning technique and the searching and usage is controlled by changing the algorithm-
dependent parameters [20].  

In the proposed BAT-BP algorithm, each position represents a possible solution 
(i.e., the weight space and the corresponding biases for BPNN optimization in this 
paper). The weight optimization problem and the position of a food source represent 
the quality of the solution. In the first epoch, the best weights and biases are initial-
ized with BAT and then those weights are passed on to the BPNN. The weights in 
BPNN are calculated and compared in the reverse cycle. In the next cycle BAT will 
again update the weights with the best possible solution and BAT will continue 
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searching the best weights until the last cycle/ epoch of the network is reached or 
either the MSE is achieved.  

The pseudo code of the proposed Bat-BP algorithm is shown in the Figure 1: 
 
 
Step 1: BAT is initializes and passes the best weights to BPNN  
Step 2: Load the training data 
Step 3: While MSE < Stopping Criteria 
Step 4: Initialize all BAT Population  
Step 5: Bat Population finds the best weight in Equation 9 and pass it on to the 
network in Equation 6 and Equation 7. 
Step 6: Feed forward neural network runs using the weights initialized with BAT 
Step 7: Calculate the backward error 
Step 8: Bat keeps on calculating the best possible weight at each epoch until the 
network is converged. 
End While 

Fig. 1. Pseudo code of the proposed Bat-BP algorithm  

5 Results and Discussions 

Basically, the main focus of this paper is to improve the accuracy in network conver-
gence. Before discussing the simulation test results, there are certain things that need 
be explained such as tools and technologies, network topologies, testing methodology 
and the classification problems used for the entire experimentation. The discussion is 
as follows: 

5.1 Preliminary Study  

The Workstation used for carrying out experimentation comes equipped with a 
2.33GHz Core-i5 processor, 4-GB of RAM while the operating system used is Mi-
crosoft Windows 7. The simulations are carried-out using MATLAB 2010 software 
on three datasets such as 2-bit XOR, 3-Bit XOR and 4-bit OR. The following three 
algorithms are analyzed and simulated on the datasets: 

1. Simple Back-Propagation Neural Network (BPNN) algorithm[10], 
2. Artificial Bee Colony with Back-Propagation (ABC-BP) algorithm[16-17], and 
3. The Proposed BAT based Back-Propagation (BAT-BP) algorithm 

Three layer back-propagation neural networks is used for testing of the models, the 
hidden layer is kept fixed to 10-nodes while output and input layers nodes vary ac-
cording to the datasets given. Log-sigmoid activation function is used as the transfer 
function from input layer to hidden layer and from hidden layer to the output layer. 
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For each problem, trial is limited to 1000 epochs. A total of 20 trials are run for each 
dataset. The network results are stored in the result file for each trial. CPU time, aver-
age accuracy, and Mean Square Error (MSE) are recorded for each independent trials 
on XOR and OR datasets. 

5.2 XOR Dataset 

The Exclusive-OR (XOR) dataset is based on the logical operation XOR which is a 
type of logical disjunction on two operands that results in a value of true if the oper-
ands opposite truth values. i.e., exactly one of the operands has a value of true. 

2-Bit XOR Dataset 
The first test problem is the 2 bit XOR Boolean function consisting of two binary 
inputs and a single binary output. In simulations, we used 2-10-1 network architecture 
for two bit XOR. For the Bat-BP, ABC-BP and BPNN, Table 1, shows the CPU time, 
number of epochs and the MSE for the 2 bit XOR test problem with 10 hidden neu-
rons. Figure 2 shows the ‘MSE performance vs. Epochs’ of BAT-BP and ABC-BP 
algorithms for the 2-10-1 network architecture. 

Table 1. CPU Time, Epochs and MSE for 2-bit XOR dataset with 2-10-1 ANN Architecture 

Algorithms ABC-BP BPNN BAT-BP 

CPUTIME 19.47 13.74 2.39 

EPOCHS 249.05 500 23.25 

MSE 0.0019 0.2523 0 

Accuracy (%) 98.08 75.00 100 

   

Fig. 2. (From Left to Right) Bat-BP and ABC-BP convergence performance on 2-bit XOR with 
2-10-1 ANN Architecture 
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3-Bit XOR Dataset 
In the second phase, we used 3 bit XOR dataset consisting of three inputs and a single 
binary output. For the three bit input we apply 3-10-1, network architecture. The pa-
rameter range is same as used for two bit XOR problem, for the 3-10-1 the network it 
has forty connection weights and eleven biases. For the Bat-BP, ABC-BP and BPNN, 
Table 2 shows the CPU time, number of epochs and the MSE for the 2 bit XOR test 
problem with 10 hidden neurons.  

In Figure 3, we can see the simulation results ‘MSE vs. Epochs’ convergence per-
formance for 3-bit XOR dataset on Bat-BP and ABC-BP algorithms.  Here also, 
BAT-BP algorithm can be seen converging within 12 epochs, and 4.05 CPU cycles. 
While ABC-BP is seen converging within 21.08 CPU cycles and in 300 plus epochs. 
BAT-BP has slightly less accuracy and more MSE than ABC-BP this time for 3-bit 
XOR dataset. 

Table 2. CPU Time, Epochs and MSE for 3-bit XOR dataset with 2-10-1 ANN Architecture 

 

  

Fig. 3. (From Left to Right) Bat-BP and ABC-BP convergence performance on 3-bit XOR with 
2-10-1 ANN Architecture 

5.3 4-Bit OR Dataset 

The third dataset is based on the logical operator OR which indicates whether either 
operand is true. If one of the operand has a nonzero value, the result has the value 1. 

Algorithms ABC-BP BPNN BAT-BP 

CPUTIME 21.08 13.74 4.05 

EPOCHS 283 500 23 

MSE 0.0716 0.2523 0.0625 

Accuracy (%) 95.937 75.00 93.69 
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Otherwise, the result has the value 0. The network architecture used here is 4-10-1 in 
which the network has fifty connection weights and eleven biases. Table 3, illustrates 
the CPU time, epochs, and MSE performance of the proposed Bat-BP algorithm, 
ABC-BP, BPNN algorithms respectively. Figure 4, shows the ‘MSE performance vs. 
Epochs’ for the 4-10-1 network architecture of the proposed Bat-BP algorithm.  

In Figure 5, we can see that Bat-BP is converging with a 0 MSE and 22 epochs while 
ABC-BP is seen converging within 42 epochs and a much higher MSE. Also, it can be 
noted from the Table 3 that BPNN which was failing in the previous datasets has con-
verged to global minima with an average accuracy of 94.59 percent. For this dataset 
Bat-BP has again surpassed ABC-BP with an average accuracy of 100 percent. 

Table 3. CPU Time, Epochs and MSE for 4-bit OR dataset with 2-10-1 ANN Architecture 

Algorithms ABC-BP BPNN BAT-BP 

CPUTIME 21.17 13.32 2.88 

EPOCHS 73.5 438 46.8 

MSE 0.000000021 0.0546 0 

Accuracy (%) 99.07 94.59 100 

 

 

Fig. 4. (From Left to Right) Bat-BP and ABC-BP convergence performance on 4-bit OR with 
2-10-1 ANN Architecture 

6 Conclusions 

BPNN algorithm is one of the most widely used and a popular procedure to train Arti-
ficial Neural Networks (ANN). Conventional BPNN algorithm has some drawbacks, 
such as getting stuck in local minima and slow speed of convergence. Nature inspired 
meta-heuristic algorithms provide derivative-free solution to optimize complex prob-
lems. In this paper, a new meta-heuristic search algorithm, called Bat algorithm is 
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proposed to train BPNN to achieve fast convergence rate and accuracy. The perfor-
mance of the proposed Bat-BP algorithm is compared with the ABC-BP, and BPNN 
algorithms. The performance of the proposed Bat-BP is verified by means of simula-
tions on 2-bit, 3-bit XOR and 4-bit OR datasets. The simulation results show that the 
proposed Bat-BP converges with 0 MSE and 100 percent accuracy for 2-bit XOR and 
4-bit OR datasets. Also, the CPU time is quite small as compared to ABC-BP and 
conventional BPNN. Further work is required to remove oscillations in the gradient 
descent path by introducing momentum coefficient [12] in Bat-BP algorithm. It is 
hoped that after introducing momentum, the CPU time, convergence rate and accura-
cy will become much better in Bat-BP algorithm.  
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Abstract. This work addresses the problem of computing the time evo-
lution of the probability density function (pdf) of the state in a nonlin-
ear neuromuscular blockade (NMB) model, assuming that the source
of uncertainty is the knowledge about one parameter. The NMB state
is enlarged with the parameter, that verifies an equation given by its
derivative being zero and has an initial condition described by a known
pdf. By treating the resulting enlarged state-space model as a stochas-
tic differential equation, the pdf of the state verifies a special case of
the Fokker-Planck equation in which the second derivative terms van-
ish. This partial differential equation is solved with a numerical method
based on Trotter’s formula for semigroup decomposition. The method is
illustrated with results for a reduced complexity NMB model. A com-
parison of the predicted state pdf with clinical data for real patients is
provided.

Keywords: Stochastic systems, state estimation, fokker-Planck
equation.

1 Introduction

The physiologic effect induced by drug administration is described by determin-
istic pharmacokinetic and pharmacodynamic models that represent the inter-
action of the drug with the patient body. These models are of compartmental
type [1] and describe, for a given drug dosage, the time evolution of the plasma
concentration, Cp, and the effect concentration, Ce, of the drug. Their mathe-
matical representation consists of a system of differential equations with several
unknown parameters. These dynamic processes may also be represented by re-
duced complexity models that, although not being compartmental modes, have
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the advantage of leading to simpler controllers and to avoid identifiability prob-
lems because these last models have less unknown parameters [2].

Like in most practical dynamical systems, physiological effects induced by
drug administration are subjects to stochastic disturbances, either internal or
external. Furthermore, model parameters vary from patient to patient and, for
both these reasons, anesthesia models are not deterministic. Thus, instead of
computing the exact state of the system, a stochastic process that would vary
from realization to realization, a probability density function (pdf) that reflects
our knowledge that the state is contained in some region is to be computed. In
this case, deterministic differential equations gives place to stochastic differential
equations. In particular, we are interested in Markov diffusion processes modeled
by stochastic differential equations and for which the pdf is a function of time
that satisfies the Fokker-Planck equation (FPE) [3].

The Fokker-Planck equation is a partial differential equation (PDE) used in
several fields of natural science and engineering [4–7]. In the context of Markov
diffusion processes, the transition probability density of the process, i.e., the
time evolution of the probability density of finding the state at a given time, in
a given point, is a fundamental solution of this equation.

The problem considered in this article consists of computing, as a function
of time, the probability density function (pdf) of the state of a neuromuscular
blockade (NMB) model given a pdf that encodes our knowledge about uncertain
model parameters (that in this case depend on the patient population consid-
ered). This problem is addressed by enlarging the state with the uncertain pa-
rameter and solving a special case of the Fokker-Planck equation known as the
Liouville equation [8] to propagate in time the state pdf. This PDF is solved
numerically by using an algorithm that relies on Trotter’s formula [9].

The contribution consists in the method to propagate the state pdf given
the pdf of the uncertain parameters and its application to the NMB model. It
is remarked that the method can be applied to other components of anesthe-
sia and to other dynamic systems whose state equations depend on uncertain
parameters.

The article is organized as follows. In section 2, and in order to make the text
self-contained, basic notions about Markov diffucion processes, the Foker-Plank
equation and Trotter’s formula are reviewed. Section 3 describes the NMB model
as a stochastic differential equation with uncertainty in the initial conditions cor-
responding to the parameter, writes the corresponding Fokker-Planck equation
and presents its numeric solution. Finally, section 4 draws conclusions.

2 Diffusions and the Fokker-Planck Equation

In this section, and for the sake of clarity, the definitions as well as restrictions
to the application of some of the models or equations used in the next section
are presented.
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2.1 Diffusion Processes

Let X(t) be a Markov process in n dimensions, described by the multi-
dimensional stochastic differential equation (SDE) defined in the Itô sense

dX(t) = f(X(t), t)dt+G(X(t), t)dW (t), (1)

with
X(t0) = c, t0 ≤ t ≤ T,

where G is n × d matrix valued function; W is an Rd -valued Wiener pro-
cess, i.e., all the coordinates Wi(t) are independent one-dimensional Wiener
processes; X , f are n-dimensional vector valued functions and c is a random
variable independent of W (t)−W (t0) for t ≥ 0 [3].

Teorema 1 (Existence and Uniqueness[10]). If the following conditions are
satisfied

1. Coefficients are locally Lipschitz in x with a constant independent of t, that
is, for every T and N , there is a constant K depending only on T and N
such that for all |x|,|y| ≤ N and all 0 ≤ t ≤ T

|f (x, t)− f (y, t)|+ |G(x, t)−G(y, t)| < K |x− y| ,

then for any given X(0) the strong solution to SDE is unique.
2. The linear growth condition holds

|f(x, t)|+ |G(x, t)| ≤ KT (1 + |x|),

X(0) is independent of W , and E |X(t0)|2 <∞,

then the strong solution exists and is unique on [t0, T ].

If the conditions of the above existence and uniqueness theorem are satisfied for
the SDE (1) and in addition the functions f and G are continuous with respect
to t, the solution X(t) is a n-dimensional diffusion process on [t0, T ] with drift
vector f and diffusion matrix b = GGT , with GT denoting the transposed
of G.

2.2 Fokker-Plank Equation

A property of diffusion processes is that their transition probability is, under
certain regularity assumptions, uniquely determined merely by the drift vector
and the diffusion matrix.
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Teorema 2 ([3]). Let X(t), for t0 ≤ t ≤ T , denote a n-dimensional dif-
fusion process with a transition density p(s,x, t,y). If the derivatives ∂p/∂t,
∂(fi(t,y)p)/∂yi and ∂2(bij(t,y)p)/∂yi∂yj exist and are continuous functions,
then, for fixed s and x such that s ≤ t, this transition density is a fundamental
solution of the Fokker-Planck equation

∂p

∂t
+

n∑
i=1

∂(fi(t,y)p)

∂yi
− 1

2

n∑
i=1

n∑
j=1

∂2(bij(t,y)p)

∂yi∂yj
= 0. (2)

The boundary condition for Eq.(2) is given by limt→s p(s,x, t,y) = δ(y − x).

This partial differential equation (PDE) has an analytical solution only in some
special cases and, in general, numerical methods are need to solve it. In this work
a method based on Trotter’s formula for semigroup decomposition, explained
below, is used.

2.3 Semigroup Definition

Consider the Banach space X of continuous functions equipped with the supre-
mum norm.

Definition 1 ([11]). A semigroup of operators of class C0 is a family of oper-
ators Ttdefined in X and indexed by the parameter t ∈ R (time) such that:

1. Tt is defined ∀t ≥ 0;
2. Tt satisfies the semigroup condition:

∀s,t∈R Tt+s = TtTs (3)

3. Tt satisfies the continuity condition

lim
t→∞Ttx = x ∀x∈X

4. Tt is bounded ∀t ≥ 0 :

∃c∈R : ∀x∈X ‖Tx‖ ≤ c ‖x‖

Definition 2 ([11]). The infinitesimal generator of the semigroup Tt is the
operator defined by

A = lim
t→0

t−1(Tt − I)
where I is the identity operator.

Remark 1. The set B(X) of bounded linear operators in a Banach space X is
itself a Banach space with respect to the norm induced by the norm defined in
X :

‖Tt‖ Δ
= sup

{‖Ttx‖
‖x‖ = x ∈X {0}

}
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Under this norm, definition 2 states that the semigroup Tt satisfies the following
so called evolution equation

d

dt
Tt = ATt (4)

with the initial condition T0 = I. The solution Tt of (4) is referred to as the
integral operator corresponding to a A.

2.4 Trotter’s Formula

Consider the situation in which A is the sum of two operators A1 and A2. Let
T 1
t and T 2

t be the corresponding integral operators (semigroups), i. e., assume
that

d

dt
T i
t = AiT

i
t , i = 1, 2 (5)

with Tt satisfying the evolution equation

d

dt
Tt = (A1 +A2)Tt. (6)

In general, it is not true that Tt results from the composition of T 1
t and

T 2
t . However, this is approximately true for small t, meaning that Tt can be

approximated by the iterated composition of T 1
Δ ans T 2

Δ over small intervals of
time Δ. This is stated in the following theorem:

Teorema 3 ([9]). Let T 1
t and T 2

t satisfy the norm condition:

∃w∈R : ∀t>0

∥∥T i
t

∥∥ ≤ ewit, i = 1, 2

and that D(A1 +A2) = D(A1) ∩D(A2) is dense in X, where D(A) denotes the
domain of A. Then, (the closure of) A1 +A2 generates a semigroup of class C0

iff (the closure) R(λI − A1 − A2) is dense in X for some λ > w1 + w2, where
R(A) denotes the range of A. If A1 +A2 (or its closure) generates a semigroup
of class C0, this is given by

Tt = lim
Δ→0

(T 1
ΔT

2
Δ)	t/Δ
 (7)

where �t/Δ� represents the greatest integer that does not exceed t/Δ.

Expression (7) is commonly known as Trotter’s formula. It embodies an approx-
imation that may be extended to a finite sum of operators.

3 Transition Probability in NMB

The neuromuscular blockade dynamics can be represented by a Wiener model
comprising a linear state-space model and a nonlinear output equation. The
influence of the parameter uncertainty on NMB state and output (the NMB
level) is studied hereafter using the method previously described.
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3.1 NMB Dynamics

Recently a reduced complexity model for the neuromuscular blockade induced by
Atracurium was proposed [2] that has compartmental features and is represented
by ⎧⎨

⎩
ẋ1 = −k3αx1
ẋ2 = k2αx1 −k2αx2
ẋ3 = k1αx2 −k1αx3

(8)

Here the dot denotes the time derivative; k1, k2 and k3 are known process param-
eters; x1, x2 and x3 are state variables; and α is an unknown model parameter.
The advantage of this model consists in the fact that the description of inter-
patient variability is reduced to the unknown parameter α, considered to be a
random variable described by a probability density function. Therefore, all state
variables are random outputs and the system can be rewritten as a stochastic
system with a state enlarged by the parameter, as⎧⎪⎪⎨

⎪⎪⎩
ẋ1 = −k3αx1
ẋ2 = k2αx1 −k2αx2
ẋ3 = k1αx2 −k1αx3
α̇ = 0

(9)

or
dX = f(X(t), α(t), t)dt (10)

with f defined from (9), and
dα = 0dt (11)

with initial conditions X0 = [x1(t0), x2(t0), x3(t0)]
T

and α = α(t0) a random
variable with a known pdf.

Since the conditions of theorem 1 (Existence and Uniqueness) are verified and
the functions fi are continuous, an equivalent description can be given in terms
of a three-dimensional Fokker-Planck equation, and the time propagation of the
probability density function of state variables obtained

∂p
∂t = k3α(p+ x1

∂p
∂x1

) + k2α(p− (x1 − x2) ∂p
∂x2

) + k1α(p− (x2 − x3) ∂p
∂x3

) (12)

with boundary condition limt→0 p(x1, x2, x3, α, t) = p(x1, x2, x3, α, 0).
Actually, (12) is a degenerate form of the Fokker-Planck equation (Liouville

Equation [8]) because the second derivative term associated to diffusion is as-
sumed to vanish. The solution of (12) represents how the state pdf is influenced
by the pdf of the parameter α and evolves along time. A numerical method based
on Trotter’s formula is applied hereafter in order to approximate the solution of
(12). For that purpose, (12) is rewritten as

∂p(x1, x2, x3, α, t)

∂t
= (L1 + L2 + L3 + L4)p(x1, x2, x3, α, t) (13)

where the infinitesimal generators L1, L2, L3 and L4 are defined by

L1p(x1, x2, x3, α, t) = (k1 + k2 + k3)αp(x1, x2, x3, α, t) (14)
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L2p(x1, x2, x3, α, t) = k3αx1
∂p(x1, x2, x3, α, t)

∂x1
(15)

L3p(x1, x2, x3, α, t) = k2α(x2 − x1)∂p(x1, x2, x3, α, t)
∂x2

(16)

L4p(x1, x2, x3, α, t) = k1α(x3 − x2)∂p(x1, x2, x3, α, t)
∂x3

(17)

The operators T i
t generated by the infinitesimal generators Li, i = 1, 2, 3, 4

are given by

T 1
Δp(x1, x2, x3, α, t) = e

α(k1+k2+k3)Δp(x1, x2, x3, α, t) (18)

T 2
Δp(x1, x2, x3, α, t) = p(x1e

−k3αΔ, x2, x3, α, t) (19)

T 3
Δp(x1, x2, x3, α, t) = p(x1, x1 + e

−k2αΔ(x2 − x1), x3, α, t) (20)

T 2
Δp(x1, x2, x3, α, t) = p(x1, x2, x2 + e

−k1αΔ(x3 − x2), α, t) (21)

Since all the operators satisfy the conditions of definition 1 as well as the
norm condition of theorem 3 is valid to apply Trotter’s formula. Accordingly,
the solution of (12) is approximated by

p(x1, x2, x3, α, t+Δ) ≈ T 1
ΔT

2
ΔT

3
ΔT

4
Δp(x1, x2, x3, α, t), (22)

meaning that

p(x, α, t+Δ) ≈ eα(k1+k2+k3)Δp(x1e
−k3αΔ,

x1 + e
−k2αΔ(x2 − x1), x2 + e−k1αΔ(x3 − x2), α, t). (23)

3.2 State Uncertainty Characterization

In order to illustrate the results, start by addressing a simplified one-dimensional
case. Two parameter distributions are considered, namely the lognormal (LN)
and the uniform distribution (U) defined as:

– For the lognormal distribution

f(α) =
1√

2πσα
exp

{
− (ln(α)− μ)2

2σ2

}

with μ = −3.287 and σ = 0.158.
– For the uniform distribution

f(α) =

{
1/(b− a) , for a ≤ α ≤ b

0 , for α < a or α > b
,

with a = 0.027 and b = 0.052.
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The four parameters used in the two distributions are the maximum likelihood
estimates for a real database of patient data with 48 samples. To apply Trotter’s
formula the interval Δ is made constant and equal to 0.1 minute.

One Dimensional Case. Before computing the impact of the state uncertainty
on the system output (measured NMB level), and for the sake of illustration in
a simple case, consider the one-dimensional case, in which

k1 = 0, k2 = 0 and k3 = 10

and the initial condition is x1(0) = 500k3α with initial probability density func-
tion

p(x1, α, 0) = fα(α)δ(x1 − x1(0))
where fα(α) is the probability density function of the parameter α.

First, the time evolution of the probability density function induced by each
one of the two operators used in the Fokker-Planck equation is computed sep-
arately. Then, the approximated solution yielded by Trotter’s formula, i.e., the
time evolution of the probability density function induced by the two operators,
is represented and discussed.

The operator L1 acts in the transition probability by means of one factor
that depends on the value of α. This action deforms the transition probability
by increasing pointwise the pdf, but does not change the position of the pdf to
which it is applied, with respect to the values of x1. Instead, the operator L2 acts
in the transition probability by causing a shift and a change of the independent
variable i.e., this operator replaces x1 by x1e

−k3αt. When the two operators are
applied in sequence, the result is represented on figure 1.
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Fig. 1. Action of both operators, L1 +L2-parameter distribution LogN (left) and uni-
form distribution (right)

Neuromuscular Blockade. The NMB level is computed from the state vari-
able using the output equation. This equation is nothing more than a static
function that allows to compute the NMB level r as function of one of the state
variables [2]. Therefore, the NMB signal pdf as a function of time t is computed
using a pdf transformation associated to the output function.

Figure 2 shows the NMB pdf at 6 different time instants. In the plane [r, t] a
set of responses from 13 real patients (clinical results) are also plotted.
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Fig. 2. Neuromuscular blockade pdf as computed from the model and a set of 13
responses from real patients

4 Conclusions

This work allows to see that the physiological effect induced by atracurium
administration has different density transition probability for different parameter
distribution. Moreover, the range of values for the state variables that may occur
depends not only of the parameter distribution but also on the instance under
consideration.

In this problem, Trotter’s formula provides an adequate approximation for
the transition probability given by the solution of the Fokker-Planck equation
for this stochastic system.

The time evolution of the transition density probability to the administration
of an atracurium bolus of 500 μg/kg (that corresponds to the usual procedure
at the beginning of a general anesthesia), given by the solution of the Fokker-
Planck equation is in accordance with the expected. This means that, for the
same drug dosage applied, different patient have states that evolve in time in a
different way. Nevertheless, all the states will converge for zero, and that is also
expected since the drug will be eliminated from the body of the patient.

This work shows that the parameters uncertainty has an important role in
the states uncertainty, and it is immediately after the drug administration that
it is most noted. For further work the authors intend to study the influence of
the parameters uncertainty over time, assuming that the unknown parameter
instead of being constant in time is affected by disturbances. This may be seen
as a stochastic approach to the on-line parameter identification problem.
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Abstract. This paper deals with the simulation of photon propagation
in the maternal abdomen. Authors focused on the light transport, pho-
ton trajectory and their radiation in three-layer tissue. The main aim of
this study is to observe the behaviour of photon in three-layer tissue. A
simulation model has been implemented in Matlab. The photon interac-
tion with tissue was observed. This model was realized for the project
aimed to non-invasive pulse oximetry measurement of fetal oxygen satu-
ration in the maternal abdomen. One of the fundamental challenges is to
ensure a sufficient penetration depth which covers maternal and fetal tis-
sue. This contribution investigates the photon trajectories and compares
the results of specular reflectance, diffuse reflectance, absorbed fraction
and transmittance in three-layer tissue with regard to the thickness of
the third layer. Simulations have been performed at three depths fetal
(2.5, 3.7, 4.9 cm).

1 Introduction

Optical technique is a useful analysis method in biomedical diagnostics and mon-
itoring of biological tissues such as brain imaging and for fetal heart rate detec-
tion and oxygen saturation measurement due to its theoretical advantages in
comparison with other modalities. Interaction of laser light with turbid medium
(e.g. human tissue) depends on the optical properties of the medium i.e. refrac-
tive index n, absorption coefficient μa, scattering coefficient μs and anisotropy
factor g. The simulation of light transport provides statements about the photon
interaction with tissue. In the case of fetal pulse oximetry, it will be possible to
evaluate the light distribution and the penetration depth under different condi-
tions without the need of suitable patients. These parameters are important for
further investigations, for instance simulating pulse curve shapes or determining
the oxygenation of arterial blood. The behaviour of the photon migration pro-
cess in turbid media is a fundamental research in many practical applications in
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biological tissue. For these reasons this paper deals with the fundamental photon
propagation rules and the radiation in tissue.

2 The Photon Propagation Rules

The implemented algorithm is based on Wang and Jacques steady-state light
transport model which was written a in a standard language C [7]. We used the
functions of propagation rules.

Figure 1 shows the schematic of the Cartesian coordinate system which de-
scribes the model. The z-coordinate represents the depth of the tissue, where
the x and y direction are assumed as infinity wide.

Fig. 1. Schematic of the Cartesian coordinate system, which describes the implemented
simulation model, the y axis points outwards [7]

Launching a Photon

The start position of each photon is determined by the coordinates (x,y,z)=(0,0,0)
and the initial direction is orthogonal to the tissue surface, which is given by
(μx, μy, μz, ). When the photons penetrate into the tissue, some specular re-
flectance at the surface will occur. The specular reflectance Rsp can be described
by:

Rsp =
(n1 − n2)

2

(n1 + n2)
2

and the photon weight will be decreased by Rsp

W = 1−Rsp
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Moving the Photon

After photon injection the step size s will be calculated by using the equation:

s =
−ln (ξ)

μt

where μt is an interaction coefficient equals the sum of the absorption coefficient
μa and scatter coefficient μs. The parameter ξ is a random variable, which is
uniformly distributed over the interval (0, 1). A decision has to be made, which
distinguishes whether the step size s is long enough to reach a boundary or
not. If the photon did not reach a boundary the position of the photon will be
updated by:

x ← x+ μx · s
y ← y + μy · s
z ← z + μz · s

Absorption and Scattering of the Photon

By moving a photon inside the tissue the photon weight is decreasing due to
absorption. The amount of photon weight loss is defined by:

�W = W · μa

μt

The photon weight is then updated by:

W ← W −�W

For scattering the photon, the azimuth ψ ∈ [0, 2π) and deflection angle θ ∈ [0, π)
have to be taken into account. The final photon directions are computed by the
following equation:

μ,
x =

sin θ√
1− μ2

z

(μxμz cosψ − μy sinψ) + μx cos θ

μ,
y =

sin θ√
1− μ2

z

(μyμz cosψ − μx sinψ) + μy cos θ

μ,
z = − sin θ cosψ

√
1− μ2

z + μz cos θ
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For the special case, that the incident angle is orthogonal to the surface of the
tissue, the photon direction is following the formulas:

μ,
x = sin θ cosψ

μ,
y = sin θ cosψ

μ,
z = SING (μy) cos θ

SIGN (x) =

⎧⎨
⎩

−1 if x < 0
0 if x = 0
1 if x > 0

Finally the photon direction is updated:

μx ← μ,
x

μy ← μ,
y

μz ← μ,
z

Reflection and Transmission at a Boundary

If the step size is long enough to hit the boundary, then the photon moves
to the boundary. Subsequently the program decides whether the photon escapes
the tissue or is internally reflected. This depends on the angle of incidence αi and
the angle of transmission αt. The internal reflectance R (αi) is then calculated
by Fresnels formula:

R(αi) =
1

2

[
sin2(ai − at)

sin2(ai + at)
+

tan2(ai − at)

tan2(ai + at)

]
.

The finally decision is realized by comparing the internal reflectance with a
random number. After this step the absorption and scattering will computed
correspondingly (see [7] for more details).

Photon Termination

A photon is terminated if it escapes the tissue or if the photon weight decreases
below a defined threshold inside of the tissue. In the case that the photon weight
is lower than the threshold, the current photon gets a further chance in m (e.g.,
m = 10) for surviving with a weight of mW [7]. The photon is terminated if it
does not survive the so called roulette:
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W =

{
mW if ξ ≤ 1 \m

0 if ξ > 1 \m

3 Three-Layered Tissue Model

The anatomical model (Fig. 2) shows the mother’s abdominal tissue, amni-
otic fluid and fetus. Previous studies have outlined the use of the perturbation
method in model photon transport through an 8 cm diameter fetal brain lo-
cated at a constant 2.5 cm below a curved maternal abdominal surface with
an air/tissue boundary [2]. In order to study the photon-migration process, the
anatomical model has been simplified into a three-layered tissue model which has
been reported in the literature [6] [9] [8]. A three-layered tissue model consists
of maternal dM , amniotic fluid dam and fetal layers dF . This model is repre-
sented in Fig. 2. Maternal layer thickness and amniotic fluid layer thickness in
this model are obtained from the literature [1].

Fig. 2. A three-layered tissue model for light transport

In this work, the fetal layer thickness is given like infinite thickness. It is close
to the real-life conditions, because it is not known in advance how will be the
fetus turned. As a result, light impinged on the fetal tissue will penetrate and
travel into an unknown depth. Therefore, a finite fetal layer thickness (given in
[6]) is not an appropriate boundary condition to perform the simulation.

Table 1 shows the optical properties (absorption, scattering and refraction
index) of the tissue model which are obtained from the previous study. The aim
of this simulation is to estimate the number of photons remaining in the tissue
and the number of photons that leave the tissue a three-layered tissue model.

Simulations have been performed at 2.5, 3.7 and 4.9 cm fetal depths. Fetal
depth is defined as the total thickness of the maternal and the amniotic fluid
layer. Fifty thousand photons were selected to run the simulation.
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Table 1. Optical property of the proposed tissue model

Description Symbol Values Units References

M
o
th

e
r
la
y
e
r
(M

)

Absorption coefficient µa(M) 0.08 cm−1 [6]

Reduced scattering µ′
s 5 cm−1 [6]

Anisotropy g 0.8 NA [4]

Refractive indices ns 1.3 NA [3]

Average maternal layers
path length

dM 2.4± 0.8 cm [5]

A
m
n
io
ti
c
fl
u
id

la
y
e
r
(a

m
)

Absorption coefficient µa(am) 0.02 cm−1 [6]

Reduced scattering µ′
s 0.1 cm−1 [6]

Anisotropy g 0.85 NA [6]

Refractive indices ns 1.3 NA [3]

Average maternal layers
path length

dam 1.3± 0.4 cm [5]

F
e
ta

l
la
y
e
r
(F

)

Absorption coefficient µa(F ) 0.125 cm−1 [6]

Reduced scattering µ′
s 5 cm−1 [6]

Anisotropy g 0.8 NA [4]

Refractive indices ns 1.3 NA [3]

Average maternal layers
path length

dF ∞ cm [6]
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4 Simulation Results

The first simulation was performed in depth 2.5 cm fetal layer. The results of 50
thousand photons were as follows Table 2.

Table 2. The results in depth 2.5 cm fetal layer

Specular reflectance 0.0170132

Diffuse reflectance 0.31962

Absorbed fraction 0.422297

Transmittance 0.24165

Number of Photons that finished out of tissue was 27718.
Number of Photons that stayed in tissue was 22282.
The second simulation was performed in depth 3.7 cm fetal layer. The results

of 50 thousand photons are shown in Table 3.

Table 3. The results in depth 3.7 cm fetal layer

Specular reflectance 0.0170132

Diffuse reflectance 0.305283

Absorbed fraction 0.449149

Transmittance 0.229135

Number of Photons that finished out of tissue was 27139.
Number of Photons that stayed in tissue was 22861.
The last simulation was performed in depth 4.9 cm fetal layer. The results of

50 thousand photons were as follows Table 4.

Table 4. The results in depth 4.9 cm fetal layer

Specular reflectance 0.0170132

Diffuse reflectance 0.302399

Absorbed fraction 0.478362

Transmittance 0.202865

Number of Photons that finished out of tissue was 27624.
Number of Photons that stayed in tissue was 22376.
Fig. 3 shows the photon interaction with the tissue for a single photon. These

results are based on the three-layered tissue simulation where the corresponding
parameters are given by Table 1. The starting point of the photon is indicated
with a green point at coordinates (0; 0). The ending point represent red point.
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Fig. 3. Trajectory of a single photon in three-layer tissue

5 Conclusion

Based on the data obtained from the experiments, we can conclude that the
specular reflectance can be generalized to any thickness of tissue to 0.0170132.
Absorbed fraction rises by an increasing thickness of the third layer. Diffuse
transmittance and reflectance are on the decrease with increasing the thickness
of fetus.
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Abstract. The paper presents a novel approach to the problem of force-
velocity characteristics modelling dedicated to MR dampers. It is stated
that velocity and control dedicated dynamic signal paths need to be in-
cluded in MR damper model. It is shown that hysteretic behaviour may
be modelled using all-pass delay filters located in the velocity dedicated
signal path. Parameters of the presented model are estimated using mea-
surement data obtained by means of Material Testing System (MTS).
Experiments are performed for damper excitation frequencies assumed
within range of 0.5 Hz – 2.5 Hz and control current levels restricted
within 0.05 A – 1.0 A. Parameters of delay filters are estimated and ac-
curacy of the reference acceleration based hysteresis model and referred
model based on delay filters are compared. Results demonstrate that de-
lay filters based model maps MR damper dynamics, mainly hysteretic
behaviour, with high accuracy.

Keywords: Magnetorheological damper, behavioural model, hysteretic
behaviour, all-pass delay filters.

1 Introduction

Intelligent materials, such as magnetorheological (MR) fluids, play an important
role in real-time control of mechanical structures and devices which are burdened
with vibrations. Starting from large structures such as cable-stayed bridges [1]
and high buildings [2], MR dampers are used to suppress vibrations which are
induced by wind and rain as well as earthquakes. In case of medium-sized road
vehicles with semiactive shock-absorbers located in seats and/or vehicle suspen-
sion systems [3,4] the ride comfort and ride safety can be significantly improved
by adaptive change of damper dynamic viscosity compared with passive solu-
tions. Other authors [5] present an application of smart disc damper applied in
rotor system used for vibration control. MR dampers seem to be also competitive
compared to mechanically adjustable dampers due to quicker dynamic response.

MR dampers based vibration control systems which are installed in vehicles
are favoured considering low energy consumption and inherent stability. On the
other hand, semiactivity of MR dampers makes it impossible to introduce en-
ergy into the suspension system they are applied to. Consequently, semiactive
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systems can dissipate vibration energy only. Constraints of semiactive dampers
require complex control schemes [3] to be used in vibration control. Moreover,
strongly nonlinear relationship between relative piston velocity and force makes
MR dampers challenging elements to control. Numerous phenomena such as pre-
yield and post-yield regions presented in [4, 5], biviscous characteristics [4] and
dynamics of the velocity to force and control signal to force signal paths, which
result in hysteretic behavior [4,6,7], need to be included in MR damper models.

Fig. 1. MR damper structure: 1- coil wires, 2- piston rod, 3- bearing and seal, 4- MR
fluid, 5- ring, 6- coil, 7- orifice, 8- piston, 9- diaphragm, 10- gas accumulator

MR dampers consist of coupled elements, i.e., cylidrical housing, rod and a
specially designed piston (Fig. 1). The MR damper is filled with MR fluid which is
a composition of ferromagnetic particles suspended in carrier fluid. Characteristic
feature of the piston are gaps which enable MR fluid to flow through it during
damper compression and extension. MR fluid flowing in piston gaps is subjected
to magnetic field which is induced by supplied built-in coils. When exposed to
magnetic field ferromagnetic particles of MR fluid are polarized and form chain-
like structure parallel to the field lines and perpendicular to the direction of
flowing fluid. MR damper subjected to stress force axially causes flow of MR
fluid in gaps which is counteracted by MR chains. It results in the increase of
resultant damping force generated by MR damper. A gas accumulator consisting
of a diaphragm covering pressured gas protects the damper from damage in case
of its critical compression.

The paper is organized as follows. Section 2 presents a concise overview of
MR damper models. Section 3 addresses a novel approach to MR damper hys-
teresis modelling using delay filters. In Section 4 experiment set-up is presented,
results of MR damper model identification are reported and model validation is
discussed.

2 Modelling of MR Damper Behaviour

In general, modelling of MR damper behaviour is focused on constructing such
mathematical description that gives the possibility to predict damper force gen-
erated under different piston relative velocities and control cur-rents treated as
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excitations. Models are quite complicated since they are required to capture
damper bilinear behaviour, hysteresis and saturation of the damping force.

Phenomenological models try to reflect MR damper behaviour by describing
physical phenomena occurring during its operation. That involves mainly analy-
sis of MR fluid flow through the damper piston gaps and influence of fluctuating
magnetic field on MR fluid behaviour. In order to describe these phenomena
Navier-Stokes equations accompanied with Maxwell’s equations are utilized. Un-
fortunately, significant mathematical complexity of partial differential equations
of these types makes this model impossible to be solved analytically. In addi-
tion, huge computational complexity of methods for numerical solution of partial
differential equations makes such models difficult to incorporate into real-time
applications. [4, 8]

In input-output models, an opposite approach is used, which does not concen-
trate on deeper understanding and describing physical phenomena appear-ing
during MR damper operation but rather tries to reflect as accurately as possible
the input-output interdependencies leaving behind physical meaning of param-
eters. In this group of models the following models were inves-tigated in the
literature: well suited functions, polynomial, involution, fuzzy and neural mod-
els. [4, 9, 10] There also exists a wide range of heuristic models in which hyper-
bolic or cyclometric functions are used to describe input-output behaviour of
MR dampers. [9, 11, 12]

Behavioural models try to take advantage of benefits related to both phe-
nomenological and input-output models. They do not describe in a straight-
forward form physical phenomena occurring in the operation of MR damper
but they are constructed taking into account the analogy in the behaviour of
damper and a set of mechanical elements reflecting basic rheological properties
such as elasticity, viscosity and plasticity. To obtain behavioural model these
elements are interconnected in appropriate way taking into account their input-
output behaviour as well as best fitting. In this group of models Bingham model,
Gamoda-Filisko model, Visco-plastic Li model are considered. [5] Another group
of models are based on Bouc-Wen model in which specially constructed nonlinear
dynamic term modelling hysteretic behaviour of MR damper is introduced. [13]
The most frequently used modifications of Bouc-Wen model are Spencer model
and Yang model. [7, 14]

3 Modelling of MR Damper Force-Velocity Hysteretic
Behaviour

Novel approach to the modelling of velocity-force hysteretic behaviour was pre-
sented in [15]. It involves application of a first order linear filter included into
the model’s velocity-force signal path. The other authors have located the first
order linear filter at the output of the backbone shaping function block. In
case of such model structure, the filter is used to process force signal which is
strongly nonlinear due to backbone function and includes numerous harmonics,
also for sinusoidal excitations. Such model structure [15] makes it difficult to find
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Fig. 2. Modelling of kinematic excitation and control dedicated signal paths of MR
damper dynamics

appropriate phase shift parameters of the filter, which seems to be much simpler
in case of the presented model.

In the current paper generalization of MR damper model, which is com-posed
of dynamic and static components, is proposed (Fig. 2). Two kinematic excitation
and control dedicated signal paths represent the dynamic part of the model. A
backbone shaping function of the force-velocity characteristics is a static input-
output component and may be represented by cyclometric (atan) or hyperbolic
(tanh) functions.

Main component of presented model is backbone shaping function which is
formed based on atan function presented in [12] as follows:

FMR(n) = α(i
∗
MR) · atan{β(i∗MR) · v∗MR(n)− γsign[v∗MR(n)]}+

+ δ(i∗MR) + c(i
∗
MR) · v∗MR(n),

(1)

where v∗MR is damper piston relative velocity obtained after filtering piston ve-
locity vMR using delay filters Hv(z, iMR) included in velocity-force signal path.
Parameters α, β, δ and c are to be estimated for different control current levels
and excitation frequencies. Parameter γ describes hysteretic behaviour and in
case of the presented model it equals zero.

Second part of the model consists of dynamic filters included in the veloc-
ity and control dedicated paths. The analysis is focused on dynamics exhibited
by the velocity dedicated signal path which is modelled using all-pass delay fil-
ter Hv(z, iMR) with flattened amplitude-frequency characteristics and v∗MR is
obtained as follows:

v∗MR(n) = hv(n, iMR) ∗ vMR(n), (2)

where hv(n, iMR) denotes the impulse reponse of the filter Hv(z, iMR).
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4 Results

Experiments results were obtained using Material Testing System (MTS) by
courtesy of Department of Theoretical and Applied Mechanics, Silesian Univer-
sity of Technology. Peak-to-peak amplitude of damper piston rela-tive velocity
excitation was assumed to be equal to 0.08 m/s. Experiments were performed
for different kinematic excitation frequencies in range from 0.5 Hz to 2.5 Hz
with resolution from 0.2 Hz to 0.5 Hz. Measurements were taken with sample
rate of 1 kHz or 500 Hz in case of MTS or dedicated controller, respectively.
Stabilization of current flowing through the damper coil was applied via PWM
modulated voltage signal using PID algorithm with gain scheduling implemented
in the controller. Additionally, temperature sensor was attached to the damper
to measure temperature of damper housing. Force and displacement measure-
ments performed by MTS were synchronized with control current and temper-
ature measurements on the basis of acceleration measurements obtained from
accelerometer attached to moving part of examined MR damper.

Specially generated current signal consisted of seven current levels cho-sen as
0.05, 0.1, 0.15, 0.25, 0.5, 0.75, 1.0 amperes to cover uniformly the range of forces
generated by the MR damper. Current values were ordered nonli-nearly due to
the nonlinear relationship between control current and dam-per force saturation.
Time length dedicated to each experiment and each current level was assumed
in such a way that for each current level at least 5 cycles of damper’s sinusoidal
excitation were performed.

4.1 Estimation of Time Delay Dedicated to Model Velocity Signal
Path

Identification procedure was performed separately for each control cur-rent level
and each frequency of velocity excitation. Cost function CF , which was mini-
mized to determine model parameters, was defined as follows:

CF (α, β, γ, c,Nd) =
1

N

∑
n

[FMR(n)− F̂MR(n, α, β, γ, δ, c,Nd)]
2 → Max (3)

where:

F̂MR(n, α, β, δ, c,Nd) = α(iMR) · atan[β(iMR) · vMR(n−Nd)]

+ δ(iMR) + c(iMR) · vMR(n−Nd)
(4)

and
v∗MRvMR(n−Nd). (5)

Cost function CF was minimized by means of the fmincon function included in
the Matlab Optimization Toolbox.

Estimated parameters were averaged with respect to the excitation frequency
and are presented in Table 1 with respect to control current levels. It can be
stated that parameters α and c are directly proportional to control current.
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Table 1. Parameters of MR damper model related to current levels and fitting indices

Parameters of MR damper model using delay filters

iMR [A]

0.05 0.10 0.15 0.25 0.50 0.75 1.0

α [N] 235.6 389.6 504.6 673.9 897.9 992.2 1056.9

β [ms−1] 181.7 129.3 117.2 106.4 96.9 93.1 88.2

δ [N] 13.2 19.1 25.7 32.0 32.0 23.0 16.8

c [Nms−1] 742.1 802.6 893.5 985.9 1279.0 1376.3 1367.0

Square root of Cost Function CF for:

Delay filters based MR damper model

25.4 42.6 55.2 72.9 106.5 110.5 119.8

Acceleration based MR damper model [12]

25.1 42.4 55.0 73.1 107.5 112.6 122.8

Parameter β is inversely proportional to control current. Sensitivity of the model
to offset parameter δ is the least in comparison to other parameters due to force
zeroing procedure performed during each experiment. However, it is also included
in the analysis.

Time delay values Nd estimated for each experiment condition (in Fig. 3 in the
form of phase shift) can be used to synthesize bank of delay filters Hv(z, iMR),
each dedicated to a certain current level. It can be stated that the higher value
of control current the greater time delay is exhibited by the velocity signal path.
Moreover, phase shift characteristics are smooth and they decrease with respect
to excitation frequency for all current levels.

High sampling rate dedicated to measurement data, analysis required to be
performed for low frequencies and low values of phase shift make identification
of delay filters parameters complex. Thus, synthesis of delay filters included in
the presented model is not considered in the current paper.

4.2 Model Validation

Responses of the model were simulated for all experiment conditions. Some of
them were graphically compared with measurement data. Results presented in
Fig. 4 correspond to current levels equal to 0.05, 0.15, 0.5, 1.0 amperes and ex-
citation frequency of 0.5, 0.9, 1.5 and 2.5 Hz, respectively. It can be noticed that
level of saturated force generated by the damper depends directly on the current
level. What is more, the higher excitation frequency, the wider is the hystere-
sis loop and such feature is also mapped by the presented model. More precise
analysis of model fitting is performed using quality index defined as square root
of the cost function (3)-(5) which is utilized in the identification procedure.
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Fig. 3. Phase shift frequency characteristics of the desired velocity dedicated delay
filters
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Fig. 4. Comparison of MR damper and model force response for different values of
control current and frequency of piston velocity excitation

Apart from delay filter based model, also the acceleration based model [12]
was identified and validated for all experiment conditions. For the purpose of
quality examination, it should be also taken into account that in case of phe-
nomenological hysteresis model the existence of phenomenological description is
favoured over slightly better measurement fitness (acceleration based model [12]).
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However, values of quality index which are listed and compared for both models
in Table 1 justify at least comparable quality of fitting of model, which is based
on delay filters, to measurement data.

5 Conclusions

Most models of MR damper which are well-known in literature possess quasi-
static structure and do not take into account actual phenomena of damper
behaviour. Hysteretic behaviour visible in MR damper’s force-velocity character-
istics is one of such features. Authors of the current paper presented a classifica-
tion of MR damper’s hysteresis models and those mostly known in literature were
referred to as the input-output models. Authors claim that hysteretic behaviour
of MR damper is caused by dynamics of velocity to force signal path which
constitute a phenomenological model using delay filters. On the basis of experi-
mental data, parameters of the presented model and reference quasi-static model
were estimated and compared. Both models demonstrate comparable modelling
accuracy. Moreover, presented frequency characteristics of desired delay indicate
significant dependence on control current levels which needs to be taken into
account in real-time applications.

Presented model will be utilized for the purpose of simulation and validation
of semiactive vibration control algorithm. Moreover, future research will be also
focused on complete synthesis of delay filters and their extension to other ex-
perimental conditions mainly corresponding to various amplitudes of excitation
velocities.
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Abstract. The paper deals with ordinary 3-order nonlinear differential
equations L3y = f(L0y, L1y, L2y) with quasi-derivatives. There is estab-
lished a criterion of asymptotic stability in Liapunov sense as well as
a criterion of instability in Liapunov sense. The results are illustrated by
proper examples.

Keywords: Nonlinear differential equation, 3-rd order, quasi-derivative,
stability in Liapunov sense, asymptotic stability in Liapunov sense, in-
stability in Liapunov sense.

1 Introduction

There are many articles from Control Theory concerning the stability criteria
of nonlinear differential equations with classical derivatives. In the paper [5]
Palumb́ıny derived stability criteria of certain class of third-order nonlinear dif-
ferential equations with so called quasi-derivatives (see the text below). The
main aim of the presented article is to establish similar criteria for another class
of third-order nonlinear differential equations with quasi-derivatives, so called
autonomous equations. It means that the function f does not explicitely depend
on the independent variable t.

Our paper deals with a criterion of asymptotic stability as well as instability,
both in Liapunov sense, of a null solution 0 of the autonomous nonlinear third-
order differential equations with the quasi-derivatives

(L) L3y = f(L0y, L1y, L2y)

where (the prime means a derivative owing to the variable t)

L0y(t) = y(t),

L1y(t) = p1(t) (L0y(t))
′ ,

L2y(t) = p2(t) (L1y(t))
′ ,

L3y(t) = (L2y(t))
′
,
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pi(t), i = 1, 2 are real-valued continuous functions defined on an opened real
interval (b,∞), f(y1, y2, y3) is real-valued and continuous up to all 2-nd order
partial derivatives of the function f on some area H ⊂ E3, o ∈ H where the
symbol E denotes the set of all real numbers. The symbol o means the vector
(0, 0, 0). The null solution 0 is a function equals to zero for all t such this null
function is a solution (L) on (b,∞). The terms Lky(t), k = 0, 1, 2, 3 are k-th
quasi-derivatives of a function y(t).

We recall that function f does not explicitly depend on the independent variable
t. We note that we shall use a matrix norm of the form ‖{aij}i,j‖ =

∑
i,j |aij |.

A set [–1, 1] is a closed interval with bounds –1, 1.

An important contribution of the article consist in the fact that there are more
control parametres in (L). These parametres are functions pi(t), i = 1, 2 which
enable an user a better control of considered processes described by the differ-
ential equation (L).

Remark 1. The differential equation (L) can be expressed more detailed as

(M)
(
p2(t) (p1(t)y

′)′
)′

= f
(
y, p1(t)y

′, p2(t) (p1(t)y′)
′) .

Let us consider a differential system of the first order

y′1 = f1(t, y1, y2, y3)
(S) y′2 = f2(t, y1, y2, y3)

y′3 = f3(t, y1, y2, y3).

Assumption. Let the system (S) be expressed in a matrix form y′ = f(t,y).
Through out the paper we shall assume an existence of a number b (real or
−∞) and an area H ⊂ E3

1 , o ∈ H such that the function f is continuous on
G = (b,∞)×H and for every point (τ,k) ∈ G the following Cauchy problem

(1) y′ = f(t,y), y(τ) = k,

admits the only solution. We also assume f(t,o) = o for all t > b, i.e. the
Cauchy problem (1) admits for k = o the trivial solution defined by a formula
o(t) = o for all t > b.

Definition 1. We say that the trivial solution o of the system (S) is asymptot-
ically stable in Liapunov sense, if for every τ > b and every ε > 0 there exists
δ = δ(τ, ε) > 0 such that for every initial values k ∈ H, ‖k‖ < δ and for all
t ≥ τ it holds that the solution u(t, τ,k) of the Cauchy problem (1) fulfils the
following inequality

(2) ‖u(t, τ,k)‖ < ε.

Otherwise, the trivial solution o is instable in Liapunov sense.
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Definition 2. We say that the trivial solution o of the system (S) is asymp-
totically stable in Liapunov sense, if the trivial solution o is stable in Liapunov
sense and there exists a real number Δ > 0 such that for all k ∈ H, ‖k‖ < Δ
and for every τ > b it holds that

lim
t→∞ ‖u(t, τ,k)‖ = 0.

Definition 3. A special type (T) of the system (S) of the form

y′1 = y2/p1(t)
(T) y′2 = y3/p2(t)

y′3 = f(y1, y2, y3)

is called a competent system to the equation (L).

Remark 2. We recall an important property of the system (T) which consist in
a fact that a function u(t) is a solution of (L) if and only if a vector (u(t), L1u(t),
L2u(t)) is a solution of (T).

Definition 4. Let (L) be such an equation that the function 0 is a solution of
(L) on (b,∞). Then, according to Remark 2, the vector (0,0,0) is a solution of
(T). We say 0 is a stable solution of (L) in Liapunov sense, if (0,0,0) is a stable
solution of (T) in Liapunov sense. Otherwise, 0 is an instable solution of (L) in
Liapunov sense.

Definition 5. Let (L) be such an equation that 0 is a solution of (L) on (b,∞).
Then, according to Remark 2, the vector (0,0,0) is a solution of (T). We say
0 is an asymptotically stable solution of (L) in Liapunov sense, if (0,0,0) is an
asymptotically stable solution of (T) in Liapunov sense.

The main aim of the paper is to establish the criteria, which assure the asymp-
totic stability as well as instability of the null solution 0 of the equation (L). If
we put pk(t) = 1 on (b,∞), k = 1, 2 in (L), we obtain a differential equation
with classic derivatives. We note that the functions pk(t), k = 1, 2 are not, in
general, assumed to be differentiable. From this it follows that we cannot use
on (L) stability criteria derived for nonlinear differential equations with classic
derivatives.

2 Auxiliary Assertions

Now we introduce some auxiliary assertions, which are significant according our
considerations. The first of them is the special case of the wellknown Hurwitz
criterion when n = 3 (see[2], Chapter 9):

Theorem 1. Let us consider a polynomial

(3) b3s
3 + b2s

2 + b1s+ b0,
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where bi, i = 0, 1, 2, 3 are real numbers such that b0 > 0, b3 = 0. Then all zeros
of the polynomial (3) admit negative real parts if and only if it holds that

(4) b1 > 0,

(5) b1b2 − b0b3 > 0,

(6) b1b2b3 − b0b23 > 0.

The second assertion deals with asymptotic criteria of stability in Liapunov
sense for systems of differential equations of the first order (see [1], Chapter 13
or [4]):

Theorem 2. Let us consider a system of differential equations of the first order
expressed in the following matrix form

(7) x′ = Ax+B(t)x + g(t,x), g(t,o) = o,

where A is a real constant square matrix, B(t) is a real square matrix depending
on t only, such that

(8) lim
t→∞B(t) = 0,

where 0 is the null matrix and g a real vector function continuous on an area
(b,∞)×H, where b ∈ E, satisfying a condition

(9) lim
‖x‖→0

‖g(t, x)‖
‖x‖ = 0 uniformly for all t ≥ b.

Then:

(i) If all eigenvalues of A have negative real parts, then the trivial solution
of (7) is asymptotically stable in Liapunov sense.

(ii) If at least one of eigenvalues of A has a positive real part, then the trivial
solution of (7) is instable in Liapunov sense.

3 Results

Now we shall prove the first main result of the paper – the criterion of asymptotic
stability of the null solution 0 in Liapunov sense of the differential equation (L):

Theorem 3. Let us consider the differential equation (L) such that

(a) lim
t→∞ pi(t) = ai > 0, i = 1, 2,
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If it holds that

(b)
∂f

∂w1
(o) < 0,

∂f

∂w3
(o) < 0, a1

∂f

∂w2
(o)

∂f

∂w3
(o) +

∂f

∂w1
(o) > 0,

then the null solution 0 of (L) on (b,∞) is asymptotically stable in Liapunov
sense.

Proof. The null solution 0 is, according to Definition 5, asymptotically stable in
Liapunov sense, if the solution o of the system (T) is asymptotically stable in
Liapunov sense, where (T) is expressed in the form (U), where

(U) w′ = Aw+B(t)w+ g(t,w), g(t,o) = o,

and

w′ =

⎡
⎣w′

1

w′
2

w′
3

⎤
⎦ , w =

⎡
⎣w1

w2

w3

⎤
⎦ , o =

⎡
⎣00
0

⎤
⎦ , A =

⎡
⎢⎢⎢⎢⎢⎣

0,
1

a1
, 0,

0, 0,
1

a2
,

∂f

∂w1
(o),

∂f

∂w2
(o),

∂f

∂w3
(o),

⎤
⎥⎥⎥⎥⎥⎦ ,

B(t) =

⎡
⎢⎢⎢⎣
0,

1

p1(t)
− 1

a1
, 0,

0, 0,
1

p2(t)
− 1

a2
,

0, 0, 0,

⎤
⎥⎥⎥⎦ , g(t,w) =

⎡
⎢⎣

0
0

1

2
d2f(θw,o)

⎤
⎥⎦ ,

1

2
d2f(θw,o) =

1

2

∂2f

∂w2
1

(θw)w2
1 +

1

2

∂2f

∂w2
2

(θw)w2
2 +

1

2

∂2f

∂w2
3

(θw)w2
3+

+
∂2f

∂w1w2
(θw)w1w2 +

∂2f

∂w1w3
(θw)w1w3 +

∂2f

∂w2w3
(θw)w2w3

where we used the Taylor’s theorem with the remainder in the Lagrange’s form
as k = 2, 0 < θ < 1. Then

0 ≤ ‖g(t,w)‖
‖w‖ =

|0|+ |0|+ |1
2
d2f(θw,o)|

|w1|+ |w2|+ |w3| ≤ 1

|w1|+ |w2|+ |w3|×

×
( ∣∣∣∣12 ∂

2f

∂w2
1

(θw)w2
1

∣∣∣∣+
∣∣∣∣12 ∂

2f

∂w2
2

(θ|w)w2
2

∣∣∣∣+
∣∣∣∣12 ∂

2f

∂w2
3

(θw)w2
3

∣∣∣∣+
+

∣∣∣∣ ∂2f∂w1w2
(θw)w1w2

∣∣∣∣+
∣∣∣∣ ∂2f∂w1w3

(θw)w1w3

∣∣∣∣+
∣∣∣∣ ∂2f∂w2w3

(θw)w2w3

∣∣∣∣
)
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Without lost of generality, we assume that (w1, w2, w3) ∈ [−1, 1]3. From this
and from the continuity of all 2-nd order partial derivatives of the function f it
follows that exists a positive real constant K such that∣∣∣∣12 ∂

2f

∂w2
k

(θw)

∣∣∣∣ ≤ K, k = 1, 2, 3,

(11) ∣∣∣∣ ∂2f∂wiwj
(θw)

∣∣∣∣ ≤ K, (i, j) = (1, 2), (1, 3), (2, 3)

for all (w1, w2, w3) ∈ [−1, 1]3. If we use the estimations (11) in the formula (10),
we obtain

0 ≤ ‖g(t,w)‖
‖w‖ =

|0|+ |0|+ |1
2
d2f(θw,o)|

|w1|+ |w2|+ |w3| ≤ K

|w1|+ |w2|+ |w3|×

× (|w2
1 |+ |w2

2 |+ |w2
3 |+ |w1w2|+ |w1w3|+ |w2w3|

)
=

= K

( |w1|+ |w2|
|w1|+ |w2|+ |w3| |w1|+ |w2|+ |w3|

|w1|+ |w2|+ |w3| |w2|+

+
|w1|+ |w3|

|w1|+ |w2|+ |w3| |w3|
)
≤ K (|w1|+ |w2|+ |w3|) = K‖w‖.

The squeeze theorem from Limit Theory yields that
‖g(t,w)‖
‖w‖ converges to zero

as ‖w‖ → 0. This convergence is uniform because the termK (|w1|+ |w2|+ |w3|)
does not explicitly depend on the variable t. From this it implies that (9) hold. We
can easily observe a validity of the conditions (7), (8) in Theorem 2. The validity
of condition (a), (b) assure that the conditions (4),(5),(6) hold in Theorem 1,
where the characteristic polynomial of the matrix A is

s3 − ∂f

∂w3
(o)s2 − 1

a2

∂f

∂w2
(o)s− 1

a1a2

∂f

∂w1
(o).

Then Theorem 1 yields that all the eigenvalues ofA have the negative real parts.
Consequently, Theorem 2, the part (i) as well as Definition 5 yield the required
stability of null solution 0 of (L). ��
Example 1. Let us consider the nonlinear differential equation (L), where

p1(t) = 2 +
1

t
, p2(t) = 3− 1

t
and

L3y =
y4

1 + (L2y)2
− y − 2L1y − 3L2y.

It is obvious that Assumption, mentioned after Remark 1, hold for b = 0. An
easy computing yield that (L) admits the null solution 0 as well as a1 = 2,
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a2 = 3,
∂f

∂w1
(o) = −1, ∂f

∂w2
(o) = −2, ∂f

∂w3
(o) = −3. From this immediately

follows the validity of (a) and (b) in Theorem 3. Then the last mentioned theorem
yields required stability of the null solution 0 of the equation (L).

Now we shall prove the second main result of the paper – the criterion of insta-
bility of the null solution 0 in Liapunov sense of the differential equation (L):

Theorem 4. Let us consider the differential equation (L) such that

(a) lim
t→∞ pi(t) = ai > 0, i = 1, 2.

If it holds that

(b’) at least one real part of zeros of

s3 − ∂f

∂w3
(o)s2 − 1

a2

∂f

∂w2
(o)s− 1

a1a2

∂f

∂w1
(o) is positive,

then the null solution 0 of the equation (L) is instable in Liapunov sense.

Proof. The null solution 0 of (L) is, according to Definition 4, instable in Li-
apunov sense, if the solution (0,0,0) of the system (U) is instable in Liapunov
sense. By the same way as in the proof of Theorem 3, it can by proved the valid-
ity of (9). We can easily observe the validity of the condition (7), (8) in Theorem
2. Then the last mentioned Theorem, the part (ii) yields the required instability
of the null solution 0 of (L) ��

Example 2. Let us consider the equation (L) where p1(t) = 2+
1

t
, p2(t) = 3− 1

t
and

L3y =
y6

4 + (L1y)2
+ y − 2L1y − 3L2y.

It is obvious that Assumption, mentioned after Remark 1, hold for b = 0. An
easy computing yields that the function 0 is a solution of (L) as well as a1 = 2,

a2 = 3,
∂f

∂w1
(o) = 1,

∂f

∂w2
(o) = −2, ∂f

∂w3
(o) = −3. From this immediately follows

the validity of (a). By the same way as in Example 1 it can be proved (b’). The
characteristic polynomial of A is

h(s) = s3 + 3s2 +
2

3
s− 1

6
.

There are two possibilities only: 1) h(s) admits three real zeros. Then their
product is equal to 1/6. It means, that all this zeros differ null. If all these zeros
were negative, then their product would be negative, which is a contradiction.
2) h(s) admits one real zero a and two complex zeros b± ci. Then their product
a(b2+ c2) equals to 1/6 again. If a ≤ 0, than this product would be nonpositive.
Thus a > 0. Then, owing to Theorem 4, the function 0 is an instable solution of
(L) in Liapunov sense.
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4 Conclusions

The foregoing results can be used for ordinary nonlinear differential equations
with quasi-derivatives. The differential equations in applications where the quasi-
derivatives have been occured are, for example, the differential equations describ-
ing a stationary distribution of temperature in a wall of a circle tube as well as
the differential equations of an equilibrium state of a straight mass bar. For more
details see [6].
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Abstract. In this paper, we show through the example of the M/G/1
queue with working vacations, how queueing theory can help to the
performance evaluation of some modern systems. We obtain the joint
probability distribution of the server state and the number of orbiting
customers in the system.This distribution is obtained in terms of Laplace
and z- transforms. We show how mean performance measures can be
obtained.

Keywords: Mass Service, Retrial queues, Working vacations, Piece-
Wise Markov Process, Laplace and z transforms.

1 Introduction

A Queueing (or a mass service) model of a complex system is a formal model in
which the server represents access of customers to resources and queue capac-
ity models, resource restrictions and storage before service, with some queueing
discipline (FIFO,LIFO, RANDOM, Processor Sharing,). This theory have been
developed from different point of views in Operation Research, Applied Proba-
bility and Computer Science motivated by the progress of computer technologies
and networks in many areas such as telecommunication, flexible manufacturing,
supply-chain, e-commerce.

In practical situations, the server can be subject to some interruptions (pri-
orities or breakdowns:

– (i) random interruptions (which are qualified as breakdowns). These inter-
ruptions of service can be due to random events: physical (mechanical or
electronic one’s) or software nature (bug in the program or attack).
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– (ii) programmed interruptions (called ”vacations” ), which allows to exploit
the idle time for secondary tasks (preventive maintenance, priority jobs,
security actions..). Such a policy allows more flexibility (for example, digital
nomadism or connected mobility) in the the optimal design and control of a
queueing system or network from the point of view of the QoS (Quality of
Service).

Now, in order to manage these (random) situations, we can consider different
”control” options [4]

– (i) the server can be turned off and takes a vacation of random length when-
ever the system is empty.

– (ii) the server is turned on when the accumulation of units in the system is
greater than a fixed threshold N or after a fixed period of time T .

– (iii) the control policy may allow a single vacation (and then waiting for a
new requests) or multiple vacations (so, the server takes vacations until he
finds at least one request in the file).

Some recent contributions gave orientations to a new type of vacation, namely
working vacations. By working vacation, Servi & Finn [7] means that a single
server works at a different rate rather than completely stopping during the va-
cation period. This work try to model (using the M/M/1 version) wavelength
division multiplexing optical access network (WDN) using multiple wavelengths
which can be reconfigured. Another application concerns the fact that the trade-
off between benefit of working on other jobs and cost of increasing waiting time
of the queue can be achieved by designing the appropriate vacation policy. The
system with Markov Arrivals Process MAP/G/1 is considered in [11] and the
model with balk arrivals in [9]. The interested reader can found more references
in the survey by Ke & al [4].

In classical queueing models, an arrival finding the server blocked (busy or out
of order) joins a queue with some service discipline (FIFO,LIFO,RANDOM,),
or it is considered to be lost unit (Erlang model). If the server is unavailable,
the arrival can join a retrial group(or an ”orbit” , which is a sort of queue
for secondary sources) and repeat successively an attempt until the server is
able to provide service. Otherwise, if the server is available, the arriving request
begins service immediately. Such models are called systems with repeated calls
or retrial queues, see for example the accessible bibliography of Artalejo [1].The
retrialM/M/1 version with working vacations has been studied by Do [2] where
during a vacation the customer is served with a constant rate (so, an exponential
service distribution) smaller than the normal service rate.The M/G/1 version
with exponential vacations has been investigated for example by Li & al [5].

In this work, we consider a model which combines both vacation and retrial
phenomena. In this work, we consider an extension of the M/G/1 retrial queue.
During the vacation period, the service time is smaller (or greater) stochasti-
cally (or in distribution) than the service time in normal period.In the following
section we describe the mathematical model. The section 3 gives the ergodic-
ity condition. In section 4 we derive a system of differential equations for the
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steady-state joint probability distribution of the server state and the number
of customers in orbit. Section 5 shows how main performance metrics can be
obtained.

2 The Mathematical Model

We consider an M/G/1 retrial queue with working vacations. The inter-arrival
times of primary requests are exponentially distributed with parameter λ > 0, so
the number of primary requests is a Poisson process with the same parameter.
There is no queue in the classical sense. If an arriving primary call finds the
server available and free of service, it immediately occupies the server and leaves
the system after completion of service. If an arriving primary call finds the server
blocked (occupied by a service or in vacation), it becomes a source of secondary
call and return later to try again until it finds the server free and available;
the collection of all secondary calls is called ”orbit” (a sort of queue). Request
retrials from the orbit of infinite size follow a Poisson process with constant rate
ν [1].

The server takes a working vacation when at a service completion epoch the
server is idle and the orbit empty. Vacation durations are exponentially distributed
with parameter θ.The service times of the customers in normal mode form a se-
quence {Sn

b , n ≥ 1} of independent and identically distributed (i.i.d.) random
variables with common probability distribution function Hb(x), Hb(0+) = 0 and
Laplace-Stieltjes transform hb(s), Re(s) ≥ 0; first order moments are denoted by
h1b and h2b.The service times of the customers who finds the server in vacation are
i.i.d. random variables {Sn

v , n ≥ 1} with common probability distribution func-
tion Hv(x), Hv(0+) = 0 and Laplace-Stieltjes transform hv(s), Re(s) ≥ 0; first
order moments are denoted by h1v and h2v.Let Sb and Sv be the generic service
times in normalmode and during vacation respectively.We assume that Sv ≤st Sb
that is the service during vacation is stochastically smaller than the service in nor-
mal mode. At the end of a vacation, the server takes another vacation if the service
is idle and the orbit empty.

At the end of each vacation, the server only takes another vacation if there is
no any new request or repeated request from the orbit.

Consider the following random process ζ(t) = {α(t), β(t), R(t); ξ(t), t ≥ 0},
where {R(t), t ≥ 0} is the number of customers in orbit at time t; α(t) = 0,
if the server is idle and α(t) = 1 if it is busy by the service of some customer;
β(t) = 0, if the server is not on vacation and β(t) = 1 if it is on vacation.

We introduce the real positive random variable ξ(t) which represents the resid-
ual service time in normal or vacation service modes if α(t) = 1.

It is not difficult to show that the stochastic process {ζ(t), t ≥ 0} is a Marko-
vian process with piecewise linear paths which describes the evolution of the
server state and the number of orbiting customers. We establish first the er-
godicity condition for such a process, then we obtain its stationary probability
distribution.
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3 Ergodicity Condition

The following theorem gives a condition for the existence of a stationary regime.

Theorem 1. The stochastic process {ζ(t), t ≥ 0} is ergodic if the following con-
dition holds:

λ+ ν

ν
τb < 1 , (1)

(λ + ν)hv(θ)

λ+ ν + θ
< 1 . (2)

Proof. An heuristic proof of the sufficiency is provided in appendix B.

4 Joint Distribution of the Server State and the Number
of Customers in Orbit

In this section we derive the joint distribution of the server state and the number
of customers in orbit in steady-state by it’s transform. Under the assumptions
1 and 2, the stochastic process {ζ(t), t ≥ 0} is ergodic. As a consequence, the
ergodic stationary probabilities

Pij(m) = limt→∞P{α(t) = i, β(t) = j, R(t) = m},m ≥ 0, (i, j) = (0, 0), (0, 1) ,

Pij(m,x) = limt→∞P{α(t) = i, β(t) = j, R(t) = m; ξ(t) < x},
i, j = (1, 0), (1, 1),m ≥ 0, x ≥ 0 .

are solutions of the following system of differential equations

P00(0) ≡ 0 ,

(λ+ ν)P00(m) =
dP10(m, 0)

dx
+ θP01(m),m ≥ 1 ,

(λ + θ)P01(0) =
dP11(0, 0)

dx
+
dP10(0, 0)

dx
,

(λ + θ + ν)P01(m) =
dP11(m, 0)

dx
,m ≥ 1 ,

λP10(0, x) =
dP10(0, x)

dx
− dP10(0, 0)

dx
+ νP00(1)Hb(x) + θP11(0, x) ,

λP10(m,x) =
dP10(m,x)

dx
− dP10(m, 0)

dx
+ λP00(m)Hb(x)+

+νP00(m+ 1)Hb(x) + θP11(m,x) + λP10(m− 1, x),m ≥ 1 ,

(λ+ θ)P11(0, x) =
dP11(0, x)

dx
− dP11(0, 0)

dx
+

+νP01(1)Hv(x) + λP01(0)Hv(x) ,
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(λ+ θ)P11(m,x) =
dP11(m,x)

dx
− dP11(m, 0)

dx
+

+λP11(m− 1, x) + νP01(m+ 1)Hv(x) + λP01(m)Hv(x),m ≥ 1 .

We introduce the partial generating functions in z,

Qij(z) =
∞∑

m=0

zmPij(m), (i, j) = (0, 0), (0, 1) ,

Qij(z, x) =

∞∑
m=0

zmPij(m,x), (i, j) = (1, 0), (1, 1) .

Applying these transforms to the previous system, we obtain

(λ + ν)Q00(z) =
∂Q10(z, 0)

∂x
+ θQ01(z)− θP01(0) , (3)

(λ+ θ + ν)Q01(z)− νP01(0) =
∂Q11(z, 0)

∂x
+
dP10(0, 0)

dx
, (4)

(λ− λz)Q10(z, x) =
∂Q10(z, x)

∂x
− ∂Q10(z, 0)

∂x
+ λQ00(z)Hb(x)+

+
ν

z
Q00(z)Hb(x) + θQ11(z, x) , (5)

(λ−λz+θ)Q11(z, x) =
∂Q11(z, x)

∂x
−∂Q11(z, 0)

∂x
+λQ01(z)Hv(x)+

ν

z
Q00(z)Hv(x) .

(6)
Consider now the Laplace transform of the partial generating functions

Qij(z, x):

fij(z, s) =

∫ ∞

0

e−sxQij(z, x)dx, (i, j) = (1, 0), (1, 1) ,

and the Laplace-Stieltjes transforms

hb(s) =

∫ ∞

0

e−sxdHb(x) ,

hv(s) =

∫ ∞

0

e−sxdHv(x) .

We apply now the Laplace transform to the second argument of the obtained
partial generating functions 5 and 6

s(s− λ+ λz)f10(z, s) = ∂Q10(z, 0)

∂x
−
(
λ+

ν

z

)
Q00(z)hb(s)− θsf11(z, s) , (7)

s(s− λ+ λz − θ)f11(z, s) = ∂Q11(z, 0)

∂x
−
(
λ+

ν

z

)
Q01(z)hv(s) . (8)
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There is now some uncertainty about the unknown functions
∂Qij(z,0)

∂x which
can be determined as usual by using the fact that these functions are analytical
functions in the domain ||z|| ≤ 1, Re(s) ≥ 0. Consider for example the first
equation of the previous system of equations. Since f11(z, s) is analytic in the
domain Re(s) ≥ 0, and since the left right hand side of 8 is equal to zero for
s = λ − λz + θ, then the right hand side must also be zero at this point.So, we
have the first condition that

∂Q11(z, 0)

∂x
=
(
λ+

ν

z

)
Q01(z)hv(λ − λz + θ) . (9)

Thus,

f11(z, s) =
(
λ+

ν

z

)
Q01(z)

hv(λ− λz + θ)− hv(s)
s(s− λ+ λz − θ) . (10)

Similarly, since the function f10(z, s) is analytic in the domain Re(s) ≥ 0, and
since the left right hand of 7 is equal to zero for s = λ − λz + θ, then the right
hand side must also be zero at this point, so we have

∂Q10(z, 0)

∂x
=
(
λ+

ν

z

)
Q00(z)hb(λ − λz) + θ(λ− λz)f11(z, λ− λz) . (11)

From 10, we obtain that

f11(z, λ− λz) =
(
λ+

ν

z

)
Q01(z)

hv(λ− λz + θ)− hv(λ− λz)
(λ− λz)θ . (12)

So, we get

∂Q10(z, 0)

∂x
=
(
λ+

ν

z

)(
Q00(z)hb(λ−λz)+Q01(z)[hv(λ−λz+θ)−hv(λ−λz)]

)
.

(13)
Substituting now 10 and 13 in 7, we obtain the function f10(z, s) under the

following form

s(s− λ+ λz)f10(z, s) =
(
λ+

ν

z

)(
Q00(z)

[
hb(λ− λz)− hb(s)

]
+

+Q01(z)
[
hv(λ− λz + θ)− hv(λ− λz)− θhv(λ − λz + θ)− hv(s)

s(s− λ− λz + θ)
])
. (14)

By Tauberian theorem, we have

Q11(z,∞) = limx→∞Q11(z, x) = lims→0+sf11(z, s) .

So, from equation 10, we get

Q11(z,∞) =
(
λ+

ν

z

)1− hv(λ− λz + θ)
λ− λz + θ Q01(z) . (15)
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Similarly, we obtain from 14

Q10(z,∞) =
(
λ+

ν

z

)(
Q00(z)

1− hb(λ− λz
λ− λz +

+Q01(z)
(hv(λ− λz)− hv(λ − λz + θ)

λ− λz + θ
1− hv(λ− λz + θ)
(λ− λz)(λ− λz + θ)

)
. (16)

Now taking into account 9, the equation 4 become

(λ+ ν + θ)Q01(z) =
(
λ+

ν

z

)
Q01(z)hv(λ − λz + θ) +B ,

where

B =
dP10(0)

dx
+ νP01(0) .

So,

Q01(z) =
B

λ+ ν + θ −
(
λ+ ν

z

)
hv(λ− λz + θ)

, (17)

where
Rv(λ− λz) = λ+ ν + θ −

(
λ+

ν

z

)
hv(λ− λz + θ) . (18)

Similarly, from 13 the equation 3 become

(λ+ ν)Q00(z) =
(
λ+

ν

z

)
Q00(z)hb(λ− λz)+

+
(
λ+

ν

z

)
Q01(z)hb[(λ − λz + θ)− hb(λ− λz)] + θQ01(z)−A .

After some algebraic manipulations we can rewrite the above equation under the
form

Q00(z) =
BS(λ− λz)−ARv(λ− λz)
Rb(λ− λz)Rv(λ− λz) . (19)

where
A = θP01(0) , (20)

Rb(λ− λz) = λ+
(
λ+

ν

z

)
hb(λ− λz) ,

S(λ− λz) = θ +
(
λ+

ν

z

)
[hv(λ− λz + θ)− hv(λ− λz)] . (21)

So, we have proved the following

Theorem 2. If the conditions 1-2 of theorem 1 are fulfilled, then the joint dis-
tribution of the server state and orbit size is given by it’s generating transform
15-17-19. The constants A and B are derived in the next section.
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5 Some Performance Measures

In this section we derive some performance measures of interest.

5.1 The Probability That the Server Is Available, But on Working
Vacation

If we take z = 1 in formula 16, we have

q01 = Q01(1) =
B

α
=

B

θ + (λ + ν)[1− hv(θ)] . , (22)

where
α = Rv(0) = θ + (λ+ ν)[1 − hv(θ)] . (23)

5.2 The Probability That the Server Is Available and Not on
Working Vacation

This probability is given by Q00(1), but the denominator in 18 equal
Rb(0)Rv(0) = 0. So the numerator must also be zero, and we have a relation
between A and B,

BS(0)−ARv(0) = 0 , (24)

where
α = Rv(0) = θ + (λ+ ν)[1 − hv(θ)] . (25)

So,

B = A
α

γ
, (26)

where
γ = S(0) = θ − (λ+ ν)[1 − hv(θ)] . (27)

So, we have
BS(0)−ARv(0) = 0 . (28)

and

Q00(z) = A

α
γ S(λ− λz)−Rv(λ− λz)
Rb(λ− λz)Rv(λ− λz) . (29)

By using l’Hospital rule, we obtain

q00 =
A

αγ
×

× α(θ − λ[1 − hv(θ)] + (λ+ ν)(τ
′
v − τv))− γ(θ + λ[1− λv(θ)] − (λ+ ν)τ

′
v))

ν − (λ+ ν)τb
,

(30)
where,

τb = −λh′
b(0), τv = −λh′

v(0) ,
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τ
′
b = −λh′

b(θ), τ
′
v = −λh′

v(θ) ,

αγ = θ2 − (λ+ ν)2[1− hv(θ)]2 ,
M = θ − λ[1− hv(θ)] + (λ+ ν)(τ

′
v − τv) ,

N = θ + λ[1 − λv(θ)]− (λ+ ν)τ
′
v .

5.3 The Probability That the Server Is Busy and on Working
Vacation

Setting z = 1 in formula 15

q11 =
A(λ + ν)[1− hv(θ)]

αγθ
× αM − γN
ν − (λ+ ν)τb

. (31)

5.4 The Probability That the Server Is Busy and Not on Working
Vacation

Substituting 17 and 19 in 16, we obtain

Q10(z,∞) =
A(λ + ν

z )

γRv(λ− λz)(λ− λz)×

×
(
[1− hb(λ− λz)]αS(λ− λz)− γRv(λ− λz)

Rb(λ− λz) +

+ [hv(λ− λz)− hv(λ− λz + θ)] + θ1− hv(λ− λz + θ)
λ− λz + θ

)
. (32)

Using the l’Hospital rule two times, we obtain after some algebraic manipulations
the value of P10 which is not provided here for constraint of space.

6 Conclusion

The obtained generating functions allow us to obtain several other performance
measures such as the mean waiting or the mean sojourn time and so on. But,
for lack of space it is reported for an ongoing work in which control problem of
vacation policy will be investigated.

Appendix A

The unknown constant A can be obtained using the normalization condition

P00 + P01 + P10 + P11 = 1 ,

We found that

A =
γ(ν − (λ + ν)τb)

Φ
,
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where,

Ψ = (λ+ ν)θτb(αδ − γξ)− 2λθ[ν − (λ+ ν)τb][1− hv(θ)] + (λ+ ν)θ[2λτb−
−(λ+ν)λh”b(0)][1−hv(θ)]+(λ+ν)[ν−(λ+ν)τb](λ[1−hv(θ)]+θ(τ ′

v−τv)+θτ
′
v) ,

and

Φ =
α(θ − λ[1− hv(θ)] + (λ+ ν)(τ

′
v − τv))− γ(θ + λ[1− hv(θ)] − (λ+ ν)τ

′
v)

α
+

+
Ψ

λθ([θ + (λ+ ν)ν[1 − hv(θ)]) +
(λ+ ν)[1 − hv(θ)][αM − γN ]

αθ
+ ν − (λ+ ν)τb .

Appendix B: Heuristic Proof of Theorem 1

The conditions 1-2 of ergodicity appears from the formula 22, 30 and 31. Indeed,
the quantities q00, q01 and q11 are probabilities which must be strictly positive
(since all the computations are valid if the corresponding Markov process is
ergodic), so all the quantities appearing in the denominators of these expressions
(in particular α,ν−(λ+ν)τb must be strictly positive, which gives the conditions
1 and 2.

References

1. Artalejo, J.R.: A Classified Bibliography on Retrial Queues: Progress in 2000-2009.
Math. & Comput. Modelling 51(9), 1071–1081 (2009)

2. Do, T.V.: M/M/1 Retrial Queue with Working Vacation. Acta Informatica 47,
67–75 (2009)

3. Jain, M., Agrawal, P.K.: M/Ek/1 Queueing System with Working Vacacation.
Quality Tech. & Quantit. Managmt. 4(4), 455–470 (2006)

4. Ke, J., Wu, C., Zhang, Z.G.: Recent Developments in Vacation Queueing Models-A
Survey. Int. J. Oper. Res. 7(4), 3–8 (2010)

5. Li, J.H., Tian, N.S., Zhang, Z.G., Lu, H.P.: Analysis of the M/G/1 Queue with
Exponential Working Vacations- A Matrix Analytic Approach. Queueing Syst. 61,
139–166 (2009)

6. Liu, W., Xu, X., Tian, N.: Some results on the M/M/1 Queue with Working
Vacacations. Operat. Res. Letters 35(5), 595–600 (2007)

7. Servi, L.D., Finn, S.G.: M/M/1 Queues with Working Vacations (M/M/1/WV).
Performance Evaluation 50, 41–52 (2002)

8. Wu, D., Takagi, H.: M/G/1 Queue with Multiple Working Vacacations. Perfor-
mance Evaluation 63(7), 654–681 (2009)

9. Xu, X., Liu, M.X., Zhao, X.H.: The balk Input MX/M/1 Queue with Working
Vacacations. J. Syst. Sci. & Syst. Engineering 18(3), 358–368 (2009)

10. Yang, D.Y., Wang, K.H., Wu, C.H.: Optimization and Sensitivity Analysis of Con-
trolling Arrivals in the Queueing System with Single Working Vacation. J. of Com-
put. & Appl. Math. 234, 545–556 (2010)

11. Zhang, M., Hou, H.: Performance Analysis of MAP/G/1 Queue with Working
Vacacations and Vacation Interruption. Appl. Math. Modelling 35(4), 1551–1560
(2011)



Macroeconomic Analysis and Parametric

Control Based on Computable General
Equilibrium Model of the Regional Economic

Union

Abdykappar Ashimov, Yuriy Borovskiy,
Nikolay Borovskiy, and Bahyt Sultanov

Kazakh National Technical University named after K. Satpayev,
22 Satpayev St., 050013, Almaty City, Kazakhstan

ashimov37@mail.ru, {yuborovskiy,nborowski86}@gmail.com,
sultanov bt@pochta.ru

http://www.kazntu.kz/en

Abstract. The paper describes a proposed mathematical model of the
regional economic union. The model relates to a class of computable
general equilibrium models (CGE models). There are given results of
parametric identification and verification of the model. There are also
described setting and solving of parametric control problems on evalu-
ation of economic policy tools at the level of single countries and the
economic union based on a verified model. It has been shown that the
problem solution for estimating optimal values of the tools at the level
of the regional economic union is rational than one at the level of single
countries.

Keywords: Computable general equilibrium model, Multiregional eco-
nomic modeling, Model verification, Parametric control.

1 Introduction

Since 2010 there has been functioning the Customs Union (CU) of three coun-
tries (the Republic of Kazakhstan, the Russian Federation, and the Republic
of Belarus), and since 2012 the Common Economic Space (CES) which unites
the mentioned countries. Based on it, there is expected creation of the Eurasian
Economic Union by 2015.

Implementation of this objective requires at first comprehensive vision of
middle-term prospects of the interaction between countries-members of the Cus-
toms Union and the Common Economic Space and adequate tool for macroeco-
nomic analysis and recommendations-making for optimal economic policy which
considers potential effects of different external and internal factors.

There are not set any problems for estimating optimal values of economic
policy tools in existing dynamic stochastic general equilibrium models [1], [2], [3]
proposed for the description of the regional economic unions and in computable
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general equilibrium models proposed for the description of effects of global and
regional economic policies on ecology [4], [5], [6].

This paper is about estimation of optimal values of economic policy tools at
the level of the regional economic union taking for example the Customs Union
and the Common Economic Space of three countries (Kazakhstan, Russia, and
Belarus). The mentioned estimation is made based on the CGE models and the
theory of parametric control of macroeconomic systems.

Application of the proposed CGE model differs from existing results by the
following:

– values of all its exogenous and endogenous variables economic indicators for
the identification period reproduce corresponding statistical meanings, the
models structure does not change in the forecasting period compared to one
in the identification period;

– calculation of equilibrium values of endogenous variables in the nonlinear
model is made without model linearization;

– the model describes the government sector, which incorporates an expanded
interpretation of monetary and fiscal policies;

– the model describes investments into fixed assets by producers, the govern-
ment, the rest of the union’s countries, and the rest of the world.

2 CGE Model for the Customs Union and the Common
Economic Space

The Constructed Customs Union CGE model describes a behavior and inter-
action of stated below economic agents of the three mentioned countries in the
framework of the CU agreements as with each other, so with the rest of the
world. A model of the Common Economic Space (hereinafter Model) is a CGE
model of the CU with additional conditions of harmonization of macroeconomic
policy in terms of three inequalities, which impose on the values of endogenous
variables of the CU’s model from 2012. Economic agents of the Model and their
main functions are stated below (hereinafter i = 1,2,3 – serial number of the CU
Country, i = 1 appropriates to Kazakhstan, i =2 – Russia, i =3 – Belarus).

Agent – Aggregate Producers (AP) of the Country i: Produce interme-
diate, consumer, investment products for domestic consumption, and also export
products for other Countries and for the rest of the world; Consume (domestic
and imported) intermediate and investment products, and also labor; Pay taxes
to Government; Define demands for loans and deposits of legal entities.

Agent – Households of the Country i: Offer labor for AP of the Country
i: Consume domestic and imported consumer products; Pay taxes and compul-
sory pension contributions to Government and receive from it subsidies; Define
demands for loans and deposits of individuals.

Agent – Government of the Country i: Forms government income and gov-
ernment spending of the Country i; Defines government demand for domestic
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and imported Consumer products; Subsidizes Households and AP transfers of
the Country i; Forms National fund income and National fund spending. Gov-
ernments of three Countries distribute jointly collected customs duties on import
among Countries.

Agent – Banks of the Country i: Define refinancing interest rate, money
holding, interest rates for deposits and loans in the Country i; Meet demands
for loans and deposits of AP and households of the Country i.

Agent – the Rest of the World: Define prices for export and import products
to (from) the rest of the world for each Country i; fully meet demands for export
and import products of Countries.

Markets of the Model are to define the prices, at which obtains corresponding
equalities of demands and supplies of products (including VAT) and of labor.
The Model has three markets of domestic intermediate products of each Country;
three markets of domestic consumer products of each Country; three markets
of domestic investment products of each Country; three labor markets of each
Country; six markets of export (import) products for each pair of Countries;

General view of the Model is presented by the following system [7], [8].

1. Subsystem of difference equations, linking values of variables x1(t) (outputs,
fixed assets of agents-producers, account balances of agents in banks and
others for the three above mentioned countries) for two successive years:

x1(t+ 1) = f1(x1(t), x2(t), x3(t), u(t), a(t)) , x1(0) = x1,0 . (1)

Here t = 0, 1, . . . , (n − 1) – serial number of year, discrete time; x(t) =
(x1(t), x2(t), x3(t)) ∈ Rm – vector of all endogenous variables of system,
describing statuses of economies in the three countries of economic union;

xi(t) ∈ Xi(t) ⊂ Rmi , i = 1, 2, 3 . (2)

Here m1 +m2 +m3 = m; x2(t) – demand and supply values of agents in all
markets and others; x3(t) – different types of market prices; u(t) ∈ U(t) ⊂ Rq

– vector function of controllable parameters. Coordinate values of this vec-
tor correspond to different government economic policy tools of mentioned
three countries, for example, as different tax rates, refinancing interest rates,
money holdings, etc.; a(t) ∈ A ⊂ Rs – vector function of uncontrollable pa-
rameters (factors). Coordinate values of this vector describe different depend-
ing on time external and internal social and economic factors of union’s coun-
tries: prices for different kind of export and import productions, labor quan-
tity, production function parameters, etc.; X1(t), X2(t), X3(t), U(t) – com-
pact sets with non-empty interiors; Xi ∈ ∪n

t=1Xi(t), i = 1, 2, 3; X ∈ ∪3
i=1Xi;

U ∈ ∪n−1
t=0 U(t); A – open connected set; f1 : X×U ×A→ Rm1 – continuous

mapping.
2. Subsystem of algebraic equations, describing behavior and interaction of

agents in different markets during chosen year, these equations assume ex-
pressing variables x2(t) via rest endogenous variables for chosen exogenous
functions u(t) and a(t):
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x2(t) = f2(x1(t), x3(t), u(t), a(t)) , (3)

f2 : X1 ×X3 × U ×A→ Rm2 – continuous mapping.
3. Subsystem of recurrence relations for iterative solution of market prices’

equilibrium values in all markets of the Model:

x3(t)[Q + 1] = f3(x2(t)[Q], x3(t)[Q], u(t), a(t), L) . (4)

Here Q = 0, 1, . . . – serial number of iteration; L – set of positive numbers
(adjustable iteration constants; economic system faster obtains its equilib-
rium as their values decrease, however the risk of price shifting to the negative
side increases simultaneously; f3 : X2 ×X3 × U ×A× (0,+∞)m3 → Rm3 –
continuous mapping (joint with f2) is contracting at fixed t, x1(t) ∈ X1(t)
and some fixed L. In this mapping case the mappings f2, f3 have the only
fixed point, to which leads the iterative process (3), (4).

CGE model (1), (3), (4) at fixed values of exogenous functions u(t) and a(t)
for each moment t defines values of endogenous variables x(t), appropriate to
demand and supply equilibrium prices in all markets of the Model.

3 Parametric Identification and Verification of the Model

Parametric identification (calibration) of the Model has been performed in three
stages.

On the first stage, the parameters of multiplicative production functions which
determine the values of gross outputs by the aggregate producers of all CU
Countries depending on factors of production (fixed assets, labor, intermediate
products, and imported oil) were evaluated.

On the second stage, the values of exogenous functions u(t), a(t) of the Model
for the historical period (2000–2011) were taken based on observed statistical
data of the Countries and the rest of the world.

On the third stage, the values of correcting coefficients from the Model’s
corresponding equations for the period 2000–2011 were determined based on
observed statistical data for exogenous and endogenous variables of the Model.

The evaluated model accurately reproduces the statistical data of 362 endoge-
nous variables of the Model for the period 2000–2011. Basic calculation of the
Model for the period 2000–2018 is made by forecasting exogenous functions and
coefficients of the Model for 2012–2018.

Verification of the evaluated Model has been made through estimation of
stability indicators, retroforecast and estimation of sensitivity coefficients.

The stability indicator of the Model is a diameter of ball’s (with the one
percent radius and the center at the point of some exogenous parameters of the
Model) image in relative values for (set by the Model) mapping from exoge-
nous variables onto endogenous ones. Here, as exogenous parameters were taken
various types of external prices, output shares and expense shares of all three
countries’ AP, and others for 2000. As output parameters, there were taken GDP
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and CPI of the CU countries for the chosen year. All obtained stability indica-
tors’ results do not exceed 9.93, which characterizes the stability of the Model
when estimated till 2018 as sufficiently high (see the Table 1).

Table 1. Stability indicators of the Model

Year 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

Indicator 0.96 1.54 2.11 2.54 1.69 3.31 4.01 4.46 5.25 5.34

Year 2010 2011 2012 2013 2014 2015 2016 2017 2018

Indicator 5.85 6.58 7.52 6.94 7.98 8.08 8.66 9.19 9.93

The verification of the Model with retroforecast is made as following.

– With observed data for 2000–2010, there was created a version of the Model.
– Corresponding values of all endogenous macroeconomic indicators of the

Model were calculated based on extrapolation of exogenous variables of the
Model version for 2011–2012.

– The relative root-mean-square deviation of all calculated values for 2011–
2012 from corresponding observed values was about 2.9 percent.

The verification of the Model was also made through estimation of sensitivity
(elasticity) coefficients for values of endogenous variables of the Model by its
exogenous parameters to verify the compliance of signs of obtained estimates
with main tenets of the macroeconomic theory. The following Table 2 shows
estimation of sensitivity coefficients for two variables of Kazakhstan – GDP and
Consumer price level (CPL) calculated on the basis of the Model.

The verification results of the Model by three approaches show the Models
acceptable adequacy.

4 Macroeconomic Analysis of Causal Factors of the 2009
Recession Based on the Model

One of the directions of macroeconomic analysis based on the Model aimed to
determine reasons of macroeconomic events which were related to basic macroe-
conomic indicators of the Countries changing during the crisis period in 2009.

In the framework of solving this problem, there was evaluated the sensitivity
of impact of the following parameters (external and internal exogenous factors
including government policy tools for 2008–2009) for assigning GDP variables
(Y gi) and the consumer price index (Pi) for 2009:

1. prices on the Countries export products into the rest of the world (Pexi);
2. prices on various products imported to the Countries from the rest of the

world (PcIi, PzIi, PnIi);
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Table 2. Sensitivity coefficients

Parameter GDP CPL

(2008) (2009) (2009)

Price of non-oil export products 0.23 1.24

Price of imported consumer products from the rest of the world -0.06 -0.94

Price of imported intermediate products from the rest of the world 0.00 -0.89

Price of imported investment products from the rest of the world -0.06 -0.62

Technological coefficient of gross output 1.03 0.64

Intermediate products’ share in output 0.03 0.02

Consumer products’ share in output 0.00 0.07

Investment products’ share in output 0.00 -0.01

Export products’ share in output 0.02 0.01

Consumption share of AP intermediate products 0.00 0.04

Consumption share of AP investment products -0.01 -0.01

Share government spending in the state budget 0.21 0.41

Effective rate of CIT (corporate income tax) -0.37 0.29

Refinancing rate shock -0.18 -0.40

Money holding shock 0.07 0.12

Oil price 0.26 1.26

3. technological coefficients of the gross output production functions of the
Countries (Yi);

4. the share of AP production of various products in the Countries (Ezi, Eci,
Eni, Eexi);

5. the share of AP consumption of various products in the Countries (Ozi,
Oni);

6. the share of government consumption in government spending of the Coun-
tries (Gi);

7. effective rates of corporate income tax of the Countires (Ti);
8. refinancing rates of the Countries (Refi);
9. money holdings of the Countries (DBi);
10. oil price (Poil).

Analysis of calculated elasticity coefficients (Table 2) shows that the impact of
output shares (Eci, Eni, Eexi) and consumption shares (Ozi, Oni) on studied
macroeconomic indicators is little enough.
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Further, by using counterfactual scenario analysis the impact degree of indi-
cated above parameters on variables Y gi and Pi fluctuations was evaluated in
accordance with the following algorithm.

1. Ten scenarios are calculated in which one j-parameter of the given list (ex-
cept Eci, Eni, Eexi, Ozi, Oni) remains in 2008 and 2009 at the level of one
in 2007, and the rest of indicators from the list are statistical. Correspond-
ing increments of the variables Y gi and Pi compared to baseline values are
obtained: ΔY gij and ΔPij .

2. The scenario in which all mentioned ten parameters in 2008 and 2009 remain
at the level of those in 2007 is calculated. Corresponding increments of the
variables Y gi and Pi compared to baseline values are ΔY gi and ΔPi.

3. Relationships of ΔY gij/ΔY gi and ΔPij/ΔPi (in %) are calculated. These
relationships characterize the impact degree of corresponding factors on the
increments of indicators.

It is worth to note that if the values of mentioned parameters for 2008–2009
remained at the level of those in 2007 the real GDP of Kazakhstan for 2009
would have been higher than the observed one by 11.8%, and CPI by 3.7%.
The results of mentioned impact degrees for Kazakhstan are presented in the
Table 3.

Table 3. Impact degrees of parameters fluctuations on increments of the variables in
2009 (in %)

Parameter

Variable Pex1 PcI1 PzI1 PnI1 Y1 G1 T1 Ref1 DB1 Poil Others Total

Y g1 -62.0 1.2 0.8 1.2 -64.0 61.2 5.5 30.1 36.1 -88.5 -18.0 -100

P1 -53.7 3.2 2.4 2.1 -6.5 19.8 0.7 11.0 10.0 -70.7 -16.6 -100

Analysis of the Table 3 shows that state policy measures in 2008–2009 were
correct but not optimal (as the following results of parametric control indicate).

5 Parametric Control Problems of the Regional Economic
Union Based on the Model

Next group of experiments on parametric control problems solving [7] was made
during evaluation of counterfactual optimal values of budgetary and fiscal policy
tools of the CU Countries for 2007–2011 in case of absence and presence of co-
ordination such policies. Here are four such Problem Pri (i = 0, 1, 2, 3) informal
definitions, where the values of uncontrollable exogenous variables of the Model
correspond with basic (retrospective) prognosis of these variables.
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Pri Parametric Control Problems Setting. On the basis of the Model,
to find the values of tax rates and shares of government spendings in budgets
for 2007–2011 for each Problem Pri, which provide maximum of criterion Ki,
(i = 0, 1, 2, 3) at corresponding restrictions for controllable parameters and some
endogenous variables to meet the conditions of debt stability and competitiveness
of the CU Countries. Here i = 1, 2, 3 – serial number of the CU Country, criterion
Ki – average real GDP of the Country i for 2013–2017, only government policy
tools of the Country i are used. In the Problem Pr0 criterion K0 is average
real total GDP of three CU Countries for 2013–2017, and applying government
policy tools consist of corresponding tools of three CU Countries.

Increments of the mentioned criteria Ki (in percent relative to basic variant),
corresponding with computational solutions for Problems Pri are illustrated in
the Table 4, and the CU GDP diagrams are on the Fig. 1. An analysis of the Table
4 indicates that in the framework of Problems Pri (i = 0, 1, 2, 3) an approach
of parametric control on the level of all Union Countries provides effect for each
Union Country not less (for two Countries larger) than parametric control on
the level of single Country.

Table 4. Four parametric control problems solutions results

Increment of criterion (in %)

Problem K1 K2 K3 K0

Pr1 4.05 0.64 0.14 0.58

Pr2 0.78 3.68 1.75 2.36

Pr3 0.25 0.43 3.83 0.32

Pr0 4.07 3.68 4.06 3.77

To make recommendations on optimal state policy of the CU countries the
following parametric control problem has been solved for 2014–2018.

Setting the Problem 2. Based on the Model, to determine values of economic
tools (effective rate of CIT, share of government consumption in government
spending) at the level of each CU country for 2014–2018 which allow the max-
imum of Kr criterion at corresponding limits of the coordination Indicators of
macroeconomic policies and of the values of these economic tools.

Here: Kr = a1×K1− a2×K2 + a3×K3− a4×K4− a5×K5;
K1 – Normalized average (for 5 years) value of the CUs GDP per capita, in

USD;
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Fig. 1. CU GDP in bn USD, in prices of 2000

K2 – Normalized average (for 5 years) value of the government debt in the
CU countries, in million USD;
K3 – Normalized average (for 5 years) value of export from the CU countries,

in million USD;
K4 – Normalized average (for 5 years) value of import into the CU countries,

in million USD;
K5 – Normalized criterion which characterizes the convergence of the CU

countries by rates of GDP, CPI and the ratio of the government budget deficit
to GDP;
aj (j = 1, . . . , 5) – weight coefficients, in the example aj ≡ 1.
The following Tables 5 and 6 illustrate the results of Problem 2 solving by

numerical procedure of the Nelder-Mead algorithm. Here, Kji are components
of the criterion Kj (j = 1, . . . , 4), pertaining to the Country i (i = 1, 2, 3).

Table 5. Kj criteria changes relative to basic variant (in %)

Criterion K1 K2 K3 K4 K5

Change +3.71 -3.87 +6.61 -3.22 -2.88
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Table 6. Kij criteria changes relative to basic variant (in %)

Criterion

Country K1i K2i K3i K4i

Kazakhstan (i = 1) +3.78 -3.71 +6.63 -3.36

Russia (i = 2) +3.65 -3.84 +6.57 -3.20

Belarus (i = 3) +3.71 -4.21 +6.40 -3.69

Analysis of the Tables 5 and 6 shows high potentials of the parametric control
approach for making recommendations on coordinated optimal state economic
policies of the regional economic Union’s Countries.

6 Conclusion

1. A computable general equilibrium model for the regional economic union
has been proposed taking for example the Customs Union.

2. Effectiveness of parametric control theorys application for estimation of op-
timal values of economic policy tools has been shown.

3. Preference for solution of the estimation problems of values of economic tools
at the level of the regional economic union rather than at the level of single
countries of the union has been illustrated.

4. Obtained results could be used for solving practical problems in economic
policies of regional economic unions.
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Abstract. The agent-oriented approach is one of most frequently used  
techniques for complex system simulation today. This paper is investigating ap-
plication of multi-agent system consisting of four basic types of agents for cre-
ating virtual economy environment for further testing and research in areas of 
multi-agent coordination and self-organization. Although the proposed system 
is in several aspects simplified, for example banking sector and government are 
not included into model, it provides useful basis for research of adaptation 
mechanisms, manufacturing management, supply chain management, and cus-
tomer behaviour modelling. Individual goals and strategies are forming collec-
tive effort of pursue of given goals, respecting constraints and limitations set on 
level of the whole agent community. Our goal is to design a system consisting 
of agents capable of self-organization into structures allowing processing of re-
sources in the given environment and creating production and supply chains 
with maximum efficiency possible.  

Keywords: Agent, modelling, simulation, virtual economy, self-organization, 
adaptation.  

1 Introduction 

Agent-based modelling is a quite popular modelling approach which is widely used in 
many disciplines. Current scientific papers indexed in the Web of Science database 
are classified to overall 138 research areas. Whereas the majority of research papers 
belong to the field of computer science or engineering (67,6 %); plethora of other 
application areas such as toxicology, entomology, oceanography, crystallography, or 
management of biological incidents [1] can be identified. 

In the business and economics realm the agent-based modelling is applied from the 
earliest stages of development of this programming paradigm. For instance, Janssen 
and Vries [2] develop a simple dynamic model of the economy-energy-climate system 
and prove that the adaptive behaviour can be included in global change modelling. 
Vidal and Durfee [3] used an economic multi-agent system to determine when agent 
should behave strategically (i.e. learn and use models of other agents), and when it 
should act as a simple price-taker. Their results show how savvy buyers can avoid 
being cheated by sellers, how price volatility can be used to quantitatively predict the 
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benefits of deeper models, and how specific types of agent populations influence sys-
tem behaviour. Trading between buyers and sellers represents a segment of economics 
which was often selected for application of multi-agent modelling and simulation prin-
ciples. Systems such as Kasbah [4] or Magma [5] can serve as examples. 

Since the first pioneering studies were published the application area in the busi-
ness and economics field has extended. Guessoum et al. [6] propose a new adaptive 
multi-agent model that includes the organizational forms into the economic models. 
Babita, Rao and Shukla [7] investigated possibilities of multi-agent systems in the  
e-business realm. Damaceanu and Capraru [8] focus their attention on banking mar-
ket. In their study, they conduct 11 computer experiments and study the evolution of 
various banking market indicators such as total amount of money, savings, wallets, or 
bank reserves. Due to its complexity, Sinha et al. [9] studied and created model of 
petroleum supply chain. Dosi et al. [10] develop an evolutionary model of output and 
investment dynamics yielding endogenous business cycles. The model describes an 
economy composed of firms and consumers. Whereas firms belong to two industries, 
consumers sell their labour and consume their income. Simulation results show that 
the model is able to deliver self-sustaining patterns of growth characterized by the 
presence of endogenous business cycles. 

2 Problem Formulation 

Although the broader focus of application domains and shift to more complex models 
is apparent, the literature review reveals that several main areas can be identified in 
the business and economics modelling. However, these areas are mostly independent 
from the research perspective and do not allow simulation and analysis of mutual 
interrelationship that represents typical feature of the real economic systems. There-
fore, endeavour should be devoted to mutual connection of the following economic 
segments and related issues, which individually represent a challenge from the infor-
matics perspective: 

1. Logistics – path finding and application of the graph theory; mechanisms of 
group transport coordination; dynamical route changes. 

2. Consumer behaviour – accordance with existing theories in economics; con-
tent of the consumer basket and its determinants such as taxing, education, or 
social level. 

3. Production processes (manufacturing) – production chain management; stan-
dardisation; achieving a certain quality level with existing technological limi-
tations. 

4. Supplying processes – supply chain management; continuity of processes 
with minimisation of delays; relationship of volume to number of transporta-
tion agents. 

5. Managerial decision-making and planning – level of autonomy; pricing; de-
cisions related to organisational development. 

6. Labour market – education and qualification issues; accordance with existing 
theories; structural differentiation in an economy. 



 Self-organizational Aspects and Adaptation of Agent-Based Simulation 465 

 

7. Services – composition of services; influence of consumer utility function; 
(dis)similarity to tangible products. 

8. Representation of environment – maps utilisation; infrastructure; mobility of 
agents. 

3 Model Description 

Virtual economy presented in this paper represents the production and consumption 
processes in simulated economy, although based on real data to reasonable extent 
(provided by Czech Statistical Office, see also http://www.czso.cz). The aim is to 
simulate economic principles of effective price and quantity setting under specific 
demand and capacity constraints [11]. Hence, the focus is on trading products and 
services and offering work on a labour market. Virtual economy simulation is similar 
to the work of Deguchi et al. [12], however, in that representation the entities consid-
ered are more specific producing more complicated net of relations than necessary. 
Similarly, trust issues as discussed for example in [13] and similar concerns are not of 
primary attention in the presented virtual economy.  

The studied virtual economy consists of four types of agents:  a) consumer, b) fac-
tory, c) mining and d) transport. Due to the simplicity and clarity of relations and 
transparency of design, other sectors such as the banking sector or government are not 
included in the model. Moreover, the model represents two-sector closed economy. 
The basic architecture of the virtual economy depicting entities and their relations is 
given in Figure 1. 

Consumer agent embodies the economic entity that consumes products and ser-
vices (i.e. goods) and offers work. Consumer agents can buy goods based on the 
wealth they possess. The wealth of a consumer agent is a product of work and qualifi-
cation (the higher qualification the faster accumulation of wealth). A consumer agent 
makes a trade-off between investment into higher qualification (ec) and consumption. 
The combination of products consumed and the speed of consumption is given by the 
consumption function. The combination of products forms a pattern of consumption 
that can be used to divide consumers into three categories. The three categories are 
low income, middle income and high income consumers. The pattern determines the 
ratio of goods that the consumer agent is buying. There three types of goods: neces-
sity, normal, luxurious. For example the proportion of goods bought by a low income 
class consumer might be 70 % of necessity goods such as food and household ser-
vices; 20 % of normal goods and 10 % of luxury goods. The willingness to buy a 
certain product depends on the stock. The lower the stock of that particular product 
the higher price is consumer agent willing to pay (see Figure 2). In other words, the 
scarcity increases acceptable price. This principle is corresponding with standard 
price and demand relationship. The price pmax is the amount a consumer is willing to 
pay when the stock of that product is empty. Conversely, as the stock is close to 100% 
of the capacity the price approaches zero i.e. the consumer is willing to buy only if the 
price is very low. 
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Fig. 1. Main components of model of virtual economy 

The second type of agent, a factory agent, corresponds with a company in a real 
economy. Factory agent is responsible for transforming input to output i.e. material 
and other products to final product that is bought by consumer agent or sub-product 
that is used by another factory agent. The consumption function determines materials 
and their proportions. The production function determines the portfolio of goods pro-
duced. Production requires workforce i.e. employing consumer agents. The produc-
tion depends on the technological level ef and qualification of the workforce i.e. em-
ployed consumer agents ec. The production equation is as follows: 
 

+  (1) 
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Let ki
con  be the speed of consumption of a material xi  and WF is the workforce; 

ec is qualification level of a consumer agent and ef technological level factory agent; 
kj

pro  be the speed of production of a product yj . 
Third type of agent in the model is mining agent. This is agent responsible for 

transforming resources, located in the environment, into raw material that is used by 
factory agents in production of goods. The cost of mining is determined by the con-
sumption function in which the energy and technology necessary for mining is  
reflected. The function is similar to consumption function of a factory agent. Each 
mining agent supplies only one type of raw material (if several types of raw materials 
are produced simultaneously, each is represented by single specialized agent). Raw 
material, as transformed from resources, is stocked in order to be later sold to trans-
port agents and distributed throughout the processing facilities (i.e. factories).  

Transport agents serve as intermediary between mining agents and factory agents. 
The cost of transportation is given by the distance. There might be barriers on the way 
from mining agent to the factory agent; hence, it is the task of the transportation agent 
to find a route that is the most economical or otherwise efficient. Different strategies 
may be used for solving path-finding and distribution problems, e.g. transport agents 
may co-ordinate transportation effort with each other in order to achieve maximum 
efficiency. The performance of a transportation agent is determined by the speed (or 
mobility), capacity and technological level. Transport agent is a proxy for a particular 
factory agent. Thus, transport agent does not have any wealth and is buying material 
on behalf of a factory agent. The technological advancement of a transportation agent 
is also the same as for the factory agent. Transportation agent is always buying all 
available material up to the capacity of transportation. Transported material that is not 
used directly in production is stored in factory agent`s warehouse.   

The modelled virtual economy contains also representation of a society of agents 
which is called “colony” in this context in order to avoid confusion with possible 
sociological semantics. The colony consists of consumer, factory and transportation 
agents. Mine agents do not belong to any colony, as they are distributed throughout 
the environment, depending on the resources they process. The colony is character-
ized by its position in the environment and size of population. Colonies compete for 
resources that are supposed to be scarce. Colony exists in an environment. The envi-
ronment is important in respect to transportation provided by transportation agents.  

The success of a colony can be measured by several factors. The most common ef-
ficiency metric is wealth. The wealth of a colony is given by the sum of wealth of all 
agents. Due to different colony populations the comparison among colonies requires 
computing wealth per agent. The formula is as follows: 

 

= ∑ , + , +
 (2) 

 

where 
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= ,  (3) 

 

The model enables for various configuration and thus for conducting specific ex-
periments. These experiments might be focused on thriving of big colonies with a 
large number of a consumer agent. Other experiment might include the competition 
among colonies in case of a universal resource that cannot be substituted in the pro-
duction process. Similarly, an interesting experiment might reveal the speed of wealth 
accumulation in case of one large colony as compared to a number of smaller compet-
ing colonies. 

4 Model Experiments 

4.1 The Model Purpose 

The effort is focused on research of application of different strategies and effective-
ness of agent`s communities in different settings. Our aim is to investigate self-
organizing capabilities of the system using models of behaviour from economics the-
ory for modelling behaviour of individual agents.  

It is necessary to notice that the proposed system is not primarily focused on pro-
viding full-scale simulation of the real-world economy. The economy background of 
the model is rather used as a foundation for study and research in areas of self-
organization and maximization of production potential of the system where popula-
tion size, resources and competition are effectively defining problem domain. The 
goal here is to focus on agent`s decision making and control on both individual and 
community level. Different strategies, priorities and work distribution approaches 
may be studied and compared with each other within this model, making it very use-
ful platform for research of agent`s behaviour, collaboration and co-ordination.  

The organized system must have following attributes:  

• Stability – system should be able to maintain itself for as long as possible, ideally 
for unlimited time.   

• Efficiency – system is optimizing resource allocation according to its own (given) 
production capabilities.  

• Effective distribution – system should provide capacity for suitable distribution of 
products. Shortages and scarcity should be avoided.  

• Adaptation – system should be able to re-allocate resources and re-organize its 
structure according to changing conditions in the environment.   

The economical context in which proposed system operates is used to maximize op-
erational potential of the whole multi-agent system. Economic notions like “customer 
satisfaction” or “maximization of profit” are excellent to define target parameters for 
performance of individual entities in the system. These autonomous entities may then 
adopt different strategies in order to achieve appropriate level of efficiency in their 
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actions. It is our intent to achieve desired behaviour of the whole system by behav-
ioural patterns that will emerge by interaction of large amount of small individual 
agents with each other. 

The work is divided into two phases. In the first phase a case of a single multi-
agent community (colony) is investigated and researched. This phase is focused on 
efficiency and productiveness of the colony and its self-organizing capabilities.  

The second phase of work is focused on multiple colonies interacting with each 
other within the given environment. It is a basic assumption that there will be several 
(or all) resources in the environment present in a limited amount only. In this case, 
individual colonies have to negotiate distribution or ownership of such resources. It is 
assumed that colonies would be encouraged to specialize in their production, accord-
ing to given allocation of resources in the environment. This will lead to increase of 
mutual dependency of colonies on each other and emphasize need for their efficient 
cooperation. This creates excellent basis for further research in areas of agent coordi-
nation and cooperation. Application of scenarios focused on maximizing performance 
of colonies against each other is planned in the final phase of the project. 

Table 1. Problem areas in two main branches of research 

Single colony case  Multiple colonies case 
Individual agent behaviour  Competition issues 
Control & strategies  Resource sharing 
Logistics & distribution  Trade between colonies 
Manufacturing  Negotiation 
Workforce allocation  Outsourcing (result of specialization) 

 
Tab. 1 shows main areas of interest in both branches of research: single colony and 

multiple colonies. Take into consideration that single colony case does not mean 
strictly individual agents – it is also focused on organization of agent society within 
one community and within production units as well. Since it is expected that colonies 
will converge to specialization in areas of resource processing and production, colo-
nies may be forced to work together (collaborate) in spite of the fact they are compet-
ing for resources at the same time. This increases need for efficient negotiation  
algorithms and strategic planning at the level of the whole agent colonies.  

4.2 Example Scenario 

In order to clarify the presented ideas and model, a short, simplified, example of 
model scenario will be presented in this part of the text. This example scenario was 
created in prototype version of software, implemented in NetLogo environment1. In 
this scenario, there is an M-agent producing one type of material needed at 4 colonies 
of different size. Fig. 2 shows user interface used in prototype application.  
                                                           
1 Software platform for agent-oriented modelling. See also 
http://ccl.northwestern.edu/netlogo/  
for more information about NetLogo.  
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Abstract. Triage is a decision-making process that classifies incoming patients 
for presentational urgency in Emergency Departments (EDs).  There are issues 
with triage reliability in EDs, which we can be resolved through uniform 
application of a robust triage scale.  However, the complex robust triaging 
knowledge is not easy to understand or recalled for timely decision-making.  
Therefore, we suggest the development of a knowledge-based triage decision 
support system to help triage officers to make correct and consistent triage 
decisions. Consequently, we pursued knowledge engineering to construct the 
models of the knowledge in order to make explicit the conceptualisation of the 
assumptions and constraints in triage decision-making. We regard task as a 
rationale basis for modelling the purposive domain knowledge.  Consequently, 
the paper discusses the modelling of the domain knowledge to support the 
triage decision-making task. The triage decision-making task model is 
presented in a complementary paper.  Together, the knowledge models can be 
viewed as meta models that provide the conceptual guiding principles for the 
consequent design of the triage decision support system.  

Keywords: Knowledge Engineering, Domain Knowledge Modelling, Triage 
Assessment. 

1 Introduction  

Triage is the frontline assessment of incoming patients in Emergency Department 
(ED) where the triage officers are responsible for classification of presentational 
urgency.  There are three issues with triage decision-making. 

• The decision-making is not easy because it involves application of complex 
triaging knowledge to the discriminated and interpreted information elicited from 
patients, personal observations and physical examination [1].  

• Inconsistency in triage decision-making is a major problem in ED [2]. Triage 
assessment under conditions of uncertainty by triage officers with different levels 
of expertise and experience, leads to different outcomes. Since triage classification 
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is correlated with patients' waiting times, it affects patents’ satisfaction, and an 
under-triage can even place a patient at risk [3].  

• The absence of a standard triage scale (c.f. in Malaysia) is another issue that 
affects triage reliability.  It causes variable waiting times of patients and the 
assignment of a triage level can be potentially harmful if the scale is unreliable.  
 
We think that the uniform application of a robust triage scale in EDs can resolve 

some of the above issues.  A robust triage scale is capable of providing greater 
discrimination, better reliability and improved sensitivity and specificity [4, 5]. 
However, the robust triage decision-making is also complex.  Complex knowledge is 
not easy to understand or recalled during rapid decision-making.  Therefore, we 
suggest the development of a knowledge-based Triage Decision Support System 
(TDSS) to help the triage officers to make correct, consistent and timely triage 
decisions.   

Consequently, we pursued knowledge engineering as a way to systematise the 
triage decision-making knowledge.  The knowledge is modelled to make explicit the 
conceptualisation of the assumptions and constraints in triage decision-making.   

We regard task as a rationale basis for modelling the purposive domain knowledge 
[6, 7].  The idea is to first model the triage decision-making task, then to focus on the 
modelling of the triage domain knowledge that is required to support the task.  
Together, the task and domain knowledge models can be viewed as meta models that 
provide the conceptual guiding principles for the consequent design of the triage 
decision support system. 

This paper is structured as follows. Section 2 briefly describes the triage decision-
making task knowledge model.  In section 3, we give an example of a problem case 
presented in ED and the ensuing triage analysis.  The example provides the 
background information to understand the discussion in the following sections.  
Sections 4 and 5 discuss the modelling of the triage domain knowledge and the model 
evaluation, respectively. Finally, we conclude in section 6.  

2 Triage Decision-Making Task Model 

Fig. 1 shows a simplified version of the triage task knowledge model presented in [8].  
The model is adapted from the CommonKADS’s Assessment generic task template 
[6], and captures the functional knowledge in triage decision-making.  The inference 
structure in the original assessment task has been modified and reorganised to reflect 
the inferencing of knowledge in triage decision-making. The modifications include 
the introduction of a new inference: Sort. The Sort inference is used to prioritise the 
modifiers according to particular cases presented in ED. The prioritisation is based on 
the principles of emergency care [9].  

The inferences are depicted by the ovals in the figure.  The rectangular boxes 
connected to the inferences describe the knowledge and information used and 
produced by the inferences. For example, the Sort-modifier inference accepts 
Specified-modifiers as input and produces Sorted-modifier as output.  In Table 1, we 
describe the key domain terms that feature in the triage task knowledge model. 



 Task-Based Modelling of the Triage Domain Knowledge 475 

 

 
Fig. 1. A Simplified Triage Task Knowledge Model 

Table 1. Key domain terms that support the triage decision-making task 

Term Description 
Case Knowledge or information gathered from the patient, which includes 

patient’s oral history and clinical judgment. The clinical judgments 
involve objective and subjective measurements. The objective 
measurements comprise the vital sign (VS) readings, while the 
subjective measurements are based on observed signs and symptoms.  

Chief Complaint The most significant illness inferred from Case, which is based on 
Habboushe’s guide [10]. 

Modifiers Determinants used to determine the triage level of patients. For 
example, eleven modifiers feature in the Canadian Triage Acuity 
Scale (CTAS) [11]: Glasgow Coma Score (GCS), Respiratory 
distress, Hemodynamic stability, Dedicated presenting complaint, 
Mental health, Bleeding severity, Hypertension, Temperature, Pain, 
Mechanism of injury and Blood glucose.  

Modifier value The abstracted value assigned to a modifier. For example, GCS score 
is 13, and Pain is severe. 

Modifier norms A conditional rule of a modifier. Each modifier has more than one 
rule. An example of a simple GCS norm is 

IF GCS score is 13 
THEN triage level is II 

Triage level The triage level is an outcome of norm evaluation, which indicates the 
severity of a patient’s clinical condition. The levels depend on the 
selected triage scale. For example, CTAS has five levels (I to V). 

Critical level  The critical level refers to the most severe clinical condition.  For 
example, level I in CTAS, i.e., when the patient necessitates 
immediate treatment.  

Explained 
decision  

The triage decision is justified by providing explanations that refer to 
the modifier norms that are applied to determine the triage level. 
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The flow line out of the condition box (diamond) at the bottom in Fig. 1 indicates 
the iterative consideration over the norms of the selected modifiers.  The iteration 
continues until all modifier norms have been processed or a critical triage level is 
encountered. More details about the task model can be found in a complementary 
paper [8]. 

The task knowledge model serves as a rationale basis for modelling the triage 
domain knowledge, which is elaborated in section 4. But, first we give an example of 
a problem case presented in ED and the ensuing triage analysis in section 3.  The 
example provides the background information that is essential to understanding of the 
modelling of the domain knowledge model in section 4. 

3 A Problem Case 

Case is a compulsory documentation that records information about a patient’s 
background, illness and health problem including the kinds of treatment being 
received. It is the starting point of triage analysis.  The case analysis leads to clinical 
judgment analysis, and is followed by the determination of the triage level.   

We give an example of a simple case presented in ED for purpose of illustration 
and future reference.   Tables 2, 3 and 4 summarise the analysis of the case, the 
analysis of the clinical judgment and the final analysis that determines the triage level, 
respectively. 

Table 2. Case analysis 

Element  Description  
Patient A 46 years old man … .  
Oral history The patient has had a headache for the last week, which is 

becoming worse. It is a constant ache, and is present over his entire 
head but is worst in his occipital area. 
Today, while the patient was at work at a dry cleaning 
establishment, the patient has an episode of confusion and syncope; 
so, he was brought to the hospital by his employer. 

Past medical history The patient has no known medical history, and denies medical 
problems. It is unknown whether the patient takes any medications. 
The patient has no known drug allergies. 

Social history The patient has been working at the dry cleaning establishment for 
the last eight months. He is not known to be a smoker or drinker. 
The patient denies drug use.  

Chief complaint Headache 

 
The clinical judgement analysis is based on the chief complaint (the most 

significant illness abstracted from the case), information from physical examination 
(vital sign measurements), as well as information about any signs that are seen, heard, 
felt by the triage officer or any symptoms that are felt or experienced by the patient. 
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In our case, based on the chief complaint: Headache, the following modifiers were 
selected and ordered for assessment:  Pain, GCS, Hypertension and Dedicated  
presenting complaint. The selection and ordering of the modifiers are based on the 
Specify and Sort inferencing knowledge.  Table 3 captures the analysis of the clinical 
judgment that covers the assessment needs of the selected modifiers.  

Table 3. Analysis of clinical judgment 

Vital signs (VS) 
Temperature is 37.4°C, Pulse rate is 124 bpm, Respiratory rate is 20 breaths per minute, 
Blood pressure is 95/65, Air-oxygen saturation is 97%,  Pain score 8 (locality is peripheral,  
acute) and Glucose level is 95. 

Other signs and symptoms 
General The patient is confused. He is able to state his name in 

incomprehensive speech and recognises his employer, but he seems 
sleepy and nods off when not stimulated. 

Head and neck The patient’s mucous membranes are moist. His neck is supple, 
although he seems uncomfortable when his neck is ranged. His sclerae 
are non-icteric. 

Nervous system The patient follows some commands and does not appear to have a 
focal neurologic deficit. His pupils are equal, round, and reactive to 
light. The patient does not complain when examined. 

Cardiovascular The patient’s heart is regularly tachycardia, without murmurs, rubs or 
gallops. 

Lung The patient has no respiratory distress. His lungs are clear and equal. 
Abdomen. The patient is thin. His abdomen is soft and non-tender, with 
no organomegaly. 

Extremities and 
skin 

The patient’s distal extremities are cool with poor capillary refill. He is 
not diaphoretic. He has no rashes. 

 
Table 4 lists the key clinical measurements that were considered during the 

reasoning involving each of the selected modifier’s norms, and the resulting triage 
level.  Based on this analysis, the patient is triaged at level III, i.e., the lowest level 
inferred by the Pain and GCS modifier norms. 

Table 4. Determination of triage level 

Modifier Key considerations by norms  Triage level det. by modifier 
Pain Pain score is 8, Locality is peripheral, acute III 
GCS 10 < GCS < 13 (calculated value) III 
Hypertension 90/60 < BP < 120/80 (measured value) IV 
Dedicated presenting 
complaint 

No chest pain, No tearing, No injury, Element is 
upper body 

IV 
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4 Modelling the Triage Domain Knowledge 

The modelling of the triage domain knowledge is directed by its purposive 
mechanism.  In this regards, the triage domain knowledge model characterises the 
domain resources required to support the triage decision-making task. Accordingly, 
we followed Annamalai and Sterling’s method for constructing purposive ontologies 
[7], in order to conceptualise the triage domain knowledge.  However, we made 
modifications to the steps to reflect the task based approach we have taken to model 
the domain knowledge.  We describe the steps below. 

a) Establish the purpose and use of the domain knowledge model.  In our case, the 
model purports to conceptually guide the consequent design of the triage decision 
support system.  In view of that, the triage decision-making task knowledge 
model (Fig. 1) is constructed in advance to serve as the frame of reference for the 
conceptualisation of the triage domain knowledge. 

b) Identify the preliminary concepts that stand for the domain knowledge resources 
supporting the triage decision-making task.  We begin by recognising the distinct 
concepts required for describing the result of triage analysis (see Tables 2 – 4).  
The preliminary concepts are Case, Vital sign, Observed sign and symptom, 
Chief complaint, Modifier, Triage level, and so on. Note:  The preliminary 
concepts serve as links for structuring additional concepts into the model. 

c) Sketch an outline of the preliminary concept model.   
d) Identify additional concepts required to detail and refine the model.  New 

concepts affiliated with the preliminary concepts are organised and related with 
other concepts in the model using bottom-up and middle-out processes.  
Examples of additional concepts included later in the model are: Norms, Organ 
system, Concentration of emergency, Units of measure, and so on.  

e) Structure and relate the identified concepts into the domain knowledge model 
(Fig. 2).  For example, the seed concepts in the model are Case and Clinical 
judgment (see Tables 2 and 3).  The concepts that are immediately related to 
these seed concepts through aggregation and composition relationships are 
shaded in the model.   

f) Evaluate and make the necessary changes to the domain knowledge model until 
satisfied (repeat steps (d) – (f)).  The model evaluation is discussed in section 5. 
 

Fig. 2 describes a partial hierarchy of the concepts in the triage domain knowledge 
model.  Individuals in this conceptualisation are concept terms, which are constrained 
by properties and relations.   The model is developed iteratively until we are satisfied, 
i.e., when the domain knowledge resources supporting the decision-making task can 
be characterised using the terms in the model.  The model is elaborated from triage 
related books, articles, glossaries and by consulting the domain experts.  The model 
also unifies existing taxonomies with partial characterisation of domain through 
analysis and synthesis.   
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Fig. 2. Triage Domain Knowledge Model 

5 Model Evaluation 

The formative evaluation of the knowledge model is necessary to ensure the quality of 
the model being developed.  The evaluation will be based on a prescribed set of 
evaluation criteria, namely Consistency, Completeness, Conciseness, Competency, 
Extensibility and Expressiveness.  These criteria espouse the general design principles 
of domain knowledge models [12, 13]. 

• Consistency criterion evaluates the logical and structural element of the model. 
The analysis can be divided into two parts: Conceptual integrity and Collective 
consistency [12].   
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In conceptual integrity, we checked if the individual concepts in the model 
correspond to specific entities in the area of the domain knowledge, i.e., we verify 
whether the concepts and related properties are sensible vocabulary.  The 
evaluation is made with respect to the information used to articulate the concept's 
structure.   

In collective consistency, we examined the coherence between the concepts 
verifying if the logical relationships that bind these concepts in the model reflect 
the dependencies between their corresponding entities in the area of knowledge.   

• Completeness criterion checks whether the model has covered all the required 
concepts.  In practice, completeness is hard to achieve since models are by nature, 
incomplete.  Therefore, we strived for functional completeness [12, 14] and/ or 
epistemological completeness [15].   

Under functional completeness, we assessed the functional adequacy of the 
domain knowledge model in the context of its purpose of design.  In our case, the 
functional needs are exemplified in the triage decision-making task knowledge 
model.  Therefore, we checked to ensure that the presented concepts are able to 
cover the characterisation of the domain knowledge to support the triage decision-
making.    

Under epistemological completeness, we check the concepts in the model for 
exhaustiveness/ incomplete classification, granularity or level of detailness 
involving the properties and relations of the concepts.   

• Competency criterion checks to ensure that a model is capable of supporting the 
purpose of its design and use (c.f. Completeness) [12].  In principle, both 
functional and epistemological completeness are the necessary basis for evaluating 
the ‘competence’ of a model.  We checked whether the concepts in the model can 
definitely convey the relevant contents of the domain knowledge resources, so that 
they can be ‘competently’ utilised to support the triage decision-making task.  In a 
sense, the competency evaluation assesses the potential use of the model.   

• Conciseness criterion is used to evaluate the relevancy or relatedness of presented 
concept with respect to their needs or requirements [14].  In practice, the analysis 
actually does the opposite, i.e., remove redundant and irrelevant concepts that are 
present in the model.  Unnecessary and unwanted concepts do not add value to the 
model and sometimes can lead to inconsistencies in the model.  The point is to 
checks whether the concepts and related properties and relations are relevant for 
modelling the triage domain knowledge, and remove concepts, properties and 
relations whose presence in the model cannot be justified [12].  We carried out 
this analysis with the help domain experts who expressed their agreement or 
disagreement to the presented concepts. 

• Extensibility criterion checks to ensure that the concepts are structured in the 
manner that facilitates future extension of the model.  A model must be easily 
extendable to allow for incremental additions, modifications and deletions without 
having to reorganise the existing structure, i.e., degenerating its present state of 
being.  In our case, the conceptual description is objectified, which facilitates ease 
of expansion. Moreover, the hierarchical organisation of the concepts using the 
aggregation and composition relations provides a framework for ordered 
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representation of the generalised concepts that is easy to change, which also scale 
easily.  

• Expressiveness is a consequential criterion of a model.  Since the model must be 
able effectively express the intended meaning of the concepts, the formalism in 
which a knowledge model is represented is a tangible factor in determining its 
expressivity.  In our case, the domain knowledge model is a simplified conceptual 
structure represented using the Unified Modelling Language (UML), which is 
familiar to most software developers (an intended user).  Note: The purpose of the 
model is to conceptually guide the consequent design of the triage decision 
support system. 

  Much of the concepts in the model are related using the standard aggregation 
and composition relationships. There are only few user-defined associative 
relations in the model.  Therefore, the UML representation is easy to understand 
without requiring additional information (and so, can be applied consistently).  
This facilitates the evaluation of the model, and its eventual use in design and 
development. 

6 Conclusion  

This paper discusses a task-based approach for the modelling of the triage domain 
knowledge.  The purposive domain knowledge model is conceptualised in the context 
of the triage decision-making task. The triage domain knowledge model was 
conceived to serve as the rationale basis of the design and development of a triage 
decision-support system. The construction of domain knowledge model is adapted 
from a purposive ontology development method as described in section 3.  The 
iterative development of the domain knowledge model includes its formative 
evaluation based on general design principles embodied in a set of criteria.  The 
resulting model fulfils the condition of an elementary model, which has purpose of 
design, supports the ED triage community of practice, and proposes a method for 
utilisation [16]. We hope to extend the model into a mature model as part of future 
work.   
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Abstract. High Level Languages (HLLs) make programming easier and
more efficient; therefore, powerful applications can be written, modified,
and debugged easily. Nowadays, applications can be divided into parallel
tasks and run on different processing elements, such as CPUs, GPUs,
or FPGAs; for achieving higher performance. However, in the case of
FPGAs, generating hardware modules automatically from high level rep-
resentation is one of the major research activities in the last few years.
Current research focuses on designing programming platforms that allow
parallel applications to be run on different platforms, including FPGA.
In this paper, a survey of HLLs, tools, and compilers used for translating
high level representation to hardware description language is presented.
Technical analysis of such tools and compilers is discussed as well.

Keywords: High Level Synthesis, Compilers, FPGA, C-to-VHDL.

1 Introduction

Today, the trend in High Performance Computing (HPC) is to run applications
in parallel on different processing elements. Applications can be divided into
multiple tasks and executed simultaneously. Performance of such parallel pro-
cessing systems has increased significantly over the past few years and that trend
continues till date. The improvement is possible by implementing the multi-core
versions of conventional CPUs (Central Processing Units), and by hybrid com-
puting platforms with accelerators, such as FPGAs (Field Programmable Gate
Arrays) or GPUs (Graphics Processing Units) [1,2].

In general, applications and simulations [3] are not well suited for execut-
ing exclusively on accelerators. Some portions of applications have extensive
parallelism, suitable for FPGAs or GPUs; others are inherently serial or have
extensive control flow that make them better suited for a CPU or again for an
FPGA. Such device-oriented application partitioning increases the overall sys-
tem performance.
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Hybrid HPC is a promising approach to increase the performance of super-
computers. It combines computing platforms, such as CPUs, GPUs, and FPGAs;
in order to attain higher performance. FPGAs offer energy efficiency and higher
throughput for portions of applications characterized by simple data objects and
extensive parallelism. GPUs outperform FPGAs for streaming and floating-point
applications; and for applications requiring high memory bandwidth. CPUs are
optimized for serial processing. Combining these computing platforms ensures
HPC and decreases energy consumption. The main challenge in recent HPC
software is to design a solution that allows using CPU (as a main processing
unit), GPUs, FPGAs, and other accelerators. Moreover, the software should be
able to decide which portion of the application is suitable for which computing
platform, considering higher performance and energy efficiency (Fig. 1).

In order to implement application code on an FPGA, the code should be
written in Hardware Description Language (HDL), like e.g. in [4] or [5]. Due
to rapid increase of complexity in the systems, researchers and engineers moved
from Register Transfer Level (RTL) design to high level design, seeking better
productivity in less time and with lower cost. Therefore, this paper provides a
survey on current and recent High Level Synthesis (HLS) tools, languages, and
compilers for reconfigurable systems. These HLS compilers are categorized in
this paper based on the input language. This paper is a first step in developing
a new tool that translates High Level Language (HLL) to a code recognizable
by variety of computing hardware, such as CPUs, GPUs, FPGAs, DSPs (Dig-
ital Signal Processors), or others. The paper is organized as follows: The next
section compares FPGAs to CPUs and GPUs. A survey on HLS, languages, and
compilers is presented in Section 3; and finally Section 4 concludes the paper.

 

Fig. 1. A compiler compiling an application-code for CPUs, GPUs, FPGAs, and other
accelerators
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2 FPGAs vs. CPUs and GPUs

FPGAs and/or GPUs are used in hybrid computing systems to accelerate the
computing processes [1]. Hence, HPC can be obtained. In HPC systems, the
FPGA acts as a configurable co-processor to a CPU, where FPGA executes
intensive computational parts of the code. Similarly, GPU processes large blocks
of data in parallel to increase performance. Although FPGAs run at frequencies
expressed in MHz while CPUs run at few GHz, very often FPGAs outperform
CPUs. The reasons behind that are:

• For each specific task a dedicated circuit is implemented in the FPGA,
• Designers exploit the parallelism and pipeline of the circuit implemented on

the FPGA,
• FPGAs offer huge memory bandwidth through configurable logic.

Besides higher performance offered by FPGAs, they provide lower power con-
sumption in comparison to CPUs. In HPC systems, GPUs are intensively used
for numerous scientific applications to achieve higher performance by off-loading
the most intensive computing portions of the application to the GPUs. GPUs
often outperform FPGAs for streaming applications. They usually have a higher
floating-point performance and memory bandwidth than FPGAs. However, ac-
cording to [6], FPGAs present better computing capability for applications char-
acterized by:

• Relatively simple data objects,
• Relatively simple arithmetic operations,
• Smooth implementation using pipelined processing structures,
• Extensive data-parallelism,
• Regular and simple control structures.

3 HLS Languages, Tools, and Compilers

In this section, we analyze HLS tools and programming languages for FPGAs.
The tools enhance the portability and scalability of applications. Moreover, they
optimize performance and design efforts as well. Most of these tools are based
on C/C++ programming language, because the language is well known for both
software and hardware engineers. Fig. 2. shows the flow of generating RTL from
HLL.

3.1 HLS from C/C++ Programming Language

Hardware-C [7] is one of the first HLS languages that uses the C programming
language. It supports parallel processes that communicate together through ei-
ther port passing or message passing techniques. However, it cannot represent
arbitrary serial-parallel structures and it has different syntax from the original
C for several constructs. Handel-C [8] is one of the HLLs based on C language,
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Fig. 2. The flow of generating RTL from HLL

where the commands are written one by one and they are executed sequentially.
Handel-C targets low level hardware where the commands can be executed in
FPGA. In order to get benefit of parallel execution, some keywords are used in
the code. Therefore, performance benefits can be attained by using parallelism.
The overall program structure of Handel-C is little different from conventional C.
The program structure consists of one or more main functions, each associated
with a clock. Thus parts of the program can be run at different speeds. When a
code is written in Handel-C, the programmer should be aware of the hardware
implementations in order to get the benefit of parallelism. Similar to Handel-
C, Hyden-C [9] is a framework of optional annotations to enable designers to
describe design-constraints and to direct source-level transformations such as
scheduling and resource allocation. The main difference between Handel-C and
Hyden-C is that Hyden-C, like VHDL, is component-based. Therefore, designers
can describe their designs as a set of distinct components that are developed
independently and then connect them together.

Many HLS tools are designed for application domains. For example, Trident
[10] is a compiler that accepts C code extracting the parallelism and the possibil-
ity of pipeline implementations from the code; and generates the corresponding
circuits in reconfigurable logic. Trident compiler is mainly designed for floating-
point applications. GAUT [11] is an academic HLS tool dedicated to DSP ap-
plications. The GAUT tool converts a C function into a pipelined architecture
consisting of a processing unit, memory unit, communication, and multiplex-
ing unit. Also, Streams-C [12] and Impulse-C (derived from Streams-C) [13] are
compilers that support stream-oriented computation on FPGA-based parallel
processors, where data parallelism can be effectively mapped onto the FPGA.

In addition, many of the free and open source online compilers can be used
to convert the C code (HLL) to HDL. C to Verilog [14] is an online compiler
that translates the C function into a hardware-module interface. Although this
compiler uses most of the C language features, there are some limitations in
the C code that are not acceptable by the tool, e.g. recursive functions, struc-
tures, pointers to functions, and library function calls (printf, malloc, etc). These
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structures (limitations) cannot be represented in hardware. FpgaC [15] is a com-
piler for a subset of the C programming language. It produces digital circuits
that execute the compiled programs.

Since hybrid systems provide higher performance, some compilers target hard-
ware and software systems by translating specific parts of a larger C program
into hardware; and the rest of the program is executed on a traditional CPU.
NAPA C [16] is a hardware-software and co-synthesis compiler that generates a
C program targeting hybrid RISC CPUs and FPGAs. Similarly, Nimble [17] is
a framework that automatically compiles system-level applications specified in
C to the code executable on the combined CPU and FPGA architectures. Also,
CHiMPS [18] is a C-based compiler for hybrid CPU-FPGA computing platform.
Similar to CHiMPS, CASH [19] is a compiler that targets the hybrid System on
Chips (SoCs). LegUp [20] is an open source HLS tool that automatically com-
piles a C program to target a hybrid FPGA-based software/hardware system.
The program can be divided into program segments, some program segments are
executed on an FPGA-based MIPS CPU and other program segments are auto-
matically synthesized into FPGA circuits. These circuits communicate and work
together with the CPU. ROCCC [21] is an open source compiler that accepts a
strict subset of C and generates VHDL. In order to be used efficiently, the en-
tire software program is not translated into hardware – ROCCC focuses on the
critical regions of software, e.g. regions containing loops performing extensive
computation on large amounts of data. The Nios II C-to-Hardware Acceleration
(C2H) compiler [22] is a tool that allows the designer to create custom hardware
accelerators directly from C code. Altera’s C2H allows partitioning C functions
into hardware sets that can be executed on a Nios II CPU. By using the C2H
compiler, an algorithm in C targeting a Nios II CPU can be quickly converted
to a hardware accelerator implemented on an Altera’s FPGA.

There are also C++ language compilers that can be used to generate HDL.
A Stream Compiler (ASC) [23] is a C++ library allowing the designers to op-
timize the hardware implementation on the algorithm level, architecture level,
arithmetic level, and gate level; all within the same C++ program. ASC code
is compiled to produce hardware netlist circuit. Catapult C [24] is a subset
of C++ with no extensions. It takes ANSI C/C++ or SystemC [25] as input
and generates RTL code targeting FPGAs or ASICs. The code that can be
compiled from Catapult C may be very general and may result in many dif-
ferent hardware implementations. AutoPilot [26] is one of the most recent HLS
tools. It automatically generates efficient RTL code from high level representa-
tions. Autopilot accepts three kinds of standard C-based design entries: C, C++,
and SystemC. AutoPilot is an advanced compiler capable of carrying out effi-
cient power optimization using clock gating and power gating. It also supports
pipeline to improve the system performance. Hence, it can target a wide range of
applications.

In addition, DEFACTO [27] and Carte [28] are compilers that accept C and
Fortran as input languages. DIME-C [29] is a C based compiler that translates a
DIME-C code into VHDL. However, like C to Verilog [14], not all elements in C
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languages are supported in DIME-C, e.g. pointers, structures, switch statements,
etc. Other C-based compilers include Bash-C [30], Mitrion-C [31], SpecC [32],
SPC [33], or SPARK [34]. Additional commercial tools and early compilers can
be found in [35].

3.2 HLS from Non-C/C++ Programming Language

MATlab Compiler for Heterogeneous computing systems (MATCH) [36] allows
users to develop efficient codes for distributed, heterogeneous, and reconfigurable
computing systems. MATCH takes MATlab programs and automatically maps
them onto a hybrid computing environment consisting of embedded CPUs, DSPs,
or FPGAs.

MyHDL [37] is an open source Python package that allows the designer using
Python to generate HDL. The Python code is converted to Verilog and VHDL.

JHDL (Just-Another Hardware Description Language)[38] is a design tool
for reconfigurable systems that focuses mainly on designing circuits through an
object oriented approach. The main use of JHDL is to create digital circuits
for implementation using FPGAs. JHDL can be used with any standard Java
1.1 distribution without language extensions. Also, based on Java source input,
Sea Cucumber (SC) [39] is a synthesizing compiler for FPGAs that accepts Java
class files as input and then generates circuits. Users write circuit descriptions
exposing coarse-level parallelism as concurrent threads. SC then analyzes the
body of each thread and uses compiler and circuit optimization techniques to
extract fine-grained parallelism. Afterwards, SC compiler is executed to generate
an Electronic Design Interchange Format (EDIF) netlist; and the Xilinx place
and route software is called to create a bitstream from the synthesized EDIF
netlist.

Kiwi [40] is a compiler based on C#. The Kiwi compiler accepts common
intermediate language output from either the .NET or Mono C# compilers and
generates Verilog RTL.

Pebble [41] is a language for parameterized and reconfigurable hardware de-
sign. Pebble has a simple block-structured syntax. Designers can easily define the
number of pipeline stages using the parameters in a Pebble program. The main
objective of Pebble is to support the development of designs involving run-time
reconfiguration.

There are also other HLS compilers that use different languages. For example,
Esterel [42] is a synchronous programming language designed to program reac-
tive systems (systems that react continuously to their environment). Another
example is BlueSpec compiler [43] that works based on Bluespec System Verilog
– a language used in the design of electronic systems.

3.3 Schematics-Based HLS

Schematics such as LabVIEW and MATlab are also used to program FPGAs.
LabVIEW is one of the schematic tools that targets FPGAs. The National
Instruments (NI) LabVIEW FPGA module extends the LabVIEW graphical
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development platform to target FPGAs on NI reconfigurable I/O hardware.
Since LabVIEW represents parallelism and data flow, it is suitable for FPGA
programming [44]. In addition, designers also can use MATlab to design and
simulate their algorithms by Simulink and Stateflow, then MATlab generates
VHDL or Verilog code for FPGAs using HDL Coder [45]. Another tool is Al-
tium Designer [46]. It is an electronic design automation software package for
printed circuit board, FPGA, and embedded software design.

3.4 HLS Based on Programming Models for GPUs

Parallel computing platforms and programming models for GPUs are subject
of very intense research. CUDA (Compute Unified Device Architecture) and
OpenCL (Open Computing Language) are parallel programming models that
address the higher interest in GPUs; moreover, they have recently expanded
their capabilities beyond GPUs.

CUDA is a parallel computing platform and programming model created by
NVIDIA and implemented on their GPUs. FCUDA [47] is a framework to con-
vert CUDA code to RTL suitable for FPGAs. The transformation process from
CUDA to RTL is done in two phases. First, FCUDA transforms the single-
program-multiple-data CUDA code into C code for AutoPilot [25] with annotated
coarse-grainedparallelism.Then, the AutoPilotmaps themarked parallelism onto
parallel cores and generates the corresponding RTL description. Afterwards, syn-
thesis and programming of FPGA is done. The main goal of the FCUDA is to
convert thread blocks into C functions. FCUDA combines the CUDA program-
ming model with a HLS tool (AutoPilot) to efficiently implement CUDA code on
FPGA.

Another parallel programming framework for writing programs that are ex-
ecuted across heterogeneous platforms is OpenCL [48]. SOpenCL [49] is an
OpenCL-based FPGA synthesis tool. It generates hardware circuits and SoC
systems from OpenCL programs. The output of SOpenCL is a pure C function
which is converted to a hardware circuit in a form of synthesizable HDL.

On the other hand, Altera enables the designers to run OpenCL code on
Altera’s FPGAs [50]. Compiling an OpenCL code to FPGA by Altera’s solution
is the process of converting an OpenCL C code into FPGA bitstream that allows
programming the FPGA. The compilation process has two phases: the OpenCL
code is compiled into intermediate hardware format code, and then compiled
into an FPGA bitstream. Therefore, each OpenCL code is converted into custom
hardware representing the data flow circuit. Mapping multithreaded functions
to FPGA can be done simply by replicating hardware (inefficient – waste of
resources) or by using pipeline parallelism (more efficient mapping).

4 Final Remarks

The trend in HPC is to increase the number of processing elements using het-
erogeneous computing platforms, in order to provide higher performance and



490 L. Daoud, D. Zydek, and H. Selvaraj

increase energy efficiency. Since the complexity in applications and systems has
been increasing, designers move to high level representation to improve the prod-
uct quality in less time and with lower cost.

This paper is a survey of HLS tools and compilers that accept HLL code and
generate HDL or bit-stream files for FPGAs. These HLS tools and compilers
have been presented according to the input source code. Most current and recent
compilers have been presented. Also, compilers that convert a code for GPUs,
written in CUDA or OpenCL, to RTL form have been demonstrated in this
paper. This work has been presented as the first step to design a compiler capable
of compiling and analyzing code for heterogeneous systems combining CPUs,
GPUs, and FPGAs. As a future work, we plan to design such a compiler that will
use intelligent techniques to select the best computing platform for all portions
of the code, in order to increase performance. Our future work will also focus on
improving efficiency of FPGAs for floating-point calculations.
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Abstract. Multiphysics systems are used to simulate various physics
phenomena given by Partial Differential Equations (PDEs). The most
popular method of solving PDEs is Finite Element method. The simula-
tions require large amount of computational power, that is mostly caused
by extensive processing of matrices. The high computational require-
ments have led recently to parallelization of algorithms and to utilization
of Graphic Processing Units (GPUs). To take advantage of GPUs, one of
GPU programming models has to be used. In this paper, CUDA model
developed by nVidia is used to implement two parallel matrix multi-
plication algorithms. To evaluate the effectiveness of these algorithms,
several experiments have been performed. Results have been compared
with results obtained by classic Central Processing Unit (CPU) matrix
multiplication algorithm. The comparison shows that matrix multiplica-
tion on GPU significantly outperforms classic CPU approach.

Keywords: CUDA, Matrix Multiplication, Multiphysics Simulations,
libMesh.

1 Introduction

Multiphysics simulation is a very complex and time consuming process, which
incorporates significant number of physical phenomena described by Partial Dif-
ferential Equations (PDEs). The phenomena depict various areas of science, like
e.g. solid mechanics, heat transfer, automobile systems, or nuclear systems. Mul-
tiphysics simulation has become an integral part of modern science and that im-
proves the understanding of functionality, behavior, and even future condition in
the considered system. Furthermore, it also saves time, money, and energy. The
main goal of the simulation is to solve PDEs describing physical phenomena [1].

One of the most popular methods of solving PDEs is Finite Element (FE)
method. Many commercial solutions, like e.g. COMSOL or ANSYS Multiphysics,
and open source applications use FE method. One of the leading open source
modules that implements FE method is libMesh FE library [1, 2]. Standard
process of simulation starts with initialization of the system. Next, the mesh is
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created and defined with specified parameters. Afterwards, a system of equations
has to be created and defined with assemble function. The assemble function is
responsible for providing pointers to mesh, system, degrees of freedom map, and
FE object. In addition, the assemble function is responsible for filling matrices
and vectors, called in FE terminology Ke and F e respectively, with values. The
values depend on cell-specific data like Jacobian quadrature weights, location
of quadrature points on element, element shape function, and element shape
function gradient. Finally, the created system is solved by one of the built-in
or external solvers. In the entire process, the most time consuming part is ma-
trix processing. Code analysis allows locating many spots where matrices are
processed in multi-level loops. As it was shown in [1], the most time-consuming
operation in FE-based approach is matrix processing that takes 45% of total sim-
ulation time. The most significant part from processing point of view is matrix
multiplication function that can be found in DenseMatrixBase class. This func-
tion is referenced mostly by methods related to degrees of freedom. Fortunately,
modern Graphic Processing Units (GPUs) are promising solution for FE-based
multiphysics systems, which can reduce the matrix processing time [3].

In this paper, CUDA parallel programming model is used to implement two
matrix multiplication algorithms. CUDA is a programming model developed by
nVidia. It uses nVidia GPUs to perform general purpose computations on multi-
processors. The implemented parallel algorithms use CUDA threads to multiply
matrices in more efficient and faster way. The reference point for the parallel
algorithms is a classic single-thread matrix multiplication algorithm for Central
Processing Unit (CPU) [4, 5]. In this research, all considered CUDA algorithms
and CPU algorithm are implemented to multiply two large size matrices. The im-
plementation is done using discrete approach presented in [6]. Based on obtained
results, the effectiveness of the presented CUDA algorithms is evaluated.

The rest of the paper is organized as follows. In Section 2 CUDA program-
ming model is briefly presented and described. Section 3 contains description
and design of three matrix multiplication algorithms. First of them is a classic
version of algorithm designed for CPU, whereas two other algorithms are paral-
lel CUDA algorithms executed by GPU. Experiments and results are presented
and discussed in Section 4. Section 5 contains a summary of the paper.

2 CUDA

CUDA (Compute Unified Device Architecture) is a scalable parallel program-
ming model and software environment developed by nVidia. Originally, CUDA
was dedicated for nVidia GPUs, but recently the multicore and multiprocessor
computers are also supported. The general idea behind parallel computing using
GPU is to employ a parallel algorithm and many low-performance processing
units in order to obtain better performance than high-performance single pro-
cessor. General hardware structure of GPU is presented in Fig. 1 [7].

As it can be seen, GPU contains a number of independent multiprocessor
units called Streaming Multiprocessors (SMs). Each SM has access to global
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Fig. 1. GPU architecture [7]

memory. SM consists of processors connected with each other, instruction unit,
shared memory (that is shared among all processors in single SM), texture cache,
and constant cache. A set of registers is assigned to each processor. SM executes
CUDA applications in parallel. Fig. 2 presents the logical structure of kernel [7,8].

Kernel is a single function that is executed by every thread that was assigned
to execute the kernel. Threads are grouped in a 1D, 2D, or 3D grid. This grid
of threads is called block. Blocks also form a grid; however, the dimension and
size of the grid depend on the architecture of GPU. If SM contains 8 processors,
then one dimension of grid of blocks is 8. Each block is mapped to a single SM.
Therefore, block and threads share the resources available in SM. As long as the
resources are available, threads are performed in parallel. The number of threads
that can be executed in parallel without time sharing of resources on single SM
is called warp. Each thread can be described by its identifier and block, which
contains this thread. Based on these identifiers, kernel may perform different
operations, although the code is the same for every thread [7].

Three types of memory are distinguished in CUDA programming model. First
of them is global memory. It can be accessed by every thread from every block.
This is the memory of the device. Access to this memory is fully synchronized.
Global memory is slow and therefore it is not recommended to store frequently
accessed data there. Second memory type is shared memory. This memory resides
in SM and some part of the memory is assigned to a single block executed by
SM. This part of memory can be accessed only by threads from the block to
which memory was assigned. This memory is very fast so the most frequently
used data, especially the one that is used by many threads in the same block,
should be placed here. Third type of memory is local memory that can be used
only by a thread that is assigned to this memory [7].
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Fig. 2. Logical block/thread structure [8]

3 Matrix Multiplication Algorithms

In this section, three matrix multiplication algorithms are presented. First of
them is designed for classic CPUs whereas, the next two are designed for CUDA
enabled GPUs. Each of the algorithms extends the idea from previous one and
adds new features. It is done intentionally and each next algorithm takes more
advantages from GPU. Every algorithm is described, pseudo code is supplied;
and advantages and disadvantages are presented.

3.1 CPU Multiplication Algorithm

First matrix multiplication algorithm is a classic approach designed for CPU.
This method loops through all elements in result matrix C and calculates each
single element. To calculate the value of single element, the algorithm loops
through all elements of rows in matrix A and columns in matrix B; number of
both rows and columns is specified. Pseudo code presented below describes the
algorithm:

1 for i = 0 to M do
2 for j = 0 to N do
3 for k = 0 to L do
4 C[i ∗ L+ j]+ = A[i ∗ L+ k] ∗B[j + k ∗ L];
5 end

6 end

7 end
Algorithm 1. CPU Multiplication Algorithm

2D matrices are presented as a vector consisting of rows from the original
matrix. This approach simplifies the notation of high dimensional structures.
Values M, N, and L are number of rows in matrix A, number of columns in
matrix B, and number of rows and columns in matrix B and A, respectively.

Considered algorithm is easy to implement and to understand. However, the
biggest disadvantage and advantage is that all computations are performed by
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one thread. Because only one thread is accessing the memory, the race condition
does not appear and no synchronization is required. Unfortunately, this has
significant impact on the effectiveness of the algorithm. For larger sized matrices,
one thread is unable to obtain satisfactory execution time.

3.2 Basic CUDA Multiplication Algorithm

Second algorithm is a basic implementation of matrix multiplication algorithm
in CUDA. In this approach, each element in result matrix C is calculated by
a separate CUDA thread. Depending on the indices of thread and block that
contains this thread, coordinates of element in C matrix are calculated. Thread
gets the required elements from matrices A and B (that are stored in global
memory) in a loop and calculate the element from matrix C [7, 9]. Pseudo code
clarifies the implementation of the algorithm:

1 idA = (blockId.y ∗ blockSize.y+ threadId.y) ∗ L
2 idB = blockId.x ∗ blockSize.x+ threadId.x
3 result = 0
4 for i = 0 to M do
5 result+ = A[idA] ∗ V [idB]
6 idA++
7 idB+ = N

8 end
9 idC = (blockId.y ∗ blockSize.y+ threadId.y) ∗ L

10 idC+ = blockId.x ∗ blockSize.x+ threadId.x
11 C[idC] = result

Algorithm 2. CPU Multiplication Algorithm

As in the previous algorithm, matrices are presented as vectors. M is the
number of rows in matrix A, N is the number of columns in matrix B; and L is
the number of rows and columns in matrix B and A, respectively. It may happen
that no element in matrix C is assigned to some threads in a block. To avoid
that situation, matrix size should be proportional to block size. Otherwise, some
more conditional statements should be added to the algorithm, e.g. artificially
setting zeros to elements that do not exist.

In this approach, process of calculating the values of elements in matrix C is
distributed among number of threads and the process is performed in parallel. As
a result, multiplying two matrices of significant size should be completed faster.
Despite multithreaded execution, other advantages of the algorithm include sim-
ple design and implementation. However, the way of accessing the data strongly
affects the effectiveness of the algorithm. Access to globally shared memory is
slow mainly due to bus bandwidth and the need for synchronization. Therefore,
the algorithm suffers from the number of needed accesses to matrices A, B, and
C stored in global memory [10, 11].
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3.3 Tiled CUDA Multiplication Algorithm

The third multiplication algorithm is an extension of basic CUDA matrix mul-
tiplication algorithm. The third algorithm takes advantage of shared memory
associated with every block of threads. This memory can be accessed only by
threads that belong to a block with associated shared memory. Access to this
memory is fast and efficient; however, the size of memory is small so it should
be carefully used.

In the algorithm, the number of accesses to global memory is reduced by
copying matrices A and B to shared memory. As it was mentioned earlier, shared
memory has small capacity. Therefore, it is impossible and highly ineffective to
copy entire input matrices. Thus only a small tile from both matrices A and
B is copied to shared memory. The size of the tile is equal to the size of the
block of threads. Each thread in a block copies one element from matrices A
and B. It is important to let all of the threads to copy relevant data from input
matrices before performing actual multiplication. Therefore, the second step of
the algorithm is synchronization of threads. After that, when two tiles are copied
to shared memory, multiplication is performed. Values of elements in matrix C
are calculated by all threads that are contained in a single block [9, 10]. Pseudo
code below presents the implementation of the algorithm:

1 idA = (blockId.y ∗ blockSize.y+ threadId.y) ∗ L+ threadId.x
2 idB = blockId.x ∗ blockSize.x+ threadId.x + threadId.y ∗N
3 result = 0
4 Create shared tA and tB of size blockSize.y ∗ blockSize.x
5 for i = 0 to L/blockSize.y do
6 tA[threadId.x + threadId.y ∗ blockSize.x] = A[idA]
7 tB[threadId.x + threadId.y ∗ blockSize.x] = B[idB]
8 idA+ = blockSize.x
9 idB+ = blockSize.y ∗N

10 synchronize
11 for j = 0 to blockSize.y do
12 result = tA[j] ∗ tB[j]
13 end
14 synchronize

15 end
16 idC = (blockId.y ∗ blockSize.y+ threadId.y) ∗ L
17 idC+ = blockId.x ∗ blockSize.x+ threadId.x
18 C[idC] = result

Algorithm 3. Tiled CUDA Multiplication Algorithm

Analogous to previous algorithms, matrices A, B, and C are given by vectors.
Value N is the number of columns in matrix B; and L is the number of rows in
matrix A and columns in matrix B. Similar to previous algorithm, appropriate
size of the tile or additional condition statements should be added. However,
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despite these issues, the ratio of number of columns in A to number of columns
in tile has to be equal to ratio of number of rows in B to number of rows in the
tile.

The part of algorithm where data is copied from global memory to shared
memory is especially interesting. It can be seen, that elements from matrices
A and B are copied to horizontal vectors tA and tB. Therefore, tile taken from
matrix B is transposed. This method of copying and storing data impacts the way
vectors are multiplied. As it can be observed, element j from horizontal vector tA
is multiplied with element j from horizontal vector tB. To adjust multiplication to
classic algebraic rules, vector tB should be transposed. Nevertheless, this would
cause unnecessary overhead and lower the effectiveness. Therefore, it is more
reasonable to modify the method that multiplies vectors.

The final version of CUDA matrix multiplication algorithm uses most of the
GPU features that allow obtaining high effectiveness. Values of elements in ma-
trix C are calculated in parallel by several threads. Frequently accessed data is
stored in fast shared memory. The main disadvantage of the algorithm is the
design that is complicated and hard to understand. In addition, thread syn-
chronization may impact the effectiveness, especially when the total number of
threads exceeded the maximum number of threads that can be run in parallel.
In this situation, threads share the resources and thread synchronization takes
longer time [11].

4 Experiments

4.1 Experiments Environment

The experiments performed in this paper were carried out on nVidia Quadro
5000. According to device datasheet, graphic card supplies developers with one
Quadro GPU with 352 CUDA cores clocked with 513 MHz each. The device
offers 2.5 GB of GDDR5 (Graphic Double Data Rate v5) memory, 320 bit mem-
ory interface, and 120 Gbps memory bandwidth. GPU implemented in nVidia
Quadro 5000 has 2.0 compute capability and it is called GF100. Generally, com-
pute capability is a number that describes technology used in GPU. Capabil-
ity 2.0 invokes following properties: number of SM is 32; maximum number of
threads per block is 1024; maximum number of blocks in SM is 8; warp size is
32; maximum number of threads per SM is 1536; maximum number of 32 bit
registers per thread is 63; maximum value of x and y dimension of block is 1024,
and maximum z dimension is 64; maximum amount of shared memory per SM
is 48 kB [8].

Since in Fermi architecture for each SM 32 CUDA cores are used, then Quadro
5000 offers 11 SMs. 8 blocks can be run on each SM; each SM can run up to
1536 threads. Therefore, the device supports up to 16896 threads grouped in
88 blocks. It is important to note, that developers have significant flexibility
in defining quantity of blocks and quantity and grid structure that is formed
by threads assigned to single block. Parameters mentioned above should not be
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exceeded; however, if they are exceeded, threads will not be executed in parallel
and resources will be time-shared.

4.2 Plan of Experiments

Experiments presented in this paper consist two parts. The first part estimates
the size of tile (parameter of Tiled CUDA algorithm) giving the best results.
The second part of the experiments compares efficiency of the three presented
algorithms.

To obtain the most promising size of tile, profiling of Tiled CUDA algorithm
with different values of tile size was performed. Table 1 presents the structure
of grids that were used. 2048×2048 matrices were used.

Table 1. Grids considered in experiments

Grid shape Threads per block Number of blocks Number of threads

32×32 1024 16 16384
24×24 512 29 16704
16×16 256 66 16896
8×8 64 264 16896

In order to conduct second part of the experiments, six scenarios were pre-
pared. Two square matrices were used for multiplication. They contained random
generated 32 bit floating-point numbers in range between 0 and 10. The first of
the scenarios contained 256×256 matrix size. Every next scenario doubled the
matrix size. Therefore, matrix size of the last scenario was 8192×8192. To en-
sure a sufficient quality of obtained results, every scenario was repeated with 10
different matrices (the same matrix size but different values).

The grids presented in Table 1 satisfy all limitations of used GPU. Total
number of threads is smaller or equal to maximum number of threads, thread
grid matches size limitations, and the number of threads per block is smaller or
equal to the maximum number of threads per block. In the tiled algorithm, each
thread copies one 32 bit floating-point number, so each thread requires 4 B of
memory. Since no more than 1536 threads are running in single SM, 48 kB limit
of shared memory per SM is never reached.

4.3 Results

Table 2 presents the results of the first part of the experiment where the best
size of tile was estimated. The tiled algorithm with different size of tiles was used
to perform matrix multiplication.

As it can be seen, bigger the size of the tile, better are the results. Reduction
of access to slow global memory in favor of fast shared memory allows obtaining
data much faster (and therefore executing the multiplication faster). In basic
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Table 2. Tiled CUDA algorithm performance in function of tiles size

Shape of grid 8×8 16×16 24×24 32×32

0.90 s 0.57 s 0.42 s 0.32 s

CUDA matrix multiplication algorithm, each element in matrix A and B was
accessed L times, where L is the number of rows and columns in matrix B and
A respectively. Therefore for 2048×2048 matrix, first CUDA algorithm accesses
global memory over 17 billion times just to get the data. In the tiled version of
CUDA algorithm, each element in matrix A and B is accessed L/blockSize.y and
L/blockSize.x times, respectively. Therefore, for the same matrix with tile size
equal to 32×32, the algorithm accesses global memory only about 500 million
times. Although increasing tile size is a promising way of increasing the perfor-
mance, one has to be very careful not to exceed technology limits. As it was
mentioned before, maximum number of threads per block is 32, therefore 32×32
is the highest possible size of tile.

Table 3 contains the profiling of each discussed algorithm.

Table 3. Algorithm effectiveness

Grid shape Classic CPU algorithm Basic CUDA algorithm Tiled CUDA algorithm

256×256 0.12 s 0.23 s 0.18 s
512×512 0.90 s 0.34 s 0.19 s
1024×1024 5.64 s 0.87 s 0.22 s
2048×2048 32.55 s 1.53 s 0.31 s
4096×4096 554.6 s 2.32 s 0.45 s
8192×8192 11564.85 s 3.68 s 0.69 s

As it can be seen, classic CPU algorithm is more efficient only for the smallest
size of the matrices. Even though, the difference in execution time among all
the considered algorithms is not large for the smallest matrices. For all other
considered matrices, CUDA algorithms outperform CPU algorithm. It can be
observed that increasing the size of matrices causes rapid increase in execution
time for CPU algorithm, whereas execution time of CUDA algorithms presents
linear and almost flat execution time increase. It also can be seen that the
tile version of CUDA scheme was almost 5 times better than the basic CUDA
algorithm for all matrix sizes.

5 Conclusions

In this paper, two CUDA matrix multiplication algorithms were compared to
the classic algorithm for CPU. First CUDA algorithm was the simplest parallel
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algorithm where each result matrix element was calculated by separate thread.
In the second CUDA algorithm, frequency of accessing global memory was signif-
icantly reduced by using shared memory. Only for the smallest size of examined
matrices, CPU algorithm was more effective than CUDA algorithms. For all
other sizes, both CUDA parallel algorithms significantly outperformed classic
CPU algorithm. The greater matrix size, the difference between execution time
of CUDA algorithms and CPU algorithm is higher. It was also shown that ex-
tensive use of shared memory within a block gives far better result than using
only global memory.

This paper opens wide spectrum of possible further work. First of all new par-
allel multiplication algorithms may be designed and tested. Examining different
structure of thread grids or even a dynamic structure whose shape depends on
input matrices is also a reasonable further research direction. Finally, presented
Tiled CUDA algorithm may be implemented in a multiphysics system, FE li-
brary or FE-based solver.
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Abstract. In this paper, we present an energy dissipation model for 
reconfigurable systems in which FPGAs have the property of online 
reprogramming. The proposed system contains regular nodes and one control 
node. Each regular node contains both CPU - capable of software processing, 
and FPGA unit which after being programmed with bitstream serves as the 
hardware processing parts. Nodes are connected in some structure and the 
connections form the transport layer. The system is capable of processing tasks 
in a distributed manner and communication, control and processing parts are 
taken into consideration in the energy equations. The model has also been used 
for algorithms that formed the complete system that is used for 
experimentation.  

Keywords: reconfigurable processing, FPGA, distributed computing. 

1 Introduction 

Reconfigurable Systems (RS) are current trend in distributed processing. They are 
built of nodes that allow partial hardware reconfiguration. This gives them more 
flexibility over non-reconfigurable structures in processing needs, such as higher 
efficiency and lower power consumption. Compared to Application-Specific 
Integrated Circuits (ASIC), RS offers short reconfiguration time, the ability of 
multiple reconfiguration and low price of the reconfigurable unit. Nodes in RS are 
connected with each other using the interconnection structure (IS) of given topology, 
which also impacts the energy used to compute the given task. Contribution of this 
paper is to introduce the preliminary modeling of reconfigurable system for tracker-
node architecture, which is the base for further research. We show the complete 
model of energy dissipation, two algorithms based on the presented model and 
experimentation results. 

2 Literature Overview 

Distributed processing structures are used to lower the financial costs of process 
intensive tasks. Industry applications widely use grids, formed mostly by groups of 
institutions and later sharing the grid’s resources [3]. Grids however require the 
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financial investments, this led to the foundation of private distributed computation 
networks, such as SETI [8], where the power of personal computers is used. The 
processing power currently is a valuable asset, so the investments to the dedicated 
computational structures are worth considering [10]. The most efficient approach is to 
use ASICs [9], however they are designed to suit the specific tasks, what makes them 
hard to use for other types of tasks. FPGAs can be repeatedly reprogrammed, making 
the system adjustable to changing needs [1], [2]. This makes the reconfigurable 
systems an interesting topic of research, gaining the attention of many research 
institutions. They are considered both as on-chip systems, called RSoC [4] and large 
scale structures [5]. Wide spectrum of reconfigurable systems applications is a subject 
of research, e.g. image processing [6], unmanned aerial vehicles [7]. 

3 Tracker-Node Structure 

We propose the structure of reconfigurable system using tracker-node approach for its 
operation. Tracker is a special node that handles the control over the nodes. The 
general system scheme is shown in Fig. 1: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 1. General system diagram 
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Nodes and tracker are connected using IS, which can be defined to reflect any 
topology.  

3.1 System General 

V nodes are present in the system (including tracker):   

v, w = 1, 2, …, V . (1) 

Processing (input) task is divided into B blocks of the same size:  

b = 1, 2, …, B . (2) 

Processing of block b yields the result r (same id):   

r = 1, 2, …, B . (3) 

Operating timespan is divided into T undividable slots:  

t = 1, 2, …, T . (4) 

Block b is computed at the node v at time t (index):  

xbvt = 1 (0 otherwise) . (5) 

Tracker is the special node in the system, denoted as m (6) 

Reconfigurable system is used to process the given task, which is split into chunks 
(blocks) for the purpose of processing (this also means that the task must be divisible) 
(2). For the sake of simplicity, this paper considers tasks divided into uniform blocks 
(i.e. having the same size). The division operation occurs at the special node called 
tracker, which also performs the role of coordinator. Blocks are then sent to nodes for 
processing. Once the block is processed, the result of computation has the form of 
result blocks r (3).  

The system contains V nodes of the same parameters. Each node contains 
processing unit capable of performing software functions, and the reprogrammable 
FPGA unit – with the capability of online reconfiguration. The online reconfiguration 
allows FPGA to be programmed during normal system operation with the received 
bitstream. The programing part is performed by the control unit, which is a part of the 
node.  The system operates in real time, for better description of the system and 
algorithms, and for precise properties description, we consider the timespan divided 
into time slots (4). This brings the ability to fully express the moment of each event. 

3.2 Node 

Energy used on node v for computation by software: 

sv = const . (7) 
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Energy used on node v for computation by hardware:   

hv = const . (8) 

Node v has the bitstream for hardware computing (index):   

gv = 1 (0 otherwise) . (9) 

Node v has limited computation capability:  

pv = const . (10) 
 

Each node can decide to fetch the bitstream from the tracker node. Once the 
bitstream is fetched, the node gathers the ability to perform the hardware computation 
(9). Both hardware and software computations involve the given amount of energy 
(7), (8). In this paper we assume that hv < sv, thus the benefit of using hardware 
computing is that the amount of energy emitted is smaller. 

3.3 IS Properties 

Energy emitted by sending the block b from tracker to node v:  

kmv = const . (11) 

Energy emitted by sending the result r from node v to tracker:  

kmv = const . (12) 

Block b is sent from node w to node v at the time t (index): 

ybwvt = 1 (0 otherwise) . (13) 

Bitstream is sent from the tracker to node v at the time t (index):  

zwvt = 1 (0 otherwise), w=m . (14) 

The cost of sending the bitstream from tracker to node v:  

ev = const . (15) 

Time required for fetching the bitstream from tracker to node v:  

fv = const . (16) 

Time required for transfer of block/result between node v and tracker:  

jv = const . (17) 
 

The IS operation also involves electrical energy. In this paper, we assume that the 
energy used for sending the block from tracker to node, equals the energy required for 
sending the result back from this node to the tracker (11), (12). The moment of 
transfer of the block or the bitstream is determined by (13) and (14). Similar relations 
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are formulated for bitstreams (14), (15). (16) and (17) express the time, which is 
required to transfer blocks, results and bitstreams between the given node and the 
tracker. 

3.4 Constraints 

Certain block b is processed only at one node:  

vt xbvt = 1   b = 1, 2, …, B . (18) 

Each node v has limited computational capabilities:  

bt xbvt ≤ pv   v = 1, 2, …, V . (19) 

Each node w has limited upload capabilities:  

bv ybwvt ≤ uw   w = 1, 2, …, V  t = 1, 2, …, T . (20) 

Each node v has limited download capabilities:  

bw ybwvt ≤ dv   v = 1, 2, …, V  t = 1, 2, …, T . (21) 

All results have to be sent back to the tracker:  

rv yrwvt = 1   v=m . (22) 

Computation of block b at the node v can finish when b is done fetching:  

t=1..q ybwvt + t=q+1…T xbvt = 2   w=m, q ≥ jv . (23) 
 

Constraints define the assumptions for the system. Each node has the limited 
computational capabilities (19), (10) that determines the amount of data it can process 
in given timespan. Regarding node’s communications capabilities, upload (20) and 
download (21) speeds are defined. The processing is considered as finished when all 
B result blocks are collected at the tracker node (22). For this paper, we assume that 
each block will be assigned for processing to only one node (18), and that the 
computation of block b can start when b is fully downloaded – no processing of 
partially fetched block is allowed (23). The constraint (23) also assures that the block 
fetched by node v, will be processed by this node. The goal of the system is to process 
the task, divided into B blocks and collect the results at the tracker node. This will 
yield the following energy emission components:  

 

Fetching bitstreams: 

vt zmvtgvev . (24) 

Fetching blocks:  

bvt xbv ybmvt kmv . (25) 
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Performing the computations:  

bvt (gvhv+(1–gv)sv)xbvt . (26) 

Results return:  

rvt xrv yrvmt kmv . (27) 

The overall energy consumption will be the sum of the components:  

E = vt zmvtgvev + bvt xbv ybmvt kmv + rvt xrv yrvmt kmv +  
bvt (gvhv+(1–gv)sv)xbvt . 

 

According to the node algorithm, nodes can decide to fetch the bitstream or 
perform the computations based on the software. If a node will decide to fetch the 
bitstream (9), it will be done with the energy ev (15). This energy characterizes the 
network relation between tracker and the fetching node, and can be different for each 
node. If a node is fetching the bitstream (14) during time t, we assume that this 
process ends in time slot t+fv (according to (14) and (16)). To perform the 
computation, a node fetches the block from the tracker, generating the cost (25). This 
transfer is indicated in (25) to be started in time slot t, and will end in time slot t+jv 
(17). To be able to perform the block processing, a node has to finish block fetching – 
there is no possibility to process partially fetched block (23). (26) describes the 
energy emitted in during the process of computation: already fetched block b is either 
processed using software (1–gv)svxbvt or hardware gvhvxbvt. Variable gv assures that 
either one of these two costs will be produced. After block computation, when the 
result r is produced, it is sent back to the tracker. 

3.5 Communications 

IS is the vital part of the processing system. We propose the communication layer 
based on message-exchange protocol. The following messages are being used in our 
system: bitstream_request, block_request, result_ready, block_reject, block_offer. 
The IS structure is defined using values of kmv (11), (12) – determining the cost of 
blocks and results transfer, and bitstream sending ev (15). The energy for node may be 
interpreted as the distance from the node to the tracker node. This way kmv and ev can 
describe the physical structure – three structures considered in this paper are shown in 
Fig. 2. Mesh is the regular interconnection network, where nodes form the matrix 
(Fig. 2 a). The torus is created based on mesh – the connections do not end on the 
boundary nodes, but form a connection to the overlapping node (Fig 2. b)). The third 
considered IS is freely unstructured, where the lengths of inter-node connections do 
not follow any specific rule (Fig. 2. c)). The IS structure also determines the timing 
relations in the system. In this paper, we simplified them by using two variables: fv 
determining the time required for fetching the bitstream to node, and jv – determining 
the block/result transfer time (we consider the link to be symmetric). Constraints (20) 
and (21) are also related to timing, as they determine the transfer speeds – each node 
has limited download and upload capability.  
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a) mesh b) torus c) unstructured 

Fig. 2. Examples of IS structures 

Tracker node tracks the nodes activity by using active nodes set (28) and action 
register (29). The first one contains all nodes known to the tracker (not all nodes are 
known to the tracker when system starts the operation), the latter indicates the status 
of the node, although this information may become outdated.  

Node is active (index):  av=1 (0 otherwise) (28) 

Node action:  Av={idle, fetch, send, processing} (29) 

Block b is assigned to node v: qbv=1 (0 otherwise) (30) 

Block is processed (index): rb=1 (0 otherwise) (31) 

The operation of system elements are described by algorithms. All nodes operate 
under the same algorithm, the tracker node has its own specific algorithm. Algorithms 
are using request-respond architecture. Nodes decide whether to fetch the bitstream, 
or directly start requesting blocks. To fetch the block, node sends the request to the 
tracker, which responds with the block and expects the return of the result. Tracker 
algorithm serves the requests from nodes and keeps track of results (can also request 
the node which it considers as idle) and combines the final result.  

4 Experimentation Results 

The system described above was implemented as a software simulator. It takes in 
several parameters, which characterize the experiment: IS topology, the energy 
required for transferring data and bitstreams among the nodes, etc.  

The first experiment shows the impact of using hardware processing, compared to 
software processing. IS structure used in this case is unstructured (Fig. 2.c)). The IS 
contains 50 nodes, the average energy consumption per block processing is 14.2mW 
for software processing and 5.2mW for hardware processing. Energy consumption for 
data transportation in IS ranges between 3-49mW per uniform data block. The 
bitstream fetch consumes an average of 10.2mW. Figure 3 shows the same IS 
structure in three cases: all nodes perform hardware processing (allHw), all nodes 
perform software processing (allSw) and mixed – where only some nodes process  
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task using hardware (24 of them) and the rest of them use the software approach. 
These three cases are used for various task sizes T. For T=200 – the differences 
between allHw, allSw and mixHS – are small: allHw required 15.3% less energy than 
allSw, 13.5% for mixHS. For small task sizes, the energy used to fetch bitstreams 
negatively influenced the overall cost, as only small number of blocks are processed 
by hardware. For T=500, energy saving increases (comparing to allSw: 18,8% less for 
allHw and 15.6% less for mixHS). This trend continues for T=1500 and T=5000 
(19.8% and 20.3% allSw to allHw, and 16.2% and 16.5% allSw to mixHS 
respectively).  

 

 

Fig. 3. Three processing cases 

The relation between hv and sv is defined for the whole system as the ratio 
. Fig.4 presents the experiment for three R values: R=6.26, R=28.4 and 

R=64.1. The mixHS case was used. Experiments show that small task sizes require 
more or less the same amount of energy. The advantage of the proper R ratio becomes 
more visible as the processing load increases. The average energy consumption per 
block (including transfer, computation, result return and share in bitstream 
processing) was equal to 58.4mW. The energy saved by using R=6.26 instead of 
R=64.1 would allow computation of additional 3154 data blocks using the same 
system resources. For T=1500 the energy saving, compared to R=6.26 was 92W and 
184W for R=28.4 and R=64.1 respectively. Experiments also show, that the relation 
between energy saving and R ratio is not linear – other aspects such as energy 
required for bitstream fetch, communication time and mutual relations between nodes 
also impact the final energy dissipation amount. For too small R values, system 
becomes inefficient for hardware processing – the research about finding the proper R 
ratio for wide range of input conditions is the part of our current and future work.   
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Fig. 4. The relation between m ratio and energy dissipation for various tasks 

The IS structure impacts the operational energy – the part responsible for data 
transfer. Our experiments show that the mesh and torus cases resulted in very similar 
energy dissipation (below 5% of difference). Unstructured IS demonstrated its 
advantage for larger tasks (13% less energy emitted for task size T=500 and larger).  

 

 
Fig. 5. Energy dissipation for three structures 

5 Conclusion 

Reconfigurable systems provide many possibilities to act as flexible structures, which 
in turn save the overall energy used. The model presented in this paper is being 
extended in our current research in order to be able to handle more complex 
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processing tasks. The experimentation results using two presented algorithms show 
that hardware processing can lower the energy used for computation, but the system 
configuration is not straightforward for all cases. Our further research concentrates on 
using many bitstreams, task types and nodes with multiple reconfiguration units.  
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A Nonlinear Analysis of Vibration Properties
of Intracranial Saccular Aneurysms
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Abstract. In this paper, a nonlinear analysis of vibration properties
of intracranial saccural aneurysms is presented. Intracranial saccural
aneurysms have been clinically observed to emit a sound (a bruit) on
each heartbeat. Our hypothesis about the reason of the sound is that
the bruit is caused by resonance of aneurysm’s walls. We apply a non-
linear analysis of the vibration properties to show that the resonance of
aneurysms is possible. At the end of the paper an experiment in silico is
carried out and conclusions are drawn.

Keywords: nonlinear analysis, vibration properties, aneurysm, cardio-
vascular disease.

1 Introduction

The cardiovascular diseases, wide type of cancers and degenerations in walls of
arteries are one of the main causes of death. From these group of wall degenera-
tion we can specify intracranial aneurysm (aneurysma intracraniale, sacculare)
[1], which can be defined as a pathological bifurcation or over-stretched artery
wall. Usually, they are formed in weakened places of artery and take a form of
sac about 5 to 10 mm of diameter up to 25 mm in some cases. According to the
literature [9], [19] the occurrence of this disease is in range of 0,5-2% or even up to
5% of the world population. Typically, aneurysms are detected after the rupture,
that is, after the subarachnoid hemorrhage (SAH) whose effect are mostly fatal.
Therefore, there is a constant need to develop new theoretical studies based on
mathematical modelling which can support clinical investigations.

Methods of mechanical modelling of the aneurysm, which aim at identifying
the critical parameters that cause the rupture, do not respond clearly to the ques-
tion about the reason of the aneurysm rupture [6]. Therefore, it seems necessary
to propose a different approach to this topic. Very interesting and appropriate
is to examine whether in the artery - aneurysm system may be at resonance or
not [20]. Works about resonances [5], [11], [13], [15], [16], [17] suggest that such
phenomenon may occur in aneurysm. This could explain why aneurysms rup-
ture not only during a sudden increase in blood pressure, but also during sleep.
Locksley et al. [10] analyzed 2288 cases of aneurysms with the known activity or
event associated with SAH and showed that cracking occurs frequently during
sleep (36%). This statistic shows that aneurysm rupture can occur at normal
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frequency and blood pressure. Jain [8] wrote that pulsating flow can cause rup-
ture of the aneurysm by the excitation of the resonant frequencies in the sac. He
claimed that the sounds heard in the aneurysm confirmed the existence of this
phenomenon. Ferguson [4] wrote that the noises recorded in a state of sleep occur
in 12 out of 19 cases studied. Recording device in these situations has been ap-
plied to the outer surface of the surgically exposed blood vessels and aneurysms.
In cases where the noises are not registered, the flow in aneurysm was limited.
The frequency noise was in the range of 330 to 590Hz with an average 440Hz
[4], [7]. In more recent works [2], [15] measured frequency range was 200 to 800
Hz and from 100 to 1000 Hz [14]. There are three main hypotheses explaining
the existence of the noise:

– the existence of turbulence in the aneurysm’s sac,
– local blood vortexes in the aneurysm,
– self-excited oscillation.

It seems that the combination of pulsating blood flow in the parent vessels
and the size of the aneurysm and its entry at the root rises to vibrations that
can be heard as a sound, or noise.

In this paper, we are interested in frequency analysis of biomedical systems,
which are intracranial aneurysms. Due to the fact that experiments can damage
patients cranial and brains of patients, frequency analysis will be undertaken
using mathematical modelling and tools used in the field of systems theory and
automatic control engineering. This is a well-known procedure in the modelling of
biomedical objects [18], [21]. The obtained resonant frequencies can be compared
with audible frequencies, which will identify aneurysms that are particularly
vulnerable to cracking. In addition, the gain which occurs in the resonance gives
the answer how big is the risk of rupture, when an aneurysm is in resonance.

The frequency analysis of the aneurysm-artery system is used as a model in
which the aneurysm is treated as a spherical membrane filled with fluid (blood).
Originally, this approach was used to determine the vibration of cranial filled
cerebral spinal fluid [22]. However, this model can also be used to describe a
far smaller structures which contain fluid at any density. In this case it is an
aneurysm filled with blood.

The work consists of the following parts. Section 2 describes the model of
the aneurysm as a liquid-filled spherical membrane. In section 3, simulations are
carried out. Section 4 draws conclusions.

2 Aneurysm as a Liquid-Filled Spherical Membrane

2.1 Introduction

Aneurysm may be considered as a fluid-filled spherical membrane. Since blood
is an incompressible fluid, so it has to be taken into the considerations for such
arrangements. Young and Egin in their works [3], [22] gave an equation for the
vibrations for any type of membrane filled with an incompressible fluid, but their
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Fig. 1. Fluid-filled sphere

deliberations were used to model the cranial filled with cerebral spinal fluid. This
section describes the use of this equation for cerebral aneurysm and allows to
calculate its natural frequency.

2.2 Mathematical Model

Now consider the aneurysm as a spherical membrane filled with an incom-
pressible fluid (blood) and n > 0 vibration modes, radius r, wall thickness
h, Young modulus Es, density ρs, the speed of the pressure wave in the shell
c∗s =

√
Es

ρs(1−υ2) and Poisson’s coefficient υ. Furthermore, by ω denote the radial

frequency of natural membranes, while for ρf and cf =
√

B
ρf

- respectively -
the density and wave velocity of the fluid pressure (B - weight modulus of the
liquid). Then the equation for the free vibrations of the membrane takes the
following form [22]:

β4(1 + τ) − β2(1 + 3υ + λn − (1 − υ − λn)τ
)− (1− υ2)(2 − λn) = 0 (1)

where:
β = ωr

c∗s
= ωr

√
ρs(1−υ2)

Es
;

λn = n(n+ 1);
τ =

ρf

ρs

r
h

1
n .

For further consideration it is convenient to introduce the dimensionless
parameter
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Ω = ωr

√
4π

3

r

h

ρf + 3(hr )ρs

Es
(2)

which for thin layers is approximately Ω ≈ ω
√

mass
hEs

, where mass is the mass of
the layer and the liquid contained therein.

Let us now determine β, depending on the dimensionless parameter

Ω = ωr

√
4π

3

r

h

ρf + 3(hr )ρs

Es
=⇒ ωr = Ω

√
3

4π

h

r

Es

ρf + 3(hr )ρs
.

Substituting this expression into the formula for β, after the simplifications
and transformations one obtains

β = Ω

√
3

4π
(1− υ2) 1

( rh )
ρf

ρs
+ 3

, (3)

where ρf

ρs
= nτ . Finally, the size of β expresses by the dimensionless parameter

is:

β = Ω

√
3

4π

1− υ2
nτ + 3

. (4)

Inserting (4) to (1) yields

Ω4 (1− υ2)2
(nτ + 3)2

( 3

4π

)2
(1 + τ) −Ω2 1− υ2

nτ + 3

( 3

4π

)
(1 + 3υ + λn − (1− υ − λn)τ)−

− (1− υ2)(2 − λn) = 0. (5)

After substitution:

a =
(1− υ2)2
(nτ + 3)2

( 3

4π

)2
(1 + τ),

b =
1− υ2
nτ + 3

( 3

4π

)
(1 + 3υ + λn − (1 − υ − λn)τ),

c = (1− υ2)(2 − λn),
X = Ω2,

equation (5) takes the following form:

aX2 − bX − c = 0. (6)

The solutions of the equation (6) are:

Ω1,2 = ±
√
b±√

b2 + 4ac

2a
,
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It has to be noted that negative values cannot be observed in the real world, so
we are interested only in the positive ones

Ω =

√
4π

3
(nτ + 3)

(1 + 3υ + λn − (1 − υ − λn)τ)±
2(1− υ2)(1 + τ)

±√(1 + 3υ + λn − (1− υ − λn)τ)2 + 4(1 + τ)(1 − υ2)(2 − λn)
2(1− υ2)(1 + τ) . (7)

Chart of the dimensionless parameter as a function of τ , described by the
relation (7), is shown in Figure 2.

Fig. 2. Dependence Ω =

√
b−

√
b2+4ac

2a
from τ , for υ = 0.5 and n = 2

2.3 Final Solution

Let us now determine natural frequencies from equation (7):

ω = Ω
1

r

√
3

4π

h

r

Es

ρf + 3h
r ρs

. (8)

In order to determine the frequency in Hertz, it is important to divide the ω
by 2π which yields final solution:

f =
ω

2π
. (9)
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3 Experiment

3.1 Results

Using the sphere to describe aneurysm, τ cannot reach high values. Therefore,
one must link parameters from empirical data observed during the study of
aneurysms. The values of the parameters required to determine the natural fre-
quencies take the values shown in the table dependence of Ω of radius r is shown
in Figure 3.

Table 1. Values of the model parameters. Source [22]

Parameter Value
ρf 1050 [kg m−3]
ρs 1100 [kg m−3]
h 42.5 × 10−6 [m]
E 10−6 [N m−2]
υ 0.5 (dimensionless)
r [0.001, 0.01] [m]
n 2 (dimensionless)

Inserting calculated values of Ω from (8) yields the result given in Figure 4.
In order to verify that the obtained results using the model (1), the proposed

model was compared with two models known in the literature:

– aneurysm as a membrane without fluid (Hung-Botwin model) [7];
– aneurysm as a mechanic aneurysm-artery system (Mast-Pierce model) [11].

Fig. 3. Function Ω(r), for parameters in table 1
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Fig. 4. Dependence f [Hz] from R [cm], for the parameters from table 1

Fig. 5. Comparison of the proposed model and two models known in literature: i)
aneurysm as a fluid-filled membrane [7], and ii) aneurysm as a mechanic aneurysm-
artery system [11].

Comparison of the obtained results with the models known in the literature
is shown in Figure 5.
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3.2 Discussion

The following conclusions are drawn as a result of the frequency analysis:

1. Natural frequencies determined by the current model and the models known
in literature decreases with the increase of radius.

2. The resulting natural frequency for all models were similar. However, the
model of the aneurysm as a liquid-filled sphere and the Mast-Pierce model
[11] (with the radius of the entrance equal to 1/2 of the radius of the
aneurysm) gave almost identical results, and the Hung-Botwin model [7]
(the angle of aperture 160) - very similar. These results suggest that the
models are practically equivalent.

3. Comparing the audible frequencies (100− 1000 Hz lub 200− 800 Hz) with
obtained natural frequencies one can find that particularly vulnerable to the
occurrence of resonance are aneurysm of size 0.01 − 0.05 m. This result is
confirmed by the statistical analysis [12], where rupture of aneurysms of that
size is the most common.

4. Determining the frequency characteristics lead to the following conclusions:
– For the smaller aneurysms the natural frequencies are higher.
– For the smaller aneurysms the gain in resonance state is higher.

These results indicate that the resonance is possible and is equivalent to a
greater risk of aneurysm rupture.

4 Experiment

This paper presents a frequency analysis of saccular intracranial aneurysms. For
this purpose the model of the aneurysm as a liquid-filled spherical membrane
was used. The expression for the natural frequency was derived, so one can
compare the frequency determined from the model with the audible frequencies.
Afterwards an experiment was set with sample values and it was compared with
two models known in the literature. At the end conclusions were drawn, which
clearly show that aneurysms rupture may correspond to the occurrence of the
resonance.
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Abstract. The capability to recognize objects in online mode is an important 
aspect of intelligence in multimedia systems. Online object recognition provid-
ed by camera device enables video indexing to be done at camera site, which 
improves greatly architectural possibilities concerning material recording, 
search and retrieval. Classification of object at camera site enables automatic 
reactions concerning e.g. recording resolution or compression parameters ad-
justments. In multimedia systems object recognition capable camera has great 
potential of improving human –computer interface communication, including 
human-like automated decision making, i.e., automatic navigation and control 
tools. However, applying online object recognition requires not only efficient 
object recognition to be developed but they also demand near-real-time pro-
cessing speed and optimization to limited resources of computational chips.  

The goal of this article is to review the challenge of online object recognition 
on camera device, review available object recognition methods, and address 
their applicability in the context. Moreover, we review the issues related to us-
ing image descriptors, object definitions and object recognition in given context 
of online processing applied on video camera. 

Keywords: Object recognition, hardware acceleration, multimedia. 

1 Introduction  

The amount of data generated by surrounding us systems and increasing number of 
possibilities of utilizing the big data, contributes to growth of research interest con-
cerning methods of data classification, in particular when applied to content of image 
and video sequences. Majority of the research focuses rather on accuracy of data clas-
sification and precision of data retrieval rather than on speed of algorithms. In this 
work we concentrate on online object recognition focusing on speed and processing 
capabilities with assumption that object can be detected and recognized and classified 
on-fly that is without causing visible delays in video communication and with pro-
cessing effort suited for embedded devices capabilities. Our goal is to identify groups 
of methods that will be applicable for automatic object classification in video surveil-
lance and multimedia communication systems, i.e., camera-based object recognition. 
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We review available research methods and their applicability for online object recog-
nition and we discuss potential of hardware accelerated object recognition on camera. 

2 Challenges in Object Recognition 

Object recognition refers to identification and interpretation of visual perception of 
object. The process consists of: 

─ Detecting an object, e.g. there is a human in this image. 
─ Localizing an object, e.g. a human is located in upper left corner of the picture. 
─ Identifying object and its parts, e.g. human’s hand belongs to human, but his walk-

ing cane is a separated object. 
─ Assigning object to given category, e.g. this human is an old man. 
─ Recognizing the object within a category, e.g. this old man is John Porter. 

Whereas, for humans the process of recognition is rather simple and it greatly benefits 
from previously learned recognition experiences, in machine vision the process of 
object recognition is very complex and learning is still a challenge.  

First, the process of object detection in machine vision consists of individual data 
processing algorithmic tasks such as object detection, tracking and recognition. These 
tasks are not integrated in common spatio-temporal domain. In consequence, the effi-
ciency of machine vision, in opposite to human vision, will be greatly affected by: 

─ Object’s occlusions and obstructions, i.e., partial visibility and disappearance of the 
object. 

─ Visual noise in the image. 
─ Change of view, i.e., change of object’s rotation, scale, object pattern (e.g. compare 

the look of “houndstooth” pattern jacket from close and far distance), etc. 

Second, the object recognition is never tasks in itself; it is part of challenge of under-
standing objects’ as part of their environments. In case of human intelligence the task 
of interpretation of visual input is consider as rather low-complexity task (e.g. com-
paring to e.g. counting), but for machine intelligence such interpretation is one of 
most more complex system intelligence task. The object recognition task has to be 
integrated with tasks of intelligent interpretation of visual results in order to produce 
efficiency comparable with humans - which is the ultimate goal of such systems.  

Third, system’s ability to learn, that is to utilize knowledge from previous object 
recognition tasks, is still a developing area of research. Therefore, the learning aspects 
in the task of object recognition should not be omitted as they greatly affect the effi-
ciency of object recognition process. 

All above arguments contribute to significant computational complexity of practi-
cal implementation object recognition systems and motivate search for alternative 
methods to handle the complexity. 
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2.1 Online Object Recognition and Hardware Acceleration 

The goal of this research is to survey the methods of online object recognition with 
potential in hardware accelerated implementation on camera device in surveillance 
and multimedia communication system. Most of current multimedia communication 
systems use High Definition (HD) or near-HD resolutions to provide the content with 
satisfying level of details and quality. They also use H.264 or similar encoding com-
pression in order to fit such stream into Internet transmission channels of limited and 
varying capacity. We (system users) will not likely be ready to compromise good 
resolutions in future communication systems. Moreover, new compression algorithms 
are developed with aim of improving compression ratio, which imposes further 
growth of computational demand. A typical camera implementation today assigns 
entire chip processing power into one HD stream encoding. In consequence of above, 
we can conclude the addition of object recognition function into camera device will 
not be possible without hardware acceleration.   

The biggest challenge related to online object detection is that the amount of com-
putation already needed to process the data for offline object recognition is already 
significant and. Assuming certain level of required efficiency in object recognition we 
can state that redesigning object recognition algorithms with focus on improving algo-
rithm speed will most certainly has an effect in increasing demand for computation 
resources. It means the process of adjusting available object recognition algorithm to 
be suitable for online operation will have effect on increasing computational demands 
by introducing more parallel processing, data caching, etc.   

3 Approach 

The complexity of object recognition challenge motivates us to research the object 
recognition by separating it into areas of potential computational challenge. This ap-
proach will allow us to find most suitable solution for surveillance and multimedia 
communication systems. It will also allow us to identify possible areas of future re-
search as well as ideas of exploring less conventional methods of implementing object 
recognition. Moreover, we expect that good overview of methods available to address 
these multiple problem areas will help us to identify solutions that can be used across 
different areas. This, in turn, will provide us valuable insights on mentioned already 
spatio-temporal independency of individual algorithmic tasks. Finding such correla-
tion different process areas might be a way to deal with challenge of limited resources 
when implementing object recognition on chips of camera hardware.  

In principle, the problem object recognition in machine vision can be defined as a 
labeling problem based on models of known objects [1]. The process consists of sev-
eral components: 

─ Searching the image to detect the objects of interests. The process is also known as 
image segmentation - for every image containing objects of interest and the back-
ground the process assigns labels corresponding objects to image areas. Output  
of this process is an object representation, which describes object properties (a  
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“label”). Image is then represented as a background and set of labels and their im-
age location (specific area of the picture assigned to the label). 

─ Encoding of object representation to compress the information stored for each 
object.  

─ Comparing object representation (a “label”) with content of object representation 
models. The output of this process is list of candidate object representations. Given 
object representation is verified against list of candidate models until the object 
class output is produced; such operation might require multiple iterations to be 
completed.  

Although general process of object recognition is the same for most of object 
recognition implementations different approaches exist. Most variations concerns way 
of addressing one or more issues related to: 

─ Object and model representation – this represents the problem of selecting suffi-
cient and efficient way to represent the objects. It concerns both image objects as 
well as model objects existing in model database. The selection of object represen-
tation will depend on type of solution, i.e., a representation of human body in med-
ical system will require more information that representation of human body in 
people flow monitoring system. Information to be used to represent the object 
might be a subject of encoding to minimize storage, transmission and data pro-
cessing times. 

─ Extraction of object information from the picture – in principle different object 
information can be searched and retrieved different way, e.g. picture might be 
searched for one particular color information in particular area.  

─ Matching retrieved information to the model object representation and model data-
base search methods- there are different methods of comparing object data re-
trieved from an image with model data available in model database. That includes 
e.g. partial match, one-to-one, one-to-many or many-to-many [2, 3] object infor-
mation matching.  

─ Object category verification denote different methods of environment analysis to 
exclude or confirm object presence in the image, e.g. an application might require 
an additional information from motion tracking system which will inform about 
probability of object being in given location. This phase is necessary to handle 
mentioned already problems of object occlusion in crowded environments. 

3.1 Note on Feature-Based Methods 

The most central decision concerning object recognition implementation is object 
representation. The way to represent the object has most crucial effect on final results 
of application efficiency and computational complexity by setting the amount of the 
information to be used to represent the object for further processing. The most general 
classification of object representation methods distinguishes between appearance and 
feature based methods. 

Appearance-based methods represent the object in simplified way by comparing 
directly the image of example object with image of model object. Methods combine 
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information about object’s size, shape (edge) and color and compare it against model 
image to produce the decision. Methods might be suitable for high accuracy detection 
of small differences between similar objects, such as in medical imaging or product-
line monitoring. However, the methods are not able to handle well object variances 
caused by e.g. different light conditions (resulting a change of color), or change of 
view (difference in object scale, and shape).  

In contrast to appearance-based methods, the feature-based methods have ad-
vantages of being able to handle better object variances. In feature-based methods, 
called also model based method the object is represented by its model. Model is creat-
ed by combination of object features, such as color, shape, pattern, alignment, etc. 
Object model allows handling correctly object variances caused by object rotation or 
scaling, e.g. blue hat when rotated will still remain blue. The process of object to 
model comparison is can be optimized by limiting number of features, limiting the 
areas of comparison and various feature-based conditioning, e.g. if blue color is found 
in this area, then search neighboring area for blue color only.  

The general idea of feature-based methods is to use combination of features to de-
scribe the object and to identify the probability of object being present of the picture. 
It means that the methods are able to combine well other feature-like information such 
as not only camera-sourced features (color, shape, and pattern) with other sensor in-
formation e.g. depth [4] or distance [5] , scale from camera zoom information [5], 3D 
position, or background patterns information [6] and many other.  

In consequence of above most of visual systems especially using movable cameras 
will use feature-based oriented object recognition, but combination of different fea-
tures and addition of appearance-based algorithms is researched widely in search of 
the most optimal way to recognize the object in given applications. 

4 Hardware Acceleration 

Our aim is to investigate hardware acceleration aspects in context of implementation 
of online object recognition on camera device. We study the results of hardware im-
plementations of these methods. 

We have classified researched methods by problem areas they approach.  

─ Object representation methods. 
─ Object and object feature search methods. 
─ Object to model comparison and verification. 

4.1 Object Representation Methods 

Explored methods can be categorized into feature (model)-based methods, and hybrid 
methods combining both feature-based and appearance-based approaches [7]. 

There are various methods to describe the object. Hardware acceleration is often 
used in popular object representation methods: 

─ Object clustering methods, typically used for object with specific set of poses or 
shapes. Extensively used in human pose clustering. Object clustering methods pro-
vide interesting area of research providing e.g. in human pose clustering. Cluster-
ing and object segmentation is well supported by modern graphics. 
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─ Invariance methods- object is described by set of featured invariant to given cam-
era transformation. Geometrics information is often used for scale-invariant meth-
ods, color for rotation –invariant methods, etc. The methods might provide good 
results with very low implementation cost.  

However, due to the fact that video surveillance need to support multi-planar cam-
era views or multi-camera operation e.g. person tracking across different cameras’ 
views, we have paid significant attention to hardware accelerated methods of 3D ob-
ject representation.  

We have identified two general approaches of object representation when it comes 
to hardware accelerated methods. In the first approach, model of the object is created 
using high quality rendering of point-sampled 3D objects. This approach has been 
represented e.g. by [8]. Rendering of point-sampled 3D object require hardware  
acceleration of rendering function. Rendering acceleration is available in modern 
standard PC graphics hardware, which provides good results on competitive cost. 
However, rendering of full 3D models might be too slow for providing 25frames per 
second images of reasonable resolution in speed sufficient for online object classifica-
tion. In second approach, model of the object is created by calculating object models 
from 2D image plane and depth information calculated either from IR sensors (includ-
ing Kinect devices), camera zoom information or by using stereo images [9]. In this 
approach the role of hardware acceleration it to speed up scene understanding by 
combining 2D information and depth information and create object trajectories across 
video sequence. Hardware support for this type of function where typical vision in-
formation is combined with information from other sources typically requires dedi-
cated architectural solution typically it is implemented on FPGA chips [10].  

4.2 Object and Object Feature Search  

Search methods can be optimized by hardware acceleration concerns the one or more 
of following problems related to optimization of object search. The category of meth-
ods includes image descriptors methods, but also invariance and also clustering meth-
ods (described above) which by defining special object features and their descriptors 
provide also special support for their processing. Special research attention is given to 
Scale-invariant feature transform (SIFT) and Speeded Up Robust Features (SURF) 
methods, which are widely support in popular computing language tools.  

Hardware acceleration support is also often provided often for dedicated search al-
gorithms, such as nearest-neighbor search [11].   

4.3 Object to Model Comparison and Verification 

Object to model comparison is another area of computational complexity. Object to 
model comparison methods vary greatly depending on object representation being 
used. The majority of implemented methods is based on feature descriptions. In SIFT 
method introduced by Lowe in 2004 [12], key-points of objects are extracted from 
multiple reference images and object is compared to model by individually comparing 
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image features to object’s features from model database. Initial implementations of 
SIFT were very slow (too slow for online processing) but the speed of current imple-
mentation has been improved using parallel architectures [13, 14]. There are many 
examples of successful implementation of hardware embedded SIFT methods. Many 
of these implementations provide results sufficient for online object recognition, e.g. 
the implementation proposed by Huang [15] produces object recognition from one 
VGA image within 33ms time. SIFT method produced also improved version of 
method, called PCA-SIFT [16]. PCA-SIFT used features description which ware 
more robust to image deformation. Such method improvement allows the system to 
handle camera introduced object deformation. Originally proposed PCA-SIFT has 
also disadvantage of being slow and require additional parallelization in order to pro-
vide sufficient speed. Speed challenge of PCA-SIFT has produced SURF method [17, 
18], which use the same robust features but introduces improved mechanisms of fea-
ture search and comparison. SURF implementations such as [19] or [20] proved to be 
successful applicant for online object recognition providing multiple object recogni-
tion from HD resolution pictures with delay not more than 40ms.  Also, the methods 
using configurable hardware such as [21] present significant advantages of good effi-
ciency and speed.  

5 Conclusions and Future Work 

Major part of current object definition research is designed in the way that the concept 
of object recognition uses functions available in General-purpose computing on 
graphics processing unit (GPGPU), which intention is to utilize the power of Graphic 
Processing Unit (GPU) and improve use of multiple graphic cards within one ma-
chine. Interesting alternative to developing own FPGA-based architectural solutions 
to satisfy application needs is presented by combination NVidia’s CUDA. Sufficient 
performance can be provided by SIFT and SURF methods. Further improvement can 
be provided by further parallelization of implementations e.g. with use of OpenMP 
and by using configurable hardware. 
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Abstract. This work discusses the routing flow shop which means that jobs, 
located at workstations represented by nodes of a transportation network, are 
performed by movable machines travelling among the workstations. The 
version with buffers, ready times and different speeds of machines to minimize 
the makespan is considered. The heuristic constructive solution algorithm and 
its analytical assessment are presented. Results of simulation experiments 
evaluating the algorithm are also given.  

Keywords: flow shop, routing, optimization, heuristic algorithms, computer 
simulation. 

1 Introduction 

Flow shop problems have been discussed in the literature since Johnson’s article [8] 
in 1954 (for the recent survey see e.g. [7]). Hundreds of technical papers have been 
written since that time and many versions of the flow shop problem have arisen. Flow 
shop problems with setup times, where some setup activities have to be performed to 
prepare machines for next jobs, can be mentioned as the example [1], [15], [16], [13]. 
Another version deals with the flow shop with batches where jobs are performed in 
groups (see [12] for a review). The next version, which coincides with the 
considerations of this work, generalizes classical consideration on the case when 
machines can move to perform jobs. Such an assumption leads to so called routing 
flow shop. Investigations of this work refer also to the version with non-zero ready 
(release) times, see e.g. [4] (where branch and bound algorithm is proposed to solve 
three-machine problem with makespan as the criterion). 

The flow of jobs is sometimes impossible due to the difficulties in handling or 
relocating jobs that are too big or too small, too heavy or cannot be moved due to 
technological limitations. These situations may occur for the production of ships, big 
wagons, cars or small parts like transistors. In these cases, moving machines can be 
used to drive from one job located at its workstation to another one. For example, to 
build a ship, four machines can work alongside the ship: the first machine polishes  
the surface of the ship for further processing, the second machine rivets metal plates, 
the third machine paints with anticorrosive paint and the last one paints the ship with 
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the final color. The parts of the ship cannot be moved due to its size; however, mobile 
machines can move from one area to another one. Above situation is called routing 
problem or problem with moving machines (executors), e.g. [2, 18].  

This work is based on the considerations given by Averbakh and Berman in [2] 
where the simple approximation algorithm is proposed together with the evaluation of 
its quality for the routing flow shop problem with unlimited buffers, without ready 
times and with equal driving speeds of machines. Authors propose an upper bound for 
the solutions returned by their approximation algorithm, which will be discussed 
further, to solve the problem with ready times and different speeds of machines. 

Jozefczyk and Markowski consider in [11] the routing flow shop problem without 
buffers and present constructive greedy algorithm as well as its comparison to the 
optimal algorithm based on a simple enumeration. Authors present also a recurrent 
procedure for the calculation of the makespan. 

Yu et al. develop in [18] a 7/10  approximation algorithm for two-machine routing 
flow shop problem, another approximation algorithm for m -machine routing open 
shop as well as for the routing flow shop problem with unlimited buffers, without 
ready times. Both algorithms deal with flow shop problem better than those presented 
by Averbakh et al. in [2, 3]. Yu et al. proved NP-hardiness of two-machine routing 
flow shop by the reduction from the well-known NP-hard partitioning problem. 

Jozefczyk and Markowski present in [9] and [10] the classical task scheduling 
problem with routing and discuss the case with interval processing times. The 
objective function based on an absolute regret is used. Tabu search and simulated 
annealing solution algorithms are developed and compared. 

Flow shop problems with routing are more complex than their classical versions 
because driving times and sometimes driving limitations have to be taken into 
account. It  is  important  to  note  that  flow shop  with  routing  can be considered as 
the difficult and very rare investigated version of so called task scheduling with setup 
times and sequence dependent setups, e.g. [1]. 

This work is based on the considerations given in [2], where the simple 
approximation algorithm is proposed together with the evaluation of its quality for the 
routing flow shop problem with buffers, without ready times and with equal driving 
speeds of machines. In the paper, the generalization of the problem is investigated, 
which consists in taking into account ready times for jobs and different speeds of 
machines. A new approximate solution algorithm as well as its evaluation are 
presented. Moreover, the results of numerical experiments are discussed which 
compare the approximate algorithm proposed with the optimal algorithm being the 
simple enumeration. 

2 Routing Flow Shop Problem 

Let us consider the flow shop problem with m machines and n  jobs where 
},,,,,{= 21 mr MMMM M  and },,,,,{= 21 nh JJJJ J are set of machines 

and set of jobs, respectively. Moreover, },...,2,1{},,...,2,1{ mhmr ∈∈  are indices of 

current machine and job. A workstation is defined as the place where a job is located. 
There is no particular difference between a job and a workstation, however the notion 
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‘workstation’ refers to the localization of a job. A depot as the workstation where all 
machines start and finish their work, and no activity is performed, is denoted by 1+nJ . 

All jobs and the depot constitute set  },,,,{= 121 +nn JJJJJ J . 

Each job is composed of m operations being parts of a job and performed by 
consecutive machines. Operation ),( hrO refers to the part of job hJ , which is 

performed by machine rM . Operations within particular job hJ  are performed by 

machines in the given order. For the simplicity, the order of performed operations is 
defined hereinafter as nhhmOhOhO ...,,2,1),),(,,),2(,),1(( = . This order denoted 

as ),,,( 21 mMMM  is given unlike the order of jobs undergoing the performance. 

Due to the movement of machines, each operation is composed of two parts: driving 
of a machine between workstations and performing of an operation at the workstation. 
We denote by hrp ,  and hgrp ,,ˆ  the execution time of operation ),( hrO  and the 

driving time of machine rM from workstation gJ  to workstation hJ , respectively. In 

a consequence, hgrhrhgr ppp ,,,,,, ˆ=~ +  is the execution time of operation ),( hrO . The 

ready time for job hJ denoted as hu  means that the job cannot start before this time 

elapses. 
In order to formulate the corresponding optimization problem, the decision 

variable (a sequence or machines’ route) is defined as follows: 
),,,,,,,(

1210 +
=

nSnSiSSSS JJJJJJ S , where ),...,,( 21 nSSS   is a permutation of 

),...,2,1( n  and 110 +== + nSS n , represents a depot. Moreover, ki SS ≠ , and hSi =  

means that job hJ  is performed as the i th. 

 

Fig. 1. Example of a layout of workstations and machine routes 

This work refers to the permutation version of flow shop problem both in its 
classical version and with routing, e.g. [6, 14] and we assume that each machine 
follows the same sequence and performs jobs in the same order. 
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Two cases of the routing flow shop can be considered ([11]) with respect to buffers 
as the equipment of workstations. Workstations without buffers can only host one 
machine, i.e. the machine that performs a job. No additional machines are allowed to 
wait or stop at the workstation, where currently the operation is performed, by another 
machine. Such a constraint influences the calculation of the makespan. Before it 
drives up to the next workstation, the machine has to wait for leaving this workstation 
by the previous machine. This requirement does not exist in the case with buffers, 
which is discussed in the work. Additionally, it is assumed that buffers have unlimited 
capacity. The example of the routing flow shop for 4=n , 3=m  and 

),,,,,( 512435 JJJJJJ=S  is presented in Fig. 1. 

Makespan Calculation  
Let us denote by ),,( irC S the time moment when machine rM  can start to move to 

the next workstation J∈
iSJ  where index i refers to the position in the sequence.  

 ]ˆ~)1,,(;~1),,(max[=),,(
12112 ,,,1,,, −−−−−

−+−+− − iiiiii SSrSSrSSr ppirCpirCirC SSS  (1)

]0;ˆ~1,1),(max[=,1),(
1010 ,,,1, SSrSSr pprCrC −+− −SS , ....,,3,2 mr =  (2)

The start times of jobs on machine 1M are calculated differently than for other 

machines. They are delayed due to the ready times hu , i.e. 

],ˆ;~1),1,(max[=),1,( ,,1,1, 112 iiiii SSSSS pupiCiC
−−−

−+−SS
 

0==2,,,32, 21 +++= nn uuni   
 (3)

and 

]ˆ;0max[=,1,1)(
101 ,,1 SSS puC −S .  (4)

Finally, the makespan is the maximum of the return to the depot by all machines 

)ˆ~),,((max=)(
11 ,,,,

,...,2,1
max +−

++
= nnnn SSrSSr

mr
ppnrCC SS .  (5)

Consequently, the routing flow shop problem considered consists in determining of 
such a sequence S  to minimize )(max SC  for given: JM , , ,,hrp  

,,ˆ ,, hhgr up nhgmr ...,,2,1,,...,,2,1 == . 

3 Solution Algorithm 

Non-zero ready times and different speeds of machines distinguish the routing flop 
shop problem investigated from the similar one considered in [2] where the 
approximate solution algorithm is presented. The results given in the work are based 
on those reported in [2] and can be treated as their generalization. New approximation 
is given which follows the corresponding evaluation of the classical version of the 
flow shop problem.  
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3.1 Approximation for Classical Flow Shop Problem 

Let us denote additionally 
TS  – feasible solution reverse to S , i.e. ),,...,,,( 0121 JJJJJ nn

T
+=S , 

 =
=

m

r hrh pp
1 , ,  =

=
n

h hr
r pp

1 ,  – execution time of job hJ , time required by 

machine rM  for performing activities of all jobs, 

)max,max(max r

r
h

h
ppPMAX = , h

h
uu maxmax =  , 

*
maxmax ),S( CC  – makespan (according to classic flow shop) for S where 0ˆ ,, =hgrp , 

optimal makespan, respectively. 
If we consider the solution algorithm - SYMM1, which gives solution 1SYMMS : 

1. For any sequence S  compute TS  and )(max
TC S , 

2. If )()( T
maxmax SS CC ≤  accept S  as the solution, otherwise take TS , 

then the following lemma is true. 

Lemma: For the solution obtained by algorithm SYMM1 

.)
2

1
()( max

*
max1max uC

m
C SYMM ++≤S  

Proof. It is obvious that *
maxCPMAX ≤ . Without a loss of generality, let us suppose 

that jobs are indexed according to the sequence S , i.e. ),,...,,( 110 += nn JJJJS  

which means .,...,2,1 21 nSSS n ===  So, there exist 

},...,2,1{)('),1('),...,2('),1('),0(' nmjmjjjj ∈−  such that 

nmjmjjjj =≤−≤≤≤≤= )(')1('...)2(')1(')0('1 .  

Then  −=

−

−= −==
++++=

n

mjh hm

mj

mjh hm

j

jh h

j

h h ppppC
)1(' ,

)1('

)2(' ,1
)2('

)1(' ,2
)1('

1 ,1max ...)(S  

Thus,  = −=
=

m

r

rj

rjh hrpC
1

)('

)1(' ,max )(S  and after introducing ready 

times .)(
1

)('

)1(' ,maxmax  = −=
+≤

m

r

rj

rjh hrpuC S  

Similarly, for the reverse solution ),,...,,,( 0111 JJJJJ nnn
T

−+=S  there exists the 

sequence of },...,2,1{)(''),1(''),...,2(''),1(''),0('' nmjmjjjj ∈− such that 

1)('')1(''...)2('')1('')0('' =≥−≥≥≥≥= mjmjjjjn , for which 

....)(
)1(''

1 ,
)2(''

)1('' ,1
)1(''

)2('' ,2)1('' ,1max  −

=

−

−= −==
++++=

mj

h hm

mj

mjh hm

j

jh h

n

jh h
T ppppC S

 

Hence,  =

−

=
=

m

r

rj

rjh hr
T pC

1

)1(''

)('' ,max )(S and, after introducing ready 

times,  =

−

=
+≤

m

r

rj

rjh hr
T puC

1

)1(''

)('' ,maxmax )(S . 
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When having  sequence S  we take the better of S and TS . Consequently,  

PMAXmuCC T )1(2)()( maxmaxmax ++≤+ SS  (6)

The justification of this inequality implies from the argumentation given in [2] for 
the case with the same ready times. From (6) we get 

.)
2

1
()()(),((min max1maxmaxmax PMAX
m

uCCC SYMM
T ++≤= SSS  

It is also obvious that the execution time of job hJ  by any machine or the 

execution time of all jobs by the longest working machine is always less or equal than 
*
maxC , so .)

2

1
()S( max

*
max1max uC

m
C SYMM ++≤             

The following example illustrates the approximation expressed by Lemma. 

Example. Let us set 4=m , 6=n  and execution times hgrp ,,
~  like in Table 1.  

Figure 2 presents the split of the schedule by operations, highlighted in light grey, 
that forms the value of )(max SC . Such operations ),( hrO are called critical 

operations. Please note that if ready times are added to the schedule, the makespan is 
increased by not more than maxu . 

Values of both )S(maxC  and *
maxC  are calculated using critical operations. Such 

operations are marked in Table 2 by X and Y for S  and TS , respectively, which 
structure is equivalent to Table 1. Elements of Table 2 correspond to individual jobs 
and machines. 

M4 O(4,2)

M3 O(3,3)

M2 O(2,5)

M1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

O(2,6)

O(1,1) O(1,2) O(1,3) O(1,4) O(1,5) O(1,6)

O(2,1) O(2,2) O(2,3) O(2,4)

O(4,1) O(4,3) O(4,4) O(4,5) O(4,6)

O(3,1) O(3,2) O(3,4) O(3,5) O(3,6)

 
Fig. 2. Gantt chart for classical flow shop problem with buffer and zero ready times 

Using Table 1 and markers in Table 2, it is easy to realize that 

)()( T
maxmax SS CC +  is lower than the sum of corresponding times in columns plus 

one additional column where critical operations )3,2(O  and )4,2(O belong both to S  

and TS .  

Table 1. Table of execution r ,g ,hp Table 2. Table with marked critical 
operations S  and TS  
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3.2 Approximation for Routing Flow Shop Problem 

The routing flow shop problem can be treated as a combination of two classical sub-
problems:  multiple traveling salesmen (MTSP) when 0, =hrp and flow shop when 

0ˆ ,, =hgrp . Then, let us denote as )(SQ  and )(max SC  values of )(max SC  for 

0, =hrp and 0ˆ ,, =hgrp , respectively. Therefore,  

)()()( maxmax SSS CQC +=   (7)

for machines driving at the same speed. If there is a sequence of jobs in the classical 
flow shop problem, and if to this sequence the equal driving times, that depend only 
on the distances between workstations and do not depend on the machine, are added, 
then each job can only be delayed by the same period on each machine. This delay of 
jobs does not influence any other delays that can increase the makespan more than of 
the value )(SQ .  

However, if machines drive at different speeds, the following expression is true 

    )()()( maxmax SSS CQC +≤ .         (8) 

Inequality (8) results straightforwardly from (7). If machines drive at different 
speeds, value of related )(SQ will be the time of visiting all workstations from J  by 

the slowest machine. If all machines have a speed of the slowest machine then (7) will 
be introduced. Otherwise, if any machine drives faster than others, additional savings 
in time may occur in )(max SC  (only if the driving time will in place of the idle time 

that occurred), thus )()()( maxmax SSS CQC +≤ . 

If machines drive at the same speed, it is obvious that 

     *
max

**
max CQC +≥         (9) 

because Δ= **)( QQ S and 
Δ= *

max
*

max )( CC S are values of the criteria for the optimal 

solution *S  when respectively MTSP and flow shop are solved separately. However, 
if different driving speeds of machines take place, (9) may not be true. Let us consider 
the optimal solution of the classical flow shop that has an idle time t between two 
jobs gJ and hJ  on machine rM . If the driving time is added in such a way that 

between every two jobs the driving times equals zero except gJ and hJ on rM , and 

the driving time is not more than t  ( tphlgkmip hgrlki ≤≠≠≠∀= ,,,, ,,,0ˆ ), (9) is 

not true. Moreover, )( *
max

*
max SCC = , but 0)( * >SQ . To take into account such a 

situation, the additional time, referred to as maxp̂ should be added to *
maxC . It is the 

maximum value that would increase of *
maxC if all machines drive at the speed of the 

slowest one. To calculate maxp̂ it is necessary to add the greatest of n times hgp ,
maxˆ  
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where .,...,,2,1,,ˆminˆmaxˆ ,,,,
,

max hgnhgppp hgr
r

hgr
r

hg ≠=−=  Finally, if machines 

drive at different speed   

   *
max

*
max

*
max ˆ CQpC +≥+ .       (10) 

Let εS be the ε –approximate solution algorithm of MTSP, i.e. *)1()( QQ εε +≤S . 

Christofides’s approximation algorithm of the time complexity )( 3nO  and 
2

3=ε  can 

serve as such an algorithm [6]. The algorithm is the basis for the following solution 
algorithm of the routing flow shop considered, called SYMM2. 

Algorithm SYMM2:  
1. Compute )(max εSC  and )(max

TC εS .  

2. If )()( maxmax
TCC εε SS ≤  εSS =2SYMM , otherwise T

2SYMM εSS = . 

The Theorem is true where CL  is the lower bound of *
maxC , for example 

r
r

hnr
h

h
h

C ppuL
 max)0;~maxminmax( ,1, +−= + where 

)}1,...,1{~min(
1

1 ,,1 ,  +

==
+=∀+=

n

h hgr
g

n

h hrr ngppp


 and r
r

pr


maxarg= , 

h
h

uu maxmax = . 

Theorem: For the solution obtained by algorithm SYMM2 

CC

SYMM

L

u

L

pm

C

C maxmax

max
*

2max )
ˆ

1}(
2

1
;1max{

)( ++++≤ εS
. 

Proof:  
The proof results immediately from (8), (10) and Lemma. Namely,  

)()()( 2max22max SYMMSYMMSYMM CQC SSS +≤       (11) 

Using Lemma, (11) can be rewritten as 

maxmax
**

maxmax22max 2

1
)1(

2

1
)()( uC

m
QuC

m
QC SYMMSYMM ++++≤+++≤ εSS , 

maxmax
**

maxmax
** )}(

2

1
;1max{

2

1
)1( uCQ

m
uC

m
Q ++++≤++++ εε . 

After introducing (10) we have 

maxmax
*

maxmaxmax
** )ˆ}(

2

1
;1max{)}(

2

1
;1max{ uCp

m
uCQ

m ++++≤++++ εε , 

maxmax
*

max2max )ˆ}(
2

1
;1max{)( uCp
m

C SYMM ++++≤ εS , 

max
*
max

max
*
max

max
*

2max )1
ˆ

}(
2

1
;1max{

)(

C

u

C

pm

C

C SYMM ++++≤ εS
. 

Finally: 
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CC

SYMM

L

u

L

pm

C

C maxmax

max
*

2max )1
ˆ

}(
2

1
;1max{

)( ++++≤ εS
.         

4 Simulation Experiments  

The solution algorithm SYMM2 has been evaluated during simulation experiments. 

The performance index %100
)(

*
max

*
max2SYMMmax

C

CC −= Sδ  is the basis for the 

assessment, where  *
maxC has been calculated by a simple enumeration. The further 

insertion ([17]) approximate algorithm has been used for εS where 2=ε . Values of 

hgrhr pp ,,, ˆ, and hu were randomly generated according to the rectangular distribution 

from intervals [1; 50], [1; 30], [0; 20], respectively. Results for }6,4{∈m  and 

}14,13,...,3,2{∈n  are given in Table 3 where computation times Time of the algorithms 

are presented. Each value of δ and Time is the average of 10 independent runs. 

Table 3. maxC  and δ values for the instance of routing flow shop problem 

 
 
The inaccuracy of the approximation algorithm does not always escalate when the 

number of jobs n  increases. After 9=n  inaccuracy is less than 12% and this should 
be analyzed in more details. Although, this inaccuracy does not exceed 17% in total, a 
more effective algorithm is required. Proposed upper bound value does not limit the 
value  of maxC  in a very tight way. There is still a room for improvement and 

presentation of more tight upper bound. 
Further work in this area may include obtaining upper bounds for other versions of 

routing flow shop, i.e. without buffers and with other criteria. The absence in 
literature of heuristic algorithms for routing flow shop problems has been noticed. 
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5 Final Remarks 

The generalized routing scheduling flow shop problem with buffers to minimize the 
makespan is considered in the paper. The generalization consists in taking into 
account different speeds of machines and ready times for jobs. The solution algorithm 
is proposed. It is based on the solution of the corresponding multiple travelling 
salesman problem. The analytical evaluation of the algorithm and its experimental 
verification using a numerical experiments are presented. It is planned to extend 
investigations for other versions of the routing flow shop. In particular, cases with 
other scheduling criteria, e.g. the maximum tardiness or the sum of completion times 
of jobs are worth elaborating. 
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Abstract. The carpooling may be seen as an alternative transportation mode. It 
is based on common journey planning, so the costs may be reduced and so the 
traffic. In the consequence, it may have potentially a great positive impact on 
the environment (the less cars on roads the less pollution). The aim of this paper 
is to introduce a complete model for a common route planning for carpoolers. 
The problem is formulated as a multiobjective optimization task. The exact  
solution algorithm for finding Pareto-optimal solutions is given. 

Keywords: multicriteria optimization, routing, carpooling. 

1 Introduction 

Carpooling is a common travelling of many people by one car. It allows not only to 
reduce travel costs of all participants, but also to decrease traffic [2]. However, it is 
necessary for travelers to have a common communication platform, which enables 
joint journey planning. Usually, some social services are used for such a purpose. 
Nevertheless, they do not support a process of automatic connecting people and find-
ing the routes for them, which would enable possibly best association between pas-
sengers and drivers. Consequently, some dedicated applications are developed.  
However, their capabilities are still limited, because there is still lack of the algo-
rithms, which enable taking into account all fundamental real life carpooling problem 
requirements [5]. 

The task of common route planning for carpoolers may be seen as a multicriteria 
multipath task. Similar problems were considered in [1, 3, 4, 6, 7, 9, 10, 15, 16, 17, 
18, 20]. However, despite results presented in [11], the algorithms given in the men-
tioned papers concern finding one path (i.e. the problem is solved only from one per-
son’s point of view). Moreover, neither constraints concerning the times of travel 
beginning and completion nor the dependencies between paths of travellers (drivers 
and passengers) are considered. 

In this paper, the complex model for the common route planning for carpoolers is 
presented. The exact solution algorithm is also proposed and some implementation 
aspects are considered. It is also indicated that due to problem complexity, the exact 
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algorithm is not time efficient. But, it is important to develop such an algorithm as a 
reference for further solutions. 

2 Mathematical Model 

In this paper it is considered that a map of the area that carpoolers operates may be 

given as a graph >=< KPKPKP , EVG  (where KPV  defines a set of nodes and 
KPE  reflects set of links). It is assumed that there are K drivers who travel from the 

origin node 
K
kv  to their destination K

kv . They are willing to reduce their travel cost 

by offering a carpool service. They may take some additional passengers if only their 

routes belong to subgraph KPKKK , GEVG kkk >⊆=<  and some additional require-

ments concerning the capacity of their cars )( +∈NkS , the longest acceptable travel 

time )( CK
kT , longest acceptable distance )( K

kL  and biggest acceptable travel cost 

)( K
+∈RkC  are satisfied. There are also P passengers who eager to go with drivers 

offering a carpool service. Any pth passenger may start his trip only in one of nodes 

belonging to 
KPP VV p ⊆  and must finish his trip in a node belonging to KPP VVp ⊆ . 

We assume without loss of generality that every set of nodes associated with every 
passenger is disjunctive with any other set of nodes associated with any other passen-
ger. Furthermore, it is supposed that any drivers’ starting or final vertex does not be-
long to any set of nodes (either starting or finals) associated with any passenger. Be-
sides, passengers define their requests concerning the longest acceptable travel time 

)( CP
pT , the longest acceptable travel distance between the origin node pv  and the 

destination node pv  (i.e., ),(P
ppp vvL ) and the biggest acceptable travel cost 

)( P
+∈ RpC . 

For the sake of simplicity, we introduce the following incidence matrices: 

)0(1K
2,1, =iike  if there exist an arc in K

kG  connecting i1th node with i2th node (oth-

erwise) and )0(1KP
2,1 =iie  if there exists an arc in KPG  connecting i1th node with i2th 

node (otherwise). 

Moreover, there are weights related to every node and every arc in KPG , reflecting 
properties like travelling time, distance, cost, etc. So, we introduce the following  
variables: 

KP,...,2,1
][

Err =
= wW  - the vector of vectors of attributes for every arc in KPG , 

Mm
PKkpmkprr w

,...,2,1
,...,2,1,, ][

=
+==w  - the vector of M attributes for rth arc in KPG , 
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KP,...,2,1
][

Vdd =
= wW  - the vector of vectors of attributes for every node in KPG , 

Mm
PKkpmkpdd w

,...,2,1
,...,2,1,, ][

=
+==w  -the vector of M  attributes for dth node in KPG . 

Since the drivers and the passengers have some prerequisites concerning the mo-
ments of beginning and finishing trip, so the following variables concerning each 

node in graph KPG  are introduced: 

)( KP
dvT  – the earliest departure time from the node KP

dv , i.e.

),(... KP
1,,1,2,1,1, dPKddd vTwww ==== +  

)( KP
dvT  – the latest arrival time to the node KP

dv

)).(...( KP
2,,2,2,2,1, dPKddd vTwww ==== +  

In this paper, we focus on the three aspects of travelling: time, distance and cost, so 

for each edge in graph KPG  the following weights are considered: 

)( KP
neT  – travel time through edge KP

ne

))(...( KP
1,,1,2,1,1, nPKrrr eTwww ==== +  

)( KP
neL  – length of edge KP

ne  (travel distance between nodes connected by edge 
KP
ne ) ))(...( KP

2,,2,2,2,1, nPKnnn eLwww ==== +  

)( KP
neC  – cost of traveling through edge KP

ne  

))(...( KP
3,,3,2,3,1, nPKnnn eLwww ==== +  

Further in this work, we use Ζ=Ζ Δ
,1},...,3,2,1{  as a notation for a set of natural 

numbers from 1 to Z.  
The first decision to make to satisfy as good as possible all the drivers and passen-

gers aims is the assignment of passengers to the drivers by indicating the nodes that 

form the set of activity nodes. Activity nodes set (AC) includes nodes of graph KPG , 
in which the driver begins or ends the route or have to stop because of picking up or 

dropping off a passenger. Let us denote a binary decision variable }1,0{, ∈dky  de-

scribing such assignment of the dth node of graph KPG  to the set of activity nodes 

(AC) in the path of the kth driver, element of the matrix 
KP,...,2,1

,...,2,1, ][
Vd
Kkdky

=
==y . Let 

us introduce the following constraints for decision matrix y  

 ))1()1(( ,}{}{:: ,: ,,1,1 KKKPKKPKKP =∀∧≤=∀∀
∪∈∩∈∩∈∈∈  dkvvvdVVvd dkVVvd dkPpKk

yyy
kkdkpdkpd

 (1) 



546 G. Filcek and D. Gąsior 

 

 )0)((
}){}({\: ,,1 KKKKP =∀  ∪∈∈ kkkd vvVvd dkKk

y , (2) 

 )1)((
1

: ,,1 KKP ≤∀ 
=

∩∈∈

K

k
VVvd dkPp kpd

y , (3) 

where (1) assures, that for every passenger who travels with the kth driver, exactly 
one of his origin nodes and exactly one of his destination nodes is included in the kth 
driver’s path as well as the origin and destination nodes of this driver. Constraint (2) 
excludes from AC of the kth driver’s path all driver’s nodes which are not his origin 
nor destination. The assignment of each passenger to no more than exactly one driver 
is reached when (3) is satisfied.  

Before a travel path for each driver can be obtained, there is another decision to be 
made, which is the appropriate order of nodes in kth driver’s AC to visit. This order 
builds the overriding path for the driver, which cannot have any cycle. To model this 

decision let us introduce a binary decision variable }1,0{2,1, ∈ddkz  describing the 

existence of path from node KPK
1 Vvd ∈  to KPK

2 Vvd ∈  which belong to the kth driv-

er’s AC, element of matrix 

KP

KP

,...,2,12

,...,2,11
,...,2,12,1, ][

Vd

Vd
Kkddkz

=

=
==z . The decision matrix z  must 

in this case satisfy the following constraints: 

 )

otherwise0

for1

for1

)))(((( KKP
1

KKP
1

12
1,2,2,1,2,1,,11,1

KP

KP









=−
=

=−∀∀ 
=

∈∈ kd

kdV

d
ddkddkdkdkVdKk

vv

vv

zzyy , (4) 

 ))0)1()1(((

KPKP

KP

12
1,2,1,

12
2,1,1,,11,1

=−=−∀∀ 
==

∈∈

V

d
ddkdk

V

d
ddkdkVdKk

zyzy , (5) 

 ))1((

KP

KKPKP

12
1,2,1,}:{\,11,1

=∀∀ 
=

=∈∈

V

d
ddkdkvvdVdKk

zy
kd

, (6) 

where (4) describes the law of preservation of flow from each driver’s origin to it’s 
final destination. Constraint (5) assures, that there are no routes from or to the nodes 
that do not belong to the AC of any driver. To assure, that z  describes only a simple 
path between nodes in each driver’s AC, (6) is introduced. 

Finally, the final path for each driver can be obtained. Let us denote by 

}1,0{4,3,2,1, ∈ddddkx  a binary decision variable describing the existence of edge 

),( KP
4

KP
3 dd vv  in the kth driver’s path between nodes KP

1dv  and KP
2dv  belonging to kth 
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driver’s AC, element of matrix 

KP

KP

KP

KP

,...,2,14

,...,2,13

,...,2,12

,...,2,11
,...,2,14,3,2,1, ][

Vd

Vd

Vd

Vd
Kkddddkx

=

=

=

=
==x . Let us formulate 

appropriate constrains for matrix x : 

 

))

otherwise0

123for1

113for1

)(((

2,1,

2,1,

14
3,4,2,1,4,3,2,1,,13,2,1,1

KP

KP








=∧=−
=∧=

=

=−∀∀ 
=

∈∈

ddk

ddk

V

d
ddddkddddkVdddKk

zdd

zdd

xx
 (7) 

)))
0for0

1for1
)((((

2,1,

2,1,

14
4,3,2,1,23:,13,12,1,1

KP

KPKP





=
=

=∀∀∀ 
=

≠∈∈∈
ddk

ddk
V

d
ddddkddVdVddKk z

z
x , (8) 

 ))(( KP
4,34,3,2,1,,14,3,2,1,1 KP ddddddkVddddKk

ex ≤∀∀
∈∈ , (9) 

where (7) assures the preservation of flow between nodes KP
1dv  and KP

2dv . Constraint 

(8) assures, that each driver’s path is combined only from a simple subpaths  
(no cycles) connecting consecutive nodes in the overriding path described  
by z . The dependence between introduced variables is as follows:

};{max};{max 4,3,,2,4,3,2,,
4,3,2

,2,2,,
2

, ddddkddddk
ddd

ddkddk
d

dk xxzzy == , 

}{max 4,3,2,1,
4,3

2,1, ddddk
dd

ddk xz = . 

Let us introduce an index }1,0{,, ∈dpkα , that describes if the pth passenger is in 

the kth driver’s car before reaching by this car node KP
dv . The index dpk ,,α  for each 

driver k is evaluated as follows: 

 ))0(( ,,
KKP

,1,1
==∀∀ ∈∈ dpkkdPpKk

vv α , (10) 

 ))))()((((

KP

KP
2

KPKP
2

KP

11
,1,

:2
2,1:2 2,11,,,,,1  

= ∈
∈∈

⋅−+=∀
V

d
ddk

Vvd
ddVVvd ddVdpkdpkKk

zII
pd

pd
αα , (11) 

 )))0((( ,,,1,1,1 KP
≥∀∀∀

∈∈∈ dpkViPpKk
α . (12) 

To assure that the number of passengers who travel with one driver will never exceed 
the capacity of the driver’s car the following constraint is given 
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 ))((
1

,,,1,1 KP k

P

p
dpkVdKk

S≤∀∀ 
=

∈∈ α . (13) 

The decision must also satisfy passengers and drivers constraints concerning travel 
time, distance and costs: 

 ))))),(()()(((( KP
d4

KP
d3

KP
d3

KP
d41:4,31:2,1,1 4,3,2,1,2,1,

vvTvTvT
ddddkddk xddzddKk

≥−∀∀∀ ==∈
 (14) 

 ))()}()),,(()(max{( CK
k1:4,3,2,1

KP
d3

KP
d4

KP
d4

KP
d3

KP
d3,1 4,3,2,1,

TvTvTvvTvT
ddddkxddddKk

≤−+∀  =∈
 (15) 

 =∧=∈∈
≤−+∀∀

)11:4,3,2,1(

CP
p

KP
d3

KP
d4

KP
d4

KP
d3

KP
d3,1,1 2,,4,3,2,1,

)))()}()),,(()(max{((
dpkddddkxddddKkPp

TvTvTvvTvT
α

 (16) 

 )))),(((( P

)11:4,3,2,1(

KP
d4

KP
d3,1,1 2,,4,3,2,1,

pxddddKkPp
LvvL

dpkddddk
≤∀∀  =∧=∈∈ α

 (17) 

 )))),((( K

)1:4,3,2,1(

KP
d4

KP
d3,1 4,3,2,1,

kxddddKk
LvvL

ddddk
≤∀  =∈  (18) 

 )))1/()),(((( P

)11:4,3,2,1(
1

2,,
KP
d4

KP
d3,1,1 2,,4,3,2,1,

pxdddd

P

p
dpkKkPp

CvvC
dpkddddk

≤+∀∀  =∧=
=

∈∈ α
α  (19) 

 )))1/()),((( K

)1:4,3,2,1( 1
2,,

KP
d4

KP
d3,1

4,3,2,1,

k
xdddd

P

p
dpkKk

CvvC
ddddk

≤+∀  
= =

∈ α  (20) 

The decision variables are evaluated by using cost function of each passenger de-

noted by )(P xpQ , cost function of each driver denoted by )(K xkQ , and utility func-

tion of the environment denoted as )(S xQ . The last function describes how much the 

realization of a decision can influence the environment. The cost functions of car-
poolers are linear combinations of the sums of attributes (e.g. travelling time, dis-
tance, cost) along the path. In this paper we propose to thread cost functions of the 
passengers and drivers as equivalent, and utility function of the environment as dis-
criminator of decision, which are non-dominated (Pareto optimal) for P+K criteria 
vector of passengers and drivers utility functions. So, the decision-making problem 
can be formulated as the following multicriteria optimization problem: 
Problem P1: 

For the given data: 
P
p

P
ppppkkkk CLTVVCLTGG ,,,,,,,,,,, CPPPKKCKKKP WW , de-

termine non-dominated x  feasible with respect to constraints (1)-(20) to minimize 
cost functions of all passengers and drivers, i.e. 
 

 )}(),...,(),(),(),...,(),({min KK
2

K
1

PP
2

P
1 xxxxxx

x KP QQQQQQ   (21) 
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Problem P2: 

For the given data: 
P
p

P
ppppkkkk CLTVVCLTGG ,,,,,,,,,,, CPPPKKCKKKP WW , de-

termine x  feasible with respect to constraints (1)-(20) to maximize the utility func-
tion of environment for non-dominated decisions being solutions of the multicriteria 
optimization problem P1, i.e. 

 )})(),...,(),(),(),...,(),({min(argmax KK
2

K
1

PP
2

P
1

S xxxxxx
xx

KP QQQQQQQ  (22) 

3 Solution Algorithm 

The introduced model imposes that the problem may be decomposed into few 
subproblems. First of all one must find assignment between drivers and passengers. 
Then for each passenger it must be chosen which node is his origin and which is the 
destination. Then each driver orders the origin and destination nodes of all passengers 
assigned to him. Finally, the Pareto-optimal paths between each consecutives nodes 
are found and they are composed in the set of Pareto-optimal paths for each driver. 
However, all this problems cannot be solved separately, since there are dependencies 
between them. It is proposed to generate all feasible solution, which may belong  
to the Pareto set. Finally, the solution of the problem P1 may be summarized as  
follows: 

1. Generate A – a set of all possible assignments of passengers to drivers (it is possi-
ble that a passenger is not assigned to any driver, then his cost function is con-
stant). 

2. For each assignment a in A, generate Ba – a set containing all possible sequences of 
origin-destination nodes pair for all passengers. 

3. For each a in A and for each b in Ba and for each driver k, find Fabk – set of all fea-
sible sequences of nodes which must be traversed by particular driver (which de-
fines the order of passing the origin or destination nodes in b). 

4. For each a in A and for each b in B and for each driver k and for each f in Fabk find 
the Rabkfi – a set of all pareto-optimal subpaths between two consecutive nodes in f. 

5. For each a in A and for each b in B and for each driver k and for each f in Fabk find 
Rabkf – a set of all possible paths from the driver’s origin node to destination com-
posed from the subpaths from Rabkci. 

6. For each a in A and for each b in B and for each driver k and for each f in Fabk find 
R*

abkf – a subset of Rabkf containting only non-dominated paths. 
7. Choose only such elements a in A, correlated elements b in Ba, f in Fabk for all k 

and r in Rabkf such that set of paths (r) for all drivers (k) is non-dominated by any 
other set of paths for all drivers for different a, b, f. 
 

Obviously, this algorithm may be seen as a template. In practice, each step must be 
executed using appropriate algorithm.  



550 G. Filcek and D. Gąsior 

 

In Step 1 one obtain possible values of dky ,  which satisfies condition (3). Then, 

all possible pairs of pv  and vp  are found. In the third step, the feasible values of z  

fulfilling constraints (4)-(6) are determined. It must be stressed that it is crucial to find 
effective way of determining feasible sequence of nodes in Step 3. Since one must 
remember that the origin node of each passenger must precede his destination node 
and the capacity of the driver’s car is finite. 

In Step 4, one must find solution x . In this step, the algorithm for multiobjective 
shortest path problem must be implemented. Some effective algorithms based on 
evolutionary approach [8, 19] and simulated annealing [12] are already elaborated. 
Nevertheless, they are insufficient for the finding exact solution, so in this paper, 
application of label correction approach [7] is proposed. It is worth noting that once it 
is calculated a Pareto-optimal solution between two nodes for any traveler, it may be 
used each time, there has to be found a Pareto-optimal solution for another carpooler. 
That is because if the solution is non-dominated for a set of objectives, it is also non-
dominated for a set of objectives defined as linear combinations with positive coeffi-
cients of the primary objectives. So, in this case, it is enough to consider only sums of 
individual attributes along the path as primary objectives.  

It can be proven that a Pareto-optimal path must be composed only from Pareto-
optimal subpaths. However, not every path composed from Pareto-optimal subpaths 
must be Pareto-optimal. That is why non-dominated paths have to be chosen in  
Step 6. 

4 Final Remarks 

In this paper, the model of the common route planning for the carpoolers is intro-
duced. The problem is formulated as the multiobjective optimization task, which may 
be seen as an extension of multicriteria shortest multipath problem. The exact algo-
rithm is given. However, due to time complexity, it is rather not suitable for practical 
application, but may be used in future works to evaluate other algorithms. For future 
works it is planned to implement NSGA-II algorithm, which usually gives promising 
results for such complex problems. 
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Abstract. In this paper we consider the problem of routing data pack-
ets in virtual network. It is assumed that each virtual link may consist
of arbitrary collection of paths composed of physical links. Traffic orig-
inating from a source node may reach its destination using many paths
simultaneously. In order to maximize the utility in a network where a
large number of such transmissions occur, it is necessary to allocate band-
width of physical links appropriately among all component flows, as well
as to decide on the division of capacity of virtual links. We apply game-
theoretic analysis to the formulated multipath routing problem in order
to develop a distributed mechanism for solving network utility maximiza-
tion problem in virtual network. We show that the obtained allocations
form a strategy profile which is a pure Nash equilibrium. Moreover, the
proposed mechanism allows to allocate the bandwidth in a way which
maximizes the total utility.

Keywords: computer networks, game theory, mechanism design.

1 Introduction

In the last years virtualization technologies are becoming increasingly more pop-
ular among network operators, which need to deploy various data access services
efficiently without expensive hardware upgrades [28], [6]. The use of software-
emulated networking devices allows managing the access to the shared net-
work resources in a flexible device-independent manner. While virtualization of
computer systems is currently well-understood and widespread, network virtu-
alization is still an active research direction. The idea is to logically separate the
network links’ capacity, in order to set up independently operating sub-networks,
designated to serve a particular higher-level application. Such virtual networks
can be formed into a particular topologies, designed to fulfill the needs of specific
groups of users. The creation and reconfiguration of such network can be per-
formed automatically and resources which are no longer needed can be released
for the purpose of future demands.

In the seminal work of [19] the use of utility theory interpretation of the flow
control algorithms in large scale packet-switched communication networks was
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introduced. This approach allowed to model mathematically the transmission
control protocol (TCP), which is a fundamental building block of the Internet
[19], [17], [31]. Recently, it became a standard tool for designing and analyzing
other rate control algorithms in terms of utility functions. These ideas have been
widely adopted in many works, e.g. in [18], [2], [21], [22], [10], [29], [32], [23], [14],
[12], [8] and [13]. A recent summary of the state of the art is provided in [3].

The adaptation of the utility theory approach to the analysis of control laws
and design of algorithms for the rate allocation in virtual networks appeared for
the first time in [15]. In [7] we provided the rate control and capacity alloca-
tion algorithms for the special case of network with one level of virtualization.
An extensive overview and current research directions in the area of network
virtualization may be found i.a. [1], [33], [6], [4], [11] and [5].

Motivated by the decentralized nature of the Internet, and pervasive selfish-
ness of interacting agents, the research in the area of algorithmic game theory
[27] have become very prolific in the last years. The game theory is a powerful
framework for studying decision making problems involving a group of agents
acting individually, being rational and competing or cooperating to achieve cer-
tain goals [24]. Game-theoretic analysis of rate allocation problem can be found
in [30]. Application of auction-based mechanism for this problem can be found
in [16]. Some introductory material on game theory may be found in [9], [26]
while we refer to [25] as a comprehensive textbook on algorithmic game theory.

In this paper we investigate the problem of routing packet flows in computer
network, where each flow’s transmission rate is determined independently. The
origin-destination pair is considered as decision-making agent, who wishes to
maximize its utility selfishly. We assume that a single flow (that is, a transmission
between two nodes in network) may consist of multiple component flows. Such
multi-component flow can be seen as a single virtual network, serving a particular
application, and can be set up on demand. In each such network there is a single
destination node (e.g. application server), and a collection of sources (e.g. group
of users). The goal is to allocate the limited links’ capacity for all component
flows, in order to maximize the sum of utilities of all decision-making agents.
While in general allocations may include zero transmission rates, this can be
seen as a problem of multipath routing.

We provide a game-theoretic model of such routing problem for independent
virtual networks. In order to prevent the degradation of total utility due to
the selfishness, we design a mechanism, which achieves a pure Nash equilibrium
of rate allocations. Subsequently, we show that this equilibrium is in fact the
socially optimal allocation of network capacity.

2 Problem Formulation

In this section we provide a formulation of the network utility maximization
(NUM) problem in virtual network. In this problem, physical network links’
capacity is divided into a collection of virtual links, and such links act as a
medium for carrying users’ traffic (see Figure 1). Network operators decide on
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Fig. 1. Concept of network virtualization. Virtual links are considered logical connec-
tions between pairs of nodes. Within each virtual link a collection of paths carry the
actual packet traffic.

the allocation of capacity among virtual links, which constrains the allocation
of rates of user flows. The goal is to select such user transmission rates so as to
achieve the highest total utility. In order to present the formal statement of the
problem, we need to define our network model.

2.1 Flow Network Model

We consider a communication network composed of L physical links and N
nodes, with a topology modeled by a directed graph given by a matrix A =
[anl] ∈ RN×L, whose entry anl = 1 if l ∈ O(n), anl = −1 if l ∈ I(n) and anl = 0
otherwise, where I(n) and O(n) are the collections of incoming and outgoing
physical links from node n, respectively.



556 M. Turowska, D. Gąsior, and M. Drwal

Between each pair of source node n and destination node d it is possible to
create a virtual link. Within such link there are Knd user flows, characterized by
a transmission rate xndk ≥ 0, k = 1, . . . ,Knd. The utility of user flow is measured
with the use utility function Fndk(xndk), which reflects the willingness-to-pay of
user for provided transmission services. We assume that Fndk belongs the the
class of iso-elastic utility functions [3], given by:

Fndk(x) =

{
wndk

1
1−γx

1−γ γ > 0, γ = 1,

wndk log x γ = 1,
(1)

where wndk and γ are nonnegative parameters.
The aggregate transmission rate of all user flows is denoted by:

xnd =

Knd∑
k=1

xndk.

Value xnd determines the capacity of virtual link.
Let us define the utility of virtual link as the maximal profit that link’s oper-

ator can achieve from allocating aggregate rate xnd:

Fnd(xnd) = max∑
k xndk=xnd

Knd∑
k=1

Fndk(xndk), (2)

consequently, from (1) we have for γ > 0, γ = 1:

Fnd(xnd) =

(
Knd∑
k=1

w
1/γ
ndk

)γ

(1 − γ)x(1−γ)
nd ,

and for γ = 1:

Fnd(xnd) =

(
Knd∑
k=1

wndk

)
log xnd +

Knd∑
k=1

[
wndk log

(
wndk/

Knd∑
q=1

wndq

)]
.

On each physical link l, ydl ≥ 0 is the amount of all aggregated flows des-
tined to node d. At each node n, these quantities satisfy the flow preservation
constraint:

∀d=1,...,N ∀n=1,...,N xnd +
∑

l∈I(n)

ydl =
∑

l∈O(n)

ydl.

We assume limited capacity of links:

∀l=1,...,L

N∑
d=1

ydl ≤ Cl,

where Cl is the capacity of link l.
The problem of determining capacity allocations for virtual links can be inter-

preted as the problem of multipath routing. It is assumed that each aggregated
flow in virtual link can be transmitted to destination node d simultaneously
through a collection of paths originating from different nodes n.
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2.2 Network Utility Maximization

Many network resource allocation problems can be formulated as constrained
maximization of some utility function. In the network utility maximization (NUM)
approach [20], each transmission demand (or user) has its utility function and
link bandwidths are allocated so that network utility is maximized. Efficiency of
global resource allocation can be measured by the total network utility (i.e. the
sum of virtual link utilities), representing so-called social welfare.

The problem of optimal design of virtual network, stated as multipath rout-
ing problem in physical links, can be formulated as the following continuous
optimization problem in variables xnd and ydl:

maximize
N∑

d=1

N∑
n=1,n�=d

Fnd(xnd)−
L∑

l=1

N∑
d=1

Pl(ydl) (3)

subject to:
∀d=1,...,N ∀n=1,...,N xnd +

∑
l∈I(n)

ydl =
∑

l∈O(n)

ydl, (4)

∀d=1,...,N ∀n=1,...,N ∀l=1,...,L xnd ≥ 0, ydl ≥ 0, (5)

∀l=1,...,L

N∑
d=1

ydl ≤ Cl. (6)

Function Fnd represents the utility of transmission from source n to destination
d, and function Pl represents the cost of usage of link l to transmit data, as
measured by the rate of allocated flow.

Observe that given a solution (x,y) of this problem, which amounts to the
allocation of physical capacity to virtual links, it is easy to determine the optimal
rates of user flows xndk within the virtual links, by solving the maximization in
the expression (2) for Fnd. For the assumed class of iso-elastic utilities (1) this
amounts to evaluating the expression for each k = 1, . . . ,Knd:

xndk = xnd
w

1/γ
ndk∑Knd

q=1 w
1γ
ndk

.

3 Problem Decomposition

Since Fnd are a concave functions, and we assume that Pl are strictly convex
and differentiable functions, the objective function (3) is strictly concave and
differentiable. The feasible region is compact. Hence, values of xnd and ydl max-
imizing the objective function exist and can be found by Lagrange method. The
Lagrangian of formulated problem is:

L(x,y,λ,β) =

N∑
d=1

N∑
n=1,n�=d

Fnd(xnd) +

L∑
l=1

λl

(
N∑

d=1

ydl − Cl

)
+
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+

N∑
d=1

N∑
n=1,n�=d

βnd

⎛
⎝ ∑

l∈O(n)

ydl −
∑

l∈I(n)

ydl − xnd
⎞
⎠−

L∑
l=1

N∑
d=1

Pl(ydl) =

=

N∑
d=1

N∑
n=1,n�=d

Fnd(xnd)−
N∑

d=1

N∑
n=1,n�=d

βndxnd +

N∑
d=1

L∑
l=1

λlydl+

+

N∑
d=1

N∑
n=1,n�=d

L∑
l=1

βndanlydl −
L∑

l=1

λlCl −
L∑

l=1

N∑
d=1

Pl(ydl),

where λl, βnd are Lagrange multipliers (prices) associated with link capacities
and network structure constraints, respectively.

This convex optimization problem (optimization a concave function over a
convex constraint set) has useful Lagrange duality properties, which lead to
decomposable structures. Lagrange duality theory links the original maximiza-
tion problem, termed primal problem, with a dual minimization problem, which
sometimes readily presents decomposition possibilities. The basic idea in La-
grange duality is to relax the original problem by transferring the constraints to
the objective in the form of a weighted sum.

We use dual decomposition methods for resource allocation. The master prob-
lem sets the price for the resources to each subproblem, which has to decide the
amount of resources that can be used depending on the price.

The Lagrange dual problem associated with the primal problem under con-
sideration is given by:

minimize L(x,y,λ,β) (7)

in variables λ,β, subject to a single constraint: ∀l=1,...,L λl ≥ 0, where:

L(x,y,λ,β) = Lx(x,β) + Ly(y,λ)

and:

Lx(x,β) = max
x

⎛
⎝ N∑

d=1

N∑
n=1,n�=d

Fnd(xnd)−
N∑

d=1

N∑
n=1,n�=d

βndxnd

⎞
⎠ ,

Ly(y,λ,β) = max
y

⎡
⎣ L∑

l=1

λl

(
N∑

d=1

ydl − Cl

)
+

N∑
d=1

N∑
n=1,n�=d

L∑
l=1

βndanlydl

−
L∑

l=1

N∑
d=1

Pl(ydl)

]
.

It is well known that for a convex optimization, a local optimum is also a
global optimum and solving the problem after decomposition is equivalent to
solving the original (primal) problem. Consequently, solving the original problem
reduces to solving two types of problems:
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A) the determination of xnd by n-th transmission source:

maximize [Fnd(xnd)− xndβnd] ,
B) the determination of ydl by the l-th physical link:

minimize

[
Pl(ydl)− λl

(
N∑

d=1

ydl − Cl

)
−

N∑
n=1

βndanlydl

]
.

The Lagrange multipliers can be determined by solving (7) for given fixed x
and y. This dual problem can be solved in a distributed way with a subgradient
method, resulting in updated Lagrange multipliers.

As results of the decomposition we have obtained two subproblems: subprob-
lem A, which can be solved by users (sources) independently, and subproblem
B, which can be solved independently by physical links.

4 Game-Based Mechanism

The problem of computing optimal solution of network utility maximization
problem by distributed independent agents suffers from the effect of selfishness.
As each decision agent is interested only in maximizing their own utility, we can
expect that their decisions would eventually stabilize at a solution that cannot
be unilaterally improved. However, such solution can be far from the optimal
allocation in terms of social welfare (i.e. objective of NUM).

In order to prevent selfish behaviors of users we introduce a coordination
mechanism for subproblem A. We formulate a game-theoretic model of interac-
tion of users. We refer to the class of noncooperative games derived from such
mechanism as auction, in which a Nash equilibrium is usually assumed as a basic
solution concept. The Nash equilibrium captures the notion of a stable solution
and is the solution from which no decision agent (player) can individually deviate
in order to improve utility.

In this paper we assume that each player is restricted to communicate his
demand to the network with the price that the player is willing to pay for the
resources. We present a distributed and dynamic process that converges to Nash
equilibrium.

Let us consider the following network game: each virtual link (n, d) is asso-
ciated with one player who determines the aggregate transmission rate xnd and
the price βnd as:

x∗nd ∈ argmax
xnd

[
Fnd(xnd)− xndβ̄nd

]
, (8)

and:
β∗nd = β̄nd [1− η(znd − x∗nd)] . (9)

Both formulas require the computation of quantity β̄nd, which equals the mean
value of all players’ prices βnd, except that of player (n, d):

β̄nd =
1

M − 1

⎛
⎝−βnd + N∑

j=1

N∑
k=1,k �=j

βjk

⎞
⎠ ,
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where M =
∑N

j=1

∑N
i=1,i�=j Kji is the number of players, η > 0 is a parameter

of algorithm and:

znd =
∑

l∈O(n)

ydl −
∑

l∈I(n)

ydl =

L∑
l=1

anlydl.

This strategy is a consequence of application of the following service cost:

qnd(xnd, βnd) = xndβ̄nd +
[
βnd − β̄nd(1− η(znd − xnd))

]2
,

which is the price that player pays for rate xnd corrected by the penalty that
player pays due to the mismatch between its price and the average price of the
other players.

Each player determines a strategy (xnd, βnd) by solving:

(x∗nd, β
∗
nd) ∈ arg max

xnd,βnd

[Fnd(xnd)− qnd(xnd, βnd)] =

= arg max
xnd,βnd

[
Fnd(xnd)− xndβ̄nd − (βnd − β̄nd(1− η(znd − xnd)))2

]
. (10)

The maximization of this net utility can only occur when (x∗nd, β
∗
nd) are com-

puted as in (8) and (9), respectively. The function Fnd(xnd) − xndβ̄nd is the
payoff function of player associated with data transmission from source n to
destination d.

The determination of ydl and λl can be performed in the same way as described
in Subsection 3.

5 Properties

In this section we show that the mechanism presented in previous section imple-
ments the solution of the problem described in Subsection 2.2. It can be shown
that Nash equilibrium of mechanism presented in Section 4 satisfy the optimality
conditions for original problem (3)–(6). The necessary and sufficient conditions
for the efficient allocation can be determined from Karush-Kuhn-Tucker (KKT)
conditions.

Remark 1. At a Nash equilibrium, the value of (10) is maximized for each player.

Theorem 1. The game mechanism (8)–(9) implements the problem (3)–(6) in
Nash equilibrium.

Proof. The first order optimality conditions for (10) are:

∂Fnd(xnd)

∂xnd
− β̄nd − ∂qnd(xnd, βnd)

∂xnd
= 0 (11)

and
∂qnd(xnd, βnd)

∂βnd
= 0. (12)
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From (12) we obtain:

βnd − β̄nd [1− η (znd − xnd)] = 0.

After substitution to (11):

∂Fnd(xnd)

∂xnd
= β̄nd,

which gives:

βnd =
1

M − 1

⎛
⎝−βnd + N∑

j=1

N∑
k=1,k �=j

βjk

⎞
⎠ [1− η(znd − xnd)] .

This implies that:
∀n,d znd − xnd = 0, (13)

and
∀n,d βnd = β̄nd = β.

Consequently, we obtain:

∀n,d ∂Fnd(xnd)

∂xnd
= β̄nd = β,

and from (13):

∀n,d
∑

l∈I(n)

ydl + xnd =
∑

l∈O(n)

ydl.

Similarly for the part associated with determination of ydl we receive:

∂(Pl(ydl)− λlydl −
∑N

n=1 βndanlydl)

∂ydl
=
∂P (ydl)

∂ydl
− λl −

N∑
n=1

βndanl = 0,

for βnd = β:

λl =
∂P (ydl)

∂ydl

and
∂L(λ,β)

∂λl
=

N∑
d=1

ydl − Cl = 0.

The obtained equations constitute the first order KKT conditions of the problem
(3)–(6) from Section 2.2.

��
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6 Conclusions

The presented mechanism allows to compute optimal solution of the network
utility maximization problem in virtual network, where users’ utilities depend
on the allocated rates of collections of simultaneous flows on physical level. The
presented procedure is based on local computations, however, it requires the
exchange of price parameters βnd between each pair agents in order to reach an
equilibrium. The technique is suitable for virtual network management, where
the performance depends critically on the appropriate allocation of virtual link
capacity.
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Abstract. This paper proposes an ad hoc routing algorithm to in-
crease link reliability in power line communications over low-tension
power grid. The algorithm assumes data concentrator (DC) located at
the distribution transformer, which is polling meters connected to the
power line and send information about energy consumption, loading
profile and any other crucial data to the utility. The proposed algo-
rithm is designed to keep the required processing complexity at the
meter side to the minimum, while shifting the intelligence towards the
DC. The protocol accounts for asymmetric characteristics of the power
line channel, where some nodes could suffer very bad downlink qual-
ity due to noise at the meter side. These nodes couldn’t receive data
sent from DC and/or other nodes and are therefore classified as deaf
nodes, although their transmission could be received properly by adjacent
nodes. Furthermore, special packet structure is proposed to minimize al-
gorithm overhead and packet routing mechanism. The protocol perfor-
mance is compared against LOADng, LOADng-CTP and AODV in terms
of protocol overhead, end-to-end delay, packet delivery ratio and memory
requirements.

Keywords: PLC, AODV, LOADng, LOADng-CTP, DC, smart meter-
ing, routing protocol.

1 Introduction

Electrical power lines have been used as a communication medium extensively
over the past two decades. Power Line Communication is an attractive alterna-
tive to utility companies as it provides low-investment medium for smart grid
services including: smart metering, load survey, load shedding and profiling.
Typical configuration comprises data concentrator (DC) located at the distribu-
tion transformer, which communicates with meters at households via low-tension
distribution grid. However, as it has never been designed with communication
aspects in mind, the power line channel introduces tough challenges to the com-
munication system designer in order to achieve reliable link with acceptable
availability, throughput and reachability. Factors like attenuation, narrow-band
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and impulsive noise, and impedance variability are among the issues that affects
the link quality dramatically and therefore its impact should be mitigated. At
the physical layer level, coding, interleaving and noise cancellation are commonly
used to enhance the channel quality. At the network layer level, ad hoc routing
protocols are used to achieve the same goal. In this arrangement, intermediate
meters act like repeaters to regenerate packets from/to meters that couldn’t be
reached directly by the DC due to bad channel conditions. The routing algo-
rithm should be designed to avoid network flooding at large number of nodes
(meters), using a simple algorithm with small memory requirements to fit easily
within the meter circuitry.

In this paper, a Low Complexity ad hoc routing protocol that is optimized
for Smart Metering application (LCSM) is introduced, simulated, evaluated
and compared to similar routing protocols, specifically: AODV, LOADng and
LOADng-CTP protocols. LCSM protocol is designed to keep the required rout-
ing rules at the meter as simple as possible, while shifting the processing and
memory requirements to the DC, where cost increase could be much more tol-
erated. Different Key Performance Indicators (KPIs) are evaluated including
routing overhead, end-to-end delay, packet delivery ratio, topology discovery
time and memory requirements. OPNET network simulator is used to evaluate
the performance of LCSM protocol against AODV, LOADng and LOADng-CTP
routing protocols.

The rest of the paper is organized as follows: Section 2 describes prior research
efforts related to this work. Section 3 presents LCSM protocol specifications and
its core operation. Section 4 illustrates simulation results and comparison to
LOADng, AODV and LOADng-CTP. Finally, Section 5 concludes and summa-
rizes the main contributions of this paper.

2 Ad Hoc Protocols for Power Line Communications

Several attempts to customize ad hoc routing protocols for power line commu-
nications are found in the literature.

Shucheng et al. introduces an on-demand multipath routing algorithm that
tries to find maximally disjoint routes in large- scale networks with Master-Slave
structure [2]. The protocol is able to build multiple routes using request/reply
cycles. When the master requires a route to a given slave before knowing any
routing information, it floods the RREQ message to the entire network. Several
duplicates that traversed through different routes reach the destination as a re-
sult of flooding. Finally, the destination node picks up multiple disjoint routes
from received RREQ packets and sends ROUTE REPLY (RREP) packets back
to the source via the chosen routes. This scenario results in large network over-
head and end-to-end delay.

Wei et al. [1] demonstrates a routing protocol based on AODV routing pro-
tocol. they modify two modules of the AODV, RREQ broadcasting mechanism
and neighbor table manage- ment. The aim of these modifications is to reduce
the overhead by reducing the hello packets.
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In [3], Sivaneasan et al. proposes a routing algorithm based on non-overlapping
clustering. It uses two-states Markov model for simulating the channel state
during communication with the meters. In this protocol all meters have the role
of relaying the DC message.

Zhenchao et al. [4] proposes a routing protocol based on overlapping clustering
in order to establish different routes to reach the same meter which is useful at
route failure condition. The DC selects cluster head that are responsible for
delivering the data of neighboring meters to the DC.

Hong et al. [5] introduce a routing algorithm based on time slotted algorithm
with random back off delay before transmission in order to reduce the collision.

In [6] Wenbing et al. proposes a routing protocol based on ant-colony algo-
rithm which is described in [7]. There are two main tables that should be con-
structed; central routing table and pheromone routing table. Each child node
can establish sub- routing table. Central node and child nodes need to establish
their amplitude parameter list. Due to the response signal of child node, central
node can set up sub-routing table one by one and update pheromone table. A
greed stochastic adaptive searching method is also introduced in the ant colony
optimization algorithm. One feature is that the establishment of the restricted
candidate list (RCL) strategy. According to the amplitude parameters of the
receiving signal among nodes, the RCL can be set up.

Clausen et al. [8] introduced LOADng routing protocol as a modified version
of AODV protocol. LOADng outperforms AODV on packet delivery ratio and
routing overhead. Jiazi et al. [9] improved the mechanism of RREQ compared to
the basic LOADng in order to reduce the routing overhead. Furthermore, Jiazi et
al. [10] introduce further modifications to LOADng and propose LOADng-CTP
which is a class of collection-tree protocols and more suited to smart meter-
ing application. LOADng-CTP proves much better performance compared to
LOADng and AODV.

Asymmetric characteristic of the power line channel has not been considered
in the preceding protocols, where some nodes are subject to high line noise due to
the household appliances [11]. Additionally, the preceding protocols assume that
protocol algorithm will be programmed and executed at all nodes, whereas the
majority of low-cost meters allow only for implementing very simple algorithms
due to limited processing capability and on-board memory. LCSM takes the two
aforementioned aspects into account. In the following section, specifications of
LCSM is described.

3 LCSM Protocol Specification

The topology comprises Data Concentrator (DC) and several meters connected in
a tree topology via low-tension power line grid. Figure 1 illustrates the topology
of interest. The DC, as well as each meter, contains a power line modem that has a
finite coverage range dependent on the maximum allowed transmitted power and
receiver sensitivity. As shown, some meters could be accessed directly by the DC,
while others are not reachable by the DC due to channel impairments, although
they could be within the coverage range of intermediate meters.
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Fig. 1. Physical and Logical connection for smart metering system

3.1 Protocol Data Unit

LCSM utilizes two types of packets: Command packet and response packet.
Command packets are the packets being sent from DC towards the meters and
the response packets are those being sent from the meters towards the DC.
Standard TLV (Type-Length-Value) packet format is used, as shown in Figure 2.
The LCSM protocol utilizes source routing, so that the packet source-destination
route is embedded within the packet body. Command packets are initiated from
DC, while response packets are originated from meters. After topology discovery
takes place, only the DC contains the complete visibility on network topology.
Therefore, in command packets, the ID of each node along the route is included
in order within the packet body. On the other hand, response packets contains
only source, parent and final destination.

The PDUs used by LCSM are described as follows:

Neighbor Request (NREQ) - Neighbor Response (NRES): The purpose
of NREQ packet is to explore who hears the DCs request. This is a broadcast
packet. The response to this packet is NRES; the meter response with meter ID
and the received SNR.
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Layer/Parent Stamp (LPSTAMP) - Layer/Parent Acknowledgement
(LPACK): LPSTAMP is used to inform the meter its parent-layer information.
The response to this packet is LPACK.
Get Your Neighbors (GETN) - Neighbor List Reporting (NLREP):
GETN packet is used to let certain parent reports its neighbors. The meter re-
sponds with NLREP packet that reports the list of which nodes are accessible
by this specific parent.
Read Request (RREQ) - Read Response (RRES): After finishing the
topology discovery cycle, the DC starts collecting the data (readings) using
RREQ packet. The response to this packet is RRES packet.
Deaf Reading (DFREAD): DFREAD packet is used by the deaf node (the
node that doesn’t receive any request during certain pre-assigned time period is
classified as DEAF) to broadcast its reading, which will be hopefully heard by
adjacent node(s).

Fig. 2. Standard TLV packet format

Figures 3a and b illustrate the pseudo codes of LCSM algorithms for both
meters and DC, respectively.

3.2 Protocol Routing Mechanism

Upon receiving a Command packet, the meter checks the node ID right after the
source address. If it doesn’t match the meter self ID, it ignores it. If it matches
the meter ID, the meter checks whether it is the final node en-route (end of the
route field - EOR), which represents the final packet destination. If it is, the
meter responds according to packet type. If the meter ID doesn’t lie at EOR
field, this means that the meter lies within the source-destination route, and
should act as a relaying node. Therefore, the meter relays the packet as it is
after removing its ID field from the routing chain.

In Response packets, the meter checks the field representing parent ID, and
if it matches self ID of the meter, it relays the packet to its parent by replacing
the parent field with its own parent. (put Next Hop as P), and keep source and
final destination the same. Whenever a meter receives a broadcast message from
a deaf meter, it keeps the deaf meter ID, together with its reading. The meter
reports deaf meter reading the next time its own reading is requested by the
DC. According to this arrangement, the proper routing of packet only requires
the knowledge of the node parent. Total routing matrix exists only at DC.
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Fig. 3. (a) Meter algorithm. (b) DC algorithm

4 Simulation Results and Performance Analysis

4.1 Simulation Environment

The LCSM protocol is simulated and evaluated by means of OPNET14.5 net-
work simulator. Simulations are performed using number of nodes ranging from
50 to 500. The network is subject to multipoint-to-point (MP2P) traffic with
all nodes generating traffic towards the Data Concentrator. Models of physical
and Medium Access Control (MAC) layers of power-line modems are modeled
using bus topology and an adaptive connectivity matrix. The purpose of the
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connectivity matrix, which is N x N (N is the number of nodes connected to
power line) is to simulate whether a specific logical link between two nodes exist
or not. In this way, PHY and MAC layers of the power line channel are modeled
to allow for the application of LCSM at the network layer.

4.2 Simulation Parameters

The simulation parameters are summarized in Table 1. The power line channel
could be considered physically as bus and logically as tree topology. Layer 1, 2
and 3 represent the tier at which the meters are located with respect to the Data
Concentrator.

Table 1. Simulation Parameters

Parameter Value

Number of Nodes 50-500

Simulation Time 100 seconds

Topology Physically Bus, Logically Tree

MAC type CSMA-CD

Slot time 0.214 second

Data rate 2400 bps

Preambe length 0 (no preamble)

Channel propagation delay 5.5 e−6 second

Type of service Bursty traffic source

Burst duration 80 seconds

Burst period 5 seconds

Traffic type Multi-Point-to-Point (MP2P)

4.3 Simulation Results

Comparison to AODV and LOADng
First, LCSM routing protocol is compared with LOADng [12] and AODV [13].
Although both protocols are originally designed for mesh network topology, the
rationale behind comparing their performance to LCSM, which is a collection-
tree protocol, is to highlight the expected enhancement resulting from using cus-
tomized protocol for the smart metering case, which is by nature a tree topology.
The results of LOADng and AODV are extracted from [12]. Figures 4 shows
the simulation results for LOADng, AODV and LCSM routing protocols.

It is observed from Figure 4a that the overhead of LCSM is much lower
than that of LOADng and AODV. The difference in overhead bytes is con-
siderably higher at higher number of nodes. This is due to the large number
of RREQ, RREP and RREP-ACK packets used in AODV for discovering the
topology [13], [14]. At LCSM protocol, the parents are responsible for a lot of
children which leads to reducing the overhead. It is important to study the end-
to-end delay as only one (DC) is responsible for collecting data from around 400
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meters. So, it is required to have a routing protocol with a controlled end-to-end
delay, especially when dealing with time-critical events like load disconnect and
fault isolation. As shown Figure 4b, LCSM routing protocol provides much lower
end-to-end delay than LOADng and AODV. The variation of end-to-end delay
at LCSM protocol is very small at large number of nodes.

As shown in Figure 4c , LCSM routing protocol introduces a delivery ratio
which is very close to 100% regardless of the number of nodes.LOADng initiates
route discovery for every router (network-wide broadcast) leads to a high number
of collisions on the media, and thus a lower data delivery ratio, especially for
larger number of nodes [10]. This is also applicable to AODV.

Figure 4d shows the topology discovery time against the number of nodes. It
shows a considerable increase in discovery time after 200 nodes.

Fig. 4. (a) Routing overhead. (b) End-to-End delay. (c) Packet delivery ratio. (d)
Topology discovery time at 2400 bps.

Memory Requirements for LCSM, AODV and LOADng:
For LOADng and AODV the memory requirements to store the routing table
depends on the size of the network, the network topology and the number of
traffic flows in the network. The contents of the routing table for LOADng pro-
tocol are:
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(R dest addr, R next addr, R metric, R metric type, R hop count,R seq num,
R bidirectional, R local iface addr, R valid time) [8].

In LCSM protocol the only required entry to be stored at the meter is the
parent address. The other routing information is contained at the message body.
The overall matrix describing the topology is only stored at the DC.

Comparison to LOADng-CTP
Second, LCSM routing protocol is compared with LOADng-CTP [10]. Both pro-
tocols are collection-tree oriented, so both are optimized for smart metering ap-
plication. As shown in Figure 5a, the number of bytes sent during the topology
discovery process in both protocols are almost the same till reaching 200 nodes.
At increased number of meters, the difference become larger and LOADng-CTP
offers lower overhead. This is clear at 500 nodes. This performance is justified
by the fact that the number of packets used for the topology discovery process
in LOADng-CTP is less than the number of packets required by LCSM proto-
col, while the LCSM packet size is less than LOADng-CTP packet size. For this
reason, the difference becomes obvious at higher number of nodes.

Another approach for evaluating the network overhead is based on the number
of packets required to fully explore the topology. Figure 5b illustrates the value of
this parameter against the number of nodes for both LCSM and LOADng-CTP.
The similarity between the two protocols in terms of the number of packets
required for topology exploration is obvious. However, as LCSM uses source
routing,it is expected that with increasing number of nodes, the network depth
(the maximum number of hops required to reach all nodes) increases, and there-
fore the average packet length will increase. This explains the fast increase in
overhead bytes at LCSM compared to LOADng-CTP with increasing number of
nodes, as illustrated in Figure 5b.

As mentioned previously, the data rate affects directly the end-to-end delay.
Thus, it is predicted that the end-to-end delay for the packets sent at 2.4 kbps
will be much greater than the packets sent at 11 Mbps as shown in Figures 5c.
However, as the simulation results in [10] was performed at 11 Mbps data rate,
it is required to evaluate the end-to-end delay of LCSM at the same data rate.
Figure 5d illustrates the delay of both protocols when both are operating at
11 Mbps. It is clear that LCSM introduces smaller delay than LOADng-CTP at
the range of nodes considered.

Figure 5e illustrates the packet delivery ratio of both protocols, and indicates
that both protocols are identical and have a packet delivery ratio very close to
100%. This result is reasonable as the initiation of route discovery is made only
for single destination, thus resulting in minimum number of collisions.

Memory Requirement for LOADng-CTP
For LOADng-CTP, only the route to the root is needed, and therefore one
routing entry to the DC is required. This entry is defined by: (R dest addr,
R next addr, R metric, R metric type, R hop count,R seq num, R bidirectional,
R local iface addr, R valid time) [8]
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Fig. 5. (a) Routing Overhead for LCSM and LOADng-CTP(in bytes). (b) Routing
Overhead for LCSM and LOADng-CTP(in packets). (c) End-To-End delay for LCSM
(at data rate=2.4 kbps) and LOADng-CTP(at data rate=11 Mbps). (d) End-To-End
delay for LCSM (at data rate=11 Mbps) and LOADng-CTP(at data rate=11 Mbps).
(e) Packet Delivery Ratio for LCSM and LOADng-CTP. (f) Topology Discovery Time
for LCSM at 11 Mbps.
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The routing table entry for LOADng-CTP is much smaller than LOADng but
it is higher than LCSM.

Figure 5f illustrates the topology discovery time for LCSM protocol with data
rate 11 Mbps.

5 Conclusion

A low-complexity ad hoc routing protocol for smart metering over power line
(LCSM) is proposed. A comparative analysis between the proposed protocol
and AODV, LOADng and LOADng-CTP routing protocols is demonstrated.
The simulation results show that LCSM routing protocol has considerably lower
routing overhead compared to AODV and LOADng, especially at high number
of nodes. It is also shown that the End-To-End delay of LCSM is lower than both
LOADng and AODV, as the later are designed for mesh networks, while LCSM
is a collection-tree oriented protocol. Comparison between LCSM and LOADng-
CTP shows that the routing overhead is almost similar (LOADng-CTP is slightly
better), the packet delivery ratio are almost the same (very close to 100%) and
LCSM offers considerable lower end-to-end delay when running the simulation
with the same data rate (11Mbps). Furthermore, algorithm complexity at the
meter side when using LCSM is considerably reduced.

Table 2 summarizes the comparison between LCSM, LOADng-CTP, LOADng-
CTP and AODV.

Table 2. Comparison between LCSM, LOADng-CTP, LOADng and AODV protocols

Comparison
parameter

LCSM LOADng-CTP LOADng AODV

Routing
Overhead

Low Low High High

End-to-End
Delay

Low Medium High High

Packet
Delivery
Ratio

High High Medium Medium

Packet
Format

Ethernet
Format

AODV
Format

AODV
Format

AODV
Format

Memory
Requirement

Only parent
should be
saved

Complete routing
table should
be saved

Complete routing
table should
be saved

Complete routing
table should
be saved
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Abstract. A new decision making problem for wireless sensor networks
is considered in the paper. A coverage of data sources, the routing of
measured data as well as a scheduling of working periods of sensors are
assumed as the decision to be made. All decisions as interconnected are
determined jointly. The energy consumption and execution time of sen-
sors are used as criteria. The corresponding combinatorial NP-hard opti-
mization problem is formulated. To solve it, two heuristic algorithms are
proposed. Some initial analitical evaluations of algorithms are presented
as well as the result of computational experiments are given.

Keywords: scheduling, routing, coverage, wireless sensor network,
heuristic algorithm, approximation.

1 Introduction

A progress in new optimization methods and algorithms as well as in corre-
sponding computing tools makes it possible to investigate more complex prob-
lems which are closer to real world applications. It concerns operations research
problems, in general, and combinatorial problems, in particular, where complex
optimization problems being the combination of interrelated, known and sepa-
rately developed sub-problems are intensively studied.

Wireless sensor networks (WSNs) are examples where such approach can be
applied. A standard sensor network consists of a set of sensors, which are small
electronic devices capable to collect data on certain phenomena from a defined
area and then to process and transmit them, as well as a set of sinks (hubs,
gates) intended for gathering the data and providing them to users. Measured
phenomena are called hereinafter data sources (Fig. 1). Sensors usually work
in the environment that makes impossible their constant maintenance, so, the
proper energy management is the crucial task enabling the lifetime of WSNs.
It does not concern sinks which unlike sensors are constantly supplied facilities.
Measuring time is also important in some types of WSNs where a fast reaction
to changes is needed.

Development of WSNs enables the significant extension of their applications
beyond the original military usage. It is possible by advances in miniaturized
mechatronic systems, and first of all, in a wireless communication. So, the con-
temporary researches onWSNs have interdisciplinary nature and belong not only
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to computer science but also to meteorology, electrical engineering and telecom-
munication. In general, they consist in: designing of sensors, their deployment in
an appropriate working environment, determination of coverage areas for sensors,
collection and transmission of data, minimization of the energy consumption by
sensors, ensuring the security of data during measurement, collection and trans-
mission, guarantee of the quality of services, solving various particular issues
connected with the mobility of sensors, e.g.[1].

Fig. 1. Wireless sensor network scheme

The development of both stationary and mobile WSNs generates also inter-
esting problems in the area of operations research, which need solutions. Man-
agement of WSNs, which leads to the extension of the execution time of sensors,
is the main challenge. The most important research problems from this scope
for stationary networks are: routing of data acquired by sensors to sinks possibly
via other sensors treated as brokers in the transmission as well as coverage of
sensing areas by sensors, e.g. [2] and [3]. These problems are solved separately
in many works such as [4,5]. The coverage problem is particularly important.
Energy efficient assignment sensors to data sources may increase their execu-
tion times. Otherwise, fast measurement times can be acquired by using high
energy consuming sensors, which in a consequence, increases the total energy
consumption of WSNs. In the literature, many different methods to formulate
and solve a coverage problem are reported, e.g.: binary formulation of coverage
[4], probabilistic approach [6]. The special case of the problem is also considered
when sensors have to operate a finite number of measurement points rather than
a planar area with the infinite number of points. Then, the coverage problem
can be expressed using values of corresponding variables characterizing the prob-
lem, e.g. number of units of data that need to be acquired by sensors. Such an
approach is used in this work. It is assumed that the coverage depends on the
location of sensors and their type, due to the fact that sensors can have different
sensing ranges, energy consumption or operation execution times. Much more
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attention has been paid in previous studies to routing problems. In order to min-
imize the energy, the multihop transmission is often used. It means that sensors
serve as brokers in the transmission and just forward data to other sensors or
sinks.

The scheduling is obviously connected with the data transmission. Each sensor
can turn off their sensing device and receiver what brings important impact
on the energy usage. On the other hand, a schedule can be determined when
operation is made, i.e: when data are acquired from phenomena or when the
transmission between brokers starts. Due to interconnection between routes and
schedules, there is a need to consider these problems jointly. The routing problem
in WSNs is often investigated together with the coverage problem, e.g., [6]. In
some works, it is formulated and solved as a clustering problem [7]. There are
also papers which solve joint problems with scheduling , i.e: [8,9].

All three decisions, i.e.: the scheduling, the routing of data and the coverage of
sensing area by sensors are not yet investigated jointly. In this paper, two criteria
i.e. the energy usage and the time execution are used to evaluate mentioned
decisions.

The remaining text is organized as follows. The formulation of the problem
for a single commodity data transmission and its analysis are given in Section
2. Section 3 presents heuristic solution algorithms which use the solutions of
the shortest path problem. The results of numerical experiments assessing the
algorithm are discussed in Section 4. Final remarks complete the paper.

2 Problem Formulation

Let us consider WSN with already deployed set of sensors S = {1, 2, 3, ..., S}.
The aim of the network is to acquire by sensors data from data sources belonging
to set P = {S + 1, S + 2, S + 3, ..., S + P} and to send them towards deployed
sinks from set U = {P+S+1, P+S+2, P+S+3, ...P+S+U}. Data can be sent
to sinks directly from the measuring sensor or using other sensors as brokers.
Sensor can transmit at a time data to one element and turn off connection when
it is not used.

We use the following additional notation:

T = {1, 2, ..., t, ..., T } - set of time periods in which data are acquired and trans-
mitted to sinks, T time horizon,

N = P ∪ S ∪U = {1, 2, 3, ..., N}- set of all elements,

eijk – execution time of acquirement or transmission of data originating in kth
source from element i to j if respectively i ∈ P, j ∈ S or i ∈ S, j ∈ S ∪ U,
e = {eijk}, (i, j) ∈ {(a, b) : a ∈ P∧ b ∈ S∨a ∈ S∧ b ∈ S∨a ∈ S∧ b ∈ U}, k ∈ P,

cijk – energy consumption of acquirement or transmission of data originating in
kth source from element i to j if respectively i ∈ P, j ∈ S or i ∈ S, j ∈ S ∪U,
c = {cijk}, (i, j) ∈ {(a, b) : a ∈ P∧ b ∈ S∨a ∈ S∧ b ∈ S∨a ∈ S∧ b ∈ U}, k ∈ P,

The set x of decision variables contains binary variables xijkt , (i, j) ∈ {(a, b) :
a ∈ P ∧ b ∈ S ∨ a ∈ S ∧ b ∈ S ∨ a ∈ S ∧ b ∈ U}, t ∈ T, k ∈ P, where xijkt = 1(0)
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if data acquirement or transmission from element i to j derived from source k
begins in period t (otherwise).

The following constraints are imposed on x to ensure determining of feasible
solutions:

∑
t∈T

∑
j∈S

xijit = 1 ∀i∈P, (1)

∑
t∈T

∑
j∈S∪U

xijkt =
∑
t∈T

∑
j∈S∪P

xjikt ∀i∈S,k∈P, (2)

eijk(1− xijkt) >
∑

j′∈S∪U

∑
k′∈P

∑
t′∈{t,...,t−1+eijk}

xij′k′t′ − xijkt ∀i∈S,j∈S∪U,k∈P,t∈T, (3)

xijkt ≤
∑

j′∈S∪{k}

∑
t′∈{1,..,t−1}

xj′ikt′ ∀i∈S,j∈S∪U,k∈P,t∈T, (4)

xjikt(t+ ejik) ≤ h ∀i∈U,j∈S,t∈T,k∈P. (5)

Equation (1) ensures that all data sources are covered by sensors. Constraint
(2) is responsible for the flow balance between the number of incoming and
outcomming data for each sensor. Constraint (3), (4) ensure proper scheduling,
i.e. sensor can transmit some data: once a time, only after receiving it. Last
equation (5) is used to determine the execution time.

To evaluate the decision x, the joint criterion Q(x) is proposed being a
weighted sum of two subcriteria: total energy consumptionQe(x) and the ex-
ecution time Qt(x), i.e.

Q(x) = αQe(x) + (1 − α)Qt(x) =

α
∑
i∈S

∑
t∈T

∑
k∈P

(
∑

j∈S∪U

cijkxijkt + ckikxkikt) + (1 − α)βh (6)

where coefficient α ∈ [0, 1] reflects the importance of individual subcriterion and
cooeficient β constitutes the desirable proportion between the energy consump-
tion and the execution time.

Finally, for given P,S,U, e, c, the problem considered in the paper deals with
the determination of x feasible with respect to (1) - (5) to minimize (6), i.e.
Q∗ � minxQ(x).

It is worth noting that for α = 1, i.e. when the execution time is not taken into
account, the problem becomes easy due to the fact that then each data source
can be treated independently, and it is enough to transmit all data originating
there to sinks via corresponding shortest paths. For α < 1, problem is NP hard
because the set cover problem can be reduced to it.

3 Algorithms and Analysis

We propose two heuristic algorithms to solve the problem formulated in Section
2. The first one, being the P -approximate algorithm, is based on the solution
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of the shortest path problem (SPP ). The second algorithm uses additionally a
specific approach for the determination of solutions.

We denote auxiliary decision variable x′ = {x′ijk}, (i, j) ∈ {(a, b) : a ∈ P∧ b ∈
S ∨ a ∈ S ∧ b ∈ S ∨ a ∈ S ∧ b ∈ U}, k ∈ P which is responsible for routing
and coverage determination. Its value corresponds to decision variable xijkt as
follows: x′ijk = 1⇔ ∃t′∈Txijkt′ = 1.

Let us consider release dates (time when sensor is ready to perform trans-
mission to sink or to receive data) for sensors and sinks as auxiliary variable
t0 = {t0n}, n ∈ S ∪U. Their values can be calculated iteratively using variable
x′ijk

t0n =

{
max

i∈P∪S:∃k∈Px′
ink=1

(t0i +
∑
k∈k

x′inkeink), n ∈ S ∪U

1, n ∈ P.
(7)

The values of t0n and x′ijk enable us to determine decision x. Before the presen-
tation of proposed algorithms, it is convenient to give the auxiliary procedure,
called Scheduling Procedure, used by them. As t0 can be calculated in linear
time, the complexity of Scheduling Procedure is O(N3).

Scheduling Procedure

Data: t0, x′, e
Result: x
xijkt = 0 (for all indexes)
for all pairs (i, j) ∈ (P ∪ S)× S ∪ S×U do

Create list Q of sources k for which x′
ijk = 1, sorted descending according to eijk

tsum = t0i .
for all k ∈ Q do

xijktsum = 1
tsum = tsum + eijk

end for
end for

3.1 P -Approximation Algorithm

This algorithm referred to as Algorithm 1 works in two phases. At first, the
algorithm seeks for the shortest paths from each data source point SP (p) to any
sink what is responsible for the determination of routes and coverages. Then,
the schedule is calculated using Scheduling Procedure.

While using Dijkstra’s algorithm for determining the shortest paths, the com-
plexity of Algorithm 1 is O(N3).

As it has been mentioned, Algorithm 1 returns the optimal solution for α = 1.
For α = 1 proposed algorithm returns optimal solution. Let’s observe that for

α = 0 the optimal value of (6) is greater or equal to the longest time path, i.e.
Q∗ ≤ maxp∈PSP (p). In the worst case, Algorithm 1 would select the same path
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Algorithm 1. P -approximation algorithm

Data: e, c,P,S,U
Result: x
x′
ijk = 0 (for all indexes)

for all p ∈ P do
Create undirected graph G = (V,L) with edge costs dl (l ∈ L), where:
V = {p, r} ∪ S ∪U (r - extra vertex),
dl = αcijp + (1− α)βeijp, l = (i, j) ∈ ({p} × S) ∪ (S× (S ∪U)),
dl = 0, l ∈ S× {r},
dl = ∞ for other edges.
Solve SPP problem from vertex p to vertex r with edges’ costs dl to obtain SP (p).
Set x′

i∗j∗p = 1 for l∗ = (i∗, j∗), being the result of solving SPP.
end for
Determine x by Scheduling Procedure using x′.

for all sources, so Q1 ≤ P ·maxp∈PSP (p), where Q
1 is the value of (6) returned

by Algorithm 1. In a consequence,

Q1 ≤ P ·maxp∈PSP (p) ≤ PQ∗. (8)

In general when 0 < α < 1, each value of SP solution consists of the energy
part with factor α and the time part with factor 1− α. Consequently, we know
that the latter part Q1

t (x) is calculated with P approximation. Let us observe
that improving (minimizing) the value of criterion Q1 as a whole would decrease
the time part and increase the energy part, so Q1

e is not greater than Q∗
e. So, we

get

Q1 = αQ1
e + (1− α)Q1

t ≤ αQ∗
e + (1−α)PQ∗

t = PQ∗ −α(P − 1)Q∗
e ≤ PQ∗ (9)

what proves the approximation ratio of Algorithm 1.
Additionally, we can propose that the tighter approximation of Q1

t which,
however, is the result of Algorithm 1. Namely,

PQ∗ − α(P − 1)Q∗
e ≤ PQ∗ − α(P − 1)Q1

e = (P − P − 1

(1− α)Q1
t

)Q∗. (10)

3.2 Constructive Algorithm

This algorithm is similar to the previous one but uses its partial solutions. The
data sources are sorted descendingly according to SP (p). Then, the values of
paths are calculated again according to the order with different edges costs in
each step.

The time complexity of Algorithm 2 is not higher than Algorithm 1. However,
Algorithm 2 works about two times longer then Algorithm 1. Algorithm 2 does
not preserve optimality for α = 1 but preserves P approximation ratio like
Algorithm 1.

At the beginning, the order of data sources is calculated starting from the
most costly path determined by the algorithm solving SPP. The first path with



Algorithms for Joint Coverage, Routing and Scheduling Problem 583

Algorithm 2. Constructive algorithm

Data: e, c,P,S,U
Result: x
Auxiliary variable: F as list of pairs ((p1, SP (p1)), ..., (pP , SP (pP )))
x′
ijk = 0 (for all indexes)

for all p ∈ P do
Create undirected graph G = (V,L) with edge cost dl (l ∈ L) where:
V = {p, r} ∪ S ∪U (r - extra vertex)
dl = αcijp + (1− α)βeijp, l = (i, j) ∈ ({p} × S) ∪ (S× (S ∪U)),
dl = 0, l ∈ S× {r},
dl = ∞ for other edges.
Solve SPP from vertex p to vertex r with edges’ costs dl (SP (p)).
Add pair (p, SP (p)) to F .

end for
Sort F descendingly according to second element of pairs (SP value).

for all p ∈ F do
Create undirected graph G = (V,L) with edge cost dl (l ∈ L), where:
V = {p, r} ∪ S ∪U (r - extra vertex),
dl = αcijp + (1− α)βeijp +

∑
k∈P(αcijk + (1− α)βeijk)x

′
ijk,

l = (i, j) ∈ ({p} × S) ∪ (S× (S ∪U)),
dl = 0, l ∈ S× {r},
dl = ∞ for other edges.
Solve SPP from vertex p to vertex r with edges’ cost dl.

end for
Determine x by Scheduling Procedure on the basis of x′.

valuemaxp∈PSP (p) is included in the solution. Let us observe that the next path
is added with cost no bigger then previous one because the consecutive cost from
the list is less than previous one , and in the worst case Algorithm 2 can choose
one of already selected paths, which is not greater than maxp∈PSP (p). Hence,
the total cost is not greater than P ·maxp∈PSP (p), as for Algorithm 1.

4 Computational Experiments

In order to evaluate the quality of the heuristic solution algorithms proposed,
the preliminary computational experiments were performed. All elements were
randomly deployed according to the uniform distribution on the 100x100 units
square area. Elements of matrices c and e were calculated proportional to the
distances among WSN elements, and the latter ones were normalized to not
exceed value 5 as well as rounded up to the nearest integer number. It was
assumed that S = 6, U = 2, β = 107.

The quality of results generated by the heuristic algorithms was assessed
for different values of parameters α and P . The examples of results are pre-
sented in Table 1 where corresponding values are averages of 10 independent
runs of each algorithm. Solutions generated by the heuristic algorithms were
evaluated with reference to the optimal solutions obtained by solver GLPK



584 S. Jagusiak and J. Józefczyk

(http://www.gnu.org/s/glpk), using the performance indecies Q2

Q∗ ,
T∗
T 1 ,

Q2

Q∗ ,
T∗
T 2

where Q2 is the value of (6) calculated by Algorithm 2 and T 1, T 2 are runtimes
of Algorithm 1, Algorithm 2, respectively.

The following main conclusions result from the experiments conducted:

a. All values of (6) determined by both algorithm are consistent with approxi-
mation ratio P .

b. As it was expected, Algorithm 1 gives worse results than Algorithm 2 as the
latter one improves the results obtained by the former one.

c. Algorithm 1 is about 2 times faster than the other heuristic. However, both
of them work in the reasonable time unlike the exact algorithm which times
grow very fast when increasing the size of the problem.

d. Both heuristic algorithms find better solutions for smaller values of α.
e. Algorithm 2 gives better results for greater number of data sources P .

Table 1. Results of computional experiments evaluating Algorithm 1 and 2 for different
P and α

P α Q1

Q∗
T∗
T1

Q2

Q∗
T∗
T2 P α Q1

Q∗
T∗
T1

Q2

Q∗
T∗
T2

5 0,75 1,98 7,79 1,29 3,93 5 0,25 1,15 11,78 1,09 6,13

6 0,75 1,77 18,57 1,04 11,28 6 0,25 1,32 22,15 1,10 14,76

7 0,75 1,56 27,98 1,08 17,95 7 0,25 1,68 32,45 1,24 18,54

8 0,75 1,48 33,72 1,06 19,25 8 0,25 1,75 39,45 1,25 23,05

9 0,75 1,60 68,47 1,09 38,33 9 0,25 1,60 58,30 1,13 37,69

10 0,75 1,74 52,45 1,16 28,76 10 0,25 2,01 53,63 1,29 28,44

5 0,5 1,29 10,04 1,11 6,96 5 0 2,76 7,357 1,46 4,25

6 0,5 1,34 12,71 1,05 7,81 6 0 2,77 15,62 1,07 8,16

7 0,5 1,66 23,90 1,23 14,12 7 0 2,21 23,69 1,17 14,79

8 0,5 2,18 34,30 1,39 19,01 8 0 2,46 27,39 1,06 16,38

9 0,5 2,44 41,03 1,25 23,45 9 0 2,29 73,24 1,50 39,66

10 0,5 2,36 96,46 1,15 50,05 10 0 2,57 70,62 1,26 38,60

5 Final Remarks

The selected version of the joint coverage, scheduling and routing problem for
wireless sensor networks is considered in the paper. Two heuristic algorithms
were proposed which based on the solution of the shortest path problem in
graphs. The analysis of these algorithm showed their approximation properties.
The numerical experiments assessing the quality of the algorithm have been also
performed. It turned out that for all instances tested it is possible to obtain
solutions at most 1.5 times worse than the optimal ones.

During further works we will be concerned with the following research
directions:
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a. Consideration of new versions of the problem where decisions are made in
decentralized structure and online.

b. Integration of other criteria, for example with energy or time part moved to
the constraints.

c. Seeking for more efficient approximation schemes.
d. Taking into consideration additional constraints and assumptions, e.g. ca-

pacity of sensors,
e. Implementation of the algorithms proposed and testing them in laboratory

environment.
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Abstract. The problem of cyclic scheduling of multimodal concurrent
processes (MCPs) is considered. Processes composed of sub-sequences of
local cyclic processes (LCPs) are treated as multimodal processes, e.g.
in case local processes encompass the subway lines network the relevant
multimodal processes can be seen as passengers traveling itineraries this
network. Since LCPs network implies a MCPs behavior, the following
fundamental questions arise: Does the given LCPs network guarantee
an assumed cyclic schedule of the MCPs at hand? Does there exist the
LCPs network such that an assumed cyclic schedule of MCPs can be
achieved? In that context our contribution is to propose a declarative
framework allowing one to take into account both direct and reverse
problems formulation.

Keywords: cyclic scheduling, multimodal processes.

1 Introduction

Cyclic scheduling problems arise in different application domains (such as man-
ufacturing, time-sharing of processors in embedded systems) as well as service
domains (covering such areas as workforce scheduling, timetabling, and reserva-
tions) [1], [2], [4], [5], [6], [12], [14]. Subway or train [14] traffic can be considered
as an example of such kind of systems as well as flow shops, job shops, assem-
bly systems, and, in general, to any discrete event system which transforms raw
material and/or components into products and/or components [7], [8]. Among
the manufacturing systems the ones providing constantly the required mixture
of various products, through the realizing so called cyclic manufacturing pol-
icy focus a special attention. In such systems each product is performed along
the unique sequence of operations on dedicated machines, defined by individual
technological route, and different for different products. The aim is to find the
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cyclic schedule of minimal cycle length. The considered cyclic job shop scheduling
problem, is strongly NP-hard [12].

Many models and methods have been proposed to solve the cyclic scheduling
problem [7]. Among them, the mathematical programming approach (usually
IP and MIP), max-plus algebra [8], constraint logic programming [2], [3], evo-
lutionary algorithms [10] and Petri net [12] frameworks belong to the more fre-
quently used. Most of them are oriented at finding of a minimal cycle or maximal
throughput while assuming deadlock-free processes flow. The approaches trying
to estimate the cycle time from cyclic processes structure and the synchroniza-
tion mechanism employed (i.e. rendezvous or mutual exclusion) are quite unique
[1], [2], [3], [8]. In that context, our approach to cyclic scheduling of multiprod-
uct manufacturing within FMS environment, especially to cyclic scheduling of
associated AGVS, employing declarative modeling approach while implement-
ing a concept of concurrently flowing cyclic processes (SCCP) can be seen as
continuation of our former work [1], [2], [3], [8].

The approach proposed permits to determine the model for the assessment of
the impact of the structure of LCPs on the MCPs performance indices as well as
provides the declarative framework allowing one to take into account both direct
and reverse problems formulation of the MCPs scheduling. That can be seen as
extension of our former work [1], [2], [3], [8], while aimed at pipeline-like flows
of local as well as multimodal processes. So, the papers objective is to provide
the conditions useful in the course of tasks routing and scheduling in systems
composed of cyclic processes interacting each other through mutual exclusion
protocol.

The rest of the paper is organized as follows: Section 2 introduces to the con-
cept of multimodal processes and states their scheduling problem. The Section 3
introduces to multimodal scheduling problem. In Section 5, a declarative model-
ing framework is implemented to illustrate example. Conclusions are presented
in Section 6.

2 Concept of a Multimodal Processes

The approach proposed is based on the LCP concept assuming its cyclic steady
state behavior guaranteed by a given set of dispatching rules and assumed ini-
tial processes allocations. That means there exists a set of possible cyclic steady
states encompassing potential cyclic behaviors of the LCP at hand. Each cyclic
steady state specifies a local process periodicity, i.e. its cycle time. In that con-
text, multimodal processes that can be seen as processes composed of local cyclic
processes lead to the following fundamental questions that determine our further
works:

– Does exist steady cyclic state of MCPs for the given LCPs structure con-
straints?

– Does exist a control procedure (i.e. a set of dispatching rules and an initial
state) enabling to guarantee an assumed steady cyclic state (e.g. following re-
quirements caused by MCP at hand) subject to LCPs structure constraints?
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2.1 Illustrative Example

An idea of multiproduct production flow modeling, shown in Fig. 1, assumes a
given layout of manufacturing system, i.e. machine tools and AGVS as well as
structure of transportation path segments (see Fig. 1 b), and the LPCs model
of local manufacturing routes following sequences of alternatively occurring ma-
chine tools and paths segments passed by AGVs (see Fig. 1 b).

Fig. 1. Illustration of the LCP composed of four processes a), and modeling AGVS b)

In case considered the assumed cyclic (rotary) transportation routes can be
seen as sequences:

p1 = (R1, R2, R3, R4, R5, R6), (1)

p2 = (R15, R16, R17, R18, R19, R20), (2)

p3 = (R1, R8, R19, R9, R10, R7), (3)

p4 = (R11, R12, R13, R15, R14, R5), (4)

The sequences (1), (2), (3), and (4) describe transportation routes of cyclic
processes P1, P2, P3, and P4 executed in LCP network from Fig. 1 a). In general
case, local processes can be seen as serial ones (i.e. more than one AGV executes
its round trip service) processed along the same production route. In the case
considered, processes P1, P2 are served by two AGVs each one, and specified
by stream-processes P 1

1 , P
2
1 and P 1

2 , P
2
2 , respectively (where P j

i means the j-th

stream of process Pi). That means, each the j-th stream-processes P j
i (stream
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for short) modeling AGVs used in the i-th cyclic local transportation process Pi

follows the same transportation route pi.
In the LCP model from Fig. 1a), besides of local cyclic processes P1, P2, P3,

and P4 one can assume the two new ones, e.g., mP1,mP2 described by:

mp1 = (R10, R6, R1, R8, R19, R20, R15, R14, R5, R11, R12), (5)

mp2 = (R3, R4, R5, R6, R1, R8, R19, R20, R15, R16, R17). (6)

These new routes distinguished in LCP model (see Fig. 1 a)) by the solid and
dashed lines, respectively, provide the guidelines for two concurrently executed
multimodal processes. Similarly to local processes, the multimodal processes that
encompass pipeline flow of workpieces processed along the same production route
can be also considered as cyclic and/or serial ones. In case from Fig. 1 a) processes
mP1,mP2 consist of two streams each one, i.e. mP 1

1 ,mP
2
1 following the manu-

facturing route mp1, and mP
1
2 ,mP

2
2 following the manufacturing route mp2, re-

spectively (wheremP j
i means the j-th stream of processmPi. In order to simplify

further considerations let us assume the AGVs servicing particular transportation
routes are disposable for any machine tool in the manufacturing routes serviced.

2.2 Problem Formulation

Consider the digraph shown in Fig. 1 a). Four cycles specifying routes of local
cyclic processes P1, P2, P3 and P4, respectively are distinguished. Each process
route is specified by a sequence of resources passed on in course of its execution.
The process routes are specified by (1), (2), (3), (4), where R1, R5, R15, R19, are
so-called shared resources while the rest are non-shared ones. Processes sharing
common resources interact each other on the base of mutual exclusion protocol.

The possible resources conflicts are resolved with help of priority rules de-
termining the order in which streams of processes make their access to shared
resources (for instance, in case of the resource R5, the priority dispatching rule
σ5 = (P 1

1 , P
1
4 , P

2
1 ) determines the order in which the stream P 1

1 can access the
resource R5 firstly, then P 1

4 as next and P 2
1 , and once again P 1

1 , and so on.
Consider two multimodal processes mP1,mP2 specified by the routes (5),

(6). Since routes of multimodal processes consist of resources occurring in local
process routes, hence multimodal processes can be seen as processes composed
of sub-sequences of local processes. In other words each multimodal process
can be treated as a process executing itself along distinguished parts of local
processes determined by relevant routes sub-sections. In general case, each local
process Pi ∈ P = {P1, P2, . . . . . . , Pn}, where: n – is a number of processes,
the sequence of operations using resources defined by the given process route
pi =

(
Rj1 , Rj2 , . . . , Rjlr(i)

)
, jk ∈ {1, 2, . . . ,m}, where: lr(i) denotes a length

of cyclic process route, m – is a number of resources, and Rjk ∈ R, where
R = {R1, R2, . . . , Rm}, executes periodically. For each process Pi the set of

streams Sri is assigned: Sri =
{
P 1
i , . . . , P

ls(i)
i

}
. In that context, in a system

from Fig. 1a) sets of streams are as follows: Sr1 =
{
P 1
1 , P

2
1

}
, Sr2 =

{
P 1
2 , P

2
2

}
,
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Sr3 =
{
P 1
3

}
, Sr4 =

{
P 1
4

}
. In turn the set of all streams executed in the system

is defined as: SR = Sr1 ∪ . . . ∪ Srn.
The sequence Ti =

(
ti,j1 , ti,j2 , . . . , ti,jlr(i)

)
, ti,jk ∈ N , describes the operation

times in each stream of Pi. To any shared resource Ri ∈ R the priority dispatch-
ing rule σi =

(
Pj1 , Pj2 , . . . , Pjlp(i)

)
, Pjk ∈ SR is assigned, where lp(i) > 1, lp(i)

– is a number of processes dispatched by σi. In general case the same streams
can occur many times and in different orders so priority rule lengths are not
limited. It means, in case of the following rule σ5 =

(
P 1
1 , P

1
4 , P

1
4 , P

2
1

)
streams

P 1
1 , P

2
1 access uniquely while P 1

4 twice due to assumed order P 1
1 , P

1
4 , P

1
4 , P

2
1 .

Consider the set of multimodal processesMP = mP1,mP2, . . . ,mPu, where u
– is a number of multimodal processes. Similarly as in the case of local processes
for each process mPi the set of multimodal streams mSri is assigned: Sri ={
mP 1

i , . . . ,mP
mls(i)
i

}
. In turn the set of all streams executed in the system is

defined as: MSR = mSr1 ∪mSr2 ∪ . . . ∪mSrn.
Each multimodal processmPi is specified by the routempi which is a sequence

of sub-sequences (sections) of local cyclic process routes:

mpi = (mprj(aj , bj)& . . .&mprh(ah, bh)) , (7)

where: mprj(a, b) = (crdapj , crda+1pj , . . . , crdbpj), crdiD = di,
forD = (d1, d2, . . . , di, . . . , dw), ∀a ∈ {1, 2, . . . , lr(i)}, ∀j ∈ {1, 2, . . . , n}, crdapj ∈
R. u&v = (u1, . . . , ua, v1, . . . , vb) denotes a concatenation of two sequences
u = (u1, . . . , ua) and v = (v1, . . . , vb). Examples of multimodal routes are speci-
fied in (5), (6).

By analogy to local cyclic processes the sequence mTi = (mti,j1 ,mti,j2 , . . . ,
mti,jlm(i)

)
,mti,jk ∈ N describes the operation times required by operations ex-

ecuted along mPi (where lm(i) length of i-th MCP route mPi). In that context
a LCP can be defined as a pair [2], [3]:

SC = (R,STLCP , SBLCP ), (8)

where: R = {R1, R2, . . . , Rm} – the set of resources,
STLCP = (P, SR, T,Π,Θ) – specifies the behavior of local processes, i.e.
P = {P1, P2, . . . , Pn} – the set of local process,

SR =
{
P 1
1 , . . . , P

ls(i)
1 , P 1

2 , . . . , P
ls(2)
2 , . . . , P 1

n , . . . , P
ls(n)
n

}
– set of local pro-

cesses streams,
T = {T1, T2, . . . , Tn} – the set of local processes operation times sequences,
Π = {p1, p2, . . . , pn} – the set of local process routes, andΘ = {σ1, σ2, . . . , σm}

– the set of dispatching priority rules.
SBLCP = (MP,MSR,MΠ,MT ) – characterizes the behavior of multimodal

processes, i.e. MP = {mP1,mP2, . . . ,mPu} – the set of multimodal process,

MSR = {mP 1
1 , . . . ,mP

mls(i)
1 ,mP 1

2 , . . . ,mP
mls(2)
2 , . . . ,mP 1

n , . . . ,mP
mls(n)
n } – set

of multimodal processes streams, MΠ = {mp1,mp2, . . . ,mpu} – the set of mul-
timodal process routes, MT = {mT1,mT2, . . . ,mTu} – the set of multimodal
process routes operations times.
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Due to former assumption any operation time is equal to a unit operation
time (1 u.t. for short), i.e.:

∀i∈{1,...,n}∀j∈{1,...,lr(i)}(crdjTi = 1), (9)

∀i∈{1,...,u}∀j∈{1,...,lm(i)}(crdjmTi = 1). (10)

In that context the problem considered can be stated as follows: Consider a
LCP following the conditions (7). Given are initial allocations of both local and
multimodal processes. The main question concerns of LCPs periodicity. In case
the LCP behaves periodically the next question regards the LCPs period. Of
course, the similar questions can be stated for multimodal processes executed in
the LCP environment. Other questions regard of relationship between LCP and
MCP periodicity, e.g. Does there exist the LCPs structure such that an assumed
steady cyclic state the MCPs at hand can be achieved?

2.3 State Space

Consider the following MCPs state definition describing both the local and mul-
timodal processes allocation:

mSk = (Sr,MAk), (11)

where:

– Sr ∈ Sl is the state of local processes, corresponding to the k-th state of
multimodal processes,

Sr = (Ar, Zr, Qr), (12)

where: Ar = (ar1, a
r
2, . . . , a

r
m) – the processes allocation in the r-th state,

ari ∈ SR ∪ {Δ}, ai = P b
a – the i-th resource Ri is occupied by the b-th

stream of process Pj , and a
r
i = Δ – the i-th resource Ri is unoccupied.

Zr = (zr1 , z
r
2 , . . . , z

r
m) – the sequence of semaphores corresponding to the

r-th state, zri ∈ SR – means the name of the stream (specified in the i-th
dispatching rule σi, allocated to the i-th resource) allowed to occupy the
i-th resource; for instance zri = P b

a means that at the moment stream P b
a is

allowed to occupy the i-th resource.
Qr = (q1

r, q2
r, . . . , qm

r) – the sequence of semaphore indices, corresponding
to the r-th state, qi

r determines the position of the semaphore zi
r in the

priority dispatching rule σi, zi
r = crd(qir), σi, qi

r ∈ N. For instance q2
r = 2

and z2
r = P 1

1 , means the semaphore P 1
1 regards to position 2 in the priority

dispatching rule σ2.
– MAk – the sequence of multimodal processes stream allocation: MAk =

(mAk
1 , . . . ,mA

k
u), mA

k
i allocation of the process mPi, i.e.:

mAk
i = (mai,1

k,mai,2
k, . . . ,mai,m

k), (13)

where: m – is a number of LCP resources, mai,j
k ∈ mSri ∪ {Δ},mai,jk =

mP h
i

(
mP h

i ∈ mSri
)
means, the j-th resource Rj is occupied by the h-th

stream of multimodal process mPi, and mai,j
k = Δ – the i-th resource Rj

is unoccupied by streams of the i-th multimodal process Pi.
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In that context, the state mSk is feasible only if Sr is feasible [3] and for
any of its mai,j

k the following condition hold:

∀i∈{1,2,...,u}∃!j∈{1,2,...,m}∃!h∈{1,2,...,mls(i)}(mai,jk = mP h
i ), (14)

∀i∈{1,2,...,u}∀j∈{l|Rl∈{ra|ra=crdampi,a=1,...,lm(i)}}(mai, jk ∈ mSri ∪ {Δ}), (15)

∀i∈{1,2,...,u}∀j /∈{l|Rl∈{ra|ra=crdampi,a=1,...,lm(i)}}(mai, jk = Δ), (16)

where: lm(i) – the length of multimodal process route mPi.
It means in every feasible state each multimodal process is allotted to a unique

resource associated to the relevant multimodal process route. The introduced
concept of the k-th state mSk enables to create a space of feasible states S.
Moreover, the transition linking directly reachable states can be also introduced.
Consider two feasible states mSk and mSl, i.e. mSk,mSl ∈ S, such that:

mSk = (Skr,MAk), (17)

mSl = (Skl,MAl). (18)

The state mSl is reachable directly from the state mSk if the transition
Skr → Skl holds, and the following conditions hold:

∀i∈{1,2,...,u}∀j∈{1,2,...,m}
[
(aj

kr = Δ)⇒ (mai,j
k = mai,j

l)
]
, (19)

∀i∈{1,2,...,u}∀j∈{1,2,...,m}
[
[(aj

kr = Δ) ∧ (aj
kl = Δ)]⇒ (mai,j

k = mai,j
l)
]
, (20)

∀i∈{1,2,...,u}∀j∈{1,2,...,m}
[
[(aj

kr = Δ) ∧ (aj
kl = Δ) ∧ (mai,j

kl = Δ)] (21)

⇒ (mai,j
l = Δ)

]
,

∀i∈{1,2,...,u}∀j∈{1,2,...,m}
[
[(aj

kr = Δ) ∧ (aj
kl = Δ) ∧ (mai,j

kl = Δ) ∧ (22)(
αj(aj

kr) = α∗
j (mai,j

k)
)
]⇒ [(mai,j

l = Δ ∧ (mai,α∗
j (mai,j

k)
l
= mai,j

k)]
]
,

∀i∈{1,2,...,u}∀j∈{1,2,...,m}
[
[(aj

kr = Δ) ∧ (aj
kl = Δ) ∧ (mai,j

kl = Δ) ∧ (23)(
α∗
j (mai,j

kr) = Δ
)
]⇒ [(mai,j

l = Δ ∧ (mai,λj(mai,j
k)

l
= mai,j

k)]
]
,

∀i∈{1,2,...,u}∀j∈{1,2,...,m}
[
[(aj

kr = Δ) ∧ (aj
kl = Δ) ∧ (mai,j

kl = Δ) ∧ (24)(
αj(aj

kr) = α∗
j (mai,j

k) ∧ (α∗
j (mai,j

k) = Δ)
)
]⇒ (mai,j

k = mai,j
l)
]
,

where: m – the number of resources, u – the number of multimodal processes,
αi(P

h
j ) – an index of the resource directly succeeding the resource Ri, in the

j-th local process route pj, αi(P
h
j ) ∈ {1, 2, . . . ,m}, in case the resource Ri is the



594 G. Bocewicz, R. Wójcik, and Z. Banaszak

last element in the sequence pj , then αi(P
h
j ) states for an index of the resource

beginning these sequence,
α∗
j (mP

h
j ) – an index of resource directly succeeding the resource Ri, in the

j-th multimodal process route mpj, α
∗
j (mP

h
j ) ∈ {Δ, 1, 2, . . . ,m}, in case the

resource Ri is the last element in the sequence pj , then α
∗
j (mP

h
j ) = Δ,

λj(mP
h
j ) – an index of the first resource in the j-th multimodal process route

mpj , α
∗
j (mP

h
j ) ∈ {Δ, 1, 2, . . . ,m}.

The conditions provided describe the relationship between subsequent alloca-
tions of multimodal processes MAk and MAl being in states mSk and mSl,
respectively. Therefore,mSk → mSl linking two feasible statesmSk,mSl ∈ S fol-
lowing the conditions (19)÷(24) can be seen as a partial state transition func-
tion, (describing the relationship between subsequent states in LCPsSkr and Skl.

Let us assume that multimodal process execution is conflict and deadlock-free
as well that the executions of so called elementary subsequences depend on local
processes, i.e. moments of their initiation depend on local processes ”availability”
(i.e. the moments the local and multimodal processes are allocated at the same
resource).

3 Multimodal Processes Scheduling

The set mSc∗ = {mSk1 , mSk2 , mSk3 , . . . ,mSkv}, mSc∗ ⊂ S is called a reach-
ability state space of multimodal processes generated by an initial state
mSk1 ∈ S. If the following conditions hold:

mSk1 i−1−−→ mSki v−i−1−−−−→ mSkv → mSki (25)

where: mSa i−→ mSb – the transition defined by (19) ÷ (24), as well as [3],
(describing transitions between Skr and Skl).

The set mSc = {mSki ,mSki+1 , . . . ,mSkv}, mSc ⊆ mSc∗ is called a cyclic
steady state of multimodal processes with the period Tm = ‖mSc‖, Tm >
1. In other words a cyclic steady state contains such a set of states in which
starting from any distinguished state it is possible to reach the rest of states and
finally reach this distinguished state again:

∀mSk∈mSc

(
mSk Tm−1−−−−→ mSk

)
(26)

Therefore, our former question regarding periodicity of MCP executed in LPCs
results in the question whether there exist an initial state mS0 generating the
cyclic steady state mSc. It means, that searching for a cyclic steady state mSc
in a given LPC can be seen as a reachability problem where for an assumed initial
statemS0 (i.e. determining local and multimodal processes allocations) the state

mSk, such that following transitions mS0 i−→ mSk Tm−1−−−−→ mSk hold, is sought.
Note that for a given initial state mS0, there exists a unique sequence of tran-

sitions leading to a cyclic steady state of both local and multimodal processes.
So, starting from the state mS0 the LCPs behavior results in a cyclic steady
state. Moreover, it can be shown that steady state mSc exists if and only if
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the steady state Sc there exists. The following theorem provides the condition
linking periods of LCP and MCP.

Theorem
Consider LCP and initial feasible state mSk = (Skr,MAk) such that Skr ∈ Sc
and mSkr ∈ mSc, where mSc – the cyclic steady state of multimodal processes,
Sc the cyclic steady state of local processes, Tm – the period of mSc, T l – the
period of Sc. The following condition holds: MOD(Tm, T l) = 0.

4 Declarative Modelling

Reachability problem can be stated in terms of Constraint Satisfaction Problem
(CSP) [1], [9]. So, the mSc can be modeled in declarative framework as follows:

CS = ((X,D), C), (27)

where: X = {Tm,mSc∗} – the set of decision variables (the cycle of MCP, the
set of states contained by the multimodal processes cyclic steady state), D the
family of decision variable domains; C the set of constraints (28)÷(20); Tm ∈ N,
mSc∗ ⊆ S.

It means, the set mSc∗, see X = {Tm,mSc∗}, has to follow the constraints
C:

Tm+ i = ‖mSc∗‖, i ≥ 0, (28)

∃mSk∈mSc∗(mS
0 i−→ mSk Tm−1−−−−→ mSk), (29)

∃!mSc⊆mSc∗∀mSk∈mSc(mS
k Tm−1−−−−→ mSk), (30)

where: mS0 – an initial state; mSa i−→ mSb – the state transition following the
conditions (19)÷(24).

Therefore, the problem (27) reduces to determination of the setX that follows
constraints C, and can be implemented within the declarative languages envi-
ronment. Note, the problem considered is formulated in a straight way. However,
within the modeling framework employed the opposite one, i.e. reverse problem
formulation can be considered.

In that case the variables {R,P, SR,MP,Π,MΠ,MSR, T,MT,Θ}are treated
as decision ones, and Tm,mSc∗ as well as conditions (28)÷(30) state for con-
straints. For illustration let us consider the LCP and two MCP routes as shown
in Fig. 2. The operation times of local and multimodal processes are equal to one
(due to (9) and (10)). The response to the following questions is sought: Does the
cyclic steady state of LCPs can be reached? What are T l and Tm cycle times?
What is tact time (cycle time) (i.e. the work time between two consecutive units
completion) of the serial production case considered? What are the recommenda-
tions regarding the multi-load AGVs and the multi-load pick-up/delivery points
(e.g. pallet carousel turntable like) usage? What are the changes imposed on the
material handling transportation system (MHS)?
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Fig. 2. Gantts charts illustrating execution of processes from. Fig. 1 a) , and modeling
AGVS b)
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Assuming the following initial state the response to these questions results
from CS (27): mS0 = (S0,MA0), where:

– S0 = (A0, Z0, Q0) – an initial state for local cyclic processes:
A0 = (Δ,Δ,Δ, P 1

1 , Δ, P
2
1 , P

1
3 , Δ,Δ,Δ,Δ,Δ, P

1
4 , Δ,Δ,Δ,Δ, P

1
2 , Δ, P

2
2 ),

Z0 = (P 2
1 , P

2
1 , P

2
1 , P

1
1 , P

1
1 , P

2
1 , P

1
3 , P

1
3 , P

1
3 , P

1
4 , P

1
4 , P

1
4 , P

1
4 , P

1
4 , P

2
2 , P

2
2 , P

2
2 ,

P 1
2 , P

1
2 , P

2
2 ),

Q0 = (3, 2, 2, 1, 1, 2, 1, 1, 1, 2, 1, 1, 1, 1, 3, 2, 2, 1, 1, 1),
– MA0 = (mA0

1,mA
0
2) – an initial allocation of multimodal processes:

mA0
1 = (Δ,Δ,Δ,Δ,Δ,Δ,mP 1

1 , Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,mP
2
1 ),

mA0
2 = (Δ,Δ,Δ,mP 2

2 , Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,Δ,mP
1
2 ).

The problem has been implemented in Oz Mozart. Its solution was found
in ten steps, including both constraints propagation and variables distribution.
The corresponding steady state period is: Tm=20 u.t. while the period of lo-
cal processes is: T l=10 u.t. That means the required mixture of two products
on the system output can be awaited every 10 u.t. – tact times (time between
streams execution) of processes mP1, mP2 equal to: Tc1 = Tc2 = 10 respec-
tively. Moreover, the cyclic steady state mSc is equal to the multiplicity of cycle
time generated by Sc (see the Theorem), see Fig. 2. Note that planned MCP
schedule impose some changes in MHS structure, i.e. regards the double-load
AGVs supporting P 2

2 , P
1
3 , and the double-load pick-up/delivery points modeled

by R1, R8, R15, R19, R20, see Fig. 1.

5 Concluding Remarks

In this paper we focused our attention to flow shops, job shops, assembly sys-
tems, and, in general, to any discrete event system which transforms raw mate-
rial and/or components into products and/or components. Modeling and traffic
control problem of a fleet of automated guided vehicles providing material han-
dling/transportation service to the medium- and large-series manufacturing sys-
tem which provides constantly the required mixture of various products on the
system output, through the realizing so called cyclic manufacturing policy is its
main contribution. The approach proposed is based on the system of concurrently
flowing local cyclic processes LCPs concept. Its cyclic steady state behavior guar-
anteed by a given set of dispatching rules and assumed set of initial processes al-
locations provides the framework for MCPs modeling and scheduling. The MCP
concept lead to two fundamental questions: Does there exist a control procedure
(i.e. a set of dispatching rules and an initial state) enabling to guarantee an as-
sumed steady cyclic state (e.g. following requirements caused by MCPs at hand)
subject to LCPs structure constraints? Does there exist the LCPs structure such
that an assumed steady cyclic state (e.g. following requirements caused by MCPs
at hand) can be achieved? Response to these questions determines our further
works.

We believe that this approach enables us to develop the sufficient conditions
that allow one to compose elementary systems in such a way as to obtain the
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final MCPs scheduling system with required quantitative and qualitative charac-
teristics. So, we are looking for a method allowing one to replace the exhaustive
search for the admissible control by a step-by-step structural design guaranteeing
the required system behavior.
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2. Bocewicz, G., Wójcik, R., Banaszak, Z.: Design of admissible schedules for AGV
systems with constraints: A logic-algebraic approach. In: Nguyen, N.T., Grzech,
A., Howlett, R.J., Jain, L.C. (eds.) KES-AMSTA 2007. LNCS (LNAI), vol. 4496,
pp. 578–587. Springer, Heidelberg (2007)

3. Bocewicz, G., Banaszak, Z.: Declarative approach to cyclic steady states space
refinement: periodic processes scheduling. The International Journal of Advanced
Manufacturing Technology 67(1-4), 137–155 (2013)

4. Fournier, O., Lopez, P., Lan Sun Luk, J.-D.: Cyclic scheduling following the social
behavior of ant colonies. In: Proceedings of the IEEE International Conference on
Systems, Man and Cybernetics, pp. 450–454 (2002)

5. Kats, V., Lei, L., Levner, E.: Minimizing the cycle time of multiple-product process-
ing networks with a fixed operation sequence, setups, and time-window constraints.
European Journal of Operational Research 187, 1196–1211 (2008)
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Abstract. Nowadays, role of sea port container terminals in national and 
regional transportation and economy cannot be omitted. To respond enormous 
and every increasing demand on sea transshipments within the same time 
frame, terminal managers require more and more efficiency in container 
performance and operations. Automation of the processes at the quays of the 
container ports is one the solutions to improve the performance and output of 
container terminals. For such purpose, using new generation of vehicles is 
unavoidable. Automated Lifting Vehicle (ALV) is one of the automatic vehicles 
that has been introduced during recent years and can be used in container 
terminals. In this paper, an integrated scheduling of quay cranes and automated 
lifting vehicles with unlimited buffer space is formulated as a mixed integer 
linear programming model. Our objective is to minimize the makespan of all 
the loading and unloading tasks for a pre-defined set of cranes. Obtained result 
from our scheduling model is compared with an Automated Guided Vehicle 
(AGV) inspired from the same problem.  

Keywords: Automated container terminal, Quay crane, Automated lifting 
vehicle, Unlimited buffer space, Integrated scheduling. 

1 Introduction 

Maritime transport is one the essential supports for globalization and a huge portion 
of international trade is being transported through the ports.  Due to the significant 
role of maritime transports major ports are expected to increase their cargo capacity to 
two or three times more by 2020 [1].  

Containers are suitable, safe, secure and efficient carriers for storage and shipping 
of products and materials in sea transport. A shipping container is a box that is 
designed for door to door delivery of the goods without physical handling of the 
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contents [2]. Container as a necessary part of a unit load concept has achieved a 
certain place in global sea cargo transportation. Nowadays, containers transport more 
than 60% of the world’s deep-sea general cargo, especially between economically 
stable and strong countries [3]. As a result of the continuing increase of container 
trade, many sea terminals are equipped to serve the containerships and competition 
between major seaports and container terminals is becoming more and more. So it is 
important for port operators to develop different optimization algorithms and decision 
tools to improve their performance and competitiveness. The competitiveness of a 
container seaport is defined by different success factors, especially fastness of the 
loading and unloading activities. So it is essential that a terminal can receive, store, 
and dispatch containers efficiently and rapidly [4]. 

To increase efficiency of the container terminals, it is necessary to coordinate 
different terminal equipment to ensure a correct flow of containers within the 
terminal. Container activities can be categorized into: export, import and 
transshipment activities. In export activities, the containers are being shipped and 
stored at their predefined locations in the storage yard. For loading the containers, 
yard cranes (YC) will retrieve them from the stored locations and vehicles transport 
the containers to the quay side. Then quay cranes (QC) receive containers from the 
vehicles and load them into the vessels. The processes for import activities are 
performed in the same manner but in the reverse order. For transshipment activities, 
after unloading from the vessel, containers will be stored in the storage yard and 
finally be loaded onto other vessels. 

Problems related to operations and activities in container terminals can be divided 
into several types of problems, such as assignment of vessels [5], loading or 
discharging and storage of the containers in marshaling yard [5], scheduling of quay 
cranes [6], planning of YCs [7] and assignment of storage places to containers [8]. 

In automatic container terminals, several types of vehicles can be used for handling 
and transferring the containers in the yard. Two different types of automatic vehicles 
that being used are: Automated Guided Vehicle (AGV) and Automated Lifting 
Vehicle (ALV). An AGV can receive a container from quay crane and transport it 
over a fixed path. In such situation, a yard crane should take the container off the 
vehicle. ALVs are capable of lifting a container from the ground by themselves. 
Because of such capability, in terminal, buffer areas are defined at QC in apron and 
transfer point (TP) in the yard to help loading and unloading process for ALVs. ALV 
receives the container from a buffer area and carries it to its destination. 

Compared to AGVs, only few prior researches have involved ALVs. Vis et al. [9] 
has compared the performance of AGV and ALV, as two types of known automated 
vehicles, by a simulation study. They concluded that, by observing purchasing costs 
and initial essential investment for equipments, ALVs are the cheaper options than 
AGVs (in some cases 38% less ALVs need to be used than AGVs). Nguyen and Kim, 
[10] developed a mixed programming model for the optimal assignment of delivery 
tasks to ALVs. They have proposed a heuristic algorithm to solve their model. Le et 
al. [11] have used DCA for solving their model. 

In this work, the authors consider some of constraints similar to the Nguyen’s 
model [10]. Minimizing makespan is objective of our model that is also used by 
Homayouni et al. [12] for dispatching of AGVs in container’s terminal. In the 
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proposed mixed zero-one programming model of this study, unlimited buffer space 
for QCs is considered and so the delay of ALVs and QCs for lack of empty buffer 
space will not occur. 

2 Problem Definition and Mathematical Model 

2.1 Problem Definition 

The handling activities can be divided into two parts, one portion of these activities 
which are performed by QCs are known as seaside operations, and another part that 
will be done by ALVs is called landside operations. 

Before starting of ship operations, shipping agent prepares a guideline for loading 
and unloading operations based on the schedule of QCs. According to the guideline 
and work schedule, a sequence list will be issued that determines the sequence of 
unloading and loading operations for all the containers. In most of the times, actual 
ship operations follow the specified order in sequence list. So we can consider that 
sequence and delivery operations of ALVs are predefined and known in advance. 

The function and duty of an ALV for unloading tasks is delivering a container from 
the apron to the yard, and for loading operations it should carry the container from the 
yard to the apron. During the unloading operation, QC picks up a container from the 
prow and delivers it into the buffer space. In container terminals with limited buffer 
spaces, when the buffer is full, ALV or QC must wait for releasing a container on 
buffer space. In our problem, we have considered unlimited buffer space for QCs and 
therefore delay of ALVs and QCs for lack of empty buffer space is eliminated. When 
QC delivered the container to the buffer, ALV picks up the container from the buffer 
and delivers it to the marshalling yard. In the marshalling yard, ALV releases the 
container to the specified and available transfer point (TP) of the yard. An AYC picks 
up and stacks container onto an empty and predefined place in bay. The loading 
operation is performed in the reverse order. 

2.2 Mathematical Model  

During developing the model, the authors assumed that YCs are not known as the 
bottle neck of the container terminal. It means that the vehicles can be served by the 
YCs immediately, and yard cranes are ready to pick up the imported containers 
without any delay. Also the exported containers are ready and available to be 
delivered to the ALV while it reaches the loading or unloading place.  

The ALV’s journey starts from predetermined loading/unloading station and 
finishes with coming back to the initial position. In the proposed model we have 
assumed that QCs are far enough from each other and there is enough and unlimited 
space for buffers in apron. In other words, quay cranes and ALVs can release the 
container to buffer as soon as reach the place. Some other assumptions in the 
formulation of the problem are as follows: 

─ Each ALV transports only one container at each time. 
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─ All ALVs are same in capacity and shape, thus they are neither assigned to a 
specific kind of container nor to a crane. 

─ ALV’s Congestions are not considered in the model. 
─ Operation time of ALV or QC for pick up and releasing the container is small 

enough and can be neglected. 
─ Travel times of ALVs, travel time of cranes between the quay and the vessel area 

(TQ) and its operation time (OQ) is deterministic and predefined. 

The following notations are used in the proposed Mixed-Integer Programming (MIP) 
model for dispatching of ALVs: 
 

 The set of ALVs. 

 The set of QCs. 

     The number of tasks determined for  , ∈  . 

 The number of tasks for  , ∈  . 

      The th operation of   ,  ∈ , = 1, … ,  . 

 The real completion time of , ∈ , = 1, … ,  . 

      The earliest possible completion time of , ∈ , = 1, … ,  . 
       {0} ∪  . " { } ∪ . 

 Cycle time of   ,  ∈ .      
 

The travel time between  and  including required time for the ALV 
to be ready for  after it experiences , ∈ , ∈ " , = 1,2, … ,  ,= 1,2, … ,  . 

 The decision variable that becomes 1 if be executed directly after   by 
the same ALV, ∈ , ∈ " , = 1,2, … , , = 1,2, … ,  . 

M A big positive number. 

 The operational time of quay cranes. 

 The travel time of quay cranes between the ship and the quay area. 

 The set of loading tasks. 

 The set of Unloading tasks. 

 
The problem of scheduling of lifting vehicle to transfer containers in an automated 
port container terminal with unlimited buffer space is a static scheduling and 
assignment problem for ALVs to accomplish all the delivery tasks without any 
limitation for buffer capacity. The objective function of the developed model is as 
below: 
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Minimize =  (1) 

Different objective functions can be defined to improve the transfer and traveling of 
containers but in this model we have focused on minimizing the makespan of all 
loading and unloading tasks in a specific scheduling horizon (1). The makespan of 
tasks is the completion time for latest journey of the ALVs to the final destinations. 
Minimizing the makespan of ALVs will result in decreasing the completion time and 
delay of the quay cranes. Constraints for this model are described as follows: C  − y −TQ − OQ + cf ≥ M xf − 1 , ∀k ∈ K, j ∈ V ,  i = 1,2, … , m , T ∈ L 

(2) 

C    − y + cf ≥ M xf − 1 , ∀k ∈ K′, j ∈ V , i = 1,2, … , m , T ∈ U (3) 

Makespan ≥ C ∀j ∈ V (4) 

x∈K" = 1, ∀k ∈ K′ , i = 1,2, … , m  (5) 

x∈K = 1, ∀k ∈ K′′ , j = 1,2, … , m  (6) 

y ≥ s  , ∀k ∈ K′ , i = 1,2, … , m  (7) 

y − y ≥ s − s , ∀k ∈ K , i = 1,2, … , m  (8) 

y − A ≥ M x − 1 , ∀k ∈ K , ∀l ∈ K , ∀i = 1,2, … , m ,∀j = 1,2, … , m  
(9) 

x = 0 or 1, ∀k ∈ K , l ∈ K" , i = 1,2, … , m , j = 1,2, … , m  (10) 

Constraints (2) and (3) define the cycle time of ALVs, including the time that the 
ALV delivers the last container to destination, and the travel time of its last journey to 
the assigned final location. In loading operations, the quay crane continues its task 
after receiving the container and the ALV is allowed to continue its travel, so for 
calculation of cycle time, OQ and TQ should be deducted. Depend on the current duty 
and previous assigned task to a specific ALV,   can be different. More details for 

calculation of  are presented in Table 1. In this table S, F, L and U represent the 
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Start, Finish, Loading and Unloading tasks and a, b and c are ALV traveling times 
between QCs and TPs. 

Table 1. Calculation for    

S L a+bS U aL L a+bL U aL F aU L a+b+cU U a+bU F a+b

Constraint (4) shows that makespan is the largest cycle time of the ALVs 

calculated through formula (2) and (3). Constraints (5) and (6) ensure a one to one 
relation between two sequential tasks including the initial and final journeys of the 
ALVs. Constraint (7) expresses that the actual completion time is always greater than 
or equal to the earliest possible completion time. Constraint (8) defines that between 
two tasks assigned to a specific QC, there should be enough time for the QC to 
perform all the required movements. Constraint (9) indicates that the  is depended 
on  and .  In other words, completion time of   on    is related to previous 
duty of the ALV and completion time of prior assigned task to the QC. Based on 
current operation of QC and different characteristics of the  and  , this 
parameter varies. More detailed calculation for  is presented in Table 2. The “Max” 
function in this constraint can be separated into two inequalities to make a linear set 
of constraints. Constraint (10) defines   as binary decision variable. 

In this model Makespan,  and  will be obtained during solving the model and 

through the calculations depend on which  s get 1 value and which one be 0. A 
feasible solution is a one to one assignment between all the start and finish sets, 
represented by a series of  s. The start set is included starting events of ALVs and 
events related to the transfer operations by ALVs. And the finish set includes the 
stopping events of ALVs and events for delivery tasks of ALVs. 
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Table 2. Calculation for Constraint (9) on A   

    L L L + , − − + + +  U L L + , + + +L U L , − − + + +  U U L , + + +U/L L U + +
U/L U U + 2 +

3 Numerical Experiments and Discussion 

For comparison of the proposed model for dispatching of ALVs with unlimited buffer 
space by the same problem with AGV, a set of test cases is considered. 10 test cases 
are planned in a typical automated container terminal containing six transfer points in 
yard and six quay cranes in apron. In the generated test cases, the number of 
operations for each QC, the number of QCs and the number of ALVs range from 4 to 
7, from 2 to 3 and from 3 to 4, respectively. 

The travel times of ALVs between all combinations of QCs and TPs shown in 
Table 3 are same as traveling times that presented by Lau and Zhao [13]. 

Table 3. ALV traveling times between combinations of QCs and TPs (s) [13] 

 QCs TPs 

 0 1 2 3 4 5 6 7 8 9 10 11 
0 022 302 602 902 120 150 155 852 115 145 175 205 
1 80 0 30 60 90 120 85 55 85 115 145 175 
2 110 80 0 30 60 90 115 85 55 85 115 145 
3 140 110 80 0 30 60 145 115 85 55 85 115 
4 170 140 110 80 0 30 175 145 115 85 55 85 
5 200 170 130 110 80 0 205 175 145 115 85 55 
6 55 85 115 145 175 205 0 80 110 130 170 200 
7 85 115 145 175 205 235 30 0 80 110 140 170 
8 115 145 175 205 235 265 60 30 0 80 110 140 
9 145 175 205 235 265 295 90 60 30 0 80 110 
10 175 205 235 265 295 325 120 90 60 30 0 80 
11 205 235 265 295 325 355 150 120 90 60 30 0 
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The OQ for unloading and loading tasks is set to 20 s and the TQ is equal to 10 s 
for loaded or empty journeys. Table 4 shows details of test cases and the comparative 
results for ALV and AGV. In the first column, number of tasks, number of QCs, 
number of TPs and number of ALVs for each case are presented. Defined sequence of 
loading and unloading tasks for each quay crane and objective value for ALV and 
AGV are shown in column 3, 4 and 5. Also, the objective values are compared in the 
last column. All the tests for the ALV and AGV were solve by branch and bound 
algorithm and programmed in Lingo® software. 

Table 4. Test cases and comparative results 

T-QC-TP-
ALV 

QC No. Task Type 
ALV 
(A) 

AGV 
(B) 

Ratio 
(=A/B) 

8-2-2-3 1,2 U,U,U,L; U,L,U,U 150 315 0.47619 

8-2-2-4 1,2 U,U,U,L; U,L,U,U 125 290 0.43103 

10-2-2-3 4,5 U,U,L,L,L; L,U,L,U,L 190 245 0.77551 

10-2-2-4 4,5 U,U,L,L,L; L,U,L,U,L 150 205 0.73171 

12-2-2-3 2,3 U,U,L,L,U,L;U,L,U,L,U,L 290 435 0.66667 

12-2-2-4 2,3 U,U,L,L,U,L;U,L,U,L,U,L 220 365 0.60274 

12-3-2-3 2,3,4 U,U,L,L;U,L,U,L;U,L,U,L 160 395 0.40506 

12-3-2-4 2,3,4 U,U,L,L;U,L,U,L;U,L,U,L 130 330 0.39394 

14-2-2-3 2,3 U,U,L,L,U,L,U;L,U,L,U,L,L,U 250 360 0.69444 

14-2-2-4 2,3 U,U,L,L,U,L,U;L,U,L,U,L,L,U 195 320 0.60937 

 
 

From numerical results, and as it can be seen in Fig.1 we observe that in all the test 
cases, ALV with unlimited buffer space has better  results than AGV and in each case, 
as we expected, by increasing number  of ALVs we have better and less makespan.   
 

 
Fig. 1. Comparative results of test cases 
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4 Conclusion  

This paper developed and discussed a static model for dispatching of ALVs to load or 
unload a predetermined number of containers in automated terminals with unlimited 
buffer spaces. The problem was formulated as a Mixed Integer Linear Programming 
(MILP) model to minimize the makespan of all transport tasks. The makespan is 
largest cycle time among the all ALVs to perform their assigned journeys from the 
initial locations to the final destinations. This objective function will decrease both the 
completion time of the QC tasks and ALV’s traveling time. The authors considered 
test cases to evaluate performance of their model and compare the results by same 
problems with AGV. The obtained result shows that in all considered cases, ALV 
with unlimited buffer spaces has better performance than AGV. 
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Genetic Algorithm Solving the Orienteering

Problem with Time Windows

Joanna Karbowska-Chilinska and Pawel Zabielski

Bialystok University of Technology, Faculty of Computer Science, Poland

Abstract. The Orienteering Problem with Time Windows (OPTW) is
a well-known routing problem in which a given positive profit and time
interval are associated with each location. The solution to the OPTW
finds a route comprising a subset of the locations, with a fixed limit on
length or travel time, that maximises the cumulative score of the loca-
tions visited in the predefined time intervals. This paper proposes a new
genetic algorithm (GA) for solving the OPTW. We use specific mutation
based on the idea of insertion and shake steps taken from the well-known
iterated local search method (ILS). Computational experiments are con-
ducted on popular benchmark instances. The tests show that repetition
of the mutation step for the same route during one iteration of GA can
improve the solution so that it outperforms the ILS result.

Keywords: routing problem, orienteering problem with time windows,
genetic algorithm.

1 Introduction

The simpler version of the Orienteering Problem with Time Windows (OPTW)
is the Orienteering Problem (OP) [5]. In the OP [14], [9], a profit is associated
with each location and a travel length or time is assigned to each linked pair of
locations. The goal is to find a route with a fixed limit on length or travel time,
containing a subset of the locations, which maximises the profit of the locations
visited. In the OPTW a time window [Oi, Ci] is additionally assigned to each
location, where Oi and Ci denote the opening and closing time, respectively.
Service of a location must begin and end within this interval. It is permissible to
wait before the opening time in order to visit profitable locations and maximise
the total score. A feasible solution will not violate any time window constraint
on the fixed travel time limit (or travel length) of the route.

Numerous examples of practical applications of the OPTW are described in
the literature, e.g. in logistics and production scheduling [13]. OPTW solutions
are useful in solving problems related to tourism such as the Tourist Trip Design
Problem (TTDP) [15], which involves generating the optimum route that com-
plies with given constraints. Electronic tourist guides have enjoyed great popu-
larity, particularly in the last few years [3], [15]. These devices select points of
interests (POI) that maximise tourist satisfaction by taking into account tourist
preferences (travel cost or distance, duration or starting time of the trip) as
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well as the opening and closing times of the POI. Other important extensions
of the OPTW having application in the TTDP include the Team Orienteering
Problem with Time Windows (TOPTW) and the Time Dependant Orienteer-
ing Problem with Time Windows (TDOPTW). The TOPTW [1] expands the
OPTW to include multiple tours, with each tour satisfying the same fixed travel
length or time constraint. In the TDOPTW the travel time between locations
is not fixed but varies in time, i.e. the travel time from location i to j depends
on the departure time from i. Thus the TDOPTW could serve as an excellent
model for a TTDP problem in which tourists use public transport [3].

Researchers have investigated two categories of OPTW solutions: exact so-
lutions and heuristic approaches. Righini and Salani [11] developed an exact
algorithm based on bi-directional dynamic programming. The OPTW (like the
OP) is an NP-hard problem [5], so various heuristic approaches are usually used
in practical applications, e.g. a granular variable neighbourhood search (GVNS)
[4] or the ant colony optimisation approach (ACO) [10]. The iterated local search
(ILS) [16] is the fastest known heuristic and is used to solve the Tourist Trip
Design Problem [3]. The heuristic iteratively builds one route combining an in-
sertion step and deletion of some consecutive locations (shake step) to escape
from a local optimum.

In papers [6], [8], [7] an effective genetic algorithms solving the OP problem
was introduced. In this paper we introduce time windows to the genetic algo-
rithm (GA). The GA is based on the method we proposed in [7]. Here we propose
a novel method for generating an initial solution. Furthermore, we use specific
crossover and mutation, which is based on the idea of insertion and shake steps
taken from the ILS method. The main contribution of this paper is an algorithm
that uses repetition of the mutation step for the same route during one iteration
and obtains better score results than the ILS method. By score result we mean
the sum of the profits assigned to the locations on the route generated.

The remainder of the paper is organised as follows. The problem definition
and an example are presented in Section 2. In Section 3, we describe the concept
of our genetic algorithm for solving the OPTW. The results of computational
experiments run on benchmark datasets are discussed in Section 4. In Section 5
we present our conclusions and lay the groundwork for further research.

2 The Problem Definition

The Orienteering Problem with Time Windows (OPTW) can be described as a
graph optimisation problem as follows. Let G be a graph with n vertices, where
each vertex has a profit pi, a visiting time Ti and a time window [Oi, Ci], where
Oi and Ci denote the opening and closing time, respectively. Each edge between
vertices i and j has a fixed cost tij (interpreted as the time or length needed to
travel between locations). The starting point s and ending point e are given as
well. The OPTW goal is to determine a single route that visits some of vertices
within the fixed time windows and maximises the total profit. Moreover, the
total cost of the edges on the path must be less than the threshold tmax, and
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any vertex on the path can only be visited once. It is permissible to wait at a
vertex before its time windows opens.

A simple example of a graph with five vertices is shown in Figure 1. The
travel time values (given in minutes) are indicated on the edges. A profit value
and a time window [Oi, Ci] are marked next to each vertex. In the table next
to the graph a visiting time (in minutes) is given for each vertex. Let vertex
1 be the starting point of the route at 10 am and vertex 5 the ending point
at 5 pm. The value of tmax is 7 hours. The solution to the OPTW in the ex-
ample is the route 1-2-3-5 with the total profit 27 and travel time equal to
60+10+120+30+60+5+60=345 minutes = 5 hours 45 minutes.

Fig. 1. Graph example to illustrate the OPTW problem

3 Genetic Algorithm

To solve the OPTW, the following genetic algorithm (GA) is used. First, a
population of Psize individuals (routes) is generated from the starting point to
the ending point. The value of the fitness function F is calculated for each route
to estimate their quality. In our GA we use F as in [6], [7], which is equal to
TotalProfit3/TravelT ime. It takes into account the sum of the profits assigned
to the vertices on the route and the total travel time from the starting point to
the ending point. In the subsequent steps, operators of selection, crossover and
mutation are iterated in order to improve the current population. The algorithm
terminates after a fixed number of generations (denoted by Ng), or earlier if
it converges. The current population is checked every 100 iterations and the
algorithm is stopped if no improvements have been generated. The GA result is
the route in the final population with the highest profit value. The steps of the
GA are described in detail in the following subsections.
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3.1 Initialization

The first step in using the GA to solve the OPTW is to code a solution (a route)
into a chromosome. In our approach a route is coded as a sequence of locations.
The length of the chromosome is not fixed because the number of locations on the
route is not set. The parameter Psize denotes the size of the initial population.
First the chromosome is initialized by the s and e vertices. Then the following
values are assigned sequentially to the initialized vertices: arrivali - arrival time
at vertex i, waiti - waiting time, if the arrival at a vertex i is before opening
time, starti and endi - starting and ending service time at vertex i. Moreover,
the maximum time the service of a visit i can be delayed without making other
visits infeasible is calculated for each location in the route as follows [16]:

MaxShifti =Min(Ci − starti − Ti, waiti+1 +MaxShifti+1) (1)

Let l be the predecessor of vertex e in the route. In the subsequent steps a
set of vertices is prepared. Each vertex v from this set is adjacent to vertex l
and vertex e and will satisfy the following conditions after insertion: (a) startv
and endv are within the range [Ov, Cv]; (b) the locations after v could be visited
in the route; and (c) the current travel length does not exceed the given tmax

(including consumption time to insert the vertex v between l and e). A random
vertex v is chosen from this set. The values arrivalv, waitv, startv and endv are
calculated and the vertex v is inserted. After the insertion, the values arrivale,
waite, starte and ende are updated. Moreover, for each vertex in the tour (from
vertex e to s) the MaxShift value is updated as well. The tour generation is
continued for as long as locations that have not been included are present and
tmax is not exceeded.

3.2 Selection

We use tournament grouping selection, which yields better adapted individuals
than standard tournament selection. We developed this method in a previous so-
lution to the Orienteering Problem [7]. In this method a set of Psize individuals
is divided into k groups and the tournaments are carried out sequentially in each
of the groups. tsize random individuals are removed from the group, the chromo-
some with the highest value for the fitness function TotalProfit3/T ravelT ime
is copied to the next population, and the tsize previously chosen individuals are
returned to the old group (the power 3 in the fitness function was determined
experimentally and the other values of the power gave worst results). After repe-
tition of Psize/k selection from the group currently analysed, Psize/k individuals
are chosen for a new population. Finally, when this step has been repeated in
each of the remaining groups, a new population is created, containing Psize

routes.



Genetic Algorithm Solving the Orienteering Problem with Time Windows 613

3.3 Crossover

In the crossover operator, first two random individuals are selected for the
crossover stage. Then we determine all genes which could be replaced without
exceeding the time window conditions and the tmax limit. We choose a set of
genes with similar time windows and start and end of service. If there are no sim-
ilar genes, crossover is terminated (no changes are applied). Otherwise, a random
pair is selected from all similar pairs of genes. This pair is a point of crossover.
Two new individuals are created by exchanging chromosome fragments (from
the crossing point to the end of the chromosome) from both parents. Next, for
each vertex i from the crossing point to vertex e, the values for arrivali, waiti,
starti and endi are updated and the new MaxShift values are calculated for
the locations from vertex e to s.

3.4 Mutation

In this phase of the GA a random route is selected from the Psize individuals.
Two types of mutation are possible a gene insertion or gene removal (the proba-
bility of each is 0.5). The mutation process is repeated on the selected route Nm

times, where Nm is the parameter of the GA. During the insertion mutation, all
possibilities for inclusion of each new gene (not present in the chromosome) are
considered. We check whether the shift resulting from the new insertion exceeds
the constraints associated with the previously calculated wait and MaxShift
values of the gene located directly after the newly inserted one. The location
u with the highest value of (pu)

2
/T ravelT imeIncrease(u) is selected for inser-

tion. TravelT imeIncrease(u) is defined as the increased travel time after u is
included. This value also takes into account the waiting and visiting time of ver-
tex u. The selected gene u is inserted into the route and the values of arrivalu,
waitu, startu and endu are calculated. For each location after u the arrival time,
waiting time, and start and end of service are updated. Starting from the ending
point, the MaxShift value is updated for each location in the tour.

In the deletion mutation we remove a randomly selected gene (excluding the
first and last genes) in order to shorten the travel length. After the gene is re-
moved, all locations after the removed gene are shifted towards the beginning of
the route. Furthermore, the locations before and after the removed gene should
be updated as in the case of the insertion mutation.

4 Computational Experiment

The GA was implemented in C++ and run on an Intel Core i7, 1.73 GHz CPU
(turbo boost to 2.93 GHz). The computational experiments were carried out on
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the well-known Solomon and Cordeau instances. It should be mentioned that
Solomon’s data set [13] and Cordeau’s instances (pr01-pr10) [2] were adapted
for the OPTW by Righini et al. [12]. These Solomon instances have 100 vertices:
cluster class (c100), random class (r100) and random-clustered category (rc100).
Moreover, Montemanni et al. [10] adapted 27 additional Solomon instances (c200,
r200, rc200) and 10 instances based on Cordeau (pr11-pr20). The c \ r \ rc200
and the c \ r \ rc100 benchmarks have the same coordinates of vertices, profits
and visiting times, but the c\r \rc200 instances have approximately three times
higher values of tmax and proportionally larger time windows than the c \ r \
rc100 instances. The Cordeau instances vary between 48 and 288 vertices and
tmax is equal to 1000. Several tests were carried out to establish the algorithm
parameters and determine convergence and sensitivity. The parameter values
which represent the best trade-off between the quality of the solutions and the
computational time are as follows: Psize =150, tsize=3, k=15. The maximum
number of iterations is 500, but every 100 generations the current population is
checked and the GA is stopped if no improvements have been found. Moreover,
during the testing we consider different parameters for the mutation repetition
on the selected route: Nm= 3, 5, 10 and 15.

Tables 1 - 3 present detailed results of the GA performance with different
numbers of mutations (the best score and the computational time in seconds).
The GA was run 15 times; the best score and the total time of the 15 runs are
given in the tables. The tables also show the percentage gap between the best
solution values (BS) and the GA, and for comparison, the gap between BS and
ILS as well. An empty cell denotes a gap equal to 0. The first eleven cells of the
last rows of Tables 1 - 3 give the sums of the profits and times. The remaining
cells show the average gap between BS and other results for the OPTW. The
BS and the ILS results are taken from [4] and [16], respectively. Tests for which
the GA improves the best known values are given in bold.

As shown in Table 1, for instances c100, r100 and rc100 (tmax is equal to 1,236,
230 and 240, respectively, and tight time windows are assigned to the locations)
the GA provides a better solution on average than ILS even where only three
mutations are used. For these instances, the average gap between BS and GA is
only 0.37%. In contrast, the average gap between BS and ILS is 1.82%. Notably
(see Table 2), for the instances c200, r200 and rc200 (tmax is equal to 3,390, 1,000
and 960, respectively, and wide time windows are assigned to the locations) our
method gives similar score results to the ILS after application of ten or fifteen
mutations. However, the execution time grows significantly for larger numbers
of mutations. Table 3 presents the results obtained on Cordeau’s data sets. In
the pr11-20 instances wider time windows were given than in pr01-10. The GA
outperforms the ILS in score results after five mutations, and the average gap
between BS and GA decreases as the number of mutations increases. For the
pr11 instance the GA improves the best known value.
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5 Conclusions and Further Work

The main contribution of this paper is a new genetic algorithm which addi-
tionally exploits elements of the local search method to solve the orienteering
problem with time windows. The computational experiments show that repeti-
tion of the mutation step for the same route during one GA iteration can improve
the solution, outperforming the ILS score result. While ILS is very fast [16], the
GA execution could easily be divided up and executed on multiple processors.
In the experiment described in this article, the best score and execution time
from 15 runs of the GA were taken into account. Each of the 15 runs could be
executed on a separate processor, decreasing the time significantly. Furthermore,
the grouping selection could be executed in parallel in each group.

In our further research it is our intention to conduct experiments on large
networks of locations with realistic time windows. We will use a base of our
city’s POI with realistic opening and closing time windows, as well as ratings
by internet users. A typical trip takes a few hours and most of the POI may be
open all day, so time windows are very wide and could overlap. Adding some
improvements to the algorithm and testing this particular case will be a crucial
issue.
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Abstract. This paper concerns the cartel with payment of monetary 
compensation, studies the cartel members’ bidding strategies in the pre-auction 
under the first-price and second-price collusion mechanism. It is found that the 
cartel members report price below its valuation in the first-price collusion 
mechanism, the cartel members’ offer price is higher than its valuation in the 
second price collusion mechanism. Furthermore, study the first-price and 
second-price collusion mechanism’s efficiency when the numbers of cartel 
members is less than and equal to the total numbers of bidders.  

Keywords: auction, cartel, collusion, efficiency. 

1 Introduction 

Auction collusion between bidders is widespread, it is not only in sealed bid auction, 
for example: [1] found that there existed collusion in auction through detecting U.S. 
Highway construction bid contracts, [16] found that school milk distribution 
businesses colluded to manipulate the market in Fuluolida State and the Texas State, 
[8,11] studied the collusion in auction of the Dutch construction market construction 
companies from different angles. But also auction collusion is in the English auction, 
such as [4] studied collusion among bidders in the auction of the right to deforestation 
in U.S. 

The influence of the auction mechanism on the efficiency of collusion has been 
documented in a number of empirical works. [1] studied the impact of internal 
decision-making structures on the collusion stability. To this end, they established a 
three-firm spatial competition model where two firms belong to the same holding 
company. The holding company can decide to set prices itself or to delegate this 
decision to its local units. It is shown that when transportation costs are high, 
collusion is more stable under delegation. Furthermore, collusion with maximum 
prices is more profitable if price setting is delegated to the local units. [6] shown that 
a tax rate which depended on the pollution stock, can induce stable cartelization in an 
oligopolistic polluting industry. 

The degree of auction collusion can be directly related to the payment of monetary 
compensation and redistribute the object, the study of the efficiency of this auction 
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collusion mechanism also attracted the attentions of scholars. [14] shown that the 
extent of collusion was tied to the availability of transfers. Monetary transfers allow 
cartels to extract full surplus under the implied condition of bidders could report its 
true valuation to pre-auction mechanism and the condition of auctioneer announced 
the reserve price. 

In [9] authors studied collusion in an IPV auction with binary type spaces. 
Collusion is organized by a third party that can manipulate participation decisions. It 
shown that collusion in the optimal auction is efficient when the third party can 
implement monetary transfers as well as when it can implement monetary transfers 
and reallocations of the object. The threat of non-participation in the auction by a 
subset of bidders is crucial in constraining the seller’s profit. 

In [2] they studied collusion in repeated auctions when bidders communicate prior 
to each stage auction. For independent and correlated private signals and general 
interdependent values, they identified conditions under which an equilibrium 
collusion scheme is fully efficient in the sense that the bidders’ payoff is close to what 
they got when the object was allocated to the highest valuation bidder at the reserve 
price in every period. 

In [3] they presented a simple dynamic bid rotation scheme which coordinates bids 
based on communication history and enables inter temporal transfer of bidders’ 
payoffs. It derived a sufficient condition for such a dynamic scheme to be an 
equilibrium and characterizes the equilibrium payoffs in a general environment with 
affiliated signals and private or interdependent values. With IPV, it was shown that 
the dynamic scheme yields a strictly higher payoff to the bidders than any static 
collusion scheme which coordinates bids based only on the current reported signals. 

Collusion among bidders damages the benefit of the auctioneer, to the perspective 
of revealing collusion feature,[13] compared the collusive properties of two standard 
auctions, the English auction and the first-price sealed bid auction, and a lesser known 
format, the Amsterdam (second-price) auction. It was study two settings: in one, all 
bidders can collude, and in another, only a subset was eligible. The experiments 
shown that the Amsterdam auction triggers less collusion than the standard auctions.  

Based on the point-in-time after the bid-rigging success of cartel collusion, [10] 
studied the losses caused by the collusion to the auctioneer from the bidders’ bidding 
strategies in monetary compensation cartel knockout auction. They found the bidders’ 
bid was not independent of the sharing rule of knockout auction, and the win price of 
cartel and the total payment of winning bidder was not the value of unbiased 
estimation in the non-collusive auction, and estimated its deviation range from non-
collusion. 

Authors of [17] implemented experimental methods to study that the effect of the 
rules of improve in ascending price auction and the asymmetric bidder’s information 
about estimation value on the bidders collusion, he found it can not always destroy the 
collusion of the bidders with strong speculative desire when the strict tender rules 
improve and the bidder's private valuation information change. 

Under the condition of bidders’ valuation ware discrete allocated, [7] studied the 
collusive equilibrium problems between two bidders with unilateral monetary 
compensation payment when the non-collusion number was a random number in 
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single second-price auction from the perspective of collusive members may deceive 
each other. They found that the unilateral monetary compensation payment could 
successfully guide the conspiracy, and the mastermind advocator’s income will 
increase. 

Authors of [12] studied the bidders’ collusion of the second-price and English 
auction, designe the second-price collusion mechanism of which the cartel with the 
payment of monetary compensation divided the collusive gains which is the 
difference between the second highest price in its pre-auction and obtaining the object 
costs in public auction equally to the cartel members. They pointed out that under this 
collusive mechanism, each cartel member will report its valuation truely, bidders 
participating in the collusion is a dominant strategy, equilibrium involving in the 
collusion number is equal to the number of the bidders, and pointed out that the 
collusive bidders held a pre-auction before the public auction can complete allocation 
of benefits rational. 

Authors of [5] analyzed bidder collusion from the two aspects whether the cartel 
could control the bids of their members. They found that cartels that cannot control 
the bids of their members can eliminate all ring competition at second-price auctions, 
but not at first-price auctions. At first-price auctions, when the cartel cannot control 
members’ bids, cartel behavior involves multiple cartel bids. Cartels that can control 
bids of their members can suppress all ring competition at both second-price and first-
price auctions; however, shill bidding reduces the profitability of collusion at first-
price auctions. 

Based on the point-in-time before the cartel collusion, this paper borrows [10]’s 
research methods about the bidders bid strategies in cartel knockout auction. Through 
establishing the theory model of the first-price and second-price collusion mechanism 
of cartel’s pre-auction and detecting [14] proposed the implicit assumption and the 
assumption proposed by [12] which the second-price collusion mechanism could 
guide the members of the cartel real quote, it studys the cartel members’ bidding 
strategy in the first-price collusive mechanism and the second-price collusive 
mechanism respectively proposed by [12,14]. Moreover, when the number of cartel 
members is less than the total number of bidders and equal to the total number of 
bidders, we further analysis bidding strategy of catel representatives participating in 
the first-price and second-price public auction rather than [14]’s strategic distribution 
from the research perspective different from literature [5] and different assumptions 
of [7], modify the [18]about the bidders’ valuation distribution. 

Under the condition of the bidders’ value is continuous and is uniform distribution, 
we study the collusion problem in the one-shot first-price and second-price auction, 
analysis that the cartel held the first-price and second-price collusive mechanism pre-
auction internally before the first-price and second-price public auction to determine 
the representative to participate the public auction and the way to distribution the 
benefits of collusion. Furthermore, through investigating the cartel members’ bidding 
strategies in the two collusion mechanism, and the bidding strategies in participating 
in the first-price and second-price sealed bid public auction when the number of 
collusive members is less than and equal to total number of bidders, we study whether 
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the auction collusive benefit could be achieved, thus to reveal the auction collusive 
efficiency issues, and obtain study results different from the [13]. 

2 Basic Assumptions 

This Paper assumes that the cartel could held a pre-auction before public auction, and 
there is a pre-auction center, each cartel member first of all reports his bid to the pre-
auction center, and the centre decides the representative to participate in the public 
auction according to its offer and the way of distributing collusive benefits. Main 
study is the cartel’s first-price and second-price collusive benefit allocation 
mechanism.  

Cartel’s first-price collusive benefit allocation mechanism is that the first-price 
sealed bid auction is held internally among cartel members before the public auction, 
and the highest bidder on behalf of the cartel participates the public auction, if the 
representative of cartel gets the object in the public auction and the cost of the object 
in the public auction is higher than  the first highest price in the pre-auction , the  
representative of the cartel takes out the collusive benefit which is the difference 
between the highest price (collusive Price) in the pre-auction and the cost of object in 
public auction, and divides the collusive benefit equally to the members of the cartel. 

Cartel’s second-price collusive benefit allocation mechanism is that the second-
price sealed bid auction is held internally among cartel members before the public 
auction, and the highest bidder on behalf of the cartel participates the public auction, 
if the representative of cartel gets the object in the public auction and the cost of the 
object in the public auction is higher than the second highest price in the pre-auction, 
the representative of the cartel takes out the collusive benefit which is the difference 
between the second highest price (collusive Price) in the pre-auction and the cost of 
object in public auction, and divides the collusive benefit equally to the members of 
the cartel. 

Bidders and auctioneer are all risk-neutral; The total number of bidder is n, The 
number of collusive bidder is ,2k k n≤ ≤ ; bidders' valuation of object is independent 
and identically distributed, and obeys uniform distribution of 0,1   , the bidders are 

symmetric homogeneous and the valuation [ ]0,1iv ∈ ， 1,2...i n= ; The same bidder has 

the same valuation about the object either in public auction or in pre-auction of the 
cartel, The bidder offers ( )b v

i
 1, 2...i n= as his valuation is iv , and the bid is strictly 

increasing continuous function, that the valuation high bidders offer higher bid; And 
assume that the bidders do not report their real valuations in the pre-auction. 

Further assume that the costs of the cartel representative to obtain object in the 
public auction is ac ; The collusive price is cp ,when cartel uses the first  price 

collusive benefits allocation mechanism, cp means that the first highest price in the 

pre-auction; when cartel use the second price collusive benefits allocation mechanism, 

cp means that the second highest price in the pre-auction. 
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3 The Cartel’s Collusive Pre-auction and It’s Members’ 
Bidding Strategies 

The Symmetric homogeneity of bidders determines that the competitive bidding will 
reduce the bidder’s benefits, collusion among bidders could increase bidder’s profits, 
and thus bidding collusion has potential power. Firstly, we consider the cartel 
members’ bidding strategies in the pre-auction when the cartel uses the first-price 
collusive benefit allocation mechanism. As the highest bidder in the pre-auction will 
be the representative of the cartel, if the collusion is successful, namely, the highest 
price in the pre-auction is higher than the cost of the representative to get the object in 
the public auction, the representative of the cartel takes out the collusive benefit 
which is the difference between the highest price (collusive Price) in the pre-auction 
and the cost of object in public auction, and divides the collusive benefit equally to 
the members of the cartel. 

Under the first-price collusive benefits allocation mechanism, the cartel member 
reports it as his value is iv and offers ( )ib t , 1, 2...i k= , his income is: 

( , )i iE t v = 11
[ ( ) ( ( ) )] k

i i i a iv b t b t c t
k

−− + − + [ ] 21
[ ( ) ] 1 1

i

v k
at b z c k z dz

k
−− − ∗ ∗   (1)

The first item is the cartel members’ expected income which his bid is the highest 
when he report it  as his valuation is iv , the second item  is his expected income 

when his reporting price living in the second high-priced and below. 
Let ( , )i iE t v  derivate to it .and let it is 0, by the envelope theorem, we can know: 

( , )
0

i i

i i

i t v

E t v

t
=

∂
=

∂
  (2)

That is：  

[ ]2 1 21 1 1 1
( 1) ( ) ( ) ( ) 0k k k

i i i a i i i a i

k k k
k v v b v c v b v b v c v

k k k k
− − −− − −  ′− − − − − − =  

  (3)

Simplification and finishing , the times on the both sides of the equation with iv ,then 

there is：  

( )k
i i k

i
i

d v b v
kv

dv

   =   (4)

When 0iv = ，  ( ) 0k
i iv b v × =  ，Solving the differential equation to meet this initial 

value， there is: 

 ( ) , 1, 2...
1i i i

k
b v v v i k

k
= < =

+
。  (5)
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Under the first-price collusive benefit allocation mechanism, the cartel members’ 
offer is independent of the costs to get the object in public auction and less than his 
valuation. Similarly, the first-price collusive benefits allocation mechanism does not 
guide the cartel members to truly report their valuations. It is because that the 
personal interests’ objective of the members of the cartel is not completely consistent 
with target of the cartel. When the costs of getting the object in public auction are 
certain, lower pricing could be reduced revenue to give the other cartel members, and 
increase revenue as a representative of the cartel.Then from the equation (5), we can 
get the following proposition. 

Proposition 1: In the first-price collusive benefit allocation mechanism pre-auction, 
the cartel member’s reporting price is less than his valuation. 

Secondly, we consider the cartel members’ bidding strategies in the pre-auction 
when the cartel uses the second-price collusive benefit allocation mechanism. The 
highest bidder in the second-price sealed pre-auction will be the representative of the 
cartel to participate the public auction, if the collusion is successful, the representative 
of the cartel takes out the collusive benefit which is the difference between the second 
highest price (collusive Price) in the pre-auction and the cost of object in public 
auction, and divides the collusive benefit equally to the members of the cartel. Under 
the collusive mechanism, the cartel member reports it  as his value is iv  and 

offers ( )ib t , 1, 2...i k= , his expected income is: 

[ ]

[ ]

2 2
2

3

1 1
( , ) [ ( ) ( ( ) )]( 1) 1 ( 1) 1 ( ( ) )]

1
[ ( ) ]( 1)( 2) 1 1 (6)

i

i

t k k
i i a i i i av

v k
at

E t v v b z b z c k z dz k t t b t c
k k

b z c k k z z dz
k

− −

−

= − + − − ∗ ∗ + − − −

+ − − − ∗ ∗ −
 

(6)

The first item and the second item are respectively the cartel members’ expected 
income being the first and second high-priced when he report it as his valuation is iv , 

the third item  is his expected income when his reporting price living in third high-
priced and below. 

Similar to the previous method, Let 2 ( , )i iE t v derivate to it , and let it is 0,By the 

envelope theorem such as equation (2), Simplification finishing， ：Then  

[(1 ) ( )] (1 )k k
i i i

i
i i

d v b v d v
v

dv dv

− −
=  (7)

When 1iv = ，have (1 ) ( ) 0k
i iv b v− = ， solving the differential equation to meet this 

initial value， there is: 

1
( ) (1 ), 1.2..

1i i ib v v v i k
k

= + − =
+

 (8)

And must include: 

1
( ) (1 ) , 1.2..

1i i i ib v v v v i k
k

= + − > =
+

 (9)
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Otherwise, 

1, ( ) 1, 1.2..i iv b v i k= = =  (10)

It is a contradiction with previous assumptions which the bidder’s bid is strictly 
monotonous increasing continuous function. 

Namely, under the second-price collusive benefit allocation mechanism, every 
cartel member does not report price truly, his reporting price is higher than his 
valuation. And his reporting price is also independent of the costs to get the object in 
public auction. It is the same due to the personal interest’s objectives of the cartel 
members are not completely consistent with target of the cartel. High offer may 
increase the probability to become the representative of the cartel, thereby increasing 
his income. Then we can get the following proposition. 

Proposition 2: cartel members’ reporting price depends on the collusive 
mechanism, in the second-price collusive benefit allocation mechanism pre-auction, 
the cartel members’ reporting price is higher than his valuation. 

The cartel held the pre-auction internally, the cartel members’ reporting price is 
different in different allocation mechanisms. It shows that: the cartel members’ 
actions are speculative, and their objectives are to maximize their incomes, and thus, 
it is difficult to demand the members of the cartel acting complied with the supreme 
principle of the cartel’s whole benefits. 

4 Cartel Members’ Bidding Strategy in the Public Auction  
and Collusive Efficiency 

Because the bidders’ bidding strategy is equivalent in Dutch auction and the first-
price sealed auction, and the bidders’ bidding strategy in the English auction is 
equivalent to the second-price sealed auction. The public auction is only studied in the 
first-price and second-price sealed bid auctions in this paper. 

When k = n, that is to say, the number of cartel members is equal to the total 
number of bidders. If Public auction is the first-price sealed bid auction and the 
reserve price is  announced, the representative of the cartel directly bids the reserve 
price, the cost of obtaining the object is the lowest, it is optimal strategy for the 
representative per se and the cartel, at this time, the cartel representative’s bid is 
independent of collusive sharing mechanism. 

The speculativeness of the cartel members’ actions makes the other cartel members 
have the motivation to quote price slightly higher than the reserve price, and get more 
profits. If the auctioneer hides the reserve price, the cartel needs firstly to calculate the 
reserve price, followed it needs to organize its members to bid collaboratively, 
namely, the cartel representative reports the specified high-price, the other members 
of cartel report corresponding low-price collaboratively. The cartel representative 
must strictly stick to the principle of collusive bidding successfully and getting the 
object at the lowest cost to gain his optimal benefits. The other members of the cartel 
have more detail information about the collusive bidding quote price, as long as the 
income of destruction of collusion is higher than the profit of collusion , the other 
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cartel members have an incentive to quote slightly higher than the cartel 
representative to obtain the object, and get more benefits by destruction of collusion. 
Therefore, we can see that the first-price public auction is not conducive to the 
stability of the cartel collusion, hidden reserve price adds the difficulty of the cartel 
collusion.                  

Whereas the public auction is second-price sealed bid auction, for whether the 
reserve price is announced, taking into account the speculative actions of the cartel 
members, namely, the possibility of constructing collusion, the cartel representative 
reports any high-price, even the sky-high price, the cost of obtaining the object is 
independent of his offer, and it is optimal strategy for the representative per se and the 
cartels. 

Now the cartel representative’s bid is independent of the collusive benefit-sharing 
mechanisms, the other members of the cartel are more willing to maintain the 
collusion at corresponding low price, otherwise, the higher offers of the other cartel 
members will raise the cartel’s costs to obtain the object, reduce collusive income, 
and the cartel members’ income will be reduced with the reduction of the collusive 
income; or he has a chance to get the "winner's curse" (win-object unprofitably). 
Thus, when k = n, the second-price public auction is more conducive to the success of 
the cartel collusion. This may also explain why in reality people prefer using first-
price auction, such as in antiques, art auction, procurement auction, TV advertising 
rights auction, even electricity and other franchised auction, they are all employing 
first-price auction. Then we have the following proposition. 

Proposition 3: When k = n, that is, all bidders are involved in the collusion, the 
public auction is the second-price sealed bid auction, the collusion is more stable, 
and the first-price sealed bid auction and hiding the reserve price in the public 
auction will increase the difficulty of cartel collusion.  

When k < n, similarly, when the number of collusive bidders is less than the totel 
number of bidders and the auctioneer does not announce the reserve price, the other 
members of cartel have no incentive to break the collusion, at this time, considering 
the cartel representative participating in the public auction, and the number of 
effective bidders participating in the public auction is 1n k− + . 

In the first-price sealed-bid public auction, The cartel representative select bidding 
strategy ( )ib v  to maximize his expected return. 

1
( ) ( ) ( ( )) n k

i c c i iE f v p p b v v
k

− = − + −  
 (11)

Let ( )E f  derivate to iv , and let it is 0. Simplification finishing: 

1
[ ( ) ]

1
( )[ ]

n k
i i

n k n k
i i c c i

i

d b v v
k v v p p v

dv k

−

− −
×

′= + − +  (12)

Meet: when 0iv = , 
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1
( ) 0n k

i ib v v
k

−× =   (13)

Solving differential equations to meet this initial value, we can obtain: 

( ) ( )i i c cb v k v p p= − +   (14)

If the cartel use the first-price collusion mechanism, From Proposition 1 it is known 
that: 0i cv p− > ,then: ( )i cb v p>  

If the cartel uses the first-price collusion mechanism, by Proposition 1 we know 
that: 0i cv p− > ,then: ( )i cb v p> , 

That is to say the bid of the cartel representative is greater than the first price in the 
pre-auction, the cost of cartel to get the object is too high in the public auction and it 
is higher than the collusive price, the cartel has no collusive benefits to divide to the 
cartel members, and the collusion failed. If the cartel uses the second-price collusive 
mechanism, when 0i cv p− > ,that is to say the cartel representative’s valuation is 

higher than the collusive price, there is ( )i cb v p> , 

namely,  the cost of cartel to get the object in the public auction is higher than the 
collusive price, the cartel has no collusive benefits to divide to the cartel members. 
The collusion is non-efficiency. 

In the second-price sealed bid public auction, the cartel representative report it  as 

his valuation is iv  and bid ( )ib v  to maximize his expected return, 

{ }
{ }1 1, 1 1

1
( ) ( ) ( ( )) Pr ( ) ( ) 1... 1, 1... 1 ,

max ... ...

i c c j i

i i n k

E C v p p b y ob b y b v j i i n k
k

y v v v v− + − +

 = − + − < = − + − +  
=

 
(15)

That is：  

11
( ) [( ) ( ( ))]( ) 1t n k

i c cvE c v p p b y n k y dy
k

− −= − + − − ∗  (16)

By the envelope theorem such as equation (2) ,That is: 

( ) ( )i i c cb v k v p p= − +  (17)

If the cartel uses the first-price collusive mechanism, similar to the previous case, 
the cartel representative’s bid is higher than the first price in the pre-auction, the 
collusion fails. If the cartel uses the second-price collusive mechanism, when 

0i cv p− > , that is to say the cartel representative’s valuation of object is higher than 

the collusive price, ( )i cb v p> , the cost of cartel to get the object in the public auction 

is higher than the collusive price, the cartel havs no collusive benefits to divide to the 
cartel members, the collusion fails. It can be concluded: 

Proposition 4: k<n, the auctioneer uses any form of hidden reserve price in public 
auction, if the cartel uses the first-price collusive mechanism, the collusion is non- 
efficiency. If the cartel uses the second-price collusive mechanism, when the cartel 
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representative’s valuation of object is higher than the collusive price, the collusion is 
non- efficiency. 

5 Conclusion  

When the bidders are symmetric homogeneous, bidders collusion could increase the 
income of the bidders with respect to competitive bidding, which determines the 
bidders collusion has potential power. However, the bidders collusion not only harms 
the interests of the auctioneer, but also damages social resource allocation efficiency. 
This paper studies cartel members’ bidding strategy in the pre-auction and public 
auction under the two typical cartel collusion mechanism which has monetary 
compensation payment, to reveal the efficiency of the auction collusion. 

This Paper studies cartel members’ bidding strategy in the pre-auction and public 
auction under the two typical cartel collusion mechanism which has monetary 
compensation payment, to reveal the efficiency of the auction collusion. It is found 
that cartel members’ report price depends on the collusive mechanism. In the first-
price collusive benefit allocation mechanism, the cartel members’ reporting price is 
less than their valuation. And in the second-price collusive benefit allocation 
mechanism, the cartel members’ reporting price is higher than his valuation. 
Furthermore, we found that, when the number of cartel members is equal to the 
numbers of the total number of bidders, the second-price sealed bid public auction is 
more conducive to the stability of the cartel collusion than the first-price sealed bid 
auction, and in the first-price sealed bid auction, hidden reserve price will increase 
difficulty of collusion. When the number of cartel members is less than the total 
number of bidders, the auctioneer uses any form of auction with hidden reserve price 
in the public auction, if the cartel uses the first-price collusive mechanism, the 
collusion is non- efficiency. If the cartel uses the second-price collusive mechanism, 
when the cartel representative’s valuation of object is higher than the collusive price, 
the collusion is non- efficiency. 

In order to ensure the efficiency of the resources allocation and the auctioneer’s 
benefits, the auctioneer uses the first-price sealed bid auction hidden reserve price, 
and expands the scope of the bidders from the technical form to shorten the time 
between the information published and the auction, such as using the characteristics 
of the Internet’s offsite and fastness, increasing the scope of the bidders, trying to 
prevent the information exchanges between the bidders and blocking all bidders to 
participate in the collusion, it could improve the resource allocation efficiency of 
auction. 
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Abstract. Key factor success in logistics management is cost effective-
ness. This article aims to describe and apply a method Economic order
quantity (EOQ), which allows managers to make a number of important
supply decisions. Managers can use EOQ to determine the quantity of
items ordered and how often to order. When used to determine the size
of the batch, then it is called a model of economic lot size. For the lot
size problem we can consider various special cases, one of which is the
case using Monge properties. It can be shown that for a given case are
lot-size problems solvable in linear time.

Keywords: Lot-size problem, Economic Order Quantity, cost, optimiza-
tion, effectiveness, matrix, management.

1 Introduction

For effective inventory management can be used several methods of inventory
planning. The paper focuses on the use of methods Economic order quantity that
determines the amount of items ordered and how often to order. EOQ principle
is based on the comparison of costs related with large inventories (maintenance
and storage of supplies - aging, breakage, insurance, inventory management) and
costs associated with too little inventory (cost of inventories - buying process and
administration, transportation, inventory inspection , price, if dependent on the
size of the order). To determine the size of the production batch will be applied
to model lot-sizing problem. In the example it is shown that the economic lot-
size problem can be solved with linear complexity for the Monge matrices. These
matrices are very useful in many practical applications, for example for solving
two-sided systems of linear equations [16] or the traveling salesman problem [17],
authors also can construct these matrices and formulate many useful theorems
[18]. This article shows another important application of these matrices.

2 Economic Order Quantity (EOQ)

Is one of the important techniques used to determine the optimum quantity or
number of orders to be placed from the suppliers. The main objective of EOQ
is to minimise the cost of ordering the cost of carrying materials, and total
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cost of production. Ordering costs include cost of stationery, salaries to those
engaged in receiving and inspecting, general office and administrative expenses
of purchase department. Carring costs are incurred on stationery, salaries, rent,
materials, handling cost, interest on capital, insurance cost, risk of obsolescence,
deterioration and wastage of material and evaporation. [4] The quantity to be
ordered should be such that it minimises the carrying and ordering costs. The
exact quantity to be ordered at a time so as to achieve this objective is known
as EOQ or Re-order Quantity or Economic Lot Size. The EOQ technique can
be determined by tabular method, formula method and graphic method [4].

The formula for EOQ can also be used for determining the optimum ordering
quantity as given bellow:

EOQ =

√
2AB

CS

where A = Annual Consumption in Units, B = Buying Cost per Order, i.e., cost
of ordering and receiving the goods per order, C = Cost per Unit, S = Storage
and Carrying Cost per annum, i.e., holding of Inventory per year. [4]

The sum up, EOQ is determined keeping in view the ordering costs and car-
rying costs. With the interaction of these two costs, the economic ordering costs
during that period and total cost to order and carry is the lowest as is made
clear in Fig. 1. [4]

Fig. 1. Economic Order Quantity [4]

Fig. 1 clearly shows the behaviour of the carrying cost, the ordering cost and
the sum of these two costs. The carrying cost varies directly with the order size,
whereas the ordering cost varies inversely with the order size. [4]

2.1 Illustration Method EOQ – First Example

A company uses a particular material in a factory, which is 10, 000 units per
year. The cost per units of material is Rs 15. The cost of placing one order is
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Ps 100 and the inventory carrying cost is 25% on average inventory. From this
information will be calculate EOQ.

Determination of EOQ

EOQ =

√
2AB

CS

EOQ =

√
2 ∗ 10.000 ∗ 100

15 ∗ 25 = 730

The optimum quantity is 730 units.

2.2 Illustration of Method EOQ – Second Example

The example stores the delicacies from the entire range selected delicatessen
salads, which forms the dominant share of total sales. It is distributed in 250 g
packages and a 3-week storage period. The salad is expected steady income and
sales.

In Graph 1 are recorded orders and sales delicatessen salads to the store.
From the graph it can be seen that the highest orders (blue column) in the last
quarter of 2012 due to increased Christmas shopping. The lowest income was in
the summer months when customers buy alternative products which in summer
are not as perishable. Furthermore, the amount of orders was irregular during
the year. It was higher due to sales events at discounted prices in April and
October.

The sales of salads reacted similarly. The highest sale was in 2012 in the last
quarter and during the event to the product (April, October).

The optimal order quantity is:

EOQ =

√
2AB

CS

EOQ =
15500

48

The optimal order quantity for this item is 323 pcs salad.
The frequency in days is:

f =
365

48
= 7, 6

or we can compute the frequency in monhts:

f =
12

48
= 0, 25

Frequency of order cycle in delicatessen salad is 7, 6 days.
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Fig. 2. Order and sale of salads in 2012 (in pieces)

2.3 Computer Solving of EOQ

The Economic Order Quantity models can be also solved by using MS Excel
[14]. By this model we can easily compute total costs, average costs and many
others. It will be determined the optimal order quantity and total costs in this
example.

Variables:

D = Annual Demand Quantity of Product = 1, 000
P (c) = Purchase Cost per Unit = 1
C(K) = Fixed Cost per Order= 20
H = Annual Holding Cost per Unit= 0, 25

EOQ. Economic order quantity =
√

2D∗K
h =

√
2∗1.000∗20

0.25 = 400 units.

Number of orders per year (based on EOQ) = 1,000
400 = 2, 5 orders per year

Total Costs. Since the demand will be satisfied with the unit purchase cost
any way, it tis discarded from the model. The cost in consideration is reduced
to 2 Types: Holding Cost and Ordering Cost. The tradeoff between these costs
is optimized at the minimum point of the Total Cost Curve, i.e. EOQ. OEQ is
the level of the inventory where ordering cost and carrying cost remains equal.
In this section the authors based on the following publications [14], [15].

Total Cost = purchase cost ∗ production cost + ordering cost + holding cost

Purchase Cost: This is the variable cost of goods: purchase unit price ∗ annual
demand quantity. This is c ∗ D. Purchase cost = 1 ∗ 1.000 = 1.000.
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Ordering Cost: This is the cost of placing orders: each order has a fixed cost
K, and we need to order D/Q times per year. This is K ∗ D/Q. Ordering
cost = 20 ∗ 1000/400 = 50.

Holding Cost: The average quantity in stock (between fully replenished and
empty) is Q/2, so this cost is h ∗Q/2. Holding cost = 0, 25 ∗ 400/2 = 50.

TC = c ∗D +
D ∗K
Q

+
h ∗Q
2

TC = 1000 + 50 + 50 = 1, 100

Calculating total costs with these values, we get a total inventory cost of $ 1, 100
for the year. This example is illustrated by Fig.3.

Fig. 3. Basic EOQ model in MS Excel [14]

3 The Economic Lot-Sizing Problem

A considerable amount of effort has been spent on studying and developing ef-
ficient solution procedures for the economic lot-sizing problem. This problem
had been solved in 1958, but there is still continuing interest in the problem.
The main reason for the continuing interest in this problem is its practical ap-
plications. For example, economic lot-sizing is the core problem in aggregate
production planning in MRP systems (Nahmias). For an extensive review, see
Aggarwal and Park, Bahl at al., Belvaux and Wolsey, Nemhauser and Wolsey,
and Wolsey. [1]
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The economic lot-sizing problem can be defined as follows. Given the demand,
the unit production cost, the unit inventory holding cost for a commodity, the
production capacities, and the setup costs for each time period over a finite,
discrete-time horizon, find a production schedule that would satisfy demand at
minimum cost. [1]

This model assumes a fixed and a variable component of production costs.
The fixed cost consists of manpower and materials to start up the machines. To
reduce the fixed cost per unit, large lot sizes are desired. On the other hand,
for every unit produced there are associated production and inventory holding
costs, and the total variable cost (production plus inventory) increases with
the number of units produced. Solving the lot-sizing problem means finding a
production schedule that would satisfy demand at every period and minimize
the total of fixed and variable costs. [1]

The work by Harris in 1913 has been cited as the first study of the economic
lot-sizing problem that assumes deterministic demands. This model, known as
the Economic Order Quantity (EOQ) model, proposes a production schedule to
satisfy the demand for a single commodity with a constant demand rate. Pro-
duction takes place continuously over time, and the model does not incorporate
capacity limits. [1]

A major limitation of the above model is that the demand is continuous over
time and has a constant rate. Manne and Wagner and Whitin [3] studied the
lot-sizing problem with a finite time horizon consisting of a number of discrete
periods, each with its own deterministic and independent demand. [1]

3.1 Formulation

The basic economic problem, which occurs for example in the production systems
has been studied and described in [10], [11].

Consider a production that is divided into n periods, and let di is the demand
in the i-th period. This demand can be met from production in the i-th period
or xi also held that remained in production in the past. Further, let s(x) denotes
the cost of producing x units held in the i-th period and let hi(y) denotes the
cost of storage y units of goods from the previous period (i− 1) at time i, where
i = 1, . . .N .

If we further require that the opening and closing stocks are zero, then it is
possible to plan production (x1, . . . , xn) characterized by the following system of
constraints for i = 1, . . . n, where yi is the number of units that are transferred
from the i-th period to the next:

xi + yi − yi+1 = di

y1 = yn+1 = 0

x1 ≥ 0, yi ≥ 0

The basis of the economic lot-size problem is to find a feasible production
plan that minimizes total costs, which satisfy the following equality:
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n∑
i=1

ci(xi) =

n∑
i=2

hi(yi)

This problem is generally an NP-hard problems, only in the special case where
ci and hi are concave functions can be achieved by using dynamic programming
quadratic complexity (see [10]).

Let us denote by E(j) the minimum possible cost of production for the first
program to (j - 1)-st period such that yj stocks, transferred to j-th term is zero.
Then there is always a production program with minimal cost such that the
demand in each j-th period is either fully covered by the production in that
period, or in the stock prior to the (j - 1)-st period.

This gives the following recursive equality:

E(j) = min
1≤i<j

{Ei + ci(dij) +

j−1∑
q=i+1

hg(dqj)}

where

dij =

j−1∑
q=i

dq

for 1 ≤ i < j ≤ n+ 1.

Thus, E(n+ 1) provides two optimal production plan in the n-th period. For
the above problem, we consider some special cases. You will be given one that
uses Monge properties (will be defined in the next chapter).

Assuming linear storage costs and production costs of fixed type:

ci(x) = c
0
i + c

1
i (x)

Thus, matrix A of type of n ∗ (n+ 1) such that

aij = E(i) + c
0
i + c

1
i dij +

j−1∑
q=i+1

h1g(dqj)

for i < j and aij =∞ in other cases, is a Monge matrix.
From there we get

E(j) =

{
E(j − 1), for dij = 0;
min1≤i<n aij , for dij > 0.

It can be shown (see [10]) that the economic lot-size problem can be solved
with linear complexity for the Monge matrices, which will be defined in the next
chapter.



640 M. Hedvièáková and A. Pozd́ılková

4 Monge Matrices

Monge matrices are a special type of matrices. They have been studied mainly
in the max-plus algebra, for its great importance in simplifying some algorithms
that are for general matrices difficult to solve (such as the traveling salesman
problem). In this chapter these matrices will be studied in max-min algebra,
where they have many important properties and also to optimize some problems.
Monge matrices were investigated for example in publications [12], [13].

Monge matrices in max-min algebra are special case of matrices, which satis-
fies the following conditions:

aij ⊗ akl ≤ ail ⊗ ajk (1)

for all a ∈ A, where A is a matrix of type (m,n) and all indexes i, j, k, l ∈ N ,
m ≥ 2, n ≥ 2, where i, k are row indexes, for which i < k and j, l are column
indexes, for which j < l.

This condition is evidently fulfilled for all of those four elements of the matrix,
which in the matrix form a rectangle.

Condition 1 may also be formulated in the following equivalent shape:

aij ⊗ akl ≤ aij ⊗ akl ⊗ ail ⊗ ajk (2)

The formulation 2 implies that minimum of every quaternion is considered
aij nebo akl, that is placed in the quaternion in the upper left or the lower right
corner. The condition 2 implies the following theorem.

Theorem 1. The matrix of type (2, 2) is Monge, when the minimum element
is placed in the the upper left or lower right corner - the position (1, 1) or (2, 2).

Direct way of verifying whether a given matrix is or is not Monge are very
time consuming because it is necessary Monge condition verify for all quaternion
of elements. To simplify determination whether a given matrix is Monge we use
the following theorem.

Theorem 2. The matrix is a Monge matrix, if all its submatrices of type (2, 2),
consisting of two adjacent rows and columns are Monge.

In Monge matrices we can also define minimal elements.

Theorem 3. If there is only one minimal element in the Monge matrix of type
(m,n), where m ≥ 2, n ≥ 2, then this element is positioned in the upper left or
the lower right corner of the matrix - the position (1, 1) or (m,n).

Theorem 4. If in the Monge matrix of type (m,n), where m ≥ 2, n ≥ 2, there
are multiple minimum elements, these elements are located around the convex top
left and bottom right corner of the matrix. Minimum elements may be positioned
in both these areas, or only one of them. Monge matrix apart from the above
may include one or multiple columns and one or more lines that contain only
minimal elements.

Proves of the theorems above, many other theorems and global construction
of these matrices authors describe in [18].
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4.1 Examples of Monge Matrices

In following examples are seen minimal elements and properties resulting from
Monge property.

Binary Monge matrix:

⎛
⎜⎜⎜⎜⎝

0 0 0 1 0 0 1 1 1
0 0 1 1 0 0 1 1 0
0 0 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0
1 1 1 1 0 0 0 0 0

⎞
⎟⎟⎟⎟⎠

Monge matrix in a decimal system:

⎛
⎜⎜⎜⎜⎝

0 3 8 8 0 9
0 4 8 7 0 6
5 5 9 6 0 6
5 6 4 4 0 3
9 5 4 1 0 1

⎞
⎟⎟⎟⎟⎠

5 Conclusion

Nowadays the emphasis is on the highest efficiency investments and cost opti-
mization. One way to reduce costs is to optimize inventory. The article describes
the basic method of inventory management and related EOQ lot sizing prob-
lems. Cost effectiveness has been a key factor underlying success in logistics
management, and usually a vendors price discount offer is an important fac-
tor in purchasing considerations. In traditional inventory models, to keep price-
competitive, a vendor offers discounts based on the quantity ordered. Buyers
attempt to order an item in large quantities in spite of incurring an associated
storage cost, so as to dilute the high one time setup ordering cost and take ad-
vantage of the discount provided by the vendor. In the case of one item, the
traditional quantity discount models have been studied extensively in the lit-
erature, for both EOQ type models and lot sizing models [2]. The basic EOQ
model and formula has been created to solve the problem of the optimal order
quantity via the inventory cost minimization. It is not possible to use the model
when demand is stochastic. To analyze this situation the statistical methods are
possible to use, however there might be complications if there is no historical
data or the trend and behavior of the customers varies. This is the reason for
presenting the simple simulation model in MS Excel. It is possible to test various
ordering policies and to find the best that is acceptable for the retailer as well
as for the supplier and the chain as a whole. It also takes into account various
demand fluctuations. For the economical lot sizing problems we can consider
various special cases, one of which is Monge matrices. Lot-site problems are NP-
hard in general, but with using Monge property it they can be solvable in linear
time. Using this methods, managers and management can make a number of
significant supply decisions.
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Abstract. The routing problem of linear system is investigated in this
paper. The linear quadratic control problem was reduced to determine
the optimal trajectory (way, track, path), which must be tracked by
linear system.The general aim of optimal route determining consists of
minimization of composite cost function. Moreover, it is compared to the
optimal controls for the classical task (LQC) and the task of optimal path
determining. To illustrate those controls and track a numerical example
is included.

Keywords: optimal route, linear quadratic control, navigation, land-
marks.

1 Introduction

The control, navigation, stabilization, costs minimization, identification etc. prob-
lems for a different system are widely presented in literature (see e.g. [1]-[5], [7],
[11], [13], [17]). In each of these tasks we must control the object to perform the
aim. These tasks are connected with optimization. By solving these optimization
tasks we determine the control law for system in the explicit form or not. As a
result, we can control the object to perform the control aim. Sometimes, in order
to achieve the aim the system should be moved after a certain path (trajectory).
Thus, the problem arises when there are many guide paths. Which of these tra-
jectories is optimal? In this way, we have the problem of system navigating,
where first we must determine the landmarks and next we must lead the system
in such a way to mimic these marks (points). The task presented in the article
consists of determining the optimal path on which the system achieves the lowest
costs. Of course, taking into account other criteria we receive other trajectories
(for example, minimizing the entropy of the system during self-learning process,
we get a path that gives us the most information about this system).

The tasks of optimal control and route are dual. Namely, if the control law
is known then we can specify the path after which the object is to move, and if
the optimal trajectory is know then we can control the object to imitated the
trajectory.

When selecting the best route and controls the different criteria (shortest
path, quickest path, minimal cost etc.) are taken into account. Sometimes the
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Robbins-Monro algorithm is used to solve some technical problems (control,
navigation, stabilization, identification, source seeking, see e.g. [3], [8], [12], [13],
[15]) . For undetermined number of steps additionally the problem of convergence
is verified. In above algorithms the robot (technical system) first is controlled
with greater effort and next with little effort. In the present case the problem of
movement and control of linear systems is presented, where the main criterion
is to minimize the cost. Of course, for a fixed horizon the energy (control) and
landmarks are seventy distributed out over time.

The paper presents the problem of determining the optimal trajectory (way,
route), after which the controlled system (object, robot) should move. By consid-
ering this fact, this paper exploits an idea of dynamic programming. The solution
of presented task gives the optimal trajectory (a set of landmarks, statemarks).

The paper is organized as follows. In section 2 the linear quadratic routing
problem is formulated and the idea of conversion from control to navigation is
outlined. Next, the solution of routing problem is provided in section 3. Section
4 presents an optimal controls and route for the simple linear stochastic system.
Additionally the numerical simulation demonstrated for this simple linear system
shows that the differences between optimal trajectory and simulated trajectory
(path where the system was controlled optimally) are negligible.

2 Linear Quadratic Routing Problem

Sometimes for dynamical systems it is better to determine the optimal route
(path) instead controls. Next, the system must be controlled so as to follow a
designated path. Therefore, the task is to determine the optimal trajectory after
which we want to move the system. In this case the routing means determining
the set of points (marks, landmarks), which must be tracked by the system
to satisfy the aim, then the system must be controlled. The objective function
represents total costs, which are the sum of control costs and costs associated
with not hitting the point (target). This total cost is called a composite costs
function (CCF). Let (Ω,F , P ) be a complete probability space. Suppose that
w1, w2, ... are independent n-dimensional random vectors on this space, with
normal N(0, In) distribution. We assume that all the above mentioned objects
are stochastically independent and an initial state is ‖y0‖ <∞.

Let the stochastic linear system be described by a state equation

yi+1 = Ayi −Bui + Cξ + σwi+1 (1)

where i = 0, ..., N−1, yi ∈ Rn, B ∈ Rn×k, C ∈ Rn×l and σ ∈ Rn×n. On (Ω,F , P )
we define a family of sub-σ-fields Yj = σ {yi : i = 0, 1, ..., j}. Below we assume
that the parameters of linear system ξ ∈ Rk are unknown and has a normal
distribution N (m,Q). The matrices ‖B‖ < ∞, ‖C‖ < ∞, ‖σ‖ < ∞ where ‖·‖
denotes a matrix norm as ‖A‖ = max

‖x‖≤1
‖Ax‖ (the system (1) is Boundary Input

Boundary Output stable).
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The classical aim of control consists in optimization of performance criterion.
For the linear quadratic control problem the aim of control is to minimize the
total cost, which is a sum of costs and losses. Then, the task is to find

inf
u∈U

E

{
N−1∑
i=0

uTi Rui + y
T
NQyN

}
(2)

where Yj-measurable vector uj ∈ Rl is called a control action, and u = (u0, u1, ...)
an admissible control and the class of admissible controls is denoted by U . At
time i the value uTi Rui presents a cost of control and the value yTτ Qyτ presents
a heredity function as losses (add costs) associated with not hitting to target.

The main aim is to move the system from state y0 to state origin coordinates
col (0, 0, ..., 0). The system should be carried out (controlled) the cheapest cost.
On the other hand, when we need to determine an optimal route, then the task
(2) should be formulated in a slightly different form. Let det

(
BTB

) = 0. When
we want to move the system (1) from state yi to yi+1, i = 0, 1, ..., N − 1 then
the control has a form

ui = − (BTB
)−1

BT (yi+1 −Ayi − Cξ − σwi+1) (3)

Thus, the task (2) may be replaced by

inf
y∈Y

E
N−1∑
i=0

[
(yi+1 − Ayi − Cξ − σwi+1)

T K (yi+1 −Ayi − Cξ − σwi+1) + yT
NQyN

]
(4)

where
K = B

(
BTB

)−1
R
(
BTB

)−1
BT

The main aim is not the solution of problem (2) but only consists in determining
the optimal route. Direct solution of task (2) gives us the explicit formula of
optimal control, but the solution of task (4) gives the optimal trajectory.

3 Optimal Route Determining

By solving a task (4) we obtain a set of admissible points (marks) y =
(y0, ..., yN−1) for which the infimum is attained. The sequence yi, i = 0, 1, ..., N
presents a route (optimal path, trajectory), after which the system (1) should
move. Before the recipe (rule) for trajectory planning will be given, we introduce
some remarks of filtering conditionally normal sequences.

Remark 1. If the random vector ξ in system (1) has a normal N (m,Σ) then,
applying the results of the theory of filtering conditionally normal sequences (see
e.g. [14], [15]), we have:

1. the conditional distribution P (dξ |Yj ) is a normal distribution N (mj , Σj)
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2. the best estimator of the random vector ξ (conditional expectation) mj =

E (ξ |Yj ) and the conditional covariance matrix Σj = E
(
[ξ −mj ] [ξ −mj ]

T |Yj
)

are expressed by formulas

mj =

(
I +Σ

j−1∑
i=0

CT
(
σσT

)−1

C

)−1 (
m+Σ

j−1∑
i=0

CT
(
σσT

)−1

[yj+1 −Ayj +Buj ]

)

and

Σj =

(
I +Σ

j−1∑
i=0

CT
(
σσT

)−1
C

)−1

Σ

The theorem below presents the method of determining the optimal route,
which must be tracked by a system.

Theorem 1. Let

Pj = A
T
(
K −KT (K +Aj+1)

−1
K
)
A (5)

Lj = A
TKC −ATKT (K +Aj+1)

−1
(KC − Lj+1) (6)

Mj =Mj+1 + C
TKC + (KC − Lj+1)

T
(K +Aj+1)

−1
(KC − Lj+1) (7)

Zj = Zj+1 + tr (Pj+1Hj) + tr
((
Mj+1 + 2CTLj+1

)
(Σj −Σj+1)

)
(8)

where PN = Q, LN , MN are matrix zero, ZN = 0 and

Σj = E
(
(ξ − E (ξ|Fj)) (ξ − E (ξ|Fj))

T
∣∣∣Yj)

Hj = CΣjC
T + σσT

If det (K +Ai+1) = 0 for i = 0, 1, ..., N − 1 then the optimal state (mark, posi-
tion) for the time j + 1 based on information available to time j is

E (yj+1|Yj) = (K + Pj+1)
−1 (KAyj + (KC + Lj+1)E (ξ |Fj )) (9)

and

inf
y∈Y

E

(
N−1∑
i=0

[
(yi+1 −Ayi − Cξ − σwi+1)

T
K (yi+1 −Ayi − Cξ − σwi+1)

]
+ yTNQyN

)
=W0 (y0)

where

WN (yN ) = yTNQyN (10)

Wi (yi) = y
T
j Pjyj + 2yTj LjE (ξ |Yj ) + E

(
ξT |Yj

)
MjE (ξ |Yj ) + Zj (11)

Proof. First we define the Bellmann’s function (see e.g. [6], [9], [10] ). For the
time N the value WN (yN) is given by (10) and for the times i = 0, 1, 2, ..., N−1
is defined as

Wi (yi) = min
yi+1

E
{
(yi+1 −Ayi − Cξ − σwi+1)

T
K (yi+1 −Ayi − Cξ − σwi+1)

+Wi+1 (yi+1)|Yi} (12)
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for j = 0, 1, ..., N − 1. From (12) for the time N − 1 we have

WN−1 (yN−1) = min
yN

E
{
yTN (K +Q) yN − 2yTNK (AyN−1 + Cξ + σwN )

+2yTN−1A
TKCξ + ξTCTKCξ

∣∣YN−1

}
+ yTN−1A

TKAyN−1 + tr
(
σTKσ

)
= min

yN

{
E
(
yTN
∣∣YN−1

)
(K +Q)E (yN |YN−1) + tr ((K +Q)HN−1) + tr

(
σTKσ

)
−2E (yTN ∣∣YN−1

)
K (AyN−1 + CE (ξ |YN−1 ))− 2tr

(
CTKCΣN−1 + σ

TKσ
)

+2yTN−1A
TKCE (ξ |YN−1 ) + E

{
ξTCTKCξ

∣∣YN−1

}
+ yTN−1A

TKAyN−1

}
From the properties of condition expectation and matrix properties

E
{
ξTCTKCξ

∣∣YN−1

}
= E

(
ξT |YN−1

)
CTKCE (ξ |YN−1 ) + tr

(
CTKCΣN−1

)
Hence

WN−1 (yN−1) = min
yN

E
(
yTN
∣∣YN−1

)
(K +Q)E (yN |YN−1)

−2E (yTN ∣∣YN−1

)
K (AyN−1 + CE (ξ |YN−1 )) + 2yTN−1A

TKCE (ξ |YN−1 )

+E
(
ξT |YN−1

)
CTKCE (ξ |YN−1 ) + y

T
N−1A

TKAyN−1 + tr (QHN−1)

The expected optimal state (position, mark) at time N based on information
available to time N − 1 is

E (yN |YN−1) = (K +Q)
−1
K (AyN−1 + CE (ξ |YN−1 ))

and

WN−1 (yN−1) = yT
N−1A

T
(
K −KT (K +Q)−1 K

)
AyN−1

+2yT
N−1A

T
(
I −KT (K +Q)−1

)
KCE (ξ |YN−1 )

+E
(
ξT |YN−1

)
CT

(
K +KT (K +Q)−1 K

)
E (ξ |YN−1 ) + tr (QHN−1)

=yT
N−1PN−1yN−1+2yT

N−1LN−1E (ξ |YN−1 ) +E
{
ξT

∣∣∣YN−1

}
MN−1E {ξ|YN−1}+ ZN−1

We assume, that equation (11) is true for i+1. From (11)-(12) and the properties
of condition expectation we have

Wj (yj) = min
yj+1

E
{
(yj+1 − Ayj − Cξ − σwj+1)

T K (yj+1 − Ayj − Cξ − σwj+1)

+yT
j+1Pj+1yj+1 + 2yT

j+1Lj+1E (ξ |Yj+1 ) + E
(
ξT

∣∣∣Yj+1

)
Mj+1E ( ξ|Yj+1) + Zj+1

∣∣∣Yj

}
= min

yj+1

{
E
(
yT
j+1

∣∣∣Yj

)
(K + Pj+1)E (yj+1|Yj) + tr ((K + Pj+1)Hj) + yT

j A
TKAyj

+tr
(
σTKσ

)
+ 2yT

j A
TKCE (ξ |Yj )− 2E

(
yT
j+1

∣∣∣ Yj

)
K (Ayj +CE (ξ |Yj ))

−2tr
(
CTKCΣj + σTKσ

)
+ 2E

(
yT
j+1Lj+1E (ξ |Yj+1 )

∣∣∣Yj

)
+E

{
ξTCTKCξ

∣∣∣ Yj

}
+E

(
E
{
ξT

∣∣∣Yj+1

}
Mj+1E {ξ|Yj+1}

∣∣∣Yj

)
+ Zj+1

}
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and

E
(
yT
j+1Lj+1E (ξ |Yj+1 )

∣∣∣Yj

)
=E

(
yT
j+1

∣∣∣Yj

)
Lj+1E (ξ |Yj ) + tr

(
Lj+1 (Σj−Σj+1)C

T
)

E
{
ξTCTKCξ

∣∣∣ Yj

}
=E

(
ξT |Yj

)
CTKCE (ξ |Yj ) + tr

(
CTKCΣj

)
E
(
E
{
ξT

∣∣∣ Yj+1

}
MN−1E { ξ|Yj+1}

∣∣∣ Yj

)
=E

(
ξT |Yj

)
Mj+1 (ξ |Yj )+tr (Mj+1 (Σj−Σj+1))

Hence

Wj (yj) = min
yj+1

{
E
(
yT
j+1

∣∣∣ Yj

)
(K + Pj+1)E (yj+1|Yj) + yT

j A
TKAyj

+2yT
j A

TKCE (ξ |Yj )− 2E
(
yT
j+1

∣∣∣Yj

)
(KAyj + (KC − Lj+1)E (ξ |Yj ))

+E
(
ξT |Yj

)(
Mj+1 + CTKC

)
E (ξ |Yj ) + Zj+1 + tr (Pj+1Hj)

+2tr
(
Lj+1 (Σj −Σj+1)C

T
)
+ tr (Mj+1 (Σj −Σj+1))

}
Thus, the expected optimal state (position) at time j + 1 is

E (yj+1|Yj) = (K +Aj+1)
−1 (KAyj + (KC − Lj+1)E (ξ |Yj ))

and

Wj (yj)=yT
j A

TKAyj + E
(
ξT |Yj

)(
Mj+1 + CTKC

)
E (ξ |Yj )+2yT

N−1A
TKCE (ξ |Yj )

− (KAyj + (KC − Lj+1)E (ξ |Yj ))
T (K + Aj+1)

−1 (KAyj + (KC − Lj+1)E (ξ |Yj ))

+Zj+1 + tr (Pj+1Hj) + tr
((

Mj+1 + 2CTLj+1

)
(Σj −Σj+1)

)
= yT

j A
T
(
K −KT (K + Aj+1)

−1 K
)
Ayj + tr

((
Mj+1 + 2CTLj+1

)
(Σj −Σj+1)

)
+2yT

j

(
ATKC −ATKT (K +Aj+1)

−1 (KC − Lj+1)
)
E (ξ |Yj ) + Zj+1 + tr (Pj+1Hj)

+E
(
ξT |Yj

)(
Mj+1 + CTKC + (KC − Lj+1)

T (K +Aj+1)
−1 (KC − Lj+1)

)
E (ξ |Yj )

= yT
j Pjyj + 2yT

j LjE (ξ |Yj ) + E
(
ξT |Yj

)
MjE (ξ |Yj ) + Zj

what finish the proof.

Remark 2. The equation (9) gives the formula (recipe, rule) how to determine
the optimal route (state- or land- marks) for time j+1 if the system (1) to time
j traveled the way (path, track) y0, ...., yj.

Remark 3. Of course, to determine the path on which the object should move,
we can act in another way. First we solve the classical linear quadratic control
problem (2) and obtain the control laws. Next we simulate the possible tra-
jectories of linear system (1) using the optimal controls. Finally, averaging the
possible paths we obtain the trajectory, which must be tracked by the system.
The obtained trajectory can not be optimal.
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4 Optimal Controls and Route for Linear Quadratic
Problem

Let us consider a linear system with state equation

yi+1 = yi −Bui + σwi+1 (13)

The optimal control of linear system (13) for the task (2) contains in follow

Lemma 1. If det
(
Ri +B

TGi+1B
) = 0 for i = 0, 1, ..., N − 1 where

Gi = Gi+1 −GT
i+1B

[
Ri +B

TGi+1B
]−1

BTGi+1 and GN = Q (14)

then the optimal control is

u∗i =
[
Ri +B

TGi+1B
]−1

BTGi+1yi (15)

and

inf
u∈U

E

{
N−1∑
i=0

uTi Riui + y
T
NQNyN

}
= yT0 G0y0 +

N∑
j=1

tr
(
σTGjσ

)

Proof of this lemma we can find in [12], [13].

Remark 4. The optimal route (trajectory, set of landmarks) for the system (13)
is

E (yj+1|Fj) = (K +Aj+1)
−1
Kyj (16)

j = 0, 1, ...N − 1 where Aj is defined as (5) When we want to plane a trajectory
(route, path) at time t = 0 then we must determine optimal route conditioned
on σ−field Y0

E (yj+1|Y0) = (K +Aj+1)
−1KE (yj |Y0)

or in dynamical form

E (yj|Y0) =
(
(K +Aj+1)

−1
K
)j
y0

Remark 5. When the optimal route for the linear system is known and calculated
as (16) then from (13) the expected control conditioned on σ−field Yj is

E (uj|Yj) = − (BTB
)−1

BT (E (yj+1|Yj)− yj) (17)

=
(
BTB

)−1
BT (K +Aj+1)

−1
(I −K) yj
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Table 1. The trace planning and landmarks, simulation of states, optimal controls for
linear system

j E (yj |Y0) yj E (yj |Yj−1) uj

0 (30, 25) (30, 25) —— (1.797;−0.076)

1 (23.72; 25.85) (26.51; 25.90) (23.72; 25.85) (1.755; 0.139)

2 (18.38; 25.11) (22.75; 24.35) (20.90; 25.68) (1.648; 0.301)

3 (13.94; 23.20) (19.34; 22.56) (18.09; 23.32) (1.543; 0.449)

4 (10.30; 20.47) (15.96; 20.04) (15.56; 20.61) (1.408; 0.574)

5 (7.335; 17.19) (12.96; 17.17) (12.86; 17.15) (1.290; 0.677)

6 (4.914; 13.544) (9.934; 14.14) (10.36; 13.38) (1.148; 0.772)

7 (2.886; 9.712) (7.246; 10.44) (7.574; 9.525) (1.041; 0.809)

8 (1.098; 5.831) (4.773; 6.804) (4.925; 5.110) (0.975; 0.882)

9 (−0.600; 2.033) (2.594; 3.415) (2.025; 0.373) (1.065; 0.819)

10 (−0.024; 0.040) (−0.038; 0.126) (0.054; 0.030) ——

−5 0 5 10 15 20 25 30
0

5

10

15

20

25

30

Fig. 1. States simulation, planned trajectory and landmarks for linear system

Example 1. Let us determine the optimal route and controls for a linear system
with state equation (13) where the initial state y0 is (30; 25) and the fixed horizon
N = 10. This system must be moved to origin coordinates. Let us assume that

Q =

[
12 2
2 8

]
, R =

[
1.2 0.2
0.1 2

]
, B =

[
2 0.5
0.1 4

]
, σ =

[
0.2 −0.03
0.02 0.5

]

For this case the route planning E (yj |F0), simulated states yj and landmarks
E (yj+1|Yj) (expected optimal states conditioned on information to time j),
optimal controls uj are given in the table 1. The third column of the table 1
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presents a possible trajectory yj for the system (13), where the controls at times
j = 0, 1, ..., N − 1 are optimal.

The figure 1 shows the next curves: the curve with “square” marker ( �)
presents the simulation states, the curve with “plus sign” marker (+) - landmarks
(expected optimal states conditioned on information it time j), the curve with
“cross” marker (x) - planned route. We see that the planned route, landmarks,
simulated states are very close to each other so that the differences between the
landmarks and simulated states are negligible.

5 Conclusion

In this article, the optimal route problem of stochastic discrete-time linear system
with quadratic objective function for fixed horizon was presented. The described
problem is an idea of conversion from control to navigation of linear system. To
determine optimal trajectory the algorithm of dynamic programming was used.
As a result we have a set of landmarks. To perform the goal the system (robot,
object) must track the optimal path (trajectory).

The extension of described problem can be used, for example, to the source
seeking problem, route determining with reach information, planing navigation,
perfect tracking etc.
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1 Introduction 

Current economic environment is radically changing. Evolution in global economic 
trends, for instance, demographic shift, rapid development of web-based technologies, 
lead us to understand the advances in terms of how to design, improve and scale 
service systems for business and social purposes [1]. 

Services are the basis of today's economy. Therefore, more efficient management 
of services should be a priority. Companies report an increase in their profits from 
services rather than production. Thus, Daniel Bell’s [2] predictions of 1973 that over 
the next decades knowledge-based services would outperform manufacturing as a 
source of employment, came true by the year 2000. The way of stimulating service 
popularity was to create Service Science discipline, that addresses the problem by 
integrating science, technology and business to improve productivity, quality and 
innovation in services [3]. 

1.1 Service Science 

Service Scince integrates organizations’ and human understanding with business and 
technological knowledge [4]. Service Science deals with the analysis and 
development of complex Service Systems, in which various kinds of software 
components, people, etc. provide services to others. These systems constitute a 
dynamic configuration of people, technology, organizations, and shared information. 
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According to [5], services are becoming the key factor in stimulating the most 
industrialized economies. Service Systems incorporate people into the process of 
developing new technologies. The growth of Service Science causes market to change 
the goods-dominant logic [6] concept to service-dominant logic (S-D logic) [7], [8], 
[9]. Additionally, according to [10], [11], [12] it applies also to Service Science, 
Management, Engineering and Design (SSMED). These concepts provide all 
prerequisites to build a theory of Service Systems. 

Service-oriented Computing (SOC) [13] is a paradigm of system development. An 
application assumes the autonomy and heterogeneity of the components that make up 
the system. According to this paradigm, one can create different types of software 
architectures, in particular Service Oriented Architecture (SOA). Services, their 
descriptions and operations (publication, discovery, selection, and binding) that 
produce, or utilize such descriptions constitute the foundation of SOA [18], [19].  

1.2 Definitions of Service Systems 

The idea of a new scientific discipline called Service Science has its genesis in a 
phone conversation of 2004 between Jim Spohrer(IBM ® Research Service 
department) and Henry Chesbrough (professor of  business and innovation at the 
University of California at Berkeley). The reason was simple: lack of candidates who 
had the right mix of knowledge including computer science, engineering, 
management and social science. Over the years, the definitions of Service Systems 
have evolved. The earliest definitions were created in 2007.  

 
“Service Systems represent value-co-creation configurations of people, technology, 
value propositions connecting internal and external service systems, and shared 
information (e.g., language, laws, measures, and methods)” [5].  
 
The same year, Qui, Fang, Shen and Yu [14], present their definition.  
 
“Service Systems can simply be a software application, or a business unit with an 
organization from a project team, a business department, a global division; it can be a 
firm, institusion, government agency, town, city or nation; it can also be a 
composition of numerous collaborativelu connected service systems within, and/or 
across organizations.”  
 
In 2008 and 2009, presented were at least three new definitions of service system 
[15], [16]. The most interesting was by Vargo, Maglio and Akaka [17]. 
 
“Every Service Systems is both a provider and client of service that is connected by 
value propositions in value chain, value networks, or value-creating systems.”  
 
A development of economic trends and new technologies have changed the way of 
doing things. Service Science is evolving what makes the definition more and more 
complete and precise. Nowadays, services are more custom-oriented and they include 
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more knowledge. Barile and Polese [1] present summary of most relevant Service 
Systems definitions, displayed in various networks. 

1.3 Challenges for Service Science 

Service Science is at its primary stage, therefore there are still many doubts about 
definition and basic concepts.  

In [18], eight challenges for Service Science are stated as a potentially valuable 
direction in the development and research. Alter [18] informs that given these 
challenges may be found controversial. Some of them are under exploration 
(Challenge#8: Maintain analytical rigor without losing the spirit of service), some are 
just extension of previous ones (Challenge#4: Replace “the customer” with clear 
distinctions between various customer groups and other stakeholders whose different 
interests may be in conflict. Challenge#5: Highlight customer and provider 
responsibilities for value creation). Some of them seem to have become standard, like 
the definition of Service and Service System(Challenge#1: Use a broadly applicable 
definition of service, Challenge#2: Use a broadly applicable definition of Service 
System).  

Service Science is related to disciplines such as Knowledge Engineering, Service 
Composition or Resource Allocation. The paradigms described in Section 1.1 help to 
understand the challenges posed on Service Science. Scientists build applications 
using avaible knowledge and technology. They try to connect provider with the client 
in value systems, presenting much more customized solutions. 

The rest of this paper is organized as follows. In Section 2, we review recent 
developments in Service Science according to the following categories: Service 
Composition, Knowledge Engineering and Resource Allocation. In Section 3, we 
highlight that the recent developments are applicable in many domains of software 
engineering. We divide them into three categories: eHealth systems, eLearning 
systems, and Social Networks. Summary of the paper is presented in Section 4.  

2 Recent Developments 

2.1 Service Composition 

In general, service composition process consists of two steps: the first one constitutes 
the required functionalities and their interactions–i.e. control and data flow – they are 
identified. The second one - for a set of the functionalities appropriate candidate 
services are discovered from the repository and then selected in an optimization task, 
resulting in a composite service execution plan that specifies a required composite 
service. Service composition is a simple way for delivering new functionalities and 
adapting the existing ones to the changing user requirements. The characterisitics of 
the web services allow this process to be automated, so that new functionalities can be 
added depending on the user requirements. This makes Service Oriented Architecture 
combined with automated service contents, which is an expected solution to a 
problem of dynamically changing user requirements.  
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In the literature there are many approaches to service composition problem [19], 
[20], [21]. Stelmach [22] presents automated negotiation of communication protocols 
in a composition of data stream processing services and he introduces a planning-
based approach. Fraś [23] introduces Smart Service Workbench (SSW) - an integrated 
tool to support business processes in IT. It consists of modules which cover all the 
functionalities of the the client-SWW model. Modules are responsible for e.g.: 
requirements analysis, services choice or service composition. 

Other approaches concentrate on a more complex service composition [24]. 
Grzech [25] describes a translation of service level agreement (SLA) into structure of 
complex services. In [26] a model of complex services composed of atomic services 
available in different versions and offered in a heterogeneous environment is shown. 
The Authors hightlight the aim of the model as a framework to analyze access 
limitations, services costs, security, and resource constraints, i.e. In [27], a novel 
approach to the problem of optimization of complex service execution plan is 
introduced by applying an algorithm to the multidimensional knapsack problem 
(MKP) solution.   

However, the problems of semantic analysis of user requirements, service 
discovery and selection of services against non-functional requirements still arised. 
The biggest disadvantage of the presented solutions is that in general, they satisfy 
either functional [28], or non-functional [29], [30] requirements. In [31], the service 
composition problem in the Internet of Things paradigm is discussed. An algorithm 
for composite service plan optimization selects the services according to their 
functional and non-functional requirements [32], [33]. Presented innovations use a 
fitness function [34], [21]. The Authors present improvements to the algorithm in 
relation to the uncertainty aspect of service composition. In [35], the problem of ICT 
service mapping in service composition process is presented. The Authors formulate 
the problem of ICT service mapping in the process of service composition and 
propose a solution. The presented solution applies a concept of decision tables [36], 
[37] as an ICT service mapping tool.  

Also, a framework-based approach in the SOA field was presented [38]. In this 
work, the authors propose a software framework that incorporates various 
composition approaches and use different knowledge repositories such as ontologies, 
social networks, or rule engines. 

2.2 Knowledge Engineering 

Knowledge Engineering (KE) refers to all technical, scientific and social aspects of 
building, maintaining and operating knowledge-based systems. KE is an engineering 
discipline that integrates knowledge into computer systems in order to solve complex 
problems normally requiring a high level of human expertise [39]. It is a 
multidisciplinary field, bringing in both concepts and methods from several computer 
science domains such as artificial intelligence, databases, expert systems and decision 
support systems. 

Various techniques from the Knowledge Engineering filed are applied in the 
Service Science domain. The solutions mainly aim to improve the process of service 
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selection [40], [41] support decision making in the systems based on SOA paradigm  
[42], or to ameliorate the process of resource allocation [43].  

The key issue of knowledge engineering is to propose the architecture of delivering 
data mining solutions to the systems. In work [44] authors present the service-oriented 
paradigm of designing the data processing techniques as Web services. Each of the 
services communicate using standarized interfaces provided by the SOAP protocol. 
The solutions are widely accessible as connected by ESB.  

Huang [45] takes into consideration diverse types of knowledge related to remote 
sensing image understanding. In their article, discussed is knowledge representation 
(KR)  architecture as classified into six types. Agents for KR task are employed to 
bridge the gap between low-level image processing methods and high-level semantic 
descriptions. In addition, the authors of [46] present KR and reasoning using fuzzy 
Petri nets (FPN). Because it still has many deficiencies, they present a knowledge 
acquisition and representation approach using fuzzy evidential reasoning approach 
and dynamic adaptive FPNs. The proposed approach can not only capture experts' 
various experience well, it extends the KR power, and reason the rule-based 
knowledge more accurately. 

2.3 Resource Allocation 

The field of Service Science attracted the researchers attention and the industry in the 
area of Resource Allocation (RA). RA is the process of determining the best way to 
use available assets or resources in the completion of a given project. Companies 
attempt to allocate resources in a manner that helps to minimize costs while 
maximizing profits at the same time. Recently developed information and 
communication technologies (ICT) empower entrepreneurs to inbuild monolitic 
architectures into the distributed ones. Due to the fact, service-oriented architecture 
(SOA) becomes important paradigm in designing service-oriented systems (SoS). 
Resources given to services need to be efficiently managed. To ensure high quality of 
service (QoS), a Resource Allocation dilemma should be considered [47], [48], [49]. 

Rygielski and Tomczak [41] state the problem and present an algorithm for 
detection in streams of requests. Dissimilarity measure between two probability 
distributions is presented with emphasis on long-lasting changes. To estimate the 
reference and model distributions the sliding window technique was presented. 

Tomczak [50], outlines an on-line change detection algorithm for resource 
allocation, based on the dissimilarity measure framework [51], [52] between two 
parameterized   probability distributions (pds). Author takes advantage of the fact that 
streams of requeasts in service- oriented systems can be modeled by non-homogenous 
Poisson processes. In this work, three dissimilarity measures are considered i.e. 
Bhattachryya distance measure, Kullback-Leibler divergence and an absolute mean 
difference, in relation to analytical formulae for Poisson distributions. Additionally, 
resource allocation is initialized, and in case of detected change, the resources are re-
allocated due to a given optimization algorithm, e.g., interior-point algorithm [53]. At 
the end, simulation study is presented. 

Song, Sun and Shi [54] propose a set of on-demand resource allocation algorithms 
based on the dynamic resource allocation mechanism and model. Presented 
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algorithms ensure performance of critical applications, identified by the data center 
manager. They argue that the existing techniques relying on turning on, or off the 
servers by a virtual machine (VM), is not enough to solve the problem of Resource 
Allocation.  
Świątek [55] shows a problem of mobility and resource management in 

heterogeneous wireless networks. He demonstrates that based on the knowledge 
gathered about the clients’ activity, it is possible to predict their future interaction 
with the system which results in improving the overall quality of the services 
delivered as well as the network resources utilization. Whereas Grzech [56] discusses 
multistage processing of connections in connection-switched networks. On 
introducing the general idea of multistage traffic processing, he argues about a 
connection classification task in a two-level processing schedule.  

3 Applications 

Many techniques from the service composition, knowledge engineering or resource 
allocation have been implemented in the Service Science domain. Here we classify 
them into three groups.  

3.1 eHealth Systems  

Recently, paper-based medical systems have been replaced by eHealth systems due to 
their convenience and accuracy. Also, since the medical data can be stored on any 
kind of digital devices, people can easily access medical services at any time and 
place.  

The new wireless technology has offered many advantages in the conventional 
healthcare system like e.g. a special body patch which transmits a patient’s health data 
wirelessly to a GP's practice. The device allows the patient health to be monitored 24 
hours a day.  

Recently, Body Area Networks (BANs) (or Body Sensor Networks (BSNs)) 
propose a promising approach to help improve health care system [57]. Initial 
applications of BANs appeared in the healthcare domain, in particular for continuous 
monitoring and logging vital parameters of patients suffering from chronic diseases 
such as diabetes, asthma and heart attacks. However, the design of their eHealth 
system comes with emerged challenges. One of them is how to ensure security and 
privacy of the patients’ Personal Health Information (PHI) [58], [59]. Apart from 
security and privacy aspects, development of analytical methods for such systems is 
analysed. Furthermore, Grzech [60] introduces a problem of e-health service quality 
management, especially when communicaton conditions are changing.  

PAAS 

Linke Guo [61] proposes a framework called PAAS (Privacy-Preserving Attribute-
Based Authentication System), which identifies users in eHealth systems while 
preserving their privacy. The Authors propose some authentication strategies between 
the patients themselves, or between the patients and doctors. Based on the data 
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security and an efficiency analysis, in terms of privacy preservation, the framework 
turned out to be better than the working eHealth systems. 

SAGE 

SAGE [62] is a Strong Privacy-Preserving Scheme Against Global Eavesdropping for 
eHealth Systems. It can preserve not only content-oriented privacy, but also 
contextual privacy against a strong global adversary. The basic idea of SAGE is quite 
simple: when the patient information database (PIDB) receives the PHIs from a 
patient, it transmits them to all the physicians. Then, the potential physicians get the 
signal from their patients. SAGE can achieve unconditional receiver anonymity. As a 
consequence, the patient privacy is guaranteed. 

In the proposed SAGE, the content-oriented privacy can be guaranteed by the 
secure symmetric encryption algorithm. To gain that, an adversary always has ways to 
link the patient to a target physician (RD(PA, PH)--› 0), the trick is to ensure the link 
between the PIDB and the Physician (PH) (RD(PIDB, PH) ---› 0) by a DP’s 
(programmable demon program) broadcasting which reports (PIR) all the physicians. 
Privacy link between PIDB and PH is formally defined by a game between a 
challenger and an adversary.  

There may be two kinds of attacks which affect SAGE performance. The Authors 
state how it is processed. The provoked attack doesn’t affect the SAGE performance 
because the DP controls the validity of the timestamp. If the timestamp is incorrect, it 
will be discarded. Attack can be also prevented, since the message authentications 
relies on the static shared key. In addition, digital signature techniques have been 
integrated in the SAGE. 

SmartFit 

SmartFit is a system that adopts new technologies of pervasive computing. It was 
designed to support endurance and technical training of athletes [63]. The data is 
transmitted between the users of the system (i.e. the athletes and trainers) with 
predefined quality level, irrespective of their location.  

In [64] the general architecture of SmartFit is presented. The Authors distinguish 
three main functionalities of SmartFit and support them by examples.  

• planning volume of endurance training.  
• endurance training and monitoring.  
• support technical training. 

Atomic services are used to provide functionality supporting skill assessment and 
improvement of the elementary tennis strokes such as serve, backhand and forehand. 
Based on initial skill level recommendations a support in planning future technical 
tennis training is proposed. The application allows to support feedback training. The 
big advantage is that physiological and kinematic data from sensors placed on athlet’s 
body is visible in a real–time. It helps the two parties both to compare the results with 
the previous ones and with other athlets.  

The Authors investigate the process of technical tennis training in detail. In the 
presented user-case, the scenario for SmartFit athlete’s BAN consists of EMG, 
gyroscopes and accelerometers wireless units. The physiological and kinematic data is 
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transferred to the server. In the skill assessment case, the signals from gyroscopes and 
accelerometers are processed in order to build a relationship between wrist flexion, 
upper arm rotation and racquet speed. Obtained results can be compared with the 
results captured from the reference data of a high-level tennis player. Based on this 
data it is possible to build a personalised model for the tennis player. It may also be 
used to make recommendations for future technical training. 

 
eDiab 

In [65] introduced is a new method for decision rules extraction called Graph-based 
Rules Inducer (GRI) to support the medical interview in the diabetes treatment. The 
Authors present a method for knowledge extraction in a form of decision rules to 
support anamnesis. This method is implemented in a system called eDiab [66].  

This work contributes to proposing an algorithm for rules induction that enables a 
physician to conduct personalized medical interview. Two issues are considered by 
the authors: First, knowledge representation should be chosen. In this work, decision 
rules are applied. Second, the context is unknown and non-stationary (evolving in 
time).  GRI by authors is decribed as follows: “In the first step, the graph determining 
the search space is obtained. In order to create only the paths that are coupled with a 
proper rule, that is, the sign of the path, the algorithm runs backward, that is, from the 
final vertex to the first layer. Despite the fact that the number of paths in both sets 
might grow exponentially with respect to the number of features, in many practical 
cases the number of paths seems to be reasonable. Nevertheless, formulating a rule-
based model in problems with many inputs might be intractable, therefore some 
heuristics should be proposed”.  

Two experimental studies are presented in the article. The findings are discussed. 
The first one involves 13 other methods and a benchmark data set Electricity [67]. 
The second one is the application in the diabetes treatment and involves five other 
methods and a data set collected by Michael Kahn, M.D., Ph.D., published in the UCI 
Machine Learning Repository [68]. Generally, GRI is very promising and should be 
developed. 

3.2 eLearning Systems  

Intelligent E-learning systems attract attention because they relate personalized 
learning to the particular characteristics of the users. Personal learning styles need to 
be taken into account while planning an elearning process.  

In recent years, many personalized elearning systems have been developed [69]. 
Each of them emphasizes different criteria. In Insprire [85], knowledge level of the 
learner is taken into account at the stage of planning the lesson. The systems use links 
to support the learners’ navigation. INSPIRE offers computer-adaptive testing based 
on the item response. Educe [86] analyzes the time of learning. Learning units 
comprise different media types such as text, image, audio and multimedia. EDUCE 
uses the calculated probabilities to chose one out of the four types of material with the 
highest probability. In [70] classification into groups is discussed. For each group 
determined is learning scenario. After a few lessons Students sit a test in their 
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individual capacity. If the learning process is acceptable, the student continues 
learning, otherwise the system modifies the scenario. 

Student Courses Recommendation 

The formulation of the recommendation problem was first stated in [71], [72], [73] 
and the problem has been studied extensively since then on.  According to [74], 
Recommender Systems (RS) are classified into three categories based on how the 
recommendations are made: Content-base recommendations, Collaborative 
recommendatrions and Hybrid approaches. The authors of [75] present a survey of the 
RS incorporating the contextual information into the recommendation process to 
support multicriteria ratings, or provision in a more flexible and less intrusive 
recommendation process. Other research also includes explainability [76], scalability 
[77], [78] and privacy [79] issues.  

The main goal of the recommendation systems (RS) is to deliver customized 
information to the users of increasing web-based systems population.  RS are used to 
solve problems coming from different domains, such as: web recommender, 
personalized newspaper, sharing news, movie recommender, document recommender, 
e-commerce, Travel and Store recommender, e-mail filtering, music recommender or 
music list recommender [80]. 

In its most common interpretation, the recommendation problem is reduced to the 
problem of estimating ratings for the items that have not been seen by a user.  
Intuitively, this estimation is usually based on the user’s rating some other items 
based on some other information that is described below.  Once we can estimate 
ratings for these items, we can recommend the item with the highest rating to the user. 

In the section, we present two works discussing recommendation systems from the 
student courses at the University Information System EdukacjaCL using respectively 
Ant Colony Optimization (ACO) application; Markov Chain Model and Bayesian 
Inference. 

Ant Colony Optimization Application 
ACO [80] is a natural computer algorithm that simulates the behavior of living ants. 
ACO is applied as an information filtering method in RS. It enables us to introduce a 
new type of hybrid method called integrated HA. In an experiment, the grade 
determines the e-lecture with final exam to recommend for the user. The Authors 
applied three algorithms based on ACO: 

1.With maximal probability. 
2.With one ant and random walking using edges’ probabilities. 
3.With K ants and random walking using edges’ probabilities. 

ACO methods were compared with filtering methods: 

1. Randomrecommender 
2. Content-Basedrecommender (CFB) 
3. Collaborative Filtering using demographic information rocommender (CF1) 
4. Collaborative Filtering using Euclidean metric recommender (CF2) 
5. Collaboratice Filtering recommender (CF3) 
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To compare their methods the Authors applied the following measures: Mean 
Absolute Error (MAE), Normalized Mean Absolute Error (NMAE), Prediction 
Accuracy (PA), Mean Squared Error (MSE), Root MeanSquared Error (RMSE), 
Standard Error Variance (SEV), Classification Accuracy (classAcc) that measure the 
number of predictions and compare them with the grades in the test set. 

All of the presented measures show that the ACO method is more stable than the 
others. Mean Absolute Error (MAE) measure, which shows difference between real 
value and the predicted one for the ACO-based method, is around 0.4. That means 
that recommendation lowers the real value by half of the grade.  

Markov Chain Model and Bayesian Inference 
The following article focuses on an approach of a Markov model as a knowledge 
representation, and Bayesian inference as a reasoning method [81]. The Authors 
present the user’s choice of a new decision influenced by the former one.  This causes 
that behavior can be described by the Markov chain model. However, the main 
concern is the recommendation task. Where the user’s behavior is modeled on 
Markov chains, the personalization problem can be stated as a classification task. The 
new user makes the best decision with the minimal risk. The Bayesian algorithm as 
an optimal decision making algorithm is proposed. Due to non-stationarity in a real-
life situation, an adaptive estimation method is presented. The Authors apply 
incremental learning algorithm [82] to adopt the changes. At the end, an experimental 
study is presented.  

In the experiment, the state in the Markov chain is associated with the language 
and its  level: English A1, English A2, English B1, English B2, English C, German 
A1,  German A2, German B1, German B2, German C, nothing. Moreover, it is 
assumed that each student is described by a following vector: number of all  
courses, number of classes, number of laboratories, number of lectures, mean of 
grades, variance of grades, mean of grades from lectures, mean of grades from 
exercises, mean of grades from laboratories, number of fails (grade F), number of 
excellents (grade A). Probably, carrying out the experiment for 10 semesters would 
demonstrate that applying Markov chain model is even more appropriate. 

OnLine Lab 

The application Online Lab [63] is a distributed, service-based computer laboratory 
benefiting from the IPv6 QoS architecture, which is used to distribute computational 
tasks while maintaining the quality of service and the user experience.  Online Lab 
(OL) implements an architecture consisting of user interface (OL-UI), core server 
(OL-CORE), services and computational engines (OL-Services, based on the Python 
engine in the current prototype). OL-UI is a web service simulating a desktop and a 
window manager. The Code is stored on the specialized data spaces - notebooks, 
which are the documents processed by OL-Services. 

Authors present the user’s query processing as follows:  

• OL-Core and OL-Services are included in the service. 
• One notebook represents one computational task. 
• The system may recommend notebooks to the other users 
• The content of the notebooks is annotated with ontology 
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The application classifies the user’s queries (computational tasks) and reserves 
communication services of the system in order to guarantee the Quality of Experience 
(QoE) for the user. The computational tasks are scheduled to reduce the waiting time 
of the user by monitoring and linking to the IPv6 QoS infrastructure.  
General tasks of Online Lab presented in article:  

• to compose a computational service, provided that the request stream from 
the users is known or predicted  

• possibility of implementing the dedicated computational services to other 
applications.  

3.3 Social Network  

E-mail Network at WUT 
The Authors of [83] describe e-mail network at Wrocław University of Technology 
(WUT). Experiments presented were carried out on the logs from the WUT mail 
server. The Authors have found that, despite significant changes in the networks 
structure, the statistical distribution of the subgraphs remains stable, which led to the 
idea of characterizing network dynamics by the evolutionary patterns of the 
subgraphs. They assume that prediction of the rapidly changing social network 
observed over a short period of time should result from the analysis of dependencies 
and correlations of the activity of the nodes, from the level of the samples of three 
patterns and the connection between triple of nodes. Introduced is a model that bases 
on a mixture of Markov chains, which gives very a promising outcome (the mean 
error rate at the level of approx. 8%). Presented approach groups triad trajectories info 
clusters. This model was trained on data by expectation-maximization algorithm.  

Link Prediction in PlaTel 

In [84] link prediction problem in Dynamic Network of Services was discussed. The 
concept of Network of Services emerges from the patterns of interactions resulting 
from the composition of Web Services. The article presents the concepts of the 
Network of Services, which are followed by a research on link prediction methods 
and their accuracy. 

The paper refers to the current models by describing service repositories that are 
used in the SOA systems. Later on, the paper introduces the concept of Network of 
Web Services (NoS). NoS is build with all the services in systems service repository 
and represents all the possible parameter transfers between the services. After 
introducing the concept of NoS, as a result from service composition and execution, 
the Authors propose a general approach to characterization of dynamic patterns of 
interaction between the Web services. This approach uses NoS to represent service 
activity in a given time window. The Authors introduce the concept of Dynamic 
Network of Service s (DNoS) used to store information about time-dependent 
parameters interchange between the services. They also notice that this representation 
is analogous to the representation of dynamic social networks of interactions between 
humans. Based on this analogy, the Authors propose a web service usage analysis 
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methodology. After suggesting all the concepts for the further research, they present 
the PlaTel  (Platform for ICT solutions planning and monitoring) framework 
(supporting business processes in distributed ICT environment based on SOA 
paradigm), used in their research. 

The main part of the article describes the experimental comparison of three link 
prediction algorithms: Preferential Attachment (PA), Common Neighbours (CN)  
and Triad Transition Matrix (TTM) applied to assess the future service usage and 
structure of the resulting DNoS. After presenting the experiments assumptions and 
their methodology, the Authors discussed the results. In conclusion, they stated that 
the evolution of DNoS is not driven by social evolutionary scheme and that the 
predictors using time series analysis, subgraph structure mining and network 
statistics, would perform better when making use of dynamic networks of services. 
The concepts presented in the paper are novel, and thus, they provide the basis for 
further research.  

4 Summary 

In this article, we surveyed recent developments and application in Service Science. 
At the beginning, we explained terms like Service Science, Service Systems as well as 
two paradigms of Service Oriented Computing and SOA. Also, we presented some 
challenges of Service Science in section 1.3. Three directions: Service Composition, 
Knowledge Engineering and Resource Allocation, were discussed. We introduced the 
present state-of-the art in each of the fields supported by the representative example 
applications in three groups: eHealth systems, eLearning system and Social Network.  
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Abstract. Dynamic composition of services enables users to use com-
plex services with a minimal human intervention. Services that interact
in highly dynamic physical world can not remain static, they must be
continuously adapted to changes in their environment. Classical mecha-
nisms of service composition are not suitable to implement the service
adaptation in open and dynamic environments. We propose an approach
based on Multiagent Systems to develop services ecosystems and face
the challenge of service adaptation as a constraint satisfaction problem.
In this paper, effects of service dispersion and density in the ecosystem
are showed.

Keywords: multiagent systems, services, ecosystem, self-adaptation.

1 Introduction

An interesting current topic in smart environments domain is the growing im-
portance of Service Oriented Computing (SOC) paradigm in the development
of enabled systems to provide pervasive services that interact with the physi-
cal world. Additionally, with the evolution of complex services has emerged the
need to build autonomous devices with teamwork skills. SOC and Multiagent
Systems (MAS) are two knowledge domains suitable to complement each other
to face the challenge of service adaptation in dynamic environments. On one
hand, pervasive systems based on SOC represent a domain where MAS can
perform significant contributions. Pervasive systems with services that depend
on the physical world (open and dynamic), are characterized by a continuous
evolution. For example, resources and services embedded in mobile devices can
be no more available, new services can be enabled, and functional requirements
may change over time. This challenges can be faced by MAS′s concepts such
as autonomy and cooperation. On the other hand, the service’s features such as
soft coupled, dynamic selection and composition enable a natural introduction
of the MAS approach.

Several authors have proposed to use the multi-agent systems paradigm to
develop adaptive services [1] [2] [3]. Whereas [1] [2] [3] are efforts in designing

J. Świ
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and building enriched services (with own goals and teamwork skills) for sup-
porting simulations of software-services adaptations, this present research is an
early effort, that introduces a self-adaptive ecosystem of services based onMAS
paradigm for dealing with dynamism on the physical environment. In natural
ecosystems, members are organized by species and work to achieve common ob-
jectives in a shared physical environment [7]. An ecosystem of services consists
of two elements: participants (e.g., devices) that can provide services and an
environment [4]. Each participant can be viewed as an individual or an organi-
zation and has its own role to play. In the ecosystem, participants work together
to achieve their objectives and the environment supports the participant’s work.
The ecosystem adaptation emerges from the local interactions of its participants.
In the literature we can found works about services’ ecosystems, for example [5]
[6]. However most of the works focus on business-oriented services (often these
approaches not consider the interaction of services with the physical world) or
propose to use some non-suitable techniques for use online such as genetic algo-
rithms.

We propose to use the approach of Multiagent Systems (MAS) to face an
open problem: service adaptation in dynamic environment using resources in
the user’s vicinity. The objective is to automate the adaptation process based
on environment changes, specifically in local resources (availability of services,
devices, etc.) and current functional requirements. In this paper, a framework
for self-adaptive ecosystems of services to be deployed in dynamic environment
is presented. Each participant and source of the system is instantiated by an
agent. The ecosystem will merge the traditional service composition with the
service adaptation. Ecosystem’s self-adaptation is supported by two techniques:
(i) Clustering based on skills, location and aims is used to build dynamic clusters,
and (ii) Dynamic constraints satisfaction for dynamic adaptations of services.
The novel features of this work are:

– Designing a framework for self-adaptive ecosystems of services (Section 2).
– Applying (skills, location, aims)-based clustering and constraint satisfaction

techniques with MAS to build self-adaptive ecosystems; distributed and
mobile clustering (Section 3) to cope with the openness and dynamism of
physical environment, and a constraint satisfaction model(Section 4) to dy-
namically adapt services in the ecosystem.

– Implementing virtual and physical participants’ behaviors for self-adaptation
into a MAS-based test bed and experiments (Section 5) to evaluate the
performance of the MAS-based solution.

In section 6 we present conclusions and future work.

2 A Framework for Self-adaptive Ecosystems of Services

We propose an architecture where participants are organized based on their
skills, location and current aims. The MAS-based architecture for self-adaptive
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ecosystem of services consists of participant agents, services and a service ontol-
ogy. A participant can perform two self-imposed roles; provider and/or customer,
and it can represent devices, users, resources or applications. This architecture
is abstract and simple because we think that the organization must emerge of
local interactions along time and space.

2.1 Participant Agents

A participant agent (PA) is an autonomous system that resides on a device,
and that can sense and change its environment. We represent a PA as a tuple
(Skills, Aims,Behaviors).

Skills of a PA are defined by a set of device’s features (such as sensors, actu-
ators, storage capacity, communication interfaces) and a set of services that it
can provide to others PAs.

Aims represent the potential set of functional requirements that a PA will need
to fulfill (for the shake of simplicity, in this paper we assume a finite and fixed
set of aims). We have defined an ontology of potential aims and skills that will
be used in the clustering process.

Behaviors define how a PA perceives and modifies its environment. A behavior
definition has two elements: preconditions and actions.

Any PA carrying out an action in support of others PAs is providing a service.
A service can be atomic (atomic service is a service residing on a single device
and has owns all required decision capabilities) or composed. In this work, we
distinguish two types of atomic services that an device can provide in the physical
world.

– Software-service, which represents a logical solution to process and manage
information.

– Hardware-service, which represents an action over the physical world trough
hardware such as sensors and actuators.

Using atomic services we can provide composed services constituted by soft-
ware services and hardware-services. Each service description is based on a
shared ontology service. Service functionality is represented by the requirements
that it fulfills, such as, sensing temperature. Inputs of the service are represented
by the requirement’s parameters, e.g., user location. The service’s output is an
action that contribute to fulfill a functional requirement.

2.2 PA’s Roles

In the required process, to perform a service’s composition and adaptation, a PA
can choose to play three roles; provider, customer or representative. Acquired
roles are the result of PA’s behaviors, environment state and interactions with
others PAs.
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Provider Role. This role is acquired when a PA has accepted an obligation to
carry out an action in support of an other PA (PA has acquired an obligation to
provide a service). We use PPA to indicate that the PA is performing a provider
role. The behavior of this role depends of the kind of requested service.

– If the requested service is atomic then the PPA executes the actions required
to fulfill the service and only interact with others PAs to request resources
(if more resources are necessary).

– If the requested service is composed then the PPA must interact with oth-
ers PAs to request services needed to fulfill the composed service. In this
regard, a PPA can be seen as the owner of a temporal virtual ecosystem
(devices with a common goal in a shared environment along a finite time
period), where some PA are registered as members. The main function of
a PPA is to delegate functional requirements to others PAs. A PPA pro-
vides common and collaborative contexts to PAs, i.e. PAs managed by the
same PPA are teammates that share a common goal. This allows PAs to
delegate functional requirements among each other, promoting the service
composition and adaptation.

Customer role represents a PA that needs of other PAs to fulfills a functional
requirement, we represent this role as CPA and its behaviors are: (i) formalizing
functional requirements by making use of the service ontology, (ii) decomposing
composed requirements into atomic requirements, (iii) contacting one ore more
PA to carry out actions to fulfills the requirements, (iv) combining PA’s results
into a single composed service. PAs self-acquire obligations (to provide services)
to promote the composition and adaptation of their own needed services.

Representative role represents a PA with the best skills that characterize a
PA’s cluster. We use RPA to indicate that the PA is performing a representative
role. RPA is used to build initial clusters of PAs. It is based on the PA’s
skills and allows PAs to find other PAs with similar skills (we can perform an
analogy of these initial clusters and the concept of organization based on species
in a natural ecosystem). Initial clustering is based on the hypothesis: PAs with
similar skills have similar aims.

In the (Fig. 1) we show the conceptual framework to build services’ ecosys-
tems based on a MAS approach with all the components defined before. This
architecture supports the ecosystem’s life-cycle required to provide services; or-
ganization (based on skills and aims), composition and adaptation.

3 PAs’ Dynamic Clustering

Based on the idea; members of same species work together to achieve common
goals. We propose to build clusters of PAs (for the shake of simplicity, each
PA represents a device) to provide services and achieve common aims. How-
ever, physical environment and functional requirements are constantly changing,
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Fig. 1. Architecture from a conceptual point of view of a Ecosystem of Services

therefore it is false that the PAs’ clusters in a ecosystem must remain static.
For these reason we propose a clustering algorithm based on skills and locations
to build initial clusters, where each cluster is adapted guided by current aims of
each PA.

3.1 Preliminaries

Every participant is instantiated and represented by an agent, this agent has
an unique identifier denoted by PA. Each PA has a set of skills to provide one
or more services. In this paper we assume the emergence of clusters based on a
minimal percent of similarity in three dimensions; skills, locations and current
aims. In the ecosystem of services, this clusters means PA’s working to provide
services and achieve common aims. However, this clusters are not fixed and may
change along the time.

In this paper, it is out of our scope to derive similarity functions. In regard of
this, for the shake of simplicity, we assume the existence of three functions; (i) a
similarity function based on PA’s skills that enable PAs to determine distances
among them, (ii) a function to determine a similarity percent between to aims
and (iii) a function to determine the geographical distance between two PAs.
Each cluster in the ecosystem should have a representative participant agent
(RPA) and some PAs. The choice of the RPA is based on the skills associated
to each PA and location; the PA with best skills to represent a cluster play the
RPA role. In order to achieve an appropriate partition of initial clusters in the
ecosystem, the clustering process must satisfy the following properties:

– Every PA has at least a RPA as a neighbor (two PAs are neighbors if they
belong to the same cluster).

– Every PA must affiliate with the neighboring RPA that has greater simi-
larity to it, based on skills, location and current aims.

– Two RPAs cannot be neighbors.

The clustering process is executed in all PAs and each one decides its own role
(PPA, RPA or PA); depending only on the neighbors’ decisions. Thus initially,
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only the PA with best skills will broadcast a message to its neighbors stating
that he will be the RPA. When one or more of these messages are received,
the PA will choice to join the cluster of the RPA with the biggest skills. If any
message has been received by PA from a PA with higher skills, then PA will
send a message to promote it-self as a new RPA.

3.2 Clustering Process

The creation and adaptation process of clusters, in the ecosystem, is driven by
messages; a specified behavior will be executed at the PAs depending on the
reception of the corresponding message. The main messages used by PA in the
clustering process are:

– “ChangeRPA” is used by a PA to inform its neighbors that it is going to
be the RPA.

– “GoInto”, with which a PA communicates to its neighbors that it will be
part of a cluster whose RPA is a neighbor.

– CurrentAim is used by a PA to inform its neighbors that it has a new aim.
If neighbors’ aims are similar to his current aim, then PA remains in the
current cluster. Otherwise PA find, in his vicinity, another RPA with similar
goals to his current aim. A PA may have one or more current aims, it can
thus also belong to more than one cluster.

– AddRPA is used by a PA to inform its neighbors that it will be part of
other clusters, but remain in the current cluster too.

– NewPA is used by a PA that has come to the ecosystem. This messages start
the clustering process based on three dimensions: skills, location and aims.
The priority of each dimension can be adjusted depending of the problem
domain.

– LostPA is sent when a PA detects a link failure with another PA (we assume
the existence of a function of low level to detect link failures). This messages
promote a local adaptation of the cluster.

All clusters in the ecosystem are dynamic and we distinguish two types: pri-
mary and secondary. A primary cluster is based on similarity skills, while an
secondary cluster is based on current common aims. Each PA can belong to an
cluster’s primary and several secondary clusters.

4 Service Composition and Adaptation

In order to achieve the dynamic composition and adaptation of services, we
model the process as a constraint satisfaction problem and each PA adopt the
well-known asynchronous backtracking (ABT ) algorithm [8]. Using constraints
allows us to perform the composition process to achieve the service adaptation
with the same algorithm based on constraints updates.
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4.1 Service Request

Providing a service at the user layer, usually requires the composition or adap-
tation of services (at organizational layer) offered in the user’s vicinity. In this
section we use the term task to refer to a service at the user layer. From a
taskx request is generated a functional requirement description (FRDx). FRDx

is divided into required services (RSx) and service constraints (SCx). These con-
straints can be logical and/or physical. A RSx represents a set of services (from
organizational and entity layers) required to fulfill the requested taskx.

4.2 CSP Model

In the service ecosystem can be several requested tasks, therefore we need
to fulfill several FRDs. We can model the service composition and adapta-
tion as a constraint satisfaction problem (CSP ). We are using the distributed
model presented by [8] to fulfill each FRDx in the ecosystem. Each FRDx is a
CSP represented by a tuple (RSx, SCx ,SDx). RSx is a set of needed services
{rs1, rs2, ..., rsn} to performs the requested taskx (in other words, is the set of
problem’s variables). SCx is the set of constraints on RSx, and SDx is a set
of service domains {sdrs1 , sdrs2 , ..., sdrsm}. Each service domain sd is a set of
atomic services that will be used to instantiate a variable rsi. Therefore, service
composition and adaptation consists in finding a solution for FRDx.

The composition and adaptation problem of FRDx can be represented with
a bipartite graph G (Fig. 2) comprised of N required services rsi and M partic-
ipant agents (PAj). A edge between two nodes in G represents a relation that
means RSi can be fulfilled by a service provided by PAj .
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Fig. 2. Problem represented as a bipartite graph

4.3 Candidates PA’s Formation

The PAs’ formation is the first step to create the graph G. When a FRDx has
been created the corresponding CPA sends the service request to its neighbors.
Using the FRDx, each PA decide whether or not it can contribute to satisfy
some rsi. Each PA that can contribute to satisfy an rsi send a PA − Reply
message to the CPA initiator. The CPA initiator uses thee replies to compute
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a candidate table containing the addresses of all responding nodes. The nodes
in the candidate table are organized in descending priority order based on their
skills, location and aims. One the table is formed, the CPA initiator distributes
it to all the PAs (candidates) of the table.

4.4 ABT Algorithm

With the complete graph G, we apply the ABT algorithm. The execution of
ABT is asynchronous and distributed among all the PA candidates; it begins
with all candidates self-acquiring all the services in their respective variable and
exchanging Agree? messages to find conflicts.
Agree? messages are used to spread information of value assignments among

PA candidates; each PA uses this information to build its PA view. A PA view
reflects a current partial solution. A partial solution is a subset of the final solu-
tion, which is expanded by adding committed variables one by one, until a final
solution is reached. PAs candidates may have different partial solutions, although
as the algorithm progresses, all PAs candidates work toward a single common PA
view (the final solution). When an Agree? message arrives to a PA candidate, it
compares the partial solution of the message with its PA view. PA searches for
any inconsistency. Inconsistencies occur when there are several PAs that want to
contribute to the same rsi, or when some constraint has been violated. If inconsis-
tencies are present, PAi attempts to resolve this by altering its rsi contributions.
If PAi is able to achieve consistency, it distributes its new PA view in an Agree?
message to all candidates, otherwise a backtrack is necessary.

A backtrack action involves to send inconsistencies messages to PAs partici-
pants. An inconsistency message specifies exactly which value in rsi is considered
as not good. Every candidate keeps an inconsistency list, which adds to its con-
straints set SC. On receiving an inconsistency message, the PA attempts to
adapt its respective rsi values, enabling the sender to reenter a consistent state.
If the PA is unable to resolve the inconsistency, then it triggers a backtrack. A
no solution occurs when any PA can resolve the inconsistency.

5 Simulations and Analysis

A set of experiments was conducted using the MAS approach defined in Sections
2-4. The test bed was implemented using J-SIM [9], a well-known simulation
tool. We use an area of 100 x 100 m containing 25 PAs (each PA represent a
mobile device with wireless interface). We set a transmission range of 100 m. All
broadcasts follow a bounded hop count of one. The objective of this experiments
is to know effects of service density and dispersion on the ecosystem (using the
proposed clustering and ABT algorithms).

5.1 Density Effects

We use the concept of service density as the percentage of nodes that have
one service required to fulfill an FRDx. To examine the effects of density on the
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ecosystem we identify the number of messages in each simulation. The simulation
was released for composite lengths of 4 and 7, (composite length is the number
of services required to fulfills the FRDx) and for densities from 20% to 100%. In
(Fig. 3a) we show the effect of service density on the number of messages needed
to fulfill a FRDx (values are the average of 100 simulations). Results show that
our algorithm suffers from density issues. The effect of a great service density
is a robust system but at the same time increases the number of negotiations
between PAs. It can affect the battery’s life-time of the devices and therefore
their autonomy.

5.2 Dispersion Effects

We define service dispersion as the number of PAs required to fulfill a FRDx. A
dispersion at 0% means that all required services to fulfill a FRDx is in one PA.
To examine the effects of dispersion on the ecosystem, we have used the above
configuration, but we now set the service density at 50%, and composite length
at ten. In (Fig. 3b) we show the effect of services dispersion on the number of
messages needed to fulfill a FRDx (values are the average of 100 simulations).
Results show an quick increment in the number of messages when there is ser-
vices dispersion (without dispersion the number of messages between PAs is
minimal) and after the changes in the number of messages required is stable.
The results allows us to formulate an early hypothesis: using our algorithm the
effect of dispersion on the number of messages is acceptable because with a high
percentage of service dispersion we get a system more robust to device’s failures.

(a) Density effect (b) Dispersion effect

Fig. 3. (a) Number of messages used, with respect to the service density for composition
lengths 4,7,10. (b)Number of used messages, with respect to the service dispersion for
composition lengths 10 and density at 50%

6 Conclusions

We have presented an approach to build an adaptable ecosystem of services
based on MAS, service ecosystem, adaptation, clustering (guided by skills,
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locations and aims) and an asynchronous backtracking algorithm for solving the
composition and adaptation problem modeled as a CSP. The approach provides
dynamic clusters based on the AP ’s skills and location (as group of species) and
continuously updated by AP ’s aims. We have also presented a CSP model for the
composition and adaptation of services without a central control. Additionally,
we have showed and discussed the effects of services density and dispersion on
the number of messages between the participant agents. Future work will inves-
tigate the design of techniques to achieve a best respond to the service density.
However to achieve the deployment of this kind of systems in the physical world
we will have to investigate techniques of recursive composition. Additionally, we
need to explore the design of techniques to support dynamic constraints (along
the composition and adaptation process).
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Abstract. Data streaming services gain popularity but still only few
works are focused on their composition and its detailed management, like
communication protocol negotiation. In this paper, we describe a contin-
ued work on a platform for automated composition of distributed data
stream processing services. With the platform a process of composite
service building is simplified and negotiation among services automated.
In the following sections we will present an overview of the platform, de-
scribe implemented negotiation approaches and their phases, and finally
compare them in an experimental study.

Keywords: Service Oriented Architecture, Data Stream Processing Ser-
vices, Service Management.

1 Introduction

In todays world much more focus is put on software available in the Internet,
especially one that offers its functionality through web services. Such approach
gained popularity with the introduction of Service Oriented Architecture (SOA)
and SOAP-based web services, that are described by the WS-* stack of stan-
dards. Appropriate results on the topic can be found in [18], in which an au-
tomated, knowledge-based approach to SOA and services management with a
focus on composite services is proposed.

However, with the introduction of video feeds and sensor data, a require-
ment for a new kind of service has arisen. Such services run constantly in the
background processing an ingoing stream of data. Work on the distribution of
streaming services can be found in [9], which describes methods for process-
ing sensor data or in [1, 12] introducing specialized middleware for data stream
processing.

The natural distribution of source of the stream and its destination was ex-
tended via introduction of more computing services in between [1, 8, 11], in-
troducing composite stream processing services in eHealth, rehabilitation and
recreation fields. Work in [13] focuses on sportsman and patient monitoring but
more examples can be found in computational science and meteorological appli-
cations, where there are multiple data sources and multiple recipients interested
in the processed data stream [10].
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Fig. 1. ComSS Platform overview

In this paper a communication protocol negotiation mechanism is described
in relation to the ComSS Platform (COMposition of Streaming Services), which
is a result of ongoing work in the area of Future Internet [5, 17] and special-
ized approaches like ICT services mapping [15], merging or splitting [16] and
detecting changes in the QoS [14]. This work introduces and compares multiple
approaches to communication protocol negotiation, namely centralized commu-
nication planning and two distributed approaches to protocol negotiation: ad-hoc
and sequential negotiation.

The ComSS platform offers management over compositions of any data stream
processing services. The communication negotiation is of extreme importance
and is reflected in negotiation process that takes place during creation of a
distributed data stream processing service. Many papers, which take on the
subject of composition of services, often refer to services in the WS-* standard
[18] or consider stream processing services [2,3], but still perceive them similarly
to WS-* type service, omitting their unique characteristics (namely the flexibility
in various formats and communication protocols employment).

2 Platform Overview

The main goal of the platform is to manage data stream processing composite
services (also called composite streaming services). The designer of a streaming
service (also called atomic service) can delegate to the platform all tasks of
assembling, disassembling or monitoring of streaming services via the platform
API.

The basic scenario for the ComSS Platform is to create a new composite
streaming service given a graph of atomic services. It is assumed that those
services have been implemented using the provided framework (Fig. 1.1) and
are registered in the service registry (Fig. 1.2). The platform searches for ap-
propriate atomic streaming services to fulfil the user composite service request
(Fig. 1.3) and forwards them information on neighbour services (Fig. 1.4), with
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which they will have to negotiate the communication protocol. Streaming ser-
vices start negotiating (Fig. 1.5) and create new service instances to handle the
new composite service request.

Part of the effort to make the atomic streaming service composable, that is
managable by the platform, lies with the service designer. He has to follow con-
ventions for the service design and implement necessary libraries for control,
negotiation and communication. He can also use the service framework pro-
vided with the ComSS Platform and focus on the stream processing algorithm,
using the proposed communication and negotiation capabilities of the service
framework. In recent works much effort has been put into automation of the
negotiation and registration process. The goal for the designer is to, after using
the provided framework, register the service in the ComSS Platform repository
and its capabilities will be monitored by the platform. Those capabilities refer
to the description of service functionality and ever-changing non-functional pa-
rameters – like availability, delay etc.. This information is crucial for the ComSS
Platform to automatically select services that fulfil non-functional requirements
at the moment of the streaming service composition.

3 Negotiation in the Composite Service Creation Process

Data stream processing services are not limited to a single protocol or format –
the popular streaming services: video stream processing and sensor data stream
processing, have completely different protocols.

The composite service creation process consists of services selection and then
their initialisation. Below we focus on the latter, when each service needs to ne-
gotiate its communication protocols with other services in the composite service
(if the composite service plan determines that they should communicate) and
initialise, creating instances for the requested composite streaming service.

The composite service initialisation consists of several stages:

– preparation for communication,
– resource reservation,
– atomic services configuration (preparing instances),
– atomic services (instances) initialisation.

The negotiation usually takes place in service configuration stage or, if the
communication is centrally planned, during preparation for communication, the
typical negotiation is omitted.

Preparation for communication takes place solely in the ComSS Platform
and the remaining stages require some communication among services and the
platform.

3.1 Preparation for Communication

The first stage of composite service initialisation is preparation for communi-
cation. It decomposes the composite service into elementary service configura-
tion requests, collecting information necessary to communicate with each of the
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atomic services and initial requirements (like composite service input or output
stream format). Based on this decomposition the ComSS Platform can commu-
nicate with each service, transferring its initial configuration: its input or output
format requirements and neighbouring services, with which the atomic service
will communicate. Some service interfaces will be subject to negotiation but the
format of some will be forced, whether they are external interfaces of the com-
posite service and connect to the source of destination of the processed stream
or simply the platform selected the format centrally instead of the atomic ser-
vice. The scope of this stage is determined by the negotiation approach - the
configuration could be minimal, leaving the negotiation to the atomic services
or complete (in planning-based approach), creating a centralized, optimal com-
munication plan and sending its parts to each atomic service.

3.2 Resource Reservation

The goal of this stage is to check the current availability of atomic services
resources and reserving resources for new instances of those atomic services.
Each atomic service receives following information:

– composite service identifier. It allows the atomic service to identify the
composite service it is currently a part of. Useful during communication with
external world, especially error propagation.

– negotiation mode. It defines the behavior of the atomic service during
negotiation.

– list of inputs and outputs. Not all service interfaces have to be used
during processing. The information about inputs and outputs used will de-
termine the following communication negotiation.

– service initialisation parameters. Transmitting initialisation parameters
to the atomic service allows for defining its behaviour for this particular com-
posite service. An atomic service can implement many algorithms or those
algorithms can be parametrized. In such cases it is reasonable to deliver such
parameters at initialisation, instead of delivering them in the data stream.

3.3 Atomic Service Configuration

Each atomic service receives following information from the platform:

– data formats for external interfaces. This information is sent to atomic
services that communicate with external interfaces: sources providing the
data stream or destinations consuming it. Those formats are not subject to
negotiation and have to be forced upon appropriate atomic services, deter-
mining their negotiation.

– negotiation interface addresses of neighbour atomic services. For
each output the atomic service must receive the address and identification
of the negotiation interface of the following atomic service, to which it will
transfer the data stream. The atomic service can have multiple outputs,
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which data streams are sent to different atomic services, thus the atomic
service has to know what is the subject of negotiation between particular
neighbouring services.

With the configuration, atomic services begin negotiations with their neigh-
bours. This behaviour is described in more detail in the next section. When each
service finalizes its negotiations, it sends an appropriate message to the platform.
If all negotiations ended in success, then a composite service can be initialised
(all atomic services are initialised).

3.4 Atomic Service Initialisation

The last stage of composite service creation is atomic services initialisation.
The ComSS Platform sends to each service a request for its initialisation, which
corresponds to creation of an instance with reserved resources and negotiated
interfaces.

4 Streaming Service Communication Negotiation
Approaches

Ad-hoc Approach. Ad-hoc negotiations are the basic type of negotiations that
focus on minimization of communication among services and rely on their initial
configuration and first-come-first-served interactions between neighbours. Fig. 2
shows the sequence diagram for this kind of negotiation. Each atomic service
starts negotiating with a neighbour service at the same time, according to the
approach depicted in the diagram.

Fig. 2. Sequence diagram for ad-hoc negotiation

This negotiation approach does not guarantee the success of negotiation even
if a valid solution exists but can be useful when all atomic services have data
stream format convertion capabilities. Preferred formats are selected according
to the list of preferred formats supported by a given interface.
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Sequential Approach. This method is an extension of the ad-hoc method.
This time there is an order to negotiations: from the first atomic service con-
suming the source data stream to the last atomic service in the composition.
The approach is shown in fig. 3 and it allows for renegotiation of formats.

Fig. 3. Sequence diagram for sequential negotiation

The atomic service in a sequence receives a list of formats that a neighbouring
service can provide. It filters it with a list of input formats it can receive and gen-
erates a list of possible formats it can produce on the output, given the received
input formats. If the output formats list in not empty then it is transferred to
the next atomic service in the composition. The negotiation continues until one
of atomic services in the composition has a format conversion capability or is a
last service in a composition. Then it accepts the first valid format from its in-
put list (the last service in a composition has to be able to generate the required
destination format) and returns its selection to requesting atomic service. Then,
if it is not the last atomic service in a composition, it continues the negotiation
with its output formats list.

This procedure guarantees the success of negotiation, provided that a valid
solution exists.

Planning-Based Approach. Planning-based approach relies on centralized
negotiations plan preparation. The planning takes place during communication
preparation, in the ComSS Platform. The algorithm builds a graph of possible
format transformations, their costs and communication cost of transferring data
in a particular format. The planning-based approach guarantees that an opti-
mal solution will be found if such exists. It is the only approach of the three
proposed that faces the communication cost (also other non-functional service
and communication parameters). Fig. 4 presents the sequence diagram for the
planned negotiations.
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Fig. 4. Sequence diagram for the planning-based approach

Fig. 5. Composite service initialisation effectiveness for ad-hoc negotiations

5 Experimental Results

5.1 Testing Environment

For testing the composite streaming service initialisation effectiveness of the
ComSS Platform a set of different 19 testing graphs was prepared together with
appropriate test services. The structure of the graphs was fixed as the graph
represented a sportsman monitoring composite service from a practical applica-
tion scenario of the ComSS Platform. Graphs differed in the numbers of formats
in each of the atomic services. For a given graph a number of formats for each
interface of each atomic service was fixed. The number of supported formats
varied from 2 to 20.
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Fig. 6. Composite service initialisation effectiveness for sequential negotiations

Fig. 7. Composite service initialisation effectiveness for planning-based approach

5.2 Results

Experimental results show that the main costs of initialisation for ad-hoc and
sequential approaches are configuration and transmission cost. In sequential
approach the configuration cost increases but it is still comparable to the trans-
mission cost. Its greater effectiveness suggests that it should replace the ad-hoc
approach. The planning-based approach shows a fast decrease in efficiency with
the growing number of supported formats. This result was expected because
more formats and convertion capabilities provide more chances to produce a valid
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composite service. However, experiments show that with 5-6 formats per service
its efficiency is comparable to the sequential approach and with less formats
not only planning provides the optimal solution but its minimal communication
allows for greater efficiency.

6 Conclusions and Further Work

Research presented in this paper describes the communication negotiation phase
during construction of a composite data stream processing service. A ComSS
Platform has been briefly described as an example of a tool that delivers such
capability, relaying negotiation requests in accordance with the composite service
structure.

Future work will focus on presenting the extended view on ComSS Platform
functionality, namely the full process of streaming service composition from user
functional and non-functional requirements to executable composite streaming
service.
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Abstract. The work in this paper presents the architecture of the service-
oriented platform for exoplanets (also known as extrasolar planets) discovery. It 
is the result of an interdisciplinary cooperation of the three partners with 
experience in the fields of discovery of extrasolar planets, systems built 
according to the Service Oriented Architecture paradigm and parallel data 
processing on graphics cards. The platform architecture presents the integration 
of distributed, autonomous software components specializing in making 
observations of space (robotic telescopes), transport of large data over computer 
networks, distributed data processing on graphics cards, and data visualization. 
Components offer their functionality through web service interfaces that are 
invoked in the process coordinated by the Process Manager. 

Keywords: Service Oriented Architecture, exoplanets discovery, distributed 
computing, service oriented computing, composition, choreography and 
orchestration, quality of service, calculations on graphics processors. 

1 Introduction 

We cannot understand Earth properly unless we can see it as a whole system; 
changing perspective, going out into space and comparing it to other planets is a good 
way to do it. Exoplanets are planets being discovered around stars other then our Sun. 
The recent year has been a great year for planets discovery, hundreds of them have 
been discovered in remote places and the range and variety of planets around other 
stars is much broader than anything we can see in our solar system. Every year we 
discover planets we wouldn’t suspect could exist. However, we are still searching for 
Earth-like planets. Current news on European Space Agency project, Gaia [1, 2, 3] 
promises a three-dimensional map of our Galaxy, the Milky Way, revealing the 
composition, formation and evolution of the Galaxy. Gaia will provide unprecedented 
measurements of about one billion stars in our Galaxy and throughout the Local 
Group. As the project leaders claim, additional scientific products of the project 
include detection and orbital classification of tens of thousands of extrasolar planetary 
systems.  
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The abovementioned facts, combined with the partnership with Project Solaris 
team ([4]), create a great opportunity to harness the new data and compare it with the 
exoplanets identification methods used in the Project Solaris [5, 6], which is one of 
five projects selected, out of 2200 in total, in celebration of five years of existence of 
European Research Council, making it one of most successful young Polish projects. 

The constant development of technologies to support astronomers in their day-to-
day work, allowed the Solaris Project researchers to implement the concept of 
autonomous robotic telescopes. Construction of robotic ground-based telescopes (and 
even entire observatories) has become one of the most important branches of 
instrumental astronomy. By a robotic telescope we understand a unit able to carry out 
at least one night of observations by itself, based on the general guidelines set by the 
user. Based on experience, however, such devices are able to work independently for 
months. This is a very significant departure from the traditional observational 
astronomy, in which the observer directly supervises the devices during all clear 
nights a year (in good observatories even ~ 300 nights). This means considerable 
relief from a very busy and costly obligation to conduct even a few weeks of nightly 
observations in remote locations. Research costs of the traditional approach are even 
higher, considering that observation telescopes are spread over several continents 
(such as South America, Africa and Australia). 

This is also a right moment for adapting new software architectures, namely 
Service Oriented Architectures [7] and their iterations based on events, to use them to 
compliment the next generation hardware and methods used in astronomical projects. 
The benefits of SOA adaptation range from process and data mediation via 
autonomous web services [8], automated composite web service creation and 
execution [9] to guaranteeing quality of those distributed compositions through 
contracts (SLA – Service Level Agreement, [10, 12, 17]) and quality oriented 
planning [11, 18, 19, 20]. Recently, a number of works applying the issues of resource 
allocation strategies [15], content-awareness [16] and communication with mobile 
infrastructure components [14] to the service oriented architecture was published. Our 
architecture utilizes some of these results. 

With SOA those projects will achieve not only greater flexibility but also more 
openness, allowing rapid growth of new client applications harnessing the acquired 
data.  

2 Grounds for SOA and GPU Processing Adoption 

2.1 Typical SOA Application 

Currently most popular kinds of software solutions are either mobile or web-based. 
Amongst the latter are service-oriented solutions with Service Oriented Architecture 
as a flagship for enterprise applications. Big businesses, like banking industry, were 
first to adopt those solutions out of need for integration of legacy applications. The 
mentioned integration didn’t come cheap; however, cost of not being able to provide 
new solutions and new technologies for clients could be much greater and equivalent 
to the end of the company. 
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Business solutions made a case of using SOA as an integration tool, rescuing 
companies that couldn’t afford rewriting its software. However, this creates a 
distorted view on the SOA paradigm, which could also show how to build new, 
lighter systems in which services not only provide functionality of large monolithic 
software, but also can be autonomous software components, easily scalable and 
replaceable. 

The goal of presented project is to focus on the lighter, more agile SOA solutions 
developed in Wrocław University of Technology. Those solutions are aimed not only 
at business partners but also to help the scientific community to create backbones for 
various projects typically not focused on the IT perspective, but which would greatly 
benefit from a scalable and distributed system. Also, scientists – in contrast to 
businessmen – are more open to innovative, non-commercial solutions, which come 
with certain risks, but allow for automation of system reconfiguration and adaptation. 

2.2 Project Solaris Requirements 

The location of the Project Solaris telescopes (three stations on the three continents on 
the southern hemisphere) allows for observations 24 hours a day. Telescopes generate 
about 80 TB of data per year (in the form of hundreds of thousands of digital photos 
of the sky). Reduction, analysis and management of such data amount to a non-trivial 
amount of processing. To effectively use this data in astronomical research it is 
necessary to use modern methods for data transport and processing. 

Currently, project infrastructure consists of a computing system based on GPGPU 
chip in each location. Although originally the GPUs are designed to render graphics, 
their architecture is fully capable of conducting parallel calculations. Today, it is 
tested how GPGPU-based systems can help in an ever-wider range of issues related to 
the processing of huge amounts of data. Many research institutions, including 
Massachusetts Institute of Technology, University of Cambridge take advantage of 
programmable GPUs to accelerate the speed of calculation. 

On the other hand, a programming interface for GPU is still being improved. Two 
major companies, NVIDIA and AMD, noticing the huge market demand and research 
on this type of solution, created a dedicated architecture designed to perform 
numerical calculations. NVIDIA CUDA and AMD ATI Stream often not only 
expand, but also even supersede computing architectures based on CPU. 

Astronomical observations are the ultimate images of the sky. The nature of these 
image data and of image reduction methods fit perfectly into the stream model offered 
by GPU computing units. The initial reduction in the preparation of observational data 
and further proper analysis, leading to scientific interpretation seem to be ideal to be 
approached with the map-reduce graphic units architecture. However, today's 
implementations of reduction algorithms usually do not fit the data being reducible. 
The common use of sequential programs for CPUs blocks the performance increase in 
two ways. First of all CPUs are not suitable for image processing (hence the original 
distinctions between CPUs and GPUs). Secondly, sequential characteristic of the 
method implementations means that programs are insensitive to distributed solutions 
(like SOA and cloud computing) and as such are a crucial bottleneck when processing 
vast amounts of observational data. 
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2.3 Indicators for SOA Adoption 

The moment of observation and image reduction are clearly separated. Although the 
observations are limited to geographic locations, the analysis of observations does not 
have such requirements. So it is valid to consider that the reduction phase can exists 
as a service that uses the observation data from telescopes, but offers data ready for 
scientific interpretation. In addition, if we assume that this architecture uses the SOA 
paradigm, the physical location is hidden even from the reduction service, and the 
concept of distance is defined on the basis of QoS (Quality of Service). 

For Project Solaris this means that computational units can be deployed in both the 
locations of observation, as well as in separate data centers, and the decision about the 
distribution of data for processing is carried out in the SOA platform. This provides a 
mechanism that is naturally ready to be extended to any number of computational 
units, capable of task relocation depending on data transportation costs, and prepared 
for analysis of observational data in an efficient way due to the GPUs, which can be 
installed in computation units, making the solution more cost efficient. 

The great advantage of a dedicated computing architecture based on the SOA 
paradigm is that the computational units, combined with specific algorithms 
implementations, can be offered as a service. Currently, standards for data storage in 
astronomy are established. The same can be said for algorithms implementations and 
their input and output characteristics. Thus, more broadly, such a system can serve not 
only to a specific project and specific processing methods, but also to accelerate the 
results generation in astronomical projects in general. 

Innovative SOA approaches, like service composition methods, allow for greater 
flexibility of presented solutions. Observation and processing requests can be 
transformed to composite services that create a unique, distributed workflow of 
processing algorithms. Such approach could be applied not only to exoplanets 
discovery but other astronomical task, as well as molecular biology, physics, market 
analysis and others. The fundamental requirements for adaptation of this solution are 
semantic description of the domain and its algorithms and, for the utilization of the 
GPU processing power, ability to perform map-reduce operations on the gathered 
data, so that it could be processed in uncorrelated, independent parts. 

3 Platform Description  

3.1 Platform Overview 

Based on the analysis of our partners' requirements and current technology, including 
the results of recent research conducted at the Wrocław University of Technology, the 
proposed model of a distributed platform is based on Service-Oriented Architecture 
(SOA) extended with the concepts of event-driven architecture (EDA - Event Driven 
Architecture) and the use of knowledge management services (SOKU - Service 
Oriented knowledge Utilities). 

The main objective of the proposed SOA model is to provide an infrastructure that 
will enable an easy and flexible management of all service-based applications running 



 Towards a Service-Oriented Platform for Exoplanets Discovery 695 

 

under the control of the platform and easy expansion of the platform with new 
functionality (provided by applications built in accordance with the proposed model, 
or external applications that provide their functionality via web services). This 
platform will also make available the possibility of redefining the business processes 
carried out by the Process Manager, as well as manual and automatic composition of 
composite services executed in the platform. 

Applying service-based solutions (Service-Oriented Architecture) to astronomical 
research is a natural consequence of the requirements analysis for this area and led us 
to design a platform that will be able to: 

• store, transport (on long distances) and process large amounts of data, 
• (on the basis of a preliminary analysis of the data) share data and process 

them in parallel (also in a decentralized way, in locations relatively distant 
to each other), 

• separate the requirements, control, data, processing and visualization 
layers, 

• replicate data and autonomously, transparently manage their synchroni- 
zation, 

• virtualize and multiply stateless computing services, 
• be extended with new computational methods provided via web services, 
• adjust the allocation of computing resources, depending on the 

requirements, 
• select and compose appropriate methods of processing, depending on the 

requirements. 

In Figure 1 you can see a scenario, where a user defines his requirements using the 
appropriate web application of the integration platform (1). The presented integration 
platform allows for coexistence of various web applications with different graphical 
interfaces, designed for a specific user group or a specific task. Here, an astronomer 
will define, for example, when and which fragment of the sky he would like to 
observe using the projects infrastructure and then what scientific questions he would 
like to be answered. Those questions, through the use of composition methods 
(semantic-based, AI Planning, QoS-optimizing), will be then translated to a workflow 
of processing algorithms that will process the image and analyze the data – in our 
basic scenario allowing for extrasolar planets discovery. 

The astronomer could define other requirements, like observing particular objects 
and not pieces of the sky, but all those requirements would be transferred to the 
Process Manager (2), where a plan for the complete process would be prepared, 
starting from schedule of observations, preprocessing of the data, and finally 
processing in the Computational Grid. This plan should take into consideration 
information about both: other requests from scientists using the platform and the 
platforms’ current state (load in the network, telescopes, datacenters and 
computational grids). Using a centralized observation scheduler and composition 
services (3), the Process Manager can optimize the plan for each of the steps, 
predicting their estimated time and costs and selecting such a plan that meets the user 
non-functional requirements. 



696 P. Stelmach et al. 

 

Fig. 1. A

When the plan is ready
process that starts with tra
(4). It could be one or mor
an overlapping observation
sky stops being visible for o

When the observation i
Observations Data Center.
transferred though half of 
algorithms take place, cutt
Then, the Process Manager
observation data is ready to

Please, note that the d
transportation process is e
software component, the N
the quality issues and bu
systems in New Generation
is the first time an event-ba
accompanies the process at
Figure 2 simply because to
obscuring the idea behind
gathering process in the t
through to the Event Bus
occurred, requiring resched

The Process Manager, b
next step of the process ex

A platform overview in an example scenario 

y, it is executed. This is, in fact, a long-running busin
ansferring the observation schedule to selected telesco
re devices, depending whether they complete each othe
n task (in the specified timeframe when a fragment of 
one telescope it could be visible for another). 
is concluded, observation data can be transferred to 
 However, it is about 4 GB of raw data that has to
the globe. To minimize the time and cost data reduct
ting down the size of the data to only hundreds of M
r is informed, via an event sent to the Event Bus, that 

o be transferred.  
data is not sent automatically, but the whole netw
enveloped in a service managed by a highly speciali
Network Transport Manager, which is also responsible 
uilds on the solutions previously developed for serv
n Networks [13]. It all begins, however, with an event. T
sed communication has been mentioned, but the Event B
t every step of its execution. It could not be deduced fr
oo many connections would have to be shown, practic
d the platform. However, already during the observat
telescope, several background events have been pas
 and more would be routed this way, had some err

duling and recomposition of the whole process. 
being informed by the event that it can proceed with 
xecution, invokes the Network Transport Manager Serv

 

ness 
opes 
er in 

the 

the 
o be 
tion 
MB. 

the 

work 
ized 

for 
vice 
This 
Bus 
rom 
ally 
tion 
ssed 
rors 

the 
vice 



 Towards a Service-Oriented Platform for Exoplanets Discovery 697 

 

(5), executing the predicted, partially reserved and prepared network transfer of the 
data. The role of the transport component is to guarantee that the data is transferred 
correctly through the web, if this is physically possible. The Network Transport 
Manager continuously monitors the network, especially the route pre-planned for the 
transfer and, knowing its limits and required data load, prepares appropriate transfer 
protocols and corrective mechanisms – all in cooperation with appropriate telescopes 
and Observations Data Center interfaces. When the transfer to the data center is 
finished, an event is sent via Event Bus to the Process Monitor. 

The location of the data in the distributed Observations Data Center has been 
predefined during the initial planning. However, knowing where the data will be 
processed could be used to further optimize the location. It would be wasteful to 
calculate this precisely during user requirement analysis. That step had to be quick 
and the platform responsive, calculating only secure estimates. Still, while gathering 
the observations, a replanning operation could take place. Provided that the 
Observations Data Center is also an autonomous software component it can respond 
to the Network Transport Manager with new transfer coordinates when prompted, 
without having to burden the Process Manager (a notification event is sent 
regardless). 

The schedule for the data processing has been partially prepared during the user 
request analysis and, similarly to the Observations Data Center location, it can be 
further optimized during the first steps of the process execution (6): observation 
gathering, transportation and synchronization. The main difference to this step is that 
it is expected that the user could change his mind about what kind of research and 
thus the kind of processing he requires from the system. To this point many reduction 
algorithms are lossless and even if this would not be the case, the number of 
applicable processing requests is still vast. During the process of observation and data 
transfer, the user can still independently interact with various web applications on the 
platform and change his mind and, consequently, the processing schedule. In general, 
this is the point, which the user can come back to during his further research, and 
request other processing services on the already gathered data, stored in the 
Observation Data Center. 

After an optional recomposition of the processing service and rescheduling it to 
new computational units, the data is sent to the Computational Grid (7). In most cases, 
to obtain the highest performance, the data will be processed on the GPGPU grids. 
Both typical classification or identification tasks and especially image processing 
tasks are fit for parallel processing on graphics processors; however, typical 
astronomical algorithms have to be adapted for that purpose. As a backup, a cheaper 
infrastructure of PCs (equipped both with CPU and GPU but not in specialized 
GPGPU racks) is ready for non-priority calculations. 

Final data, prepared for visualization, is transferred to appropriate result data 
centers (8), where it is semantically described and optimized for reading purposes. 

With a final notification event sent to the user and appropriate web applications, 
the process is finished. Through all the steps, the Process Manager has been 
controlling and monitoring the process execution and all functionality has been 
delivered to it as a service. 
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Next, independently to the Process Manager, after receiving an appropriate 
notification (an email with a link or an in-app message), the user requesting the 
processing, can view its results in one or many specialized applications (9). 
Applications prepared for this purpose are web-based, mostly interactive with touch 
screen compatibility. User requests, results and observation data are stored in various 
integrated web applications of the platform and in appropriate components – usually 
Observation Data Center and Results Manager. 

3.2 Physical Architecture 

Software components described in previous sections are autonomous and highly 
optimized for the planned tasks. They will be installed on separate servers and 
integrated via web services, most of which will be invoked only by the Process 
Manager. 

 

 

Fig. 2. The physical architecture of the platform 
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Each component will have different load characteristics. The Process Manager will 
be executing multiple long lasting processes. Their nature allows for potential 
distribution of the process instances to separate servers. 

The Event Bus will potentially route thousand of events per hour. Its distribution 
could be problematic, considering that some events are related and should be 
interpreted in context of other events. 

The Computational Grid is distributed by default and after scheduling (and map-
reduce approach etc.) each unit will be responsible for one task at a time. 

The Data Base component will synchronize data among distributed Data Base 
Servers, considering best location for the data, minimizing their copies. 

Specialized services like scheduling services and composition services are stateless 
calculation services and can be stored in a scalable cloud infrastructure. Each server 
of the cloud will be a specialized web service server. 

The platform front end consists of numerous integrated web applications. Each 
web application can be stored on a separate server; however, apart from our 
applications, other external applications can be integrated with the system, each with 
its own storage solution. None specific solution will be enforced as long as 
applications abide by the platforms standards. 

4 Conclusions and Further Work 

In this paper architecture and its motivation for the SOA-based observation and 
computation infrastructure for extrasolar planets discovery has been discussed. Such 
distributed computing architecture, based on GPGPU units with dedicated reduction 
algorithms implementations is currently a modern, flexible solution, which is ready 
for the competitive provisioning of scientific results. Computing power is accessible 
via service calls, which hide the GPU programming issues on the user level. 

The platform, utilizing methods (service composition, observation data processing, 
GPU parallel processing) and tools (SOA integration platform, composite service 
execution engine, autonomous robotic telescopes, GPU processing racks) created by 
the partners (Nicolaus Copernicus Astronomical Center in Warsaw/Toruń, Vratis Ltd. 
and Wrocław University of Technology) will be implementing the presented scenario. 
It is our future goal to further test those solutions and report on implementation 
results. SOA paradigm allows also to test and implement effective strategies for data 
sharing (via scientific-oriented Web portals) and experiment planning thus delivering 
an innovative and effective tools for the scientific community.   
Acknowledgments. The research presented in this paper has been co-financed by the 
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Abstract. A method of decision making in security level estimation process of 
service-based applications in Future Internet architecture is proposed. We 
demonstrate how distributed services can be composed to form an application 
run within the Next Generation Network (NGN) infrastructure and their securi-
ty level may be assessed. Our approach is illustrated by the experiments carried 
on exemplary application (virtual laboratory Online Lab, using Future Internet 
IPv6 QoS architecture), in which our method was evaluated against two types 
of attacks observed with the use of traffic anomaly detection methods. 

Keywords: Anomaly Detection, Security Level Evaluation, Future Internet, 
Service Oriented Architecture. 

1 Introduction 

Service Oriented Architecture (SOA) is software paradigm that enables organizations 
to build, deploy and integrate services independent of the framework on which they 
are run [7]. The main idea about this architecture is that businesses which exploit 
SOA paradigm can respond faster to market opportunities and get more value from 
their existing technology assets [7]. The composition of Web services allows building 
complex workflows and applications [33],[36]. Besides the obvious software and 
message compatibility issues a good service composition should be done with respect 
to the Quality of Service (QoS) (esp.: security) requirements [15-16]. 

The security evaluation process should be based on some formal prerequisites. The 
first problem is that the security measure does not have any specific unit. Also, securi-
ty level has no objective grounding but it only in some way reflects the degree in 
which our expectation about security agree with reality; security level evaluation is 
not fully empirical process. 

Security issues become crucial if we assume that complex processes are being real-
ized by workflows of atomic services, which may have different security levels. The 
composition of Web services allows building complex workflows and applications on 



702 G. Kołaczek et al.  

 

the top of the SOA model, with preserving non-functional requirements if necessary 
[18],[19],[20]. In our work we address a Future Internet architecture in which a ser-
vice-based application is being checked in order to assess the security level of its 
component services. 

The main contribution of this work is a proposal of a novel approach for the deci-
sion making in the security level estimation process of service-based applications 
using a Future Internet architecture IPv6 QoS. We give also a brief overview of the 
Online Lab application which is a virtual computational laboratory and serves as an 
example and source of test data for the evaluation of our approach in section 2. Sec-
tion 3 introduces security issues in the context of service architectures, while section 4 
presents experimental results basing on traffic data gathered during normal operation 
of Online Lab and generated attack data. In the last section we conclude our work and 
point out directions of future works. 

2 Systems Architecture 

In this work we consider an IPv6 QoS system architecture [29],[30] developed in the 
polish national project IIP (polish acronym for Future Internet Engineering)[25]. In 
this architecture it is assumed that the system consists of multiple layers each of 
which provides certain functionalities to the adjacent upper layer. The first layer is a 
physical network infrastructure which with use of virtualization techniques provides 
to the second layer virtualized networking environment with dedicated communica-
tion and processing resources [25]. Such virtualization allows for coexistence of mul-
tiple isolated virtual networks (called parallel internets - PI), characterized among 
others by different frame formats, protocol stacks and forwarding capabilities, in a 
single physical infrastructure.  

IPv6 QoS system is one of parallel internets existing in a virtual networking envi-
ronment. In general the IPv6 QoS architecture is based on coupling of the Differenti-
ated Services (DiffServ) [24] quality of service assurance model and Next Generation 
Network (NGN) signaling system. DiffServ is responsible for delivery to traffic flows 
generated by users required level of the quality of services by means of flow admis-
sion control, classification of flows to predefined traffic classes and processing of 
aggregated flows from different traffic classes [28]. The NGN signaling system is 
used to provide end-to-end QoS guaranties by reserving necessary amount of commu-
nication resources to each particular connection request. Reservation of communica-
tion resources is performed by assignment of the request to proper DiffServ traffic 
class, which meets the QoS requirements for this flow. 

The purpose of signaling in NGN is twofold. The first one is to reserve required 
communication resources and to establish an end-to-end connection between a pair of 
hosts in the system. This signaling is performed at the network layer in so-called 
transport stratum. Second type of signaling is performed at the application layer (ser-
vice stratum). Service stratum signaling is in general an application specific signaling 
(e.g. SIP signaling) the aim of which is to configure distributed modules of an appli-
cation and to process information necessary to send to transport stratum a request for 
communication resources reservation. Signaling can be also viewed as a middleware 
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which separates the networking layer functionalities and application domain-specific 
specific functionalities. 

2.1 Virtual Computational Laboratory Online Lab  

Virtual laboratory infrastructure should automate most tasks related to the reliable and 
reproducible execution of required computations [21],[23]. The application Online 
Lab is a distributed, service-based computational laboratory benefiting from the IPv6 
QoS architecture which is used to distribute computational tasks while maintaining 
the quality of service and user experience [22]. Online Lab functionality allows defi-
nition, storing, sharing and execution of code and data. The communication mecha-
nisms are benefiting from the Future Internet communication architecture and are 
designed for optimization of the users’ Quality of Experience, measured by the re-
sponse delay. Online Lab allows its users, i.e. students or researchers, to access dif-
ferent kinds of mathematical software via Python math libraries and perform compu-
tations on the provided hardware, without the need for installing and configuring any 
software on a local computer. The communication mechanisms are designed for op-
timization of the users’ Quality of Experience, measured by the response delay. The 
functionality of Online Lab embraces: 

(i) access to computational services ensured by user’s virtual desktop which is win-
dowed interface opened in a Web browser, 

(ii)  creation and removal of computational services with no limitations being as-
sumed on the nature of computations – the users may freely program computa-
tional tasks in any language interpreted by running computational services, 

(iii) user profile maintenance and analysis – the users are distinguished by their pro-
files which hold information about their typical tasks and resource consumption. 

Online Lab (OL) implements an architecture consisting of user interface (OL-UI), 
core server (OL-Core), services and computational engines (OL-Services, based on 
the Python engine equipped with the set of math libraries in the current prototype). 
OL-UI is a web service emulating a desktop and a window manager. Code is being 
typed into specialized data spaces - notebooks, which are executable documents exe-
cuted by OL-Services. A notebook is a collection of cells of different kinds, that al-
lows for storing rich contents (text, tables, images, LaTeX rendered mathematics) and 
source code, and allow for evaluating this source code on remote machines that are 
equipped with required numerical and mathematical software. In addition the users 
may attach external data files to the notebooks and refer to them in the code cells. The 
idea is that users are required to have just a modern browser, like Firefox or Chrome 
(which run OL-UI), installed on their computers and this is sufficient to be able to 
perform high-end computing. 

The process of user’s query execution is presented in Fig. 1. OL-Core and OL-
Services belong to the service. One notebook represents one computational task. The 
system also may recommend notebooks of other users. The content of the notebooks 
is annotated with the help of domain (Math) ontology.  
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Fig. 1. The general schema of the Online Lab service execution 

Additionally, OL-Core is constantly monitoring the OL-Services, storing execu-
tion times and data transfer volumes in its database. On the basis of first test imple-
mentation of Online Lab we have proposed the classification of computational tasks 
with respect to the data volumes and CPU time needed to complete the task:  

(i) Normal (N) tasks,  
(ii) Computation-intensive (CI) tasks,  

(iii) Data-intensive (DI) tasks, 
(iv) Data-Communication (DCI) intensive tasks. 

An additional unique feature of Online Lab is the possibility of implementing dedi-
cated computational services which may be available to other applications (in the 
firsts tests of this approach a dedicated Online Lab service was used as an analysis 
data module for an IPv6 QoS E-health application (patient monitoring). 

3 Security in Service Oriented Architecture 

The final success of the SOA concept and Future Internet applications can be obtained 
if many groups, both internal and external to the organization, contribute to the execu-
tion of a business process. Because in most cases the most valuable and also sensible 
part of each organization is information, a business partner is much more willing to 
share information and data assets, if it knows that these assets will be protected and 
their integrity maintained. Business partners will also be more likely to use a service 
or process from another group if it has assurance of that asset’s integrity and security, 
as well as reliability and performance. Therefore ensuring security is a one of the 
most crucial elements while putting SOA approach into practice. Security issues be-
come crucial if we assume that complex processes are being composed of atomic 
services which may have different security properties. 

In this context, estimating the security of services on demand (i.e. when the com-
posite service is composed) by existing methods and tools may be impossible or pro-
vide insufficient information. In described method a multi-agent approach has been 
proposed to evaluate security of atomic and composed services. Multi-agent technol-
ogy can reduce the bandwidth requirement and tolerate the network faults - able to 
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operate without an active connection between clients and server. As the security eval-
uation process must be accurate and efficient, these basic features relevant to agent 
and multiagent systems are the main motivation for many researchers to apply 
multiagent approach to the tasks related to system security. The second premise in 
this case is the correspondence of the multiagent environment to SOA systems. 
Multiagent systems are composed from the number of autonomous and mobile enti-
ties that are able to act both cooperatively  and separately. The fundamental concept 
for SOA system is service – entity that could be evoked individually as well as in 
cooperation with other services. And at last, both multiagent and SOA systems tend to 
act in heterogenic and highly distributed environment. 

When using multiagent system, agents can gather knowledge continuously and not 
only about security at one time but about its estimate in time as well. This typical for 
agent systems asynchronous information gathering and aggregation is more natural to 
the area of the problem of composite service security estimation. And at last, both 
multiagent and SOA systems tend to act in heterogenic and highly distributed envi-
ronment. 

As the number of SOA implementation grows the concerns about SOA systems 
security also increases. The literature related to the security of SOA focuses on prob-
lems with threat assessment, techniques and functions for authentication, encryption, 
or verification of services [1],[2],[6]. Some other works focus on high level modeling 
processes for engineering secure SOA [4],[9] with trust modeling [7],  identity man-
agement and access contro [10,[12]. Many studies focus on secure software design 
practices for SOA, with special interest in architectural or engineering methodologies 
as the means to create secure services [3],[5]. 

In most cases building composite services converts into a constraint satisfaction 
problem - there can be many candidates (atomic services) for building blocks of a 
complex service (process) an and it is necessary to select the optimal execution plan. 
The required composition is expected to satisfy chosen QoS parameters [17]. Several 
approaches to the assessment of QoS parameters of composed services have been 
proposed so far but the first approach to the estimation of security level of a compo-
site service was presented in [11]. The solution proposed in this work extends this 
approach by presenting a framework for practical opinion assessment of the agents, 
based on the first experiences with its practical implementation.  

3.1 Multiagent Framework for Composite Services Security Evaluation 

A composite service is a service that consists of several atomic services. Each of those 
services can be an independent application from a different service provider. In the 
construction of appropriate tool for monitoring and controlling all components of a 
Service Oriented System the following assumptions are valid: 

• data must be acquired periodically in order to be up-to-date, due to the distributed 
nature of the system (and its typically large size) it is impossible to establish a cen-
tralized measuring system. 

The decomposition of the measuring system raises questions about how the meas-
ured data should be aggregated, especially when taking into consideration the 
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heterogenic nature of the information from various agents. These aspects were taken 
into account in the design of multiagent system architecture.  

This section presents the architecture of composite services security evaluation 
framework. The adopted approach extends the security evaluation approach presented 
in [11]. The main element of the multiagent system architecture for SOA security 
evaluation is definition of the agent classes. The following agents classes have been 
considered: 

• ASL –  (Agent for Service Layer) agent evaluating the security of services (the 
name corresponds to the layered SOA security architecture presented in [4], in the 
simplest case we may consider only one layer of agents responsible for all atomic 
services). 

• AM – Managing Agent 

In this work we propose a two-layer agent framework for security assessment of 
composite service. In the first layer ASL agents periodically evaluate the security of 
atomic services. ASL agents can evaluate the security of many services and for each 
manifest different behavior (frequency of estimations, precision of tests). Sets of 
atomic services observed by ASL agents can mutually overlap as shown on Fig 2. 

In the second layer in order to estimate the security level of a composite service a 
managing agent AM can gather security level estimates from corresponding ASL 
agents. Based on their opinions about atomic services and agents’ trust level the AM 
can aggregate the opinions to build an overall security level estimate about the com-
posite service. The managing agent AM performs multistage security estimation in 
response to the composite service security level estimation request. First of all the 
Managing Agent gathers appropriate opinions on services (generated by various ASL 
agents) from the history. 

 

 

Fig. 2. An example of a composite service with overlapping observation areas 

Various ASL agents can give many security level estimates of an atomic service 
(i.e. repeat evaluation in some time intervals). However, methods for aggregation of 
such security level estimate of any particular service are not described in this paper 
(will be developed in the course of future works). Here we assume that for each agent 
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only one (up-to-date) security level estimate of an atomic service is available. In the 
next sections we present methods that allow for such security level estimation of each 
monitored atomic service and then methods for aggregation of such estimates of secu-
rity level of atomic services into one security level estimate of a composite service.  

4 ASL Implementation an Experimental Evaluation 

The proposed ASL implementation for security level estimation of service-based 
applications in Future Internet uses anomaly detection approach. More precisely, the 
method benefits form time series analysis. The anomalous behavior of the systems is 
determined using the values for the behavioral attributes within a specific context. An 
observation might be an anomaly in a given context, but an identical data instance (in 
terms of behavioral attributes) could be considered normal in a different context. Con-
textual anomalies have been most commonly explored in time-series data [19][20].  

The implemented in ASL algorithm of anomaly detection in time series can be 
applied to detect anomalies in various types of values measured during the service 
execution time. The only requirement is that the values must constitute time series 
(e.g. memory and CPU usage level, a number of incoming and outgoing bytes, etc.). 
The detected anomalies are often related to various types of attacks. For example, 
high level of CPU utilization level or remarkably greater volume of data received by a 
service usually can be observed during denial of service (DoS) attacks.  Other more 
specific types of attacks e.g. traffic injection attack also can be detected by time series 
anomaly detection methods. As this type of attack imposes extra processing effort of a 
service, it should be noticed during CPU utilization level analysis. Another example 
of attack, a ruffling attack disrupts user requests spacing and creates traffic bursts or 
abnormal interarrival times, what can be noticed at time series describing incoming or 
outgoing traffic and number of user requests. The examples of practical application of 
time series analysis to detect abnormal service behavior and possible attacks in Online 
Lab environment are presented and discussed further in this section. 

The typical behavior of the most computer systems shows some periodicity, e.g. 
number of processes executed during the day time or data transferred.  The length of 
the characteristic period varies from system to system but typically the most signifi-
cant correlations in system parameters values can be noticed in a day and a week long 
periods. In our experiments we assumed that also data rate, volume, etc. characteriz-
ing services executed in Online Lab show this type of dependencies.  

The general idea of detection algorithm implemented by ASL is as follows. First, 
time series is created (from the starting point of measurement x1 the current i-th  
element): 

 XT,i={x1, x2, x3,…, xj, xj+1,…, xi} (1)
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where elements of XT,i  are values of measured data volume transferred by the select-
ed Online Lab service. Apart from XT,i time series two other families of sub-time 
series are analyzed by anomaly detection algorithm. The first one: 

 XS,i={xi, xi+P, xi+2P,…, xi+kP}  (2)

where elements of XS,i  are values taken from XT,i and where each two subsequent 
elements are in a distance of P. P is a value describing period length,  in our case it 
equals to 24 hours (1 working day).  

The second family of sub-time series: 

 XL,i={ xi, xi+1, xi+2,…, xi+P-1} (3)

where elements of XL,i  are all subsequent values taken from time series XT,i from a 
particular i-th period of observation (Fig.3). 

 

 

Fig. 3. Time series analysis for anomaly detection 

For each one of the above described families of time series are evaluated the ex-
ponentially weighted moving average values using standard EMA (exponential mov-
ing average) formula: 

)(* 1,1,, −− −+= iTiiTiT XxwXX  (4)

 
where iTX ,  is exponential moving average calculated for iTX , time series at i-th 
point and w is a coefficient with empirically assigned value. In the corresponding way 
the values of exponential moving average of iLX , and iSX , are calculated. The ob-
served values characterizing behavior of Online Lab service are analyzed in three 
dimensional space (time series XT,i , XL,I, XS,i). This multidimensional analysis  im-
proves the precision of anomaly detection.11 Especially, taking three dimensions to-
gether allows for better understanding the seasonal and trends changes appearing in 
the time series. 
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For each time series the estimates of appropriate standard deviation (σT,i)  and lo-
cal difference (δT,i) are evaluated in the following way: 

iiTiT xX −= ,,δ  (5)

and 

  
=

−=
i

j

iTjiT Xx
i 1

2
,, )(

1σ  (6)

The σT,i estimates the measure of variability of XT,i in time series values and δT,i 
evaluates how much the current observation differs from the average at the current 
time point i. The values σS,i, σL,i and δS,i, δL,i for two remaining  time series are calcu-
lated in the correspondent way.  

Using defined over here estimates of standard deviation we define the ASL’s 
opinion ω = b, d, u about security level of Online Lab service which will be used for 
evaluation of the whole Online Lab application security level. The notion of the opin-
ion and the  corresponding formal model has been defined by Josang in [11-14]. 

The formal definition of disbelieve value in time series analysis during security 
level evaluation process is given by the following formula: 
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The disbelieve value d ranges from 0 to 1. When detected anomaly is relatively 
small (near the average values) the d value will be near 0. While we observe the high 
deviation from the earlier observed values (three times greater than standard devia-
tion) the disbelieve value d equals to 1.  

The uncertainty value u in opinion ω = b, d, u about security level of the moni-
tored communication link is evaluated using the following formula  









≠












−

=
=

1),1(min

10

,

, difd

dif

u

iL

iS

σ
σ  (9)

where 
iL

iS

,

,

σ
σ

 denotes the proportion between estimates of variance calculated for the 

last period of observation and the variance calculated for all observations from XS,i 
sub-time series. 
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4.1 Experiment Description 

In our experiment the traffic between component services of the Future Internet appli-
cation presented in earlier section is being observed in order assess its security. In an 
experimental setup the Online Lab underwent a 42 hour-long test involving the user 
group consisted of 38 users – two student groups (2x16 persons) and 6 independent 
researchers. 

Students participated in an online course, with requirement to complete their tasks 
in 48 hours while the Researchers were free to use the application. The main goal was 
to evaluate the logging system and analysis methods which were to return the statis-
tics allowing to properly reserve resources required for Online Lab, and –during next 
phase – predict the resource consumption assuming that the user group is known and 
observed for some time. The results fall into two main categories – performance eval-
uation and user action analysis. Online Lab performance evaluation 

For the period under consideration the parameters of OL-Services and all commu-
nication links were measured and stored. For example we have noticed, that most of 
the elementary actions involving the evaluations of worksheet cells require times 
below 1 second (the problems solved were not complex in this experiment) – Fig. 4. 
However, there were exceptions – some operations involved significantly larger data 
transfer and computational time.  

 

 

Fig. 4. Time needed for the evaluation of notebook cell (~4200 events) 

The above statistics, stored and related to the worksheets content via the Online 
Lab worksheet annotation system are intended to be used in order to estimate the need 
for OL-Services and parameters of communication links between the services of the 
Online Lab, thus providing of content- and context awareness capability of the Online 
Lab, within the model presented in [21],[31]  

We have recorded the actual traffic volumes occurring between the services of the 
Online Lab application which was in our experiment added to the pattern characteris-
tic for chosen types of the attacks. The resulting traffic logs were used to apply our 
method in order to detect malicious traffic.  

4.2 Security Level Estimation 

The data obtained during a test phase have been used to demonstrate the described in 
earlier sections approach to security level estimation of services in SOA systems. The 
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first test scenario investigates the feasibility to detect by ASL anomalies related to 
some specific security threats as traffic injection and traffic ruffling. In this scenario 
ASL analyzes a data stream characterizing data exchange among services in Online 
Lab. This characteristic includes information about number of bytes sent through each 
link between each pair of services. The corresponding data stream is provided to ASL 
through Online Lab monitoring data repository which collects data from the monitor-
ing module.  

In the first example of this scenario attacks have been simulated by disturbing the 
data volume transmitted by a service by injecting some malicious traffic. At the be-
ginning, the typical traffic generated by  OL-Services, OL-Load Balancer and OL-
Core has been captured during test phase descripted in the earlier section of this  
paper. Next, the captured traffic has been reengineered to simulate traffic injection 
and ruffling attacks. Using tcpreplay tool the previously captured traffic has been 
resend 7 times (tcpreplay --loop=7 --intf1=eth0 u1_u2.pcap).  Simultaneously, the 
ASL using algorithm described earlier in this section and data stream provided by 
Online Lab management created time series characterizing typical traffic volume of 
OL-Services. ASL recognizes the traffic characteristic as typical behavior and reports 
it as an event without risk opinion ω = b=1, d=0, u=0. After some 2 intervals the 
malicious traffic has been injected. The additional packets have been generated by 
tcreplay tool (tcpreplay --loop=30 --intf1=eth1 u1_u2.pcap) and new values of time 
series describing traffic volume related to selected OL-Service have been analyzed by 
ASL. ASL detects that traffic volume of OL-Service has been changed and generates 
reports with corresponding value of opinion about OL-Service security level ω = 
b<1, d>0, u>0.  The plot of the changes in opinion values for each of the measure-
ment intervals  illustrates figure 5.  As the injected traffic infers more time series 
elements the disbelief increases. After some time the additional packets, as they are 
generated with the constant distribution of packets’ inter-departure time value, do not 
more increases disbelief values. The uncertainty value u grows (and decreases) in the 
corresponding way to the changes introduced by the additional traffic volume. 

 

Fig. 5. Traffic injection attack 
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The next traffic related attack scenario shows the simulated traffic ruffling. The 
typical traffic generated by OL-Service has been simulated using the same tools and 
values of configuration parameters as in previous example. After some 2 intervals the 
attack starts and in a consequence the traffic between OL-Service and OL-Core has 
been disrupted. The ruffling attack has been simulated by modification of the packets 
generator parameters values to tcpreplay --multiplier=5.2 --intf1=eth0 u1_u2.pcap 
which means that the captured traffic has been replied 5.2 times faster than it was 
captured. The plot of the changes in severity and intensity values illustrates figure 6. 
This experiment shows that this type of attack generates more fluctuations in disbelief 
value than the traffic injection attack. It is the effect of the overlapping different peri-
ods of the typical and malicious traffic. This type of attack at communication links 
between Online Lab services infers the time series in more complicated way what can 
be seen in figure 6.  

 

Fig. 6. Traffic ruffling attack 

This difference can also be used to distinguish different type of attacks against 
OL-Services. The attack type recognition using collected from security evaluation 
module values of disbelief is the interesting aim for the further research. 

Note that, when the opinions about the security level of all the services are as-
sessed, we can use the operators introduced in [14] to build an opinion about service 
based-application as a whole.  

5 Conclusions 

We have presented a decision making process for security level estimation of service-
based applications in Future Internet architecture, which utilizes opinions and the 
Subjective Logic’s formal model. The proprieties of the chosen methods of traffic 
anomaly detection in the context of this approach has been illustrated with experi-
ments on real traffic data to which the attack schemes were added. The data came 
from a service-based distributed application dedicated for the use in Future Internet 
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IPv6 QoS architecture. Our approach to decision making about security level is flexi-
ble and allows introduction of the anomaly and attack measures other then used in our 
examples (the only condition is the ability of expressing results in the form of Subjec-
tive Logic opinions).  This remark shows the way for future experiments which will 
aim to develop autonomous agents acting within Future Internet architecture and  
being capable of applying different methods of security assessment to distributed, 
service-based applications.  
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Abstract. With the advancement in communication technologies, user’s 
demand continuously increases while moving across diverse networks. The 
research community is putting their best efforts in the deployment of Next 
Generation Networks (NGNs). The primary goal of NGNs is to provide Always 
Best Connected (ABC) services. Researchers’ current focus is on many issues 
such as support for multicasting and QoS, security, resource management and 
allocation, location coordination and handoff.  In such a heterogeneous 
environment, ensuring the end-to-end QoS is a challenge. The problem in 
combining Session Initiation Protocol (SIP) with Mobile IPv6 and Seamless 
MIPv6 is that the traffic goes through core network every time the call/ sessions 
are established, resulting into very high delay and overhead on core networks. 
In this paper, integrating SIP with Fast handover for Hierarchical Mobile IPv6 
(ISF) is proposed which utilizes the balancing capabilities of each protocol and 
endeavors at dropping their practical dependencies. ISF ensures end-to-end QoS 
for multimedia session as well as minimizing the signaling traffic between edge 
and core networks, service disruption, and user authentication. The conducted 
results show that our proposed scheme outperforms the existing approaches in 
terms of handover latency, packet loss, and packet load. 

Keywords: Fast Hierarchical Mobile IPV6, Next Generation Network, Session 
Initiation Protocol, End-to-end QoS.  

1 Introduction 

In the present age of communication, new mobile devices such as Apple’s iPhone, 
Google’s NexusOne, Android, Laptop and PDAs are becoming progressively popular 
and extensively used. This trend will increase in the near future. These devices 
contain multiple wireless network interfaces such as Bluetooth, Wi-Fi, WiMAX, 
Wireless Broadband (WBro), WLAN, 3G and 4G Mobile networks. Mobile users will 
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experience cost effective IP-based advanced real time applications such as VoIP, 
mobile games, mobile APTV, Emergency Telecom Services (ETS), Voice 2.0 and 
much more [1].  

Over the past few years QoS and mobility in wireless networks has grasped 
researchers’ attention. The growing demands and expectations of users for being 
connected are increasing due to which a lot of research is happening in this area. 
Wireless networks have evolved over last few years from the rudimentary level 
analog based First Generation (1G) networks to more efficient and digital  Second and 
Third Generation (2G & 3G) networks. As a result, we are now stepping into Next 
Generation Networks (NGNs) also called Future Networks [2]. The goal of NGNs is 
to provide the users with Always Best Connected (ABC Concept) facility [3].  

NGNs are based on “All IP based paradigm” that provide fully converged services, 
mobile access in an ambiguous manner, and support to heterogeneous devices [4]. 
Currently, two protocols are center of attention for supporting mobility i.e. Mobile 
IPv6 and SIP (Session Initiation Protocol). MIPv6 supports mobility at the network 
layer whereas Session Initiation Protocol (SIP) offers mobility at application layer and 
maintains session. Besides mobility, various problems of delay and packet loss need 
to be determined. To avoid these problems Fast MIPv6 [5] and Hierarchical MIPv6 
[6] were introduced in which a user can be connected to more than one wireless 
networks at a time to acquire a smooth handover without disrupting the quality of 
ongoing session. In order to further minimize the handover delay, HeeYoung Jung et 
al. combined FMIPv6 and HMIPv6 to propose F-HMIPv6 [7]. Extensions to MIPv6 
have been combined with SIP over different periods to improve QoS in NGNs [8]. 

The scope of this research is to provide a step forward in the provisioning of QoS 
and mobility transparency in NGNs. The proposed scheme of Integrating SIP with F-
HMIPv6 (ISF) aims to handle the signal and traffic locally by creating a dynamic 
tunnel between mobility anchor point (MAP) and New Access Router (NAR), thus 
minimizing the extra burden on the core network. 

The rest of the paper is organized as follow; section 2 deals with the background 
study and problem statement, section 3 discusses the proposed Integrated SIP with F-
HMIPv6 (ISF), its algorithm and flowchart. Section 4 shows simulation results 
followed by section 5 describing conclusion and future work. 

2 Related Work 

2.1 Integration of SIP with MIPv6  

Mobile IPv6 is considered as the Mobile IP network solution that allows the nodes 
to maintain reachability and ongoing connection as long as it remains connected to 
the Internet [8, 9]. MIPv6 avoids the concept of triangular routing and supporting 
the session continuity during handovers. However in this approach there is no 
discussion on handling multimedia session or any other delay sensitive 
applications [10].    

 



 Integrating SIP with F-HMIPv6 to Enhance End-to-End QoS 717 

2.2 Integration of SIP with SMIPv6 

Integration of SIP with Seamless Mobile IPv6 (SMIPv6) was proposed to further 
improve QoS during handovers [3]. It reduced many problems like triangular 
routing, QoS while performing handovers but no detail and practical 
implementations are mentioned in the proposed scheme. 

2.3 Integration of SIP with FMIPv6 

Combining Session Initiation Protocol (SIP) with Fast Mobile IPV6 [11] in 4G 
networks provides real time mobility. It was proposed to reduce system 
redundancy and signaling exchange between edge and core networks. It handles 
the handover latency by foretelling and executing handovers in advance. This 
approach provides end-to-end Quality of Service (QoS) by using Advance 
Resource Management Techniques (ARMT). This technique proposes to use a QoS 
Manager for dynamic allocation of resources during handover when requested by 
the users. Problem in this approach is that every time binding updates need to go 
through core networks causing extra delay. Mobile Node (MN) has to wait for the 
acknowledgement which comes through the core network causing a half round trip 
delay before the packets are actually forwarded to the Correspondent Node (CN). 
The round-trip delay is greater when the MN is far away from the core network. 
Further, authentication between mobile node and correspondent node was handled 
by QoS manager which puts extra burden on QoS manager [10]. 

2.4 Integration of SIP with HMIPV6 (CSH) 

The approach of Combining SIP with HMIPv6 (CSH) in NGNs provides terminal 
and session mobility, bandwidth management, resource reservation, user 
authentication and delay while establishing multimedia session [12]. However, the 
scheme only discusses latency due to binding updates without considering 
Movement Detection and CoA (Care of Address) configuration/ verification. 
Moreover extra delay occurs because traffic is routed through MAP (Mobility 
Anchor Point) [13]. 

The above discussion leads us to propose the following improvements regarding 
QoS in NGNs: 

• Maintaining end-to-end QoS and reducing delay during multimedia session. 

• Minimizing the signaling traffic and service disruption between edge and core 
networks. 

3 Proposed Scheme 

In this section, a new approach Integrating SIP with F-HMIPv6 (ISF) is proposed 
that merges F-HMIPv6--a network layer protocol with SIP-- an application layer 
protocol as shown in Fig. 1. The achievement of ISF ensures end-to-end QoS and 
minimizing delay, signaling traffic and service disruption. In order to consider fast 
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handover a dynamic tunnel between MAP and MN is created in advance before the 
actual handover takes place. 
      The other module proposed is a QoS manager. The concept of QoS manager is 
taken from the research work proposed in integrating SIP with FMIPv6 [16] but with 
some improvements. QoS manager is responsible for managing QoS while users 
switching between different networks or between different regions under same 
network. QoS manager is focused on QoS parameters and not on the security 
concerns because security feature is provided by F-HMIPv6.  

 

Fig. 1. Architecture of the proposed scheme  

3.1 Session Initiation Protocol (SIP) 

SIP is a text based and light weight application layer protocol. It provides 
signaling and control that is basically used for establishing, negotiating, modifying 
and terminating the ongoing sessions [14].  It is also used to support terminal 
mobility [15]. SIP is mainly concern with the session management and allows 
terminating of an existing or ongoing session. A user has to prior register with the 
SIP server before establishing a session. In the proposed scheme SIP is responsible 
to handle two kinds of Mobility: 

Pre-Call Mobility. Pre-Call Mobility guarantees that during session or terminal 
mobility a CN can reach a MN. The MN, on changing its region sends its New Care 
of Address (NCoA) to the SIP Server of its home network. When the CN sends an 
INVITE message to the SIP server, it responds with the new CoA of MN. CN then 
sends an INVITE message to the MN and receives an Ok message from MN.  

Mid-Call Mobility. Mid-Call Mobility assure the ongoing communication with its 
peer during handoffs. When MN initiates a handover during an ongoing session, it 
sends a Re-INVITE message with its New CoA. The CN replies with 200 Ok message 
in order to continue the session smoothly.  
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3.2 Fast Hierarchical Mobile Ipv6 (F-HMIPV6)  

A new extension of MIPv6 called F-HMIPv6 was introduced to process the 
handovers in less interval of time. It is the combination of FMIPv6 and HMIPv6 
that introduces the concept of creating a dynamic tunnel for fast handover between 
MAP and the New Access Router (NAR) [10]. MAP is a local Home Agent (HA) 
so there can be more than one MAP in a region. It provides the seamless 
connectivity by communicating with other networks before actual handover takes 
place. Furthermore it ensures the correct sequence of packet during handovers. It 
uses the concept of flush messages that helps in minimizing the delays. The main 
advantage of handling the mobility at network layer is that the applications are not 
aware of mobility.  

3.3 QoS Manager 

The QoS manager is responsible to allocate different resources on request of 
mobile users such as bandwidth allocation, implementing network policies and 
recourse reservation [3, 16]. In integration of SIP with FMIPv6 the security issues 
are handled by QoS manager [14], but in the proposed scheme it is handled by 
MAP which reduces the overhead on core network. In ISF architecture the QoS 
manager is classified on the basis of level of hierarchy as shown in Fig. 1.  

Core QoS (CQoS) Manager. CQoS Manager is responsible to provide the requested 
resources to the Regional QoS (RQoS) manager, as their might be shortage of 
resources in their respected regions. CQoS manager has the ability to support 
handovers of different nature [14]. 
Regional QoS (RQoS) Manager. RQoS Manager is responsible for providing 
resources in their respective regions. They will maintain the communication with 
other RQoS managers when required during handovers.  

3.4 Proposed Algorithm for Integrating SIP with F-HMIPV6 (ISF) 

The proposed algorithm is designed for different networks and it includes two 
types of nodes: MN and Destination Node (DN). Other entity includes MAP, SIP 
server, Access Routers (ARs) and RQoS manager in every region. All the regions 
are connected with the core network. The core network has its own SIP server and 
CQoS manager.  

ISF algorithm comprises of four different cases depending on four possible 
conditions that might occur during handover. The handover conditions include weak 
signal, user initiated handover or any other QoS issue. It also depends on session or 
network mobility or even both as per the user requirements. 

In first case, both the MN and the DN belongs to the same region and same 
network. If MN or DN changes their regions under same network only the on-Link 
Care of Address (LCoA) will be changed. 

In second case, both the MN and DN belong to the same network but different 
regions. If the MN or DN changes its region, the handover takes place and both the 
LCoA and RCoA will change. The RCoA will be updated with both HA and DN. 
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In third case, both MN and DN belong to different networks and different regions. 
If MN or DN changes its region, both RCoA and LCoA will change during handover. 
RCoA will be updated with the HA of that particular network and also with DN. 

In fourth case, both MN and DN belong to different networks but within same 
region. If MN or DN changes its point of attachment, both RCoA and LCoA will 
change during handover. RCoA will be updated with the HA of that particular 
network and also with DN. 

The pseudo code for the proposed scheme of Integrating SIP with F-HMIPv6 (ISF) 
is given as under: 

 
 

Complete architecture for the proposed algorithm is presented in Fig. 1.  A MN in 
region-A wants to communicate with DN in region-B. MN will send the Binding 
Updates (BU) to MAP with strong signals in same region. There can be more than 
one MAP in a region; therefore MN will communicate with the MAP having strong 
signals. The BU includes both LCoA and RCoA of the MN. The connection of MN 
with MAP is handled through AR. The MAP will forward the BU to core network. 
The core network will then connect the MAP of region-A with the MAP of region-B 
for the first time. A session will be established between MN and DN through Core 
SIP server.  

In case of pre call mobility, MN will send New CoA to SIP server of region-A. DN 
will send INVITE message to SIP Server of region-A. The region-A SIP server will 
forward the new CoA of the MN to the DN. The DN send INVITE message to the 
MN directly, and receives Ok message from MN. A session will be established known 
as pre call mobility. 
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After successful network and session connection, if handover occurs then the four 
different cases mentioned in the proposed algorithm will be considered to handle the 
network and session mobility. In any of the above discussed cases if the handover 
occurs, a tunnel will be created between MAP and NAR. The MAP will connect MN 
with DN and route the traffic between both the nodes through their ARs. A complete 
flow of integrating SIP with F-HMIPv6 (ISF) algorithm is presented in Fig. 2. 

The RQoS manager is responsible to manage the resources in their respective 
region. If any shortage of resources occurs in any region a request will be made to 
CQoS manger. The CQoS manger will allocate resources in the requested region as 
per request by RQoS.  

 

Fig. 2. Flow chart of the proposed scheme  

4 Simulation Results 

In this section, we compare our proposed scheme with the existing approaches 
such as integration of SIP with FMIPv6, and Combined SIP HMIPv6 (CSH). The 
simulation results in terms of minimizing latency, packet loss, and load are 
obtained through OPNET simulation tool. Various entities and nodes used in the 
simulation environment are presented in Fig. 1. The proposed scheme is evaluated 
in heterogeneous environment which includes diverse networks such as WiMAX, 
WLAN, and UMTS. Simulation parameters are demonstrated in Table 1. 
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4.1 Handover Latency 

The handover latency obtained through simulation are presented is this sub section. 
Two cases are considered to evaluate the handover latency; one is handover 
latency versus velocity and the second one is handover latency versus number of 
handovers.  In Fig. 3(a) number of handovers is kept variant for the evaluation of 
handover latency. Fig. 3(b) shows the increase in handover latency by increasing 
velocity. Our proposed scheme has 110ms to 310ms handover latency which is 
quietly reduced. The results demonstrates that our proposed scheme performs 
better than existing approaches.  

Table 1. Simulation Parameters 

Wired Bandwidth 1 Gb/s 

Wireless link bandwidth 100 Mb/s 

Packet size 1Kb 

Moving speed 5-60 m/s 

Radius of wireless cell 100 m 

Simulation time 240 sec 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) Handover latency versus number of handovers           (b) Handover Latency versus Velocity 

Fig. 3. Handover Latency  

4.2 Packet Loss 

During an ongoing session, we cannot ignore the loss of packets which can be 
occurred due to many reasons such as improper management of bandwidth, 
frequently handovers, and so on. In our simulations we evaluated packet loss 
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regarding MN velocity. In Fig. 4(a), we can observe that our proposed scheme has 
lower packet loss as compared to the existing approaches.   The maximum packet 
loss obtained for SIP with FMIPv6, CSH, and ISF are 150, 50, and 23 respectively. 
Hence, it is justified that ISF performance is best in terms of packet of loss.  

4.3 Packet Load 

The traffic and signal load is evaluated for our proposed scheme and existing 
approaches. The load based on packet is compared by increasing velocity.  We can 
see from Fig.4 (b), ISF has lower packet load which is less than 20, whereas in 
CSH it is 40. Thus. In terms of packet load, our proposed scheme outperforms SIP 
with FMIPv6 and CSH. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) Packet Loss versus Velocity        (b) Packet Load versus Velocity 

Fig. 4. Packet loss/load versus velocity  

5 Conclusions and Future Work 

The researchers’ focus is on many issues in NGNs such as wireless security, 
multicasting, resources allocation and management, QoS, and mobility 
transparency. Providing end-to-end QoS is still a challenge in heterogeneous 
environment. This paper proposed a new protocol Integrating SIP with F-HMIPv6 
(ISF) which is a combination of an application layer protocol SIP and network 
layer protocol F-HMIPv6. For comparative analysis the ISF is compared with 
existing combination of SIP with FMIPv6, and SIP with HMIPv6. The analysis 
reveals that ISF aims to handle the signal and traffic locally by creating a dynamic  
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tunnel between MAP and NAR thus minimizing the extra burden on the core 
network. The accomplishment of CSF includes end-to-end QoS, low signaling 
traffic between edge networks and core networks, to overcome the service 
disruption, user authentication, connection between MAP and MN is created in 
advance before the actual handover takes place. 

In future the focus will be on security enhancement in the proposed architecture 
and efforts will be made to further enhance its efficiency. 
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Abstract. During the last decade, Internet has experienced enormous
evolution. This evolution concerns the huge quantity of traffic circulat-
ing over Internet and also the important diversity of these traffics types.
Each type of traffic requires a specific QoS parameters. This point may
represent a serious concern mainly due to the difficulty in ensuring QoS
for traffics that cross multiple domains or Autonomous Systems (ASs).
To solve this problem several researchs and studies has been proposed. In
this paper, we describe a new mechanism that we proposed in a previous
work to solve this problem. Our mechanism ensures the end to end QoS
requirements over multiple ASs. This method keeps the same values of
QoS parameters required by the traffic, even during its passage across
several ASs. This paper explains the problem of inter-domain QoS, de-
scribes our new approach, we give then a case study of our solution using
DiffServ model in intra-Domain. Simulation Results show the improve-
ment of network performance when using the new mechansim and when
comparing them to those of the standard case.

Keywords: Inter-domain routing, QoS, DiffServ.

1 Introduction

Today, traffics circulating on networks are very diversified and require a specific
parameters in terms of bandwidth, delay and other necessary parameters. View
the limited network resources, it was necessary to find a mechanism for a QoS
management within a network. To solve this problem a various models have
been implemented to ensure QoS whithin the same network or in intra-domain
case. However, in Internet which is an inter-domain network the problem is not
resolved yet. In this context we present this paper which describes in details
the new method that we prorposed in [1]. This method ensures the end-to-
end QoS constraints for services across multiple domains. Services involved in
our approach include real time services such as voice and video telephony and
conference, as well as services those requiring high capacity interconnections like
links between scientific sites or cloud services, which are provided by different
domains or AS’s.

J. Świ
↪
atek et al. (eds.), Advances in Systems Science, 727

Advances in Intelligent Systems and Computing 240,
DOI: 10.1007/978-3-319-01857-7_69, c© Springer International Publishing Switzerland 2014



728 S. Bakkali, H. Benaboud, and M.B. Mamoun

The remainder of this paper is organized as follows. In section 2 we present
related works and define the inter-domain QoS problem. Next in section 3, we
describe our approach that ensures end-to-end QoS over multiple domains. Then
in section 4, we present a simulation of our approach using DiffServ model. And
finally, in section 5, we conclude this paper and give future works.

2 Related Works and Inter-domain QoS Problem

2.1 Inter-domain Problem

Several solutions and technologies have been proposed and implemented to pro-
vide QoS within the same domain (AS), such as IntServ (Integrated Services) [2]
model, DiffServ (Differentiated Services) [3] model or even MPLS [4]. However,
a serious problem is posed when the traffic crosses another domain (AS). This
problem is mainly due to the fact that QoS constraints, required by the client
and which the operator undertakes to provide (usually specified in the Service
Level Agreement, SLA), are defined in the classes of service. While the defini-
tion of the classes of service is assured by the domain administrator, they are
consequently specific to each domain, and are valid only within this domain. In
this case, in the transition to another domain the QoS constraints offered to the
traffic will not be the same as in the source domain, therefore the QoS required
by the client at the beginning will not be provided from the end-to-end until its
destination.

2.2 Related Works

A various studies and several solutions have been proposed to ensure QoS in
inter-domain; each solution suggests a specific approach to treat the problem.
Among these solutions, is an extension of traffic engineering in MPLS (Multi-
Protocol Label Switching) architecture for inter-domain’s use called inter-domain
MPLS Traffic Engineering [5]. This solution is mainly based on the label’s ex-
change between edge routers, and bandwidth reservations using enhanced version
of Resource Reservation Protocol (RSVP). Also, MESCAL project (Management
of End-to-end QoS across the Internet At Large) [6] introduces a new architecture
for inter-domain QoS management. However, it focuses only on financial man-
agement between customers and operators and between operators. Likewise, a
complete model has been proposed in [7] to provide management functionality
for End-to-End QoS by combining a routing procedure, a common set of QoS
operations and an information model. However, it’s specific to dedicated point-
to-point connections. Authors of [8] and [9]treated the path computation aspect
of the inter-domain QoS routing by providing a new algorithm named HID-MCP
(Hybrid Inter-Domain Multi-Constraint Path for inter-domain multi-constraint
QoS paths computation. Nevertheless, this solution concerned only paths pre-
computation or computation, and didn’t offer a complete approach to ensure
end-to-end inter-domain QoS.
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All these inter-domain solutions do not provide to client’s traffic the same
QoS required as in its source domain. In this context, we introduce this paper
which presents a solution that offer to client’s traffic the same QoS constraints
even in passing to another domain.

3 Proposed Solution Description

3.1 Approach Definition

To solve the problem mentioned above, and to ensure continuity of QoS con-
straints offered to the client even after the transition to other domains, we in-
troduce a new method that provides a new mechanism for inter-domain traffic
treatment. The basic idea in our approach is to designate in each domain a
server responsible for the management of the different classes of service, named
the Class Manager (CM). On this server we define a table, named Class Ta-
ble (CT) that contains all information concerning the different classes defined
in this domain (such as bandwidth, loss rate, delay, etc.). Once the CM of each
domain filled its CT, it sends it to the neighbouring domain. In this way, each
CM has all the information about its neighbours classes of services, and then,
upon receiving a packet from the neighbouring domain, the router in the cur-
rent domain can classify it in a class that has the same characteristics as the
source class. In this manner, the client flow retains the same QoS constraints
throughout its path to the destination, and receives the same treatment from
end-to-end.

3.2 CT Table Structure

The class table is structured according the following fields:

1. AS number: to identify domain associated with the class.

2. Class number: to identify the class of service.

3. Bandwidth: to indicate the percentage of bandwidth allocated to the class.

4. Priority: to specify the priority level of the class.

5. Queue-limit: to specify the maximum number of packets that the queue can
hold for this class.

We note that, to ensure a certain correspondence between the CT tables of
the different domains, we define in the CT table only class parameters common
between various router’s constructors, which are basic parameters used by the
different constructors to characterize a class of service, other parameters more
specific and appropriate for each router’s constructor are not considered in the
CT table. The parameters used in the CT table must be specified in the agree-
ment established between the domains as we will explain later in this paper.
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3.3 Sending Information from Routers to CM Sever

As we have already mentioned, routers classify the customer traffic by applying
mechanisms of the adopted QoS intra-domain model. Informations concerning
parameters relatives to every class defined on a router are in the router configura-
tion file. We propose that the routers execute a PerlScript to retrieve information
concerning classes of service from the configuration file, and to place them in a
new file. This file will be sent to the CM server. Once the CM server receives all
routers files, it regroups them in a file named CT, that represent the class table
in which are stored informations concerning all classes of service defined in the
domain.

3.4 Exchanging Tables between CM Servers

The communication between all domains CM servers uses the TCP protocol. So,
in order that a CM sever cen send its CT table to the neighbouring domain CM
server and receive its CT, they establish at first a TCP session. Once the session
TCP is established, the first message exchanged between both CM servers is the
identification message, which allows each CM server to become identified by its
neighbour, by sending its IP address and AS number. The identification message
format is presented in the following figure:

Fig. 1. Identification Message Format

After the identification, CM servers exchange their CT tables by sending a set
of messages to announce their classes of services, called announcement messages.
Every message contains various parameters values relatives to every class defined
in the domain.

The format of every message is as follows:
Information contained in every message as soon as it’s received by the CM

server it’s registered in its CT table. This way when the CM server receives the
totality of messages, it will have all information concerning all classes defined in
the neighbouring domain.

The last type of message is the update message, which is sent by a CM
server when there is an addition or modification of a class of service defined
in its domain. The update message has the same structure as the announcement
message.

Once a CM server receives its neighbour CT table, it diffuses it to the routers
of its domain. Hence, all domain routers will possess all information about classes
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Fig. 2. Announcement Message Format

of service defined in the neighbouring domain, and can use this information to
create and configure classes of service which will have same values of QoS param-
eters. According to these classes of service packets coming from the neighboring
domain will be classified with the same QoS constraints and will be forwarded
in the current domain.

3.5 Agreements between Domains

The proposed solution is mainly based on agreements established between do-
mains. Indeed, the information exchanged between domains in CT tables is very
important and very sensitive information and the domain administrators have
to negotiate and establish an agreement that will manage relations between do-
mains so that the exchange of CT tables takes place with no problem. The
agreement also defines how the table’s exchange will be charged.

4 Simulation Using DiffServ Model in Intra Domain

After the description of our approach in the previous sections, we present a sim-
ulation of a sample application to better understand the approach and its oper-
ation, and also to prove the efficiency of its principle. In this example we treat
the case where the network uses DiffServ model to provide QoS in intra-domain
and we consider a client with sensitive, important and expensive application that
needs to use the resources in the neighbouring domain. Firstly, we will briefly
present DiffServ model, to describe then the architecture and the scenario of the
simulation.

4.1 DiffServ Model

DiffServ is a service model that ensures the QoS requirements in a network.
The client’s flows in a network are treated by creating differentiated service
classes with different priorities[10]. The main advantage of DiffServ over other
models, is its simplicity and robustness especially in large-scale implementations.
This robustness is due to the fact that in DiffServ are two types of routers:
routers in the network core (core router) and the edge routers, only the edge
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routers that handle complex treatment of the flows that require resources and
consume bandwidth and time. The edge routers perform classification, control
and marking operations, and calculate an 8-bit DSCP (DiffServ Code Point)
label that indicates the packet’s class of service[11].

As mentioned above, we consider a client with a sensitive, important and ex-
pensive application that needs to use the resources in the neighboring domain.
The use of DiffServ model allows classifying the client traffic in a class of ser-
vice that responds to all the required QoS constraints, but only within its AS
source. However, in some cases, this sensitive traffic must pass to the neighbour-
ing domain and then, it loses the QoS values assigned to it in its own domain
as agreed. The Requiered QoS is not provided from end-to-end. Obviously, in
DiffServ model, the definition of classes of service is assured by the domain ad-
ministrator, so, they are specific to each domain, and are valid only within this
domain.

4.2 Simulation Topology Description

To solve the problem mentioned above we use our approach proposed in Section
3. Then, this simulation objective is to show performances of this approach,
which consists in the fact that the user traffic is classified in classes of service
with the same parameters even if they are located in two different domains. For
that, we use the network simulator ns2 to compare two simulation scenarios,
in both cases we consider two networks that use the diffserv model for QoS
management in intra-domain, in the first scenario the two networks use classes
of service with different parameters (it is the case in conventional networks),
and in the second case both networks use same parameters for their classes of
service (which is the principle of our new method). The topology we simulate is
presented in figure 3.

Fig. 3. Simulation Topology

Simulation parameters in the first case are the following: On the node s1
tcp agent is configured to emit ftp traffic, and on the node s2 an udp agent is
configured to send cbr traffic. In the first network we define two classes of service,
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the first one with the DSCP code 10, in which we classify the tcp traffic and the
second with the code DSCP 11 in which we classify the udp traffic. The queue size
of the two classes is 50 packets, they have two levels of priority (virtual queue),
and a token bucket policer with CIR=100 kbps(Committed Information Rate)
and CBS=10bytes (Committed Burst Size) for the first class, and CIR=300 kbps
and CBS=40 Kbytes for the second class. In the second network we also define
two classes of service but with different parameters, the first with DSCP 10 in
which we classify the tcp traffic and the second with DSCP 11 in which we
classify the udp traffic. The queue size of both classes is 20 packets, they have
a two levels of priority (virtual queue), and a token bucket policer with CIR=1
Mbps (Committed Information Rate) and CBS=3 Kbytes (Committed Burst
Size) for the first class, and a CIR=3 Mbps and CBS=10 Kbytes for the second
class.

Simulation parameters in the second case are the following: On the node s1
tcp agent is configured to emit ftp traffic, and on the node s2 an udp agent is
configured to send cbr traffic. In each network we define two classes of service;
the two classes defined in the first network have the same parameters as those
defined in the second one (to respect the principle of our method). The first class
is defined with DSCP code 10 in which the tcp traffic is classified and the second
class is defined with DSCP code 11 in which the udp traffic is classified. The
queue size of both classes is 50, they both have two levels of priority (virtual
queue), and a token bucket policer with CIR=100 kbps and CBS=10 bytes for
the first class, and CIR=300 kbps and CBS=40 Kbytes for the second class.

4.3 Simulation Results

By simulating the architecture already presented with the parameters that we
have detailed above, we obtain the results listed in figure 4. These results con-
cern the end-to-end calculation of three main parameters to estimate the network
performances; the throughput, the delay and the loss rate. By analyzing the re-
sults presented in the figure 5, which represent the average values of the different
calculated parameters, we note that the use of the new method principle (the
second simulation case) decreased significantly the end to end throughput, which
means a decrease of the end to end link utilization rate for both types of traffic
(tcp and udp) that allows a better optimization of network resources while im-
proving the conditions for routing traffic since delay and loss rate also decreased.
We also plot the instantaneous variation of the previous parameters, to compare
the two scenarios.

The figures 5 and 6 represent the throughput variation in function of time.
During all the duration of simulation (6 seconds), we note that the through-
put values in the second case of simulation (which represents the new method)
are lower than those of the first case (which represents an ordinary network).
According to the figures 7 and 8 we also note a significant decrease in the in-
stantaneous loss rates values for both types of traffic (tcp and udp) comparing
the second case simulation with the first case.
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Fig. 4. End to End Average QoS Values

Fig. 5. TCP Instantaneous Throughput Variations

Fig. 6. UDP Instantaneous Throughput Variations
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Fig. 7. TCP Instantaneous Loss Ratio Variations

Fig. 8. UDP Instantaneous Loss Ratio Variations

We note that the simulation results are illustrative, and allow us to deduce
that the use of our new method principle; which consists on keeping the same
QoS parameters even in another domain; has improved network performance by
reducing the delay and loss rate and also has ensure a better optimization of
network resources by reducing the utilization rate of the end to end link.

5 Conclusion and Future Work

In this paper, we proposed a new mechanism which ensures end-to-end QoS over
multiple AS. We described it and we gave details of its operation and its compo-
nents. We gived then a simulation of this approach using the DiffServ model for
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providing QoS in intra-domain network. Simulation Results show the improve-
ment of network performance when using our mechanism and of course, traffic
keeps the same QoS provided by its own domain when it is destined to another
AS. The next step of our research will focus on evaluating performance of the
proposed approach in other environments by taking into account various models
proposed in intra domain, and also on studying and proposing a mechanism for
securing this approach.
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Bilinear Representation of Non-stationary

Autoregressive Time Series

Ewa Bielinska

The Silesian Technical University, Gliwice, Poland

Abstract. This paper considers a class of non-stationary autoregres-
sive systems in which non-stationarity is caused by time varying pa-
rameters of the system. Distinction between two or more non-stationary
systems based on observation of the output signal only, is difficult and
sometimes may be impossible. In this paper a bilinear approximation
of non-stationary autoregressive model is proposed. This way, a model
with time varying parameters is approximated by a constant parameters
model, what can facilitate the distinction between systems.

Keywords: non-stationary AR models, bilinear approximation, identi-
fication, system recognition.

1 Introduction

Modeling non-stationary time series has been a difficult task in spite of para-
metric or nonparametric methods. In time series analysis, autoregressive models
are widely applied amongst researchers because they define linear regression,
thats why model parameters can be easily estimated. Originally, AR models
are intended for modeling stationary dynamic systems, however they are also
used in modeling non-stationary systems. Generally, idea of modeling of the
non-stationary process is to consider the process to be locally stationary, and
fit stationary AR models locally. In such a way, a global non-stationary time
series is represented by a dynamic set of local linear regressive models, named a
treshold model. Several attitudes to this problem have been published, e.g. [9],
[8], [6]. When the local AR models have the same structure, the treshold model
may be interpreted as AR model with time varying parameters.

Presented research aims at distinction signals coming from different non-
stationary systems. For example, this is a case of speaker recognition on the base
of a registered utterance. The utterance itself is a time series that is modeled
as non-stationary auto regressive (AR) series. In speech processing, analyzed
utterance is segmented into frames in which stationary AR(dA) is identified.
Then the models’ parameters are processed to obtain the speech or the speaker
features.

In the paper, a different attitude is proposed. Non-stationary AR model is
approximated by a constant parameters bilinear model. In the subsequent sec-
tions derivation of the bilinear approximation, a method of bilinear parameters
identification and possible applications are discussed.
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2 Bilinear Representation of Non-stationary
Autoregressive Time Series

Consider a non stationary time series s(i), for i = 1 . . .N with the auto-regressive
AR(dA) representation

s(i) =
dA∑
j=1

aj(i)s(i− j) + ν(i) (1)

where aj(i) for j = 1 . . . dA are time varying parameters of the AR(dA) model,
and ν(i) is a series of errors, distributed N(0, σ2).
Assume that parameters aj(i) change in the following way

aj(i) = aj(i− 1) +Δj(i) (2)

where Δj is a random innovation signal, with the moving average MA(dC)
representation

Δj(i) = ej(i) +

dC∑
l=1

cl,jej(i− l) (3)

where ej(i), j = 1 . . . dA are identically independently distributed normal vari-
ables, with mean 0 and variance λ2j , and cl,j are constant, real parameters for
j = 1 . . . dA and l = 1 . . . dC
Under the assumption that initial value at time 0 is aj(0) = Δj(0), equation (2)
is equivalent to

aj(i) =

i∑
k=0

Δj(k) (4)

Under (3), aj(i) can be rewritten as

aj(i) =

i∑
k=0

ej(k) +

i∑
k=0

dc∑
l=1

cl,jej(k − l) =

i∑
k−0

ej(k) + c1,j

i∑
k=0

ej(k − 1)+c2,j

i∑
k=0

ej(k − 2)+...+ cdC,j

i∑
k=0

ej(k − dC)

(5)

Therefore, non-stationary autoregressive representation (1) can be rewritten as

s(i) =
dA∑
j=1

s(i− j)

(
i∑

k=0

ej(k) +
i∑

k=0

dc∑
l=1

cl,jej(k − l)

)
+ ν(i) =

dA∑
j=1

(
s(i− j)e∗j (i) + c1,je

∗
j (i− 1)s(i− j) + ...+ cdC,je

∗
j (i− dC)s(i− j)

)
+ ν(i)

(6)
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where

e∗j (i) =
i∑

k=0

ej(k)

e∗j (i− l) =
i∑

k=0

ej(k − l)

From the above one can see that the non-stationary signal s(i) represented previ-
ously by dA time varying coefficients aj(i), under assumption (2) can be also rep-
resented by (dA×dC) time constant coefficients cj,k of the bilinear model (6). The
set of the bilinear model’s parameters is gathered in the matrixC((dA×(dC+1)).

C =

⎡
⎢⎢⎢⎣
c1,1 · · · c1,dC λ21
c2,1 · · · c2,dC λ22
...

...
...

...
cdA,1 · · · cdA,dC λ

2
dA

⎤
⎥⎥⎥⎦ (7)

Bilinear models are linear with respect to the model’s parameters what enables
us to estimate the unknown parameters cj,k with the use of LMS or GLMS
identification method. However, in this particular case, the regression vector is
build of the products of s(i− j) and e∗j (i− k), for j = 1 . . . dA and k = 0 . . . dC.
The s(i−j) is known, but e∗j(i−k) can be neither measured nor easily estimated
from the possessed data, and problem with identification of the model (6) arises.

3 A Tricky Idea of the Model Parameters Estimation

The bilinear representation of the non-stationary AR(dA) time series (6) can be
presented as

s(i) = φ(i)Θ + ν(i) (8)

where φ(i) is the regression vector

φ(i) = [f0; s(i− 1)e∗1(i− 1); s(i− 1)e∗1(i− 2); . . . ; s(i − 1)e∗1(i − dC);
s(i− 2)e∗2(i− 1); s(i− 2)e∗2(i− 2); . . . ; s(i− 2)e∗2(i − dC); . . .
s(i− dA)e∗dA(i− 1); s(i − dA)e∗dA(i− 2); . . . ; s(i − dA)e∗dA(i− dC) ]

(9)

The first term f0 in the regression vector is

f0 =

dA∑
j=1

s(i− j)e∗j (i) (10)
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Θ is vector of unknown parameters

Θ = [1 c1,1 c2,1 . . . cdC,1 c1,2 c2,2 . . . cdC,2 . . . c1,dA c2,dA . . . cdC,dA]
T

(11)

Taking into account, that the regression vector (9) contains information that is
not available in practice, we have to propose an alternative, indirect algorithm
of estimation of model’s parameters cj,k. The algorithm requires the values of
the s(i) only.

1. Assume an order of non-stationaryAR(dA) model of the non-stationary time
series s(i)

2. Estimate the time varying coefficients aj(i) for j = 1 . . . dA of the linear
model of AR(dA) using e.g. recursive RLS method

3. Calculate the innovations Δj(i) as Δj(i) = aj(i)− aj(i− 1)
4. Calculate autocorrelation function RΔj(τ) for each of the innovation series
Δj(i)

5. Estimate cj,k coefficients using e.g. autocorrelation function RΔj(τ). Idea of
MA time series estimation and two numerical procedures were presented in
in [2]. Since then many algorithms for MA parameter estimation have been
developed e.g. [5], [7], [4], [11].

4 Possible Applications of the Proposed Models

In this section, we will consider possible application of the proposed bilin-
ear model (6) of the non-stationary time series. In general, the model is non-
linear,but linear with respect to the constant parameters. Signals s(i − j) j =
1 . . . dA, and e∗j(i − k) for k = 0 . . . dC, are the model’s inputs. Bilinear model
is an alternative description of the linear time series with time varying param-
eters. For the sake of inaccessibility of the model’s inputs e∗j (i), the model can
hardly be used for prediction or control. However, it can be used to classify
and recognize signals coming from different systems, because it is easier to con-
clude comparing respective constant parameters (cj) than comparing respective
time series (aj(i)). The (cj) parameters can be interpreted as information about
dynamic character of (aj(i)) course.

4.1 Discrimination of Signals Coming from Two Non-stationary
Systems

Consider two non-stationary autoregressive AR(2) systems, with time varying
autoregressive parameters. An example course of time series coming from one of
them is illustrated in the Fig.1.
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Fig. 1. Non-stationarity of AR(2) time series y(i) results from parameters a1 and a2
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Fig. 2. Estimated time varying autoregressive parameters a1(i) and a2(i) of non-
stationary time series y(i), and their innovations

We want to investigate if the proposed method let us to know which of the non-
stationary systems generated the observed time series y(i). To this aim, firstly we
estimate the time varying coefficients aj(i) for j = 1 . . . dA of the linear model
of AR(dA) using recursive RLS method. An example result obtained for a time
series coming from the second system is presented in the Fig.2.
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At the top we can see non-stationary time series course, in the middle there
are estimated time varying parameters a1(i) and a2(i), and at the bottom we
have innovations Δ1(i) and Δ2(i).

In the last step we estimate MA(2) models for innovation Δ1(i) and Δ2(i).
The moving average parameters are, at the same time, the parameters of the
bilinear model (6). In the Fig.3 there are shown estimated parameters c1 and c2
for the courses of a1(i) – at the top; and a2(i) – at the bottom.
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Fig. 3. Estimated parameters of bilinear models for two different non-stationary sys-
tems

Squares indicate results for one of the system, and circles – for the other.
We can see that the sets are separable and therefore, we will be probably able

to recognize the system which has generated the observed time series. The next
figure let us observe effect of identification of four stationary AR(2) systems with
the same time invariant parameters but with different stochastic term. We can
see that the diagrams overlay, what indicates that the sets are not separable,
and the analyzed data come from the same dynamic system.

4.2 Speaker Recognition

An utterance generated by a speaker can be characterized by a set of features that
describe as well the speaker as his utterance. With the aim of speaker recognizing,
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Fig. 4. Estimated parameters of bilinear models for four stationary systems with the
same autoregressive parameters and different stochastic term

Fig. 5. Speech signal and estimated courses of four autoregressive parameters

the features which characterize the speaker only, and not the specific fragment
of text should be distinguished from the registered fragment of utterance. The
basic methods of speaker recognizing (e.g. [1], [3]) consist in comparison of the
speaker features averaged over frame boxes, on which the registered signal is
divided, during a test session, to a pattern in a speaker base. Under usual taken
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assumption that speech signal is linear non-stationary, we can find its bilinear
representation. The feature vector is define as set of constant bilinear coefficients
cj . Number of coefficients depends on assumed model structure.
In this research, silence was first removed from the registered utterance, and such
modified signal was described by non-stationary AR(4) time series model (1).
Then, the time varying coefficients aj(i) of the AR(4) were estimated with the
use of RLS. Fig.5 shows example fragment of utterance, and estimated courses
of four autoregressive parameters

Next, according to the presented above algorithm, innovation Δj(i) = aj(i)−
aj(i − 1) and their autocorrelation functions RΔj (k) were calculated. Example
results are illustrated in the Fig.6.

Fig. 6. Innovation courses of four autoregressive parameters

Autocorrelation coefficients were used for estimation of the parameters cj,k,
as well as the λ2j of the model (6).
In the research, dC = 3 was assumed, and coefficients cj,k were calculated with
the use of a speed and simple algorithm given in [10], where RΔj(0) ≡ r0j
% Initial values for j=1:

C11(1) = 0; C12(1) = 0; C13(1) = 0;

L1(1) = r01;

%

C13(m)=r31/L1(m-1);

C12(m)=r21/L1(m-1)-C11(m-1)*C12(m-1);

C11(m)=r11/L1(m-1)-C11(m-1)*C12(m-1)-C12(m-1)*C13(m-1);

L1(m)=r01/((1+C11(m))*(1+C11(m))+C12(m)*C12(m)+C13(m)*C13(m));

end
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In this research, every potential speaker Sn was characterized by a feature matrix

Mn = [f1, f2, . . . fm]

where fk for k = 1 . . .m is a vector of features estimated from the k − th ut-
terance of the speaker Sn. Dimension of the fk results from the assumed model
orders, dA = 4 and dC = 3, and m=5 different utterances of each speaker were
considered. Therefore,

Mn =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c1,1 c1,2 . . . c1,5
c2,1 c2,2 . . . c2,5
c3,1 c3,2 . . . c3,5
λ1,1 λ1,2 . . . λ1,5
. . . . . . . . . . . .
c1,4 c1,4 . . . c1,5
c2,4 c2,4 . . . c2,5
c3,4 c3,4 . . . c3,5
λ4,1 λ4,2 . . . λ4,5

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Features of N potential speakers Sn were gathered in a speaker base B.

B = [M1,M2, . . . ,Mn]

Tested speaker Sx was identified on the base of one utterance only, different
from the utterances used in speaker base, and was characterized by fx. K-means
algorithm was used for classification. Up to now, small speaker bases (N=5) were
tested, and the method appears to be fast and accurate in 90%.

5 Summary

Results of the research conducted up to now point out that bilinear approxi-
mation of non-stationary autoregressive systems may be considered as a tool
for non-stationary systems classification. The method is simple and fast e.g.
in comparison with classic methods applied for speaker recognition. However,
it should be tested for bigger base of speakers. The key problem seems to be
the algorithm of MA model identifications, because it was observed that for a
few realizations of the same process, the method was unstable, i.e. estimated
cj parameters tended to infinity. Such runs of y(i) were replaced with another
realization of the same process, giving stable solution.
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Abstract. One of the techniques recommended for calculating the 
nonparametric trend (nonstationary, low-frequency time series component) is 
the moving trend based smoothing [10], [3], [4]  typically based on linear Least 
Square (LS) approximates of the series in a moving window. Such algorithm 
splits input time series into three sections, starting, central, final ones. The 
procedures used in each section may be viewed as Moving Trend based Filters 
(MTF). In the paper MTFs properties in frequency domain are considered, from 
seasonal time series decomposition, smoothing and prediction efficiency 
perspectives. A number of MTFs enhancements is proposed, involving different 
approximating polynomials and final section signal corrections. In particular, a 
compression of the final section MTF output signal is proposed to reduce the 
filter delay, and then reconstruction of the missing signal by a special multiple 
LS approximation. It improves significantly the final section signal shape 
evaluation, which are essential for further prediction purposes.  

Keywords: Moving trend filters, frequency domain analysis, time series 
prediction. 

1 Introduction 

Nonstationary time series processing may be aimed at low-frequency component 
separation (detrending) by the series smoothing [9] and then – analyzing the 
properties of periodic and stochastic components, to facilitate further reliable analysis 
such as time series prediction, event detection, pattern recognition, computational 
intelligence algorithm implementation [6]. The nonparametric long-term trend may be 
drawn from a nonstationary time series by the series filtering with moving trends [8], 
[3], [2], [4]. Time series filtering procedures, i.e. moving average filtering, 
exponential smoothing, Hodrick-Prescott (H-P) filtering, mostly based on linear 
filtering methods, are used in many fields [9].  

The classical moving trend filter (MTF) is based on the rolling approximation of 
the processed time series with the least-square (LS) linear approximation in a moving 
window [8], [3], and then averaging of the approximates found for consecutive time 
points [2], [6]. Such procedures splits the series into three sections: the starting (s), 
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central (c), final (f) ones. Having a given window width (M), the starting section 
begins at the first (oldest) sample and finishes with the (M-1)-th one, the filtering 
window width enlarges from M to 2M-2, and the number Ln of the approximates 
yF(i, tn) to be averaged increases from 1 do the M-1. The central (c) section ranges 
from the M-th to  n – M+1 samples, the filtering window width is 2M−1, and the 
number of approximates is M. The final (f) section contains the samples from 
n − M + 2, to the newest one n-th, the window width reduces from 2M-2 to M, and the 
number of approximates yF(i, tn) to be averaged decreases from M-1 to 1 [4], [5].  

The moving window width (M) is adjusted in such a way to reach appropriate 
smoothing of the series and periodic component extraction in the central section. The 
window width affects the trend properties and cyclic components separation 
effectiveness [4]. However, in our papers [5], [4] we have shown that the final section 
filters strongly distort the trend, which strongly decreases a usefulness of the classical 
MTF for prediction purposes. We have also shown that much better smoothing and 
prediction properties can be reached by employing in MTF higher order polynomial 
approximations, and by specification of the required filter properties in frequency 
domain (a number of the filter variants have been examined by analysis of Bode plots 
[11]). In particular, one and two-parameter filters have been discussed and finally 
recommended [4].  

In this paper certain essential improvements of MTFs are proposed, aimed at time 
series prediction enhancement, especially addressed to seasonal series. In particular, a 
compression of the final section MTF output signal is proposed to reduce the filter 
delay, and then reconstruction of the missing last section signal by a special multiple 
LS approximation. Effects of the corrections are shown on an example of a noised 
periodic signal processing results. 

2 Nonstationary Time Series Processing with MTF Filters 

Nonstationary time series y(t) (see eq.1) may be considered as the sum of an aperiodic 
trend function f(t), a cyclic component C(t) of time period T, and a higher frequency 
zero-average noise z(t) [1], [7], [5], [4]. 

)()()()( tztCtfty ++= . (1)

One assumes the periodic component (see eq.2 where Ak denotes the amplitude of ik-th 
harmonic, τk is the delay of the k-th component) consists of a number of harmonics 
specified by a set of indices ik, k = 1, ...K (e.g. ik = 1, 2, 10) representing some known 
seasonal phenomena affecting the series. It can be expressed as follows [11], [5], [4]: 

( )
=

=−=
K

k
TkkTk T

tiAtC
1

2
,)(sin)(

πωτω . (2)

The nonparametric trend f(t) may be calculated for each time step tm with a low-
pass digital filter MTF adapted to extraction of high frequency components (ωT and 
higher) from the original (input) diagnostic signal. The C(t) component can be  
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removed from the filtering residuals by the LS approximation, i.e. by identification of 
the regression model of the form (2) [1], [5],[4]. The f(tm) values are calculated by 
averaging all approximates yF(m,k) of the series found in a moving windows 
containing M samples and covering the m-th sample.  

The YFk approximates in a window ending at (n-k)-th sample (n denotes the most 
recent value) are calculated with the following LS formula: 
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where Yk = [yn-k-M+1, ..., yn-k], YF = [yF(t1), ..., yF (tM)], U denotes the model input 
matrix consisting of M rows ui(ti), t

pk denotes selected pk-th order monomials, W is a 
constant M×M filtering matrix. 

The series f(tm) found in this way may be further used to h-samples ahead 
prediction of the series main component f(tn + h), by its extrapolation with a h-
samples increment Δhf averaged with harmonic weights [3], [5], as shown in equations 
(3) [4]: 
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(4)

Considering the classical algorithm (labeled as z1) the approximation formula is 
calculated with the following equation: iiF tbbty 10)( += , i.e. ui=[1, ti], while for the 

moving average (labeled as z0) the formula is 0)( bty iF = , i.e. ui=[1].  

3 MTF Filter Generalization 

In our earlier papers [5], [4] we have proposed a generalization of the moving trend 
smoothing algorithm, by employing higher order approximating polynomials of 
appropriately designed properties. In particular, the following formula (labeled as s3) 
has been applied and described:  

3
30)( iiF tbbty += , i.e.. ui=[1, ti

3]. (5)

The impulse response coefficients g{s, c, f}() of the moving trend filters (MTF) 
attributed to the three sections (starting, central, final ones) have to be calculated by 
summing the selected elements of the W matrix to give M-1 gs filters for the s 
(starting) section (ranged between M and 2M-2), M-1 gf filters for the f (final) section 
(of length between 2M-2 and M), and gc filter for the central c section (length: 2M-1). 
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By applying the Fourier Transform to the filters gs, gc, gf one may examine 
properties of different MTF filters (involving different approximating polynomial 
types) in frequency domain. The dependencies between the signal harmonics related 
to frequency (gain diagrams end delay profiles – see fig. 1 and 2) allow predicting the 
filter properties in time domain (such as the periodic component separation efficiency, 
the nonparametric trend sensitivity to noise content, and the trend distortion level).  

The most efficient separation of the periodic component (of a period T) is obtained 
when the first low-frequency gain minimum is at ωT point. In our papers [5],[4] we 
have shown that the minimum position depends on the M/T ratio. For the filters z1 
and s3 this minimum occurs at the ratio M/T=1.38 (as shown in fig. 1) while for the z0 
filter the ratio is to be fixed at M/T=1. 

Fig. 1 and 2 show a comparison of frequency properties of the z0, z1 and s3 filters 
of the central and final section, related to the 4th order recursive Butteworth low-pass 
filter [10] (labeled as B4), having at ωT the same gain as MTF of s3 type (with a half-
gain frequency equal to ωT*0.55). The s3 filter of the central section (bold line) is a 
bit worse than z1 (faster gain decrease in the pass-band, a bit greater gain in the 
attenuation band). The s3 advantages become evident, when looking at the gain 
profiles of the final section filter, which heavily affects the predictor properties. It is 
due to the much smother amplitude characteristics in the pass-band, the much smaller 
spectral leakage in the attenuation band (see fig. 1) and advantageous delay properties 
in the pass-band (see fig. 2). The s3 filters have less varying delay profiles that z1 that 
announces less trend distortion. Note that the B4 delays are unacceptably large and 
highly varying, thus this filter is practically unusable for prediction purposes.  
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Fig. 1. Gain diagrams (v.s. ω/ωT) for the smoothing filters z0, z1 and s3 – central section: h<-
M (bold lines), the final section: h=0 (solid lines, causal filter), h= -24 (dotted lines), h=-47 
(point-dotted lines), shadow solid lines (B4) 

Frequency properties presented above (figures 1 and 2) are visible in time domain 
responses. Fig. 3 shows effects of a periodic time series filtering with z0, z1 and s3 
filters. The z0 and s3 filters produces much smaller step-size overestimation than the 
z1 and much shorter response time than the Butterworth’s (B4) filter (see fig.3). 

Figure 4 illustrates the quality of the periodic signal smoothing in the  
central section (at the left of the vertical dashed line) and in the final section (at  
the right). 
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Fig. 2. Delay profiles of the final section filters z1 and s3 –  the final section: (h=0 solid lines), 
h= -24 (dotted lines), h=-47 (point-dotted lines), h=-60 (point lines), h=-71 (solid lines close to 
the zero delay), bold-line - for 0 delay of central section filter; shadow lines – delay of the B4 
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Fig. 3. Step-wise filter responses for the signal y(t) (shadow bold line): central segment filter 
(bold line, h<-M), final one (final filter response h=0: solid line, h=–40: dotted line, h=–-20: 
dashed line), step response of the reference B4 low-pass filter (shadow line) 
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Fig. 4. The quality of the periodic signal filtration (shadow line) in the central section (to the 
left of the vertical dashed line) and in the final section (to the right). Signal to be restored: wavy 
blue line, signal approximated in the final section (original one after the cyclic component 
extraction by regression analysis for the central section): shadow line (rapidly changing): 
filtered signal, noiseless one: bolded line.  

For the classical filter z1 an excessive trend gain in the final section is clearly seen. 
The signal distortion is due to the delay profile irregularity in the whole band, the 
excessive gain in the pass-band and the significant spectral leakage in the attenuation 
band (see fig. 1).   
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4 Proposed MTF Enhancement 

The amplitude/delay profiles shown in the fig. 1 and 2 suggest that at least for the z0 
and s3 filters of the final section the signal distortion may be significantly reduced 
through the signal compression by the pass-band averaged delay value (the z0 and s3 
filters delay is relatively constant, while the gain profile is similar to that of the 
central section filter) 

Fig. 5 shows the averaged delay curves of the final section filters. The averaging is 
made over the pass band with the frequency dependent weights ω·A(ω)/sω, ω∈(0, ωT), 
where sω denotes the sum of the expressions in the numerator. 
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Fig. 5. The final section filters delay (averaged over the pass-band), versus the sample position 
related to the final section end (the last sample has 0-position, i≤0 position denotes consecutive 
points obtained by smoothing with the gf(M-i-1) filters, i>0 position: prediction with 
extrapolation of the increments averaged by the harmonic weights [2]. Dashed lines – the final 
filters delay approximation  (i≤0) and τi=i line for predictors (i>0).  

In our research we have stated that the final section delay curves shown in figure 5 
(i≤0) may be well approximated by the following formula (eq. 6): 
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where the coefficients D1 and D2 are determined with LS method for the fixed values 
τ1-M=0 and η0=τ0/Μ (according to fig.5). 

By changing the positions of subsequent filters gfi, i = −M+1,…., 0, to the positions 
j=Mτi (see eq.6), with canceling the filters previously set at this point, we obtain a 
revised package of the gfsj filters of the same amplitude characteristics as gfi, but of 
reduced delays. Delay profiles versus relative frequencies are shown in the fig. 6. 

Notice the rapid delay change at the ωT point, especially for the z0 and s3 filters 
whose amplitude properties are better than z1’s (see fig. 1). Therefore, to avoid the 
compressed signal distortion, before the final filtration of seasonal time series, we 
recommend to remove the periodic component from the original series in the final 
section. It can be done by identifying the regression model of the form (2) with the 
central section MTF filtering Least-Squares fitting.  
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Fig. 6. Delay profiles versus relative frequencies diagrams for the z0, z1 and s3 filters of the 
final section after the gf final filters shift (eq. 5) for h=0 (solid line), h=-24 (blue dashed line), 
h=-47 (red dotted line), h=-60 (green dotted line), h= 71 (solid line near to zero delay),  
bold line – for the zero-delay filter of the final section, related to the B4 filter. 
Nonparametric trend: f(t)=sin(2π /(2Tu)·t)·0.85-sin(2π/(3Tu)·t·0.25+sin(2π/(4Tu)·t)·0.15 
Periodic component: C(t)=sin(2π /Tu·t)-sin(4π /Tu·t)+sin(6π/Tu·t). 

The results of the proposed procedure are illustrated in the fig.3. Signals get with 
original series filtering (solid line) are compared to the signal after the periodic 
component extraction. Effects of the signal compression (with gfs filters) are shown in 
the fig. 6, together with further processing results.  

To avoid distortion resulting from varying delay of high-frequency random 
components, one may recommend the additional filtration of compressed subseries by 
the moving average in the window of the length Lf=2·df +1, where df =max{int(T/50), 
1}. It was found that the Lf  value should be ranged between 3 and 11 samples. Thus 
the compression and filtering of useful signal cause loss of samples of the final 
section ranged from jA0=Mη0 – df +1 sample to j0=0 (the newest one), LA=−jA0+1 
samples in total. For prediction efficiency purposes, the essential is reliable 
reconstruction of the loss samples, especially the last-sample-estimation.  

We have stated that good estimates may be produced through multi-variant fitting 
of suitably smoothed signal profile to the last LA data. It should be done in three 
stages: 

a) As an approximating function fA(tm), the 4rd order polynomial is assumed, having 
zero derivative at the end of the fitting interval and three fixed values over the 
compressed signal section (m<jA0), equal to the compressed signal values yFfs(tm): 
fA(t(−LA-k))= yFfs(t(−LA-k)), k={0, 1, d2}. By the samples of k=0 and k=1 an 
approximation smoothness is ensured, while d2 is fixed by trials. 

b) The conditions imposed on the approximate bind four parameters a0, a1 a2 and a4 
of the polynomial with the fitting parameter a3 (see eq. 7),  
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The model fA is fitted with a parameter a3, using the generalized LS method  
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The values for fA() over the fitting interval tR are calculated as follows:  

3340
3

3
2

23201310 )()()()()( RRRLAFfstLA tBaatatBaatBaatytf
RA

+++++++= −+−
(9) 

c) The value for d2 is selected by trials, to obtain the fA(tm) approximate for 
m=−LA, …,0 of similar shape to the signal yFfs(tm) at the beginning section of the 
final segment, i.e. for m=−M, .., jA0-1. We have found that the most appropriate 
similarity measure is the difference module of the second increments mean 
squares of the series fA(ti) and yFfs(tj). 

Equations (8) and (9) can be written as the GfA matrices of digital filters which joint to 
the corrected filters matrices gfs gives the full matrix Gfs of modified FIR filters for the 
final segment. 

Efficiency of the proposed filtering method in the final MTF segment for the 
periodic series (see fig. 3) is illustrated in the fig. 7.  

Fig. 7 shows that the proposed method (especially combined with the s3 filter) 
allows for significantly enhancements of the final signal value estimation in much 
more difficult case, i.e. for highly noised nonstationary signal containing additional 
harmonic of period 2T/3 and amplitude equal to 1 (almost the same as other 
harmonics in total). For all examined filters, including the B4 recursive filter, this 
harmonic is passed weaker than lower frequency components (see fig. 3 and 6). It 
strongly disturbs the filtering residuals in the central segment, thus makes difficult to 
identify Ak and τk parameters of the periodic component (2). Useful signal was 
distorted by a strong autoregressive process of standard deviation 0.5. In addition, to 
force the reconstructed signal nonstationarity, the signal was disrupted by the mean 
value step changes of two units for three subsequently time instants.. The filter 
responses for three described above cases (in three subsequent rows) are shown in the 
fig. 8. Fig. 8 shows that in all cases, a satisfactory accuracy of the trend (signal) 
estimation in the final section is reached, much better than without the proposed 
enhancement. Especially good results are produced by the s3 filter - the approximates 
reach the most similar shape to the reconstructed signal. It corresponds to our 
expectations based on frequency properties illustrated in fig. 1 and 2. 

Fig. 6 and 7 show large diversity of the selected (the most advantageous) d2 value. 
It confirms a validity of the proposed idea focused on approximate properties 
adaptation to temporary spectral properties of the reconstructed signal in the final 
section.  
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Fig. 7. Effects of the useful signal reconstruction (see fig. 3) in the final section with the 
proposed method. Black dots on the red line denotes the approximate anchorages.  
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Fig. 8. The quality of nonstationary periodic signal filtering (green color) of the central section 
(at left of the dashed vertical line) and the final section (at right). Total reconstructed signal: 
solid cyan line (including random noise drawn with the same color); reconstructed signal with 
MTF: bold line; compressed signal in the final section: red dashed line; reconstructed signal 
with approximation: magenta dashed line; step-change was added 24 samples (in the top 
subfigures ), 36 samples (in the middle figures) and 8 samples (in the bottom subfigures ) 
before the final section beginning. Periodic component: C(t)=sin(2π /Tu·t)-sin(4π /Tu·t)+sin(6π 
/Tu·t) Random noise: z(tn)= α·z(tn-1)+0.5·(1-α2)1/2, α=0.15. 
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5 Conclusion 

The proposed MTF improvement (especially addressed to seasonal series) is based on 
the useful signal (low frequency component) correction in the series final section. To 
this aim, the three-stage-procedure is proposed: (a) extracting the periodic component 
C(t) from the original series in last section (this component may be identified by a linear 
regression method applied to the MTF filtering residuals in the central section); (b) 
applying the MTF filters for the signal obtained in the step (a) in the last section, and 
then, in order to reduce the delay effect of the final section filters, compressing the 
filtering output by shifting samples from time instants kfi =1, …, M-1 to the positions 
kfsi= kfi -(M-1)·hi, 0≤hi <0.5 (the obtained signal may be smoothed with moving average 
in the window of width Lf=2·df +1, df =max{int(T/50), 1}, Lf  should be from 3 and 11 
samples); (c) completing the missed trend samples in the range <kfs(M-1)-df+1, M−1> by 
fitting an appropriate 3th order polynomial to the original series, assuming a shape 
similarity of the produced signal to the signal reached at the stage (b).  

The difference module of the second increments mean squares of the series found at 
stage (b) and (c) may be taken as the similarity measure at the stage (c). The results 
shown in fig. 7 and fig. 8 confirm a validity of the proposed approach. The last section 
MTFs compression at the stage (b) reduces the final filter delay and reconstruction of the 
missing last section signal by the fitting procedure at the stage (c) improve significantly 
the final section signal evaluation, which is essential for further prediction purposes. 

References 

1. Askom, M.V., Chenouri, S., Mahmoodabadi, A.K.: ARCH and GARCH models. Dept. of 
Statistics & Actuarial Sciences, University of Waterloo (2001) 

2. Box, G.E.P., Jenkins, G.M., Reinsel, G.C.: Time Series Analysis, Forecasting and Control, 
3rd edn. Prentice Hall, Englewood Cliffs (1994) 

3. Cieślak, M. (ed.): Prognozowanie gospodarcze. Metody i zastosowanie, PWN Warszawa 
(2002) 

4. Duda, J.T., Pełech-Pilichowski, T.: Moving Trend Based Filters and Predictors Properties 
in Frequency and Time Domain. In: 6th EuroSymposium on Systems Analysis and Design. 
Gdansk, Poland (in press, 2013) 

5. Duda, J.T., Pełech-Pilichowski, T.: Moving Trend Based Filters Design in Frequency 
Domain. In: Proc. of the Jubilee XX International Symposium on Application of Systems 
Theory. Automatica. AGH UST University Press (in print, 2013) 

6. Duda, J.T., Pełech-Pilichowski, T.: Opracowywanie prognoz sytuacji hydrogeologicznej i 
ostrzeżeń przed niebezpiecznymi zjawiskami zachodzącymi w strefach zasilania lub poboru 
wód podziemnych. Research Report, AGH UST Faculty of Management, Kraków (2012) 

7. Hamilton, J.: Time Series Analysis. Princeton University Press (1994) 
8. Hellwig, Z.: Schemat budowy prognozy statystycznej metodą wag harmonicznych. 

Przegląd Statystyczny (2) (1967) 
9. Kim, S.J., Koh, K., Boyd, S., Gorinevsky, D.: L1 trend filtering. SIAM Review (2009) 

10. Oppenheim, A.V., Schafer, R.W.: Discrete-Time Signal Processing. Prentice-Hall, 
Englewood Cliffs (1989) 

11. Otnes, R.K., Enochson, L.: Digital Time Series Analysis. John Wiley, New York (1972) 



 

J. Świątek et al. (eds.), Advances in Systems Science,  
Advances in Intelligent Systems and Computing 240,  

757

DOI: 10.1007/978-3-319-01857-7_72, © Springer International Publishing Switzerland 2014 
 

Indivertible Elementary Bilinear Time-Series Models  
for Data Encryption 

Łukasz Maliński 

Institute of Automatic Control, Silesian University of Technology, Gliwice, Poland 
lukasz.malinski@polsl.pl 

Abstract. It has been shown that coefficients of indivertible elementary bilinear 
time-series models can be estimated with almost no bias. Moreover, the random 
processes obtained by simulation of such models are not correlated. Therefore, 
those features suggest a possibility of practical application of indivertible  
elementary time-series models for data encryption. 
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1 Introduction 

Bilinear time-series models are one of the simplest examples of nonlinear time- 
series models, and they are a natural extension to alreadywidelyexploited linear time-
series models, which are the most popular up to this date, used in the field of process 
identification. 

Granger and Andersen [1] are recognised among the pioneers in the field of 
nonlinear time-series modelling. They are also among the first (1978) authors who 
placed their interest in bilinear time-series models [2]. Further contribution to this 
field was made by Subba T. Rao [3] and Quinn [4] in early eighties of previous cen-
tury. Later in 1987 Gooijger and Heuts [5] have performed an analysis of higher order 
statistical models for bilinear time-series, building the fundaments for method of mo-
ments (MM), which can be used for estimation of model coefficient values, unfortu-
nately with limited efficiency (biased estimates). Two years later Guegan and Pham 
[6] considered using another popular estimation algorithm called Least Squares (LS) 
algorithm. They also showed the limited efficiency of this solution.  

In 1994, a stability condition for general bilinear time-series model was presented 
by Lee and Mathews [7] and the same year Bielińska and Nabagło proposed the 
modification to LS algorithm, which has stabilised an estimation procedure [8] and 
also reduced the bias of estimates. One year later, Brunner and Hess [9] analysed the 
solution space for Maximum Likelihood (ML) algorithm used in identification of 
simple linear-bilinear model. They simulated the bilinear model and showed that the 
shape of the cost function used by ML algorithm became more complex for larger 
values of coefficients (near stability threshold). This problem can be denoted as one 
of the major source of difficulties in identification of bilinear models using ML and 
LS algorithms [10]. Another source of difficulties was presented in 2011 by Maliński 
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and Figwer [13]. Authors showed that computation of the statistical moments for 
processes obtained from elementary bilinear models can be significantly biased for 
model coefficients values near stability threshold. This way, the previously shown 
problem with using MM approach to estimation has been explained. 

The modification of LS algorithm proposed in [8] was later (2011) exploited by 
Maliński [11] to indicate that it is a key to obtain unbiased estimates of coefficient of 
indivertible elementary bilinear time-series model. Further improvement of this modi-
fication, considering it parameterisation was done in 2012, allowing unbiased estima-
tion of coefficient of any stable elementary bilinear time-series model [12]. 

Moreover, it was shown in [12] that estimates of coefficients obtained for indivert-
ible elementary bilinear time-series model has very low random scatter. This conclu-
sion and correlation properties of bilinear process itself, have brought up the idea to 
use this models for data encryption. Next sections of this paper contain necessary 
theoretical background on elementary bilinear time-series models and examples of 
simple data encryption. Some statistical research has also been performed to analyse 
an efficiency of the proposed application. 

2 Theoretical Background 

The general bilinear time-series model, BARMA(dA, dC, dK, dL) model is defined as 
follows [3]: 
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where: y(t) is an output sequence, t is a discrete time indicator, coefficients ai and cj 
determine linear part of the model, βklare coefficients of the bilinear part, dA, dC, dK 
and dL are structure parameters defining the particular ranks of each model compo-
nent, e(t) is a stimulation signal assumed to be independent, identically distributed 
random sequence.  

Numerous difficulties, related to identification and analysis of BARMA model, can 
be found. Therefore, many authors perform their research on simplified bilinear 
model structures [4-6] and [8-9]. Also, in this paper, the simplest structure - the ele-
mentary bilinear time-series model (EB) - is considered. The EB model (2) contains a 
single component of bilinear part (from BARMA model) and a stimulation sequence 
e(t), only. 

 )()()()( ltyktetety −−+= β . (2) 

There are some assumptions, related to a stimulation sequence e(t), that have to be 
undertaken in order to perform the more thorough analysis of EB model statistical 
properties. In this paper it is assumed that e(t) is white noise of a Gaussian distribu-
tion of following statistical properties:  

 0})({;0)}1()({;})({;0)}({ 322 ==−== teEteteEteEteE λ . (3) 
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This assumption allows to define the stability and invertibility conditions,  
respectively by (4) and (5): 

 122 <λβ ; (4) 

 1' )2(2 <ymβ . (5) 

where ′( ) = { ( ) }. 
The invertibility of EB model, restricted to condition (5) is an important issue in 

estimation of the EB model coefficient value. Because, ( ′( ) ≥ ), the invertibility 
threshold for EB model is always lower than its stability threshold. Therefore, it is 
possible to obtain a stable realisation of process generated by EB model which is 
indivertible (unstable inverse model). Typically, indivertible models are considered to 
be unidentifiable, but for EB model instability (represented by occasional explosions 
in output sequence) is not cumulative and can be easily controlled by simple satura-
tion function. 

This solution has been presented in [11-12] and will not be further considered in 
this paper. What is important, the coefficient of indivertible EB model can be esti-
mated with no bias and with very low or even negligible random error so it can be 
used in data encryption applications. 

3 Example of Data Encryption 

At the beginning of this section it must be highlighted that data encryption technique 
presented here is very simple and dedicated for presentation of possibilities only. The 
data encryption is based on simulation of random process using EB model and the 
main principle of data coding is to assign a narrow range of model coefficient β val-
ues to the text character. During simulation a mean value of the range corresponding 
to the coded character is used as EB model coefficient and N number of random proc-
ess samples is obtained. The N parameter will be called as samples per character.  

For the sentence consisting n characters, the sequence of n × N samples is gener-
ated and transferred digitally as encrypted data to receiver of the sentence. The decod-
ing procedure requires: 

• the number per character(N) value. 
• the coding table which contains the ranges of the EB model coefficient values as-

signed to characters. 
• structure parameters (k and l) of the EB model used for encryption. 

The entire encrypted sequence of data is splitted into separated N-samples subse-
quences which correspond to different characters. Then, a decryption of the data is 
performed using identification algorithm [12] which is capable of acquiring the unbi-
ased estimates of EB model coefficient. Finally, the obtained estimates are compared 
with coding table characters and are assigned to the particular subsequence. This way 
the original sentence is restored. 

As the presented encryption technique seems to be very simple and naïve, the en-
crypted data even if intercepted will be safe. Because of the fact that they will be 
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The top chart represents the encrypted data set, while the bottom chart contains 
first 25 coefficients of autocorrelation function for entire encrypted data set. The 
dashed line in the bottom chart represents the significance threshold for coefficients 
values for autocorrelation.The bottom chart of Figure 2 presents the estimation results 
of coefficient value of EB model.  

It is possible to restore information from the uncorrelated encrypted data with very 
good precision, what is shown in Figures 1 and 2. Although, the ranges of EB model 
coefficient are respectively very narrow, there seems to be no problem with restoring 
original information. In following section, the analysis of effectiveness of data de-
cryption is performed considering a number of samples per character N used in data 
encryption. 

4 Results of Experiments 

In order to check the impact of N value on encryption/decryption efficiency, the sim-
ple test wasdesigned. At the beginning, the effective coding range C has been set to 
β∈<0.80, 0.99>. This range was divided into 63 subranges respectively assigned to 
following text characters: 

• space (first subrange assigned). 
• numbers 0,1,2,...,9. 
• uppercase letters A,B,...,Z. 
• lowercase letters a,b,...,z (last subrange assigned to “z”). 

Next, the following phrase: “The indivertible elementary bilinear time series mod-
els for data encryption”, which contains n = 75 characters, was encrypted in R = 100 
independent runs (described as ri for i= 1, 2, …, R) of encryption procedure for each 
N value taken from A set, where A={50, 100, 250, 500, 750, 1000}. 

Afterwards, the decryption procedure was performed on each encrypted data se-
quence. Each decrypted character for particular encrypted sequence ri was compared 
to original one. If the result of comparison was an accordance (decrypted character 
was equal to original one) a Success Counter si was incremented by one. If the result 
of comparison was a divergence (decrypted and original characters did not match) and 
the identification result was beyond used coding range the decrypted character was 
marked as unrecognised and the Unrecognised Counter ui was incremented by one. 
Finally, if the result of comparison was a divergence, but decrypted character was 
within coding range (wrong character was decrypted), no counter was updated. 

When the Success and Unrecognised Counters were computed for each encrypted 
sequence ri, following performance measures were obtained: 

• Efficiency Ratio – a percentage of successfully decrypted characters, defined as: 
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work to be done by studying the sources of errors and it is certain that a lot of im-
provement is still to be made. 

Also, at this point the following improvements are considered for implementation: 

• The uniform subranges designated to characters can be replaced by non-uniform 
ones due to the increasing accuracy of identification for higher β values. 

• Some correction mechanisms must be implemented to deal with possible identifi-
cation errors. 
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Abstract. This paper proposes a two-step identification procedure for
the direction-of-arrival estimation problem in the presence of nonuniform
white noise. The first step consists in estimating the unknown sensor
noise variances by exploiting the properties of the Frisch scheme. Once
that the noise covariance matrix has been identified, the angles of arrival
are computed by using the classical ESPRIT algorithm. The effectiveness
of the whole procedure is tested by means of Monte Carlo simulations.

Keywords: Direction–of–Arrival estimation, nonuniform noise, Frisch
scheme.

1 Introduction

The estimation of the Directions-of-Arrival (DOAs) of multiple plane waves with
narrow-band arrays of sensors is one of the central problems in radar, sonar,
navigation, geophysics and acoustics applications. This problem has been studied
intensively and several high resolution narrowband DOA estimators, such as
MUSIC and the maximum likelihood (ML) method, have been proposed and
analyzed in the past decades [1–6]. The maximum likelihood estimator shows
excellent asymptotic performances and plays an important role in the context
of these techniques [3, 6]. Many of the proposed ML estimators rely on the
uniform white noise assumption, i.e. the sensor noises are assumed to be spatially
uncorrelated white Gaussian noises with equal and unknown variance.

In many applications this assumption may be unrealistic and the sensor noise
should be considered as a colored process, as discussed in [7, 8]. Nevertheless, in
some real applications, for example when reverberating or seismic problems are
modeled on the basis of measures obtained from sparse arrays, the general colored
noise assumption can be simplified by assuming the sensor noises as spatially
white. Reverberations, sensor imperfections, calibration errors and external noise
suggest, however, considering unequal noise variances. In order to deal with the
previous context the ML estimator has been recently rediscovered and both the
deterministic and stochastic cases have been analyzed [8, 9]. The obtained results
are quite accurate but the computational burden is non negligible.

J. Świ
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In this paper, the problem of DOA estimation in the presence of spatially non
uniform independent sensor noise is solved by means of a two-step procedure.
The first step consists in estimating the unknown sensor noise variances and
exploits the properties of the Frisch scheme [10]. In the Frisch scheme context,
the solution of the noise variance estimation problem is searched within a locus
of solutions compatible with the covariance matrix of the noisy data by means
of a suitable selection criterion. The proposed criterion is based on the rank
deficiency property of a covariance matrix whose entries depend on the emitter
signals covariances and the array transfer matrix. Once that the noise covariance
matrix has been identified, the angles of arrival are computed by using the
classical ESPRIT algorithm [4]. The effectiveness of the whole procedure is tested
by means of Monte Carlo simulations.

The organization of the paper is the following. Section 2 defines the DOA
estimation problem. Section 3 recalls some important properties of the Frisch
scheme whereas the two-step DOA estimation procedure is described in
Section 4. Section 5 shows the results of some Monte Carlo simulations while
some concluding remarks are finally given in Section 6.

2 Signal Model and Problem Statement

Consider an array of n sensors receiving p narrow–band signals from sources
with unknown DOAs θi (i = 1, . . . , p). The sources are assumed to be complanar
and located in the far field of the array. The sensor array outputs are collected
in a n–dimensional vector y(t) and modeled by the following equation

y(t) = A(θ)x(t) + e(t), t = 1, . . . , N (1)

where
θ = [θ1, θ2, . . . , θp]

T , (2)

N is the number of observations, A(θ) is the n× p array transfer matrix, x(t) is
the p–dimensional vector of source signals and e(t) is the n–dimensional vector
of the noises affecting the measures.
The additive noise e(t) is assumed as a zero–mean spatially and temporally white
Gaussian process with unknown diagonal covariance matrix

Q = E[e(t)eH(t)] = diag [σ21 , σ
2
2 , . . . , σ

2
n] , (3)

where (·)H denotes Hermitian transpose and E[ · ] is the expectation operator.
The source signal x(t) is a zero–mean, second–order ergodic random vector with
non–singular (p× p) covariance matrix

Rx = E[x(t)xH(t)] . (4)

In the following, the number of sources p is assumed as known. The signal x(t)
is also assumed to be uncorrelated with the noise e(t), so that the (n× n) array
covariance matrix is given by

Ry = E[y(t)yH(t)] = A(θ)Rx A(θ)
H +Q . (5)
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The problem under investigation is the following.

Problem 1. Given a set of N observations, collected in n–dimensional vectors
y(1), . . . , y(N), estimate the noise variances σ2i (i = 1, . . . , n) and the p angles
of arrival θk (k = 1, . . . , p).

3 Some Properties of the Frisch Scheme

Let us introduce the following notation

Σ = Ry = E[y(t) yH(t)] (6)

Σ0 = A(θ)Rx A(θ)
H (7)

Σ̃ = Q = E[e(t) eH(t)] , (8)

so that equation (5) can be rewritten as follows

Σ = Σ0 + Σ̃ . (9)

Under the stated assumptions, this equation can be explained as follows: Σ is
the (n×n) positive definite covariance matrix of the observation vector, Σ̃ is the
diagonal covariance matrix of the noise, with unknown entries σ2i (i = 1, . . . , n)
and Σ0 is the unknown covariance matrix of the noise-free data.
With reference to equation (9), the following mathematical problem has been
deeply investigated in the literature with the name of Frisch scheme [10].

Problem 2. Given a (n × n) symmetric positive definite covariance matrix Σ,
find all diagonal matrices Σ̃ = diag [σ21 , σ

2
2 , . . . , σ

2
n] with nonnegative elements

σ2i (i = 1, . . . , n) such that matrix Σ − Σ̃ is singular and nonnegative
definite, i.e.

Σ0 = Σ − Σ̃ ≥ 0 and detΣ0 = 0 . (10)

Every positive definite or semidefinite diagonal matrix Σ̃ satisfying (10) is a
solution of the Frisch Scheme. The corresponding point P = (σ21 , . . . , σ

2
n) ∈ Rn

can be considered as an admissible solution in the noise space. The locus of all
the admissible solutions is described by the following theorem [11].

Theorem 1. All admissible solutions in the noise space lie on a convex (hy-
per)surface S(Σ) whose concavity faces the origin and whose intersections with
the coordinate axes are the points (0, . . . , σ2i , . . . , 0) corresponding to the n least
squares solutions (see Fig. 1).

Definition 1. [12] The (hyper)surface S(Σ) will be called singularity (hyper)
surface of Σ because its points define noise covariance matrices Σ̃ associated
with singular matrices Σ0.

Every point P of S(Σ) can thus be associated with a diagonal matrix Σ̃(P ) that,
in turn, leads to a singular matrix

Σ0(P ) = Σ − Σ̃(P ); (11)
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Fig. 1. Locus S(Σ) of admissible noise points for n = 3

moreover, rank [Σ0(P )] = m may change by varying P , i.e. 0 < m < n [13].
The corank of the singular matrix Σ0(P ) is defined as n−m and coincides with
the dimension r of the subspace Ker [Σ − Σ̃(P )]. The maximum value that r
can assume by varying Σ̃(P ), according with condition (10), is defined as the
maximal corank of Σ

MaxcorF (Σ) = maxΣ̃(P ) [n− rank(Σ − Σ̃(P ))] , (12)

and represents the only invariant of the problem, that is the only feature that can
be univocally identified from the noisy covariance matrix. Fundamental results
concerning the evaluation of MaxcorF (Σ) are the following.

Theorem 2. [14] MaxcorF (Σ) = 1 if and only if all entries of Σ−1 are positive
or can be made positive (Frobenius–like according to the definition of Kalman)
by changing the sign of some variables.

Theorem 3. [15] When MaxcorF (Σ) > 1, S(Σ) is nonuniformly convex.

Theorem 4. [13] All points of S(Σ) where corank (Σ) = k (k > 1) are accumu-
lation points for points where corank (Σ) = k − 1.

3.1 Radial Parametrization for Frisch Singularity Hypersurfaces [16]

A radial parametrization can be used effectively for computing the points of S(Σ)
and also to perform fast searches on S(Σ) to minimize a given cost function. It
is important to note that such a minimization can be performed by computing
only the points requested by the adopted search procedure.
Let ξ = (ξ1, . . . , ξn) be a generic point in the first orthant ofRn and ρ the straight
line from the origin through ξ; the intersection, P = (σ21 , . . . , σ

2
n), between ρ and

S(Σ) satisfies the conditions

Σ − Σ̃(P ) ≥ 0, det
(
Σ − Σ̃(P )) = 0 (13)
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and
λP = ξ with λ > 0. (14)

It follows that

det

(
Σ − 1

λ
Σ̃ξ

)
= 0 (15)

where
Σ̃ξ = diag

[
ξ1, . . . , ξn

]
. (16)

Relation (15) is equivalent (Σ > 0) to

det
(
λ I −Σ−1Σ̃ξ

)
= 0 (17)

so that the solution compatible with conditions (13) is given by

P =
ξ

λM
(18)

with
λM = max eig

(
Σ−1Σ̃ξ

)
. (19)

The points of S(Σ) associated with straight lines from the origin can thus be
obtained by computing Σ−1 and the intersection between any line and S(Σ) by
means of (18) and (19).

4 Direction of Arrival Estimation

Given the covariance matrix Σ, the first step for the solution of Problem 1
consists in finding the covariance matrix Σ̃ = Q such that

Σ0 = Σ − Σ̃ ≥ 0, rank
(
Σ0) = p . (20)

In the Frisch scheme context this problem can be solved by searching for the
points on the (hyper)surface S(Σ) with corank (Σ) = n − p, that is the points
P = (σ21 , . . . , σ

2
n) on S(Σ) leading to matrices Σ0(P ) = Σ− Σ̃ having n− p null

eigenvalues. In the following, we will assume that

i) n− p > 1

ii) there is only one point P ∗ on S(Σ) such that Σ0(P
∗) = Σ−Σ̃(P ∗) has n−p

null eigenvalues.

For a discussion concerning assumption ii) see [17]. Note that, the point P ∗ is
associated with the true noise variances so that

Σ0(P
∗) = Σ − Σ̃(P ∗) = Ry −Q = A(θ)Rx A(θ)

H . (21)

The above assumptions allow to introduce a selection criterion for finding the
point P ∗ within the locus S(Σ). To this end, given a generic point P ∈ S(Σ)
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consider the singular value decomposition of the singular matrix Σ0(P ) = Σ −
Σ̃(P ):

Σ0(P ) = U ΛU
H (22)

where matrix Λ = diag [λ1, . . . , λn−1, λn] contains the eigenvalues, arranged in
ascending order λ1 = 0, λn−1 ≤ λn, and U has columns given by the correspond-
ing normalized eigenvectors. The cost function

J(P ) =
∥∥Σ0(P )

[
U2 · · ·Un−p

]∥∥2
2
, (23)

satisfies the following properties

i) J(P ) ≥ 0

ii) J(P ∗) = 0.

so that it can be minimized on S(Σ) in order to find P ∗.
In practice, the covariance matrix Σ is replaced by the sample estimate

Σ̂ =
1

N

N∑
t=1

y(t) yH(t) (24)

so that the minimum of J(P ) will be no longer zero. The search procedure on
S(Σ̂) can be performed by means of the following algorithm.

Algorithm 1

1. Compute the sample estimates Σ̂ given by (24).
2. Start from a generic line ρ belonging to the first orthant of Rn.
3. Compute, by means of (18) and (19), the intersection P = (σ21 , . . . , σ

2
n)

between ρ and S(Σ̂).
4. Construct the matrix Σ̃(P ) = diag [σ21 , σ

2
2 , . . . , σ

2
n] and compute the matrix

Σ0(P ) = Σ̂ − Σ̃(P ) . (25)

5. Compute the SVD (22) of matrix Σ0(P ).
6. Compute the value of the cost function (23).
7. Move to a new direction corresponding to a decrease of J(P ).
8. Repeat steps 3–7 until the point P̂ = (σ̂21 , . . . , σ̂

2
n) associated with the mini-

mum of J(P ) is found. The estimates of the noise variances are given by the
coordinates of P̂ .

9. Save the SVD of the matrix Σ0(P̂ )

Σ0(P̂ ) = Û Λ̂ Û
H . (26)

The second step for the solution of Problem 1 consists in the determination of
the p array parameters θk (k = 1, . . . , p). This solution can be found by means
of the following TLS–ESPRIT algorithm [4, 18].
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Algorithm 2

1. Let B the matrix containing the last p columns of matrix Û at point 9 of
Algorithm 1. Partition matrix B as follows

B =

[
Bu

x . . . x

]
=

[
x . . . x

Bd

]
. (27)

2. Compute the SVD of matrix [Bu Bd][
BH

u

BH
d

] [
Bu Bd

]
= V S V H . (28)

3. Partition matrix V in four p× p submatrices

V =

[
V11 V12

V21 V22

]
. (29)

4. Compute the eigenvalues λ1, . . . , λp of the matrix

ΨTLS = −V12V −1
22 . (30)

5. Find the estimates of the directions of arrival θ̂k (k = 1, . . . , p) as

θ̂k = � λk . (31)

5 Numerical Results

The proposed approach has been tested by considering a uniform linear array
with omnidirectional sensors and half-wavelength interelement spacing. We as-
sume that there are p = 2 sources with equal power and n = 5 sensors. The
direction of arrivals are

θ1 = 7◦ θ2 = 13◦.

Under these assumptions the array transfer matrix is given by [18]

A =

⎡
⎢⎢⎣

1 1
eiπ sin 7 eiπ sin 13

...
...

ei4π sin 7 ei4π sin 13

⎤
⎥⎥⎦ .

The two sources are mutually uncorrelated complex white gaussian processes
with unit variance whereas the sensor noise e(t) has the covariance matrix

Q = μ diag [ 0.1 0.3 0.4 0.2 0.5 ] ,
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Fig. 2. NRMSE versus the number of samples (SNR = 10 dB): Frisch (solid line) and
TLS (dashed line)

where the scalar μ > 0 is adjusted in order to set the desired array signal to
noise ratios defined as

SNRi =
E[xi(t)

2]

n

n∑
j=1

1

σ2j
, i = 1, 2, . . . , p.

Note that the worst noise power ratio WNPR = σ2max/σ
2
min is 5 [8]. The pro-

posed algorithm has been compared with the total least squares (TLS) approach
that assumes the a priori knowledge of the noise covariance matrix up to a scalar
[19]. The TLS solution is quite simple since the point P̂ is directly computed by
means of (18) and (19) using ξ = [ 0.1 0.3 0.4 0.2 0.5 ].

In the first example the array SNR is fixed to 10 and the number of available
samples is varied from N = 100 to N = 1000. For each value of N a Monte
Carlo simulation of 100 independent runs has been performed. The algorithm
performance has been evaluated by using the normalized root mean square error

NRMSE =
1

‖θ‖

√√√√ 1

M

M∑
i=1

‖θ̂i − θ‖2, (32)

where θ̂i denotes the estimate of the DOAs obtained in the i–th trial of the
Monte Carlo simulation and M denotes the number of Monte Carlo runs.
Figure 2 reports the NRMSE versus the number of data N for both Frisch
and TLS. Table 1 reports the mean values and the associated standard devi-
ations of the estimated angles of arrival (Frisch) for N = 100, 500, 1000 and
SNR = 10 dB.
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Table 1. True and estimated values of the directions of arrival (Frisch, SNR = 10 dB)

true N = 100 N = 500 N = 1000

θ1 7◦ 7.2306 ± 0.8737 7.0154 ± 0.3638 6.9979 ± 0.2812

θ2 13◦ 12.6687 ± 0.8985 12.9087 ± 0.4075 12.8704 ± 0.2925
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Fig. 3. NRMSE versus the array signal to noise ratio (N = 500): Frisch (solid line)
and TLS (dashed line)

In the second example the number of samples is fixed to N = 500 whereas
the array SNR ranges from 0 dB to 20 dB. For each value of the SNR a Monte
Carlo simulation of 100 independent runs has been performed. Figure 3 reports
the NRMSE versus the number of data N for both Frisch and TLS.

It can be noted that the proposed Frisch scheme approach leads to an esti-
mation accuracy which is not so far from that of TLS without requiring the a
priori knowledge on the noise variances.

6 Conclusion

In this paper, a new direction-of-arrival estimation approach has been proposed.
The DOA estimation problem is solved by means of a two-step procedure where
the first step is based on the properties of the Frisch scheme whereas the second
one relies on the classical ESPRIT algorithm. The effectiveness of the method
has been tested by means of Monte Carlo simulations and compared with that
of the total least squares. The obtained results show that the new procedure
leads to an estimation accuracy which is not so far from that of TLS without
requiring any a priori knowledge on the noise variances.
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Abstract. The aim of this paper is to present a novel approach to
closed-loop discrete-time system frequency response and the correspond-
ing parametric model identification using repeated discrete-time non-
Gaussian excitation and quantized plant output observartions. The
specially designed identification experiment based on data averaging is
proposed to reduce the quantization effect and enhance signal-to-noise
ratio. The integrated bispectra-based identification method is proposed
to handle with closed-loop system identification problems. A focus on
model identification in the case of disturbance-free plant output and
output signal level comparable with data acquisition system accuracy
is given. Convergence of the identified model to true plant is discussed.
The discussion is illustrated by an example showing properties of the
presented approach.

Keywords: system identification, closed-loop identification, identifica-
tion experiment, higher order spectra.

1 Introduction

System identification based on processing of sampled signals is widely discussed
in the literature (see e.g. [1–3]). The problem of plant identification in closed-loop
systems – in general much more complicated than the open-loop identification –
is also presented in many publications (e.g. [4–11]). Unfortunately, the fact that
the sampled signals are obtained from A/D converters which inherent parts are
quantizers, is usually ignored. Because these quantizers can have a great influ-
ence on identification results, there is a need to adapt the system identification
techniques to the case of use quantized observations. Recently, some modifica-
tions of the system identification techniques dealing with quantized observations
processing have been proposed, e.g. [12–20]. However, the problem of closed-
loop system identification from quantized observations is not considered therein,
except [13] and [21].

The purpose of this paper is to discuss new ideas of discrete-time frequency
response as well as the corresponding parametric model identification for lin-
ear discrete-time dynamic single input single output (SISO) plants operating in
closed-loop systems, using deterministic (in sense of periodicity) discrete-time
excitations being realisations of non-Gaussian random processes and quantized
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observations. To show an influence of quantization, the discussion is concentrated
on model identification in the case of disturbance-free plant output. Moreover,
the output signal level is assumed to be comparable with data acquisition system
accuracy. A focus on convergence of the identified model to true plant is given.

The paper is organized as follows: in Section 2 the linear discrete-time dy-
namic SISO plant identification problem is stated, the plant works in feedback
control system and quantized observations are taken for identification; in Sec-
tion 3 data acquisition and initial data processing issues are presented, ideas
of frequency response and parametric model identification are reminded, and a
focus on quantized observations processing is given; in Section 4 the presented
discussion is illustrated by some examples.

2 Problem Formulation

In the presented discussion a closed-loop linear time-invariant discrete-time dy-
namic SISO system is considered, see block diagram in Fig. 1. The following
notations of signals and transfer functions are used in Fig. 1 and in the sequel:
the plant H(z−1) is the unknown rational transfer function to be identified,
C(z−1) is the controller, u(i) is the known input signal, y(i) is the measurable
output signal, d(i) represents disturbances influencing the plant, w(i) is the set-
point value (assumed to be zero), v(i) is the external excitation signal introduced
to the system for the purpose of identification.

For control systems, the structure presented in Fig. 1 has fundamental im-
portance. Identification in the closed-loop system is sometimes falsely taken for
errors-in-variables problem. However, this closed-loop system structure is signif-
icantly different in nature from the typical errors-in-variables system, because
the disturbance at the plant output is transmitted as well to the plant input
through feedback loop. It causes that the disturbances influencing both input
and output signals are correlated, and this fact complicates the identification
task.

The theoretical analysis given in [10, 22] leads to the conclusion, that un-
der some conditions (listed in the sequel) the frequency response identification
methods based on higher-order spectra may be successfully applied in the case
of correlated disturbances, because the influence of disturbances is theoreti-
cally nullified in the higher-order spectra domain. Here, by higher-order spectra,

++ +
w(i) = 0

v(i)

u(i)

d(i)

_

y(i)
H(z  )-1C(z  )-1

Fig. 1. Closed-loop system block diagram
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frequency-domain representations of statistics named cumulants are understood.
It is widely known [23, 24], that all cumulants of orders higher than second are
identically equal zero for Gaussian random processes. Moreover, for odd-order
cumulants the identity to zero concerns not only Gaussian processes, but also all
non-skewed processes (i.e. for random processes consisting of random variables
with probability density functions symmetric around mean value). This property
allows for theoretical elimination of additive Gaussian noise.

The obvious cost of higher-order spectra-based identification methods is that
the higher is order of used spectra, the higher is also the variance of obtained
estimates. In the case of low signal-to-noise ratio the variance can be so large,
that the estimates quality will be very poor (even worse than for the estimates
obtained by second-order spectra based method, i.e. classical spectral analysis).
Therefore, in general, data sequences for higher-order spectra-based methods
should be longer than for classical methods. The second drawback is that use of
higher-order spectra requires greater computational effort than classical spectral
analysis. It can be overcome by use of integrated higher-order spectra instead of
ordinary non-integrated ones, because the accuracy of both estimates is similar,
but the computational load is dramatically lower for integrated spectra-based
methods and it is comparable to the classical spectral analysis [10, 22].

In this paper, the influence of quantizers on identification results is invoked.
The quantizers are internal parts of A/D converters and an error produced by
them can be interpreted as an additive random noise uniformly distributed over
the range [−q/2,+q/2], where q denotes a single quant value. Hence, if the
identification method is based on odd-order cumulant spectra, the quantization
influence on identification results is supposed to be substantially reduced.

The method proposed in the paper is based on integrated bispectra (i.e.,
integrated third-order spectra). The general assumptions for this method are:

– the entire system (together with controller part) is causal and asymptotically
stable;

– the disturbances are stationary random processes with third-order spectra
equal to zero;

– the external excitation signal v(i) is a realization of a stationary and er-
godic random process with third-order spectrum different from zero, and
independent of disturbances.

Additionally, it is assumed that:

– the input signal (together with the excitation) is generated using a D/A
converter equipped with zero-order hold filter in such a way that quantization
effects of the excitation generation system can be neglected;

– in the data acquisition system there is an A/D converter equipped with
an uniform quantizer – it implies that nonlinearity of the data acquisition
system must be taken into account [13, 14].

Hence, instead of non-quantized y(i), the quantized output signal yq(i) is taken
for identification. This quantized output yq(i) is turned back to the input through



778 T. Główka and J. Figwer

the feedback loop, so the input signal u(i) also contains the error coming from
quantization of output. Therefore it is denoted as uq(i) in the sequel.

The goal of identification is to calculate estimate of unknown transfer function
H(z−1), having finite length sequences of input uq(i) and output yq(i) signals.
In the proposed integrated bispectra-based method, the obtained model is in the
form of a set of system frequency response values Ĥ(jΩn) computed for a fixed
set of discrete relative frequencies Ωn in the range [0, π]. The rational transfer
function Ĥ(z−1) parameters can be calculated from the obtained frequency re-
sponse estimates Ĥ(jΩn) as well. The data are acquired during identification
experiments in which an additional discrete-time excitation v(i) is used. The
external excitation is a single realization of non-Gaussian non-symmetrically
distributed (skewed) random process.

3 Identification Procedure

3.1 Data Acquisition and Preprocessing

During identification experiment [4, 13, 15] start of data acquisition is delayed
with respect to the instant of putting the excitation at the linear discrete-time
dynamic SISO system input. It starts after all transients have decayed. Under
such discrete-time dynamic SISO system steady-state conditions the N -sample
discrete-time external excitation v(i) is repeated m times and added to the
controller output. To estimate models, the linear discrete-time dynamic SISO
system input uq(i) and output yq(i) signals are represented by the following set
of values: {uq(0), uq(1), . . . , uq(mN − 1)} and {yq(0), yq(1), . . . , yq(mN − 1)}.

It is assumed in the presented discussion, that prior to quantization inde-
pendent realisations of the random variable, uniformly distributed in the range
covering the quant of A/D converter, are added to processed values. This ran-
domized quantization [26] gives an opportunity to reduce an influence of quanti-
zation effects on identification results. It is of particular importance in the case
of model identification for disturbance-free plants excited by deterministic (in
sense of periodicity) discrete-time excitations and signal levels comparable with
data acqusition system accuracy.

To identify models of the linear discrete-time dynamic SISO system, the data
sets are initially processed. This preprocessing transforms the mN -sample data
sequences into the following N -sample sets: {ũq(0), ũq(1), . . . , ũq(N − 1)} and
{ỹq(0), ỹq(1), . . . , ỹq(N − 1)} according to the equations

ũq(i) =
1

m

m−1∑
l=0

uq(i+ lN) , ỹq(i) =
1

m

m−1∑
l=0

yq(i + lN) , (1)

for each i = 0, 1, . . . , N − 1.
The obtained N -sample data sequences are unbiased and consistent estima-

tors of the corresponding quantization-free discrete-time input and output signal
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values. Hence, their variances decline with the increase of the number m of pro-
cessed N -sample data segments. Additionally, it is worth to emphasize that:

lim
m→∞ ũq(i) = u(i) , lim

m→∞ ỹq(i) = y(i) a.s. (2)

The above remarks imply that the discussed data acquisition and preprocess-
ing is a tool that allows to reduce influence of quantization effects on identifica-
tion results. It is also worth to emphasize that the randomized quantization is
necessary to obtain the mentioned reduction. Without this quantization (i.e. us-
ing deterministic quantization) the initial data processing gives for all m values
ũq(i) = uq(i) and ỹq(i) = yq(i) (i = 0, 1, . . . , N − 1).

3.2 Frequency Response Identification

Let Ũq(jΩn) and Ỹq(jΩn) denote N -point discrete Fourier transforms of the
considered SISO system quantized and preprocessed input and output data sets,
respectively:

Ũq(jΩn) =

N−1∑
i=0

ũq(i)e
−jΩni , Ỹq(jΩn) =

N−1∑
i=0

ỹq(i)e
−jΩni , (3)

where n denotes consecutive harmonics of the fundamental relative frequency
Ω = 2π/N .

The frequency response Ĥ(jΩn) (n = 0, 1, . . . , N/2) of the linear discrete-time
dynamic SISO system can be estimated with the help of integrated bispectra-
based method as [10, 22]

Ĥ(jΩn) =
ˆIBũqỹq(jΩn)

ˆIBũqũq(jΩn)
, (4)

where the integrated bispectrum (denominator) and the integrated cross-
bispectrum (numerator) estimators are given by

ˆIBũqũq(jΩn) =
1

N
R∗

2ũq
(jΩn)Ũq(jΩn) , (5)

ˆIBũqỹq(jΩn) =
1

N
R∗

2ũq
(jΩn)Ỹq(jΩn) , (6)

where ∗ denotes complex conjugation, and

R2ũq(jΩn) =
N−1∑
i=0

r2ũq(i)e
−jΩni (7)

is the N -point discrete Fourier transform of

r2ũq(i) = ũ
2
q(i)−

1

N

N−1∑
ν=0

ũ2q(ν) . (8)
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The presented identification method exploits direct estimators of such inte-
grated bispectra, i.e., it is based straightforwardly on discrete Fourier transforms
of collected data sets. In this approach, each estimate of integrated bispectrum
must be smoothed in the frequency domain, e.g. over neighbouring frequencies
using rectangular frequency window with span (2L+1). Otherwise, the empirical
transfer function estimator is obtained [1, 22] and consequently the identification
method wastes higher-order spectra-based profits. The estimators (5) and (6) are
asymptotically unbiased but inconsistent. Smoothing in the frequency domain
makes them consistent [10, 22, 24]. Hence, the frequency response estimator (4)
is also consistent. This is true for closed-loop systems, too [10, 22].

3.3 Parametric Model Estimation

The frequency response estimate calculated from Eq. (4) is a set of complex
values obtained for a set of frequencies. However, in many practical applica-
tions, a parametric model in the form of rational transfer function Ĥ(z−1) =
B̂(z−1)/Â(z−1) is needed, where B̂(z−1) and Â(z−1) are finite-order polynomi-
als of z−1. It can be achieved by the least-squares approximation (i.e, equation
error formulation, see [25]) of the frequency response estimate. In this approach,
the rational transfer function parameters are obtained by minimizing the square
norm of the difference between frequency response of the searched parametric
model and the estimated frequency response (nonparametric).

4 Exemplary Identification Results

The presented approach to identification of linear discrete-time dynamic SISO
plants operating in closed-loop systems using the integrated bispectra-based
method and the quantized observations is illustrated by identification results
for the following unstable plant:

H(z−1) =
0.010z−1 + 0.005z−2

1.000− 1.850z−1 + 0.525z−2
, (9)

stabilized by the controller C(z−1) = 35. The excitation signal v(i) was a N -
sample single realisation of a discrete-time exponential random process with zero
mean and variance equal to 0.1. During simulations, there was no disturbance
d(i) at the plant output. Instead of this, the plant output was assumed to be
measured using A/D unit utilizing randomized quantization, with 8-bit converter
which range was from 0 to 10 V. Therefore the plant output was quantized,
and the quantization error was treated as a “disturbance” in the system. The
chosen parameters of system and excitation caused that during identification
experiments no more than 3 bits of A/D converter were used.

The proposed integrated bispecta-based method (IB) was compared with three
other methods: classical spectral analysis (SA), least-square method (LS), and
prediction error method (PE). In the literature, the last method is suggested as
the best for closed-loop system identification [3]. For IB and SA, the least-squares
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approximation in the frequency-domain was used to estimate parameters of the
rational transfer function model Ĥ(z−1).

Results of plant parameters identification for all four methods and different
values of N and m are summarized in Table 1. Additionally the frequency re-
sponses of parametric models obtained for first three methods are presented in
Fig. 2 for m = 100, N = 8192 (left plots) and m = 10, N = 32768 (right plots).
The convergence of results given by proposed method is illustrated in Fig. 3 for
fixed m and varying N (left plots) and for fixed N and varying m (right plots).
Analysis of these results shows that:

– the results of all methods improve with increasingm, what is rather obvious,
because m enhances signal-to-noise ratio;

– the results of IB method improve with increasing N , because this estimator
is consistent; for SA and LS methods it is not observed (thought variance of
estimates decreases with increase of N , they still produce bias);

– the use of proposed IB method instead of classical methods (SA and LS)
brings profits especially when values of m are small, it is because the quan-
tization error is than more significant;

– PE method works well in all cases; however, this method is time-consuming
(identification takes several hundreds times longer than identification with
other methods), moreover, this method is sensitive to model structure choice
[22].

Table 1. Values of identified parameters for different identification methods

Method Parameters Method Parameters
-1.8500 0.5250 0.0100 0.0050 -1.8500 0.5250 0.0100 0.0050

N = 1024, m = 10 N = 8192, m = 10

IB -1.3373 0.0865 0.0083 0.0068 IB -1.5043 0.2274 0.0093 0.0060
SA -2.5147 0.7621 0.0282 -0.0002 SA -2.6704 0.7816 0.0314 0.0005
LS -1.1672 -0.2677 0.0099 0.0109 LS -1.2091 -0.2371 0.0100 0.0110
PE -1.8386 0.5205 0.0097 0.0051 PE -1.8356 0.4827 0.0106 0.0052

N = 1024, m = 100 N = 8192, m = 100

IB -1.8461 0.5329 0.0105 0.0046 IB -1.8060 0.5145 0.0093 0.0048
SA -1.8984 0.4993 0.0121 0.0051 SA -1.9272 0.5387 0.0121 0.0048
LS -1.6477 0.2750 0.0098 0.0070 LS -1.6610 0.2872 0.0100 0.0069
PE -1.8729 0.5580 0.0101 0.0045 PE -1.8515 0.5270 0.0100 0.0050

N = 1024, m = 1000 N = 8192, m = 1000

IB -1.8600 0.5259 0.0100 0.0051 IB -1.8392 0.5114 0.0100 0.0051
SA -1.8743 0.5324 0.0104 0.0048 SA -1.8644 0.5311 0.0103 0.0049
LS -1.8339 0.5080 0.0100 0.0050 LS -1.8300 0.5000 0.0100 0.0051
PE -1.8489 0.5227 0.0100 0.0050 PE -1.8506 0.5256 0.0100 0.0050
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Fig. 2. Comparison of identification results (magnitudes and phases of frequency re-
sponses) for different identification methods; m = 100, N = 8192 (left) and m = 10,
N = 32768 (right)

Concluding, it follows from the presented identification results that the dis-
cussed approach to model identification from quantized observations is a power-
ful tool that allows to estimate models when information about plant is hidden
in between single multiplicities of A/D converter quant.

5 Summary

In the paper the approach to the closed-loop discrete-time SISO sytem frequency
response and the corresponding parametric model identification using the re-
peated discrete-time non-Gaussian excitation and the quantized plant output
observations is discussed. The specially designed identification experiment based
on data averaging is proposed to reduce quantization effects and enhance signal-
to-noise ratio. The integrated bispectra-based identification method is proposed
to handle with closed-loop system identification problems.

The discussion is concentrated on the case of disturbance-free plant output,
to extract the influence of quantization. However, the proposed method can be
successfully applied for non-zero disturbances at the plant output.
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Fig. 3. Comparison of identification results (magnitudes and phases of frequency re-
sponses) for integrated bispectra-based method and different values of N or m; m = 10,
different N (left) and N = 1024, different m (right)

Finally, it is worth to mention, that the presented approach will be valid for
other system structures, in which disturbances influencing the input and output
are correlated, e.g. for feedforward systems with disturbance compensation [22].
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Abstract. This paper illustrates the identification of a Box-Jenkins model from 
sampled input and output data. This is achieved by extending a refined instru-
mental variable continuous-time (RIVC) method to a refined instrumental vari-
able continuous-time fractional-order (RIVCF) method. The model is a hybrid 
of continuous and discrete-time as well as fractional and integer-orders. The 
model consists of a fractional-order linear continuous-time (FLC) transfer func-
tion and noise. The FLC transfer function represents the noise free system and 
the noise represents an integer-order discrete-time autoregressive moving aver-
age (ARMA). Monte Carlo simulation analysis is applied for illustrating the 
performance of the proposed RIVCF method. 

Keywords: Fractional order, System identification, Box-Jenkins models,  
Refined instrumental variables. 

1 Introduction 

Although fractional calculus was defined approximately three hundred years ago by 
Riemann and Liouville, it has only been realised in real-world applications in the last 
two decades. This has been due to a massive increase in computer technology which 
eases the numerical simulation of fractional systems. Some physical systems are 
modelled as a fractional-order system such as the diffusion process in a battery cell 
[9] and heat transfer systems [2]. 

There have been developments in system identification and parameter estimation 
by applying instrumental variable (IV) approaches since the 1960s as illustrated in 
[5]. A continuous-time (CT) system may be directly identified based on sampled input 
and output data [4]. The refined instrumental variable continuous-time (RIVC) meth-
od was proposed by P.C. Young for identifying a hybrid Box-Jenkins model from 
sampled input and output [6]. The model is a hybrid of a continuous-time system and 
discrete-time noise process. 

The objective of this paper is to extend the RIVC method to refined instrumental 
variable continuous-time fractional-order (RIVCF) for identifying a hybrid Box-
Jenkins model from sampled input and output data. The model is a hybrid of a  
fractional-order continuous-time system and discrete-time noise process. 
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2 Fractional-Order Model 

A fractional differential equation can describe the fractional-order model in the fol-
lowing manner: 

 
( ) ( ) ( )

( ) ( ) ( )
1 0

1 0

0 1

0 2

   

   

n n

m m

n

m

a D x t a D x t a D x t

b D u t b D u t b D u t

α α α

β β β

−

−

+ +… +

= + +… +
 (1) 

where ( ) and ( ) are the output and input of the model, respectively. ( ) = ( )
, ( = 0,1, … ), ( = 1,2, … ) are constants, ( = , −1, … 0), ( = , − 1, … 0) ∈ ℝ and > …  > and > −1 …  >0. 

The fractional derivative of order ∈ ℝ  was defined by Riemann-Liouville  
[3] as: 

 ( ) ( ) ( ) ( ) ( ) ( )1

0

0

1

Γ

tm
mm m

m

d
D x t D I x t t x d

dt m
αα α τ τ τ

α
− − +−  

= − − 
  (2) 

where − 1 < < , ∈ ℤ, and the Euler function is defined as: 

( ) 1

0

Γ  t xx e t dt
∞

− −=    x∀ ∈  

A discrete-time definition of the concept of fractional differentiation was defined 
by Grünwald–Letnikov based on the generalisation of the backward difference [1]:
  

 
( ) ( ) ( )

0
0

1
lim 1

k
j

t kh h
j

D x t x kh jh
jh

α
α

α
= →

=

 
= − − 

 


 (3) 

where 
j

α 
 
 

 is Newton’s binomial function. It is generalised using the Euler function, 

and extended to fractional-order: 

 ( )
( ) ( )

Γ 1

Γ 1 Γ 1j j j

α α
α
+ 

=  + − + 
  

2.1 Numerical Simulation 

In order to obtain a numerical approximation of factional derivatives, the Grünwald–
Letnikov definition (3) is used: 

 ( ) ( ) ΔhD x t x tα α≈  
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 ( )1  
j

j j
α α

ω  
= −  

 

 

It can be noted from (4) that as time, denoted , increases, there is a need to in-
creasingly add more and more to the summation for computing the solution. However 
it is observed that for large  the coefficients of the Grünwald–Letnikov definition for 
the more recent values have much larger influence than the older values. Hence the 
numerical solution can be approximated by using the only recent values. This leads to 
a memory length, denoted , [1], such that: 

 

( ) ( )Δt LD x t x tα α
−≈ , t L>  

2.2 Fractional-Order Transfer Function and State Space Representation 

The Laplace transform of fractional-order derivative [3]: 

 ( )( ) ( ) D f t s F sα α= if ( ) 0 f t = 0t∀ <  

Applying this property on (1) yields the fractional-order transfer function (FOTF): 

 ( ) ( )
( ) ( )

0

0

0

0

 

 

m

n

m

n

X s b s b s
G s

U s a s Y s a s

β β

α α
+…+= =

+…+
 (5) 

where ( ) and ( )  are relaxed at = 0. 
The FOTF is termed commensurate iff the orders of the derivative in (1) are integer 

multipliers of a base order, denoted . Therefore (5) becomes: 

 ( ) 0

0

m k
m kk

n k
n kk

b s
G s

a s

α

α

−=

−=

=


 

A fractional-order state space (FOSS) representation may be obtained by convert-
ing the FOTF. It is possible only when the FOTF is commensurate [1]. The obtained 
FOSS representation becomes [1]: 

 ( ) ( ) ( )n AXs X s s U sB= +  

 ( ) ( ) ( )s sY CX U sD= +  

where ( ) is the state variable vector and , ,  and  are system, input, output 
and feed through matrices, respectively. 
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Converting a FOSS representation to a FOTF can be achieved as in the standard 
classical integer-order case: 

 ( ) ( ) 1
 nH s C s I A B D

−
= − +  

3 Problem Description 

A continuous-time fractional-order time-invariant system is described in (1). It is 
assumed the orders of differentiation are known by knowing the physics model [2] or 
approximating through estimating a frequency response such as in [10]. It is also con-
sidered that there is no time delay between  ( ) and ( ). It is assumed that the 

differential operator is given by = ( ) in (1) and their orders are commensurate. 

Thus (1) can be expressed as: 

 ( ) ( )
( ) ( )

B P
x t u t

A p

α

α
=  (6) 

where ( ) = + + ⋯ +   and ( ) = + +⋯ +  and ( ) and ( ) are uniformly sampled with a sampling interval ℎ . It 
yields a discrete instant = ℎ for = 1,2, … . The output

 
( ) is corrupted by 

an additive discrete-time noise, so that the output becomes: 

 ( ) ( ) ( )  k k ky t x t tε= +  (7) 

where ( ) is an autoregressive moving average (ARMA) process: 

 ( ) ( )
( ) ( )

1

1k k

C q
t e t

D q
ε

−

−
=  (8) 

with ( ) representing white noise.  
The aim of the identification procedure is to estimate the parameters ( … ) 

and ( … ) of (6) based on the input ( )  and the measured output ( )  
data, where the superscript  denotes  data pairs or samples. 

4 Refined Instrumental Variable Continuous-Time  
Fractional-Order Method  

The RIVC method was proposed by P.C. Young in [6] for integer-order systems. This 
method is extended in the paper to identify fractional-order systems. From (6) and (7), 
the noise process becomes: 
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Defining ( )  and ( )  as filtered forms of ( ) and  ( ) , respectively, 
leads to:  

 ( ) ( ) ( ) ( ) ( )
A Ak f k ft A p y t B P u tα αε = −  (9) 

Consequently, ( ) can be expressed in regression form as: 
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Fig. 1 illustrates how to generate ( )( ) and ( )( ) from the sampled 

input and output. The analogue input and output may be obtained for example using a 

zero-order-hold, so that ( )( ) can be sampled to obtain ( )( ). The contin-

uous-time filtered values ( )( ) can be expressed in a state space form directly 

from Fig. 1. 
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Fig. 1. Illustrates the generation of the filtered output  

There are two steps in the RIVCF algorithm: 

• Step 1: The initial system parameters may be obtained via various techniques such 
as fractional-order (FO) least squares, FO frequency analysis [10] or FO state vari-
able filter. In this paper a use is made of the simplified least squares continuous-
time fractional-order (SLSCF) method [8]. 
The SLSCF method is summarised as follow: 

i. Using a fractional-order commensurate stable filter whose dominator has a similar 
order of the ( ) polynomial: 

 ( )
( )

1
n

f p
p

α

α λ
=

+
  (11) 

ii. In order to generate the filtered derivative of the output ( ) and input ( ), 
there is a need to pre-filter ( ) and ( ): 

 ( ) ( )
( )

( ) ( )1
f

n j n j
f k kny t p y t

p

α α

α λ
− −=

+
 

 ( ) ( )
( )

( ) ( )1
f

m j m j
f k knu t p u t

p

α α

α λ
− −=

+
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iii. The estimates can be obtained using a least squares algorithm based on (9). It is 
termed simplified refined least square (SRLS): 

 ( ) ( ) ( ) ( ) ( )
1

1
1 1

1 1
   ˆ   

f f f f

N N
nT

f k f k f k f k
k k
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N N
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…
  

 
iv. Making use of the estimates, repeatedly update the filter (11) by: 

 ( ) ( )ˆ
1

f p
A pα

=  

(ii) to (iv) are repeated until the sum of the squares of the differences between 
îθ  

and 
1îθ −  is very small. 

• Step 2: The estimates are used for creating ( )and ( ). The following sum-
marises the (RIVCF) algorithm. 

i. Based on the estimated ( )and ( ) coefficients, the noise free output can 
be approximated as: 

 ( ) ( )
( ) ( )

ˆ
ˆ

ˆk k

B p
x t u t

A p

α

α
=  (12) 

ii. Based on (12) the noise process can be approximated as: 

 ( ) ( ) ( )ˆ ˆk kk y t x tε = −  

An ARMA ( ) process in (8) can be approximated as an AR process with a much 
larger order of denominator [11]. Defining: 

 
( )
( ) ( ) ( ) ( )

1

1 1
ˆ

1
 

C q
e k e k

D q D q

−

− −
≈ 

 (13) 

   Rearranging (8) and using (13) ̂( ) may be approximated 

 ( ) ( ) ( ) ( ) ( )ˆ
A ADf k Df ke k A p y t B P u tα α= −  (14) 
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        where 

 ( ) ( ) ( )1 
A ADf k f ky t D q y t−=   (15) 

 ( ) ( ) ( )1

A ADf k f ku t D q u t−=   

         The selected instrumental variable for this system is: 

 ( ) ( ) ( )1ˆ ˆ
A ADf k f kx t D q x t−=   

iii. Equation (14) illustrates there is a need for estimating the parameters of ( ) 
which can be achieved from (13). Then the filtered input ( ) and output ( ) can be passed through the estimated ( ) filter in discrete-time. It is 

considered that  ( ) is an output of the model (14). Therefore (14) can be 
expressed in a regression form as: 

 ( ) ( ) ( )
A A

n T
Df k Df ky t t e kα ϕ θ= +  (16) 

      where 
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iv. The estimates can be obtained using the proposal RIVCF algorithm based on 
(16): 
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(ii) to (iv) are repeated until the sum of the squares of the differences between 
îθ

and 
1îθ −  is very small. 

5 Numerical Example 

A numerical example is presented to illustrate the performance of the RFCIV method 
for identification of a hybrid fractional-order Box-Jenkins model. The model is: 
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0.5 1

1.5 1

2 1 1 0.2
  

2 3 1 0.7k k

p p q
y t u t e k

p p q

−

−

+ + += +
+ + −

 (17) 

 
where ( ) and ( ) are the output and input, respectively. The input is selected 
to be a pseudo-random binary sequence with magnitude (-10, 10). The complete set of 
input and output contains (1000, 2000, 3000) samples with sampling interval ℎ = 5 ∗10  and ( ) is a white noise sequence with zero mean and 10  variance. The 
parameter  in (11) is selected to be 2. 

The RFCIV algorithm is applied to (17) using Monte Carlo analysis for 100 runs.  
Table 1 illustrates that SRLSCF does not give accurate estimates when N=1000. 

However it gives better estimates as the number of samples increases. In the case of 
the RIVCF algorithm, Table 2 shows that much better estimates are obtained. The 
parameter estimation improves as the number of samples increases. 

Table 1. Illustrates means and standard deviations of the five estimates of numerical example 
using the SRLSCF algorithm 

Parameters  = 1000  = 2000  = 3000 

= 2      1.1915 ± 
0.0086 

1.5305 ± 0.0034 1.6149 ± 0.00253 

= 3 1.8737 ± 0.0024 2.2835 ± 0.0094 2.4215 ± 0.0063 
= 2 1.9609 ± 0.0001 1.9721 ± 0.0001 1.96751 ± 0.0001 
= 1 -0.1298 ± 0.0173 0.3766 ± 0.0063 0.4850 ± 0.0049 
= 1 1.8719 ± 0.0026 0.8652 ± 0.0007 0.8861 ± 0.0005 

Table 2. Illustrates means and standard deviations of the five estimates of numerical example 
using the RIVCF algorithm 

Parameters  = 1000  = 2000  = 3000 

= 2     2.0955 ± 0.1274 2.0285± 0.0105 2.0011 ± 0.0091 
= 3 3.1393 ± 0.2420 3.0447 ± 0.0402 2.9981 ± 0.0206 
= 2 2.0050  ± 

0.0006 
1.0375 ± 0.0001 2.0000  ± 0.0001 

= 1 1.1322 ± 0.2407 1.0375 ± 0.0297 1.0019  ± 0.0170 
= 1 1.0172 ± 0.0072 1.0086 ± 0.0020 0.9973  ± 0.0019 

6 Conclusion 

The paper has proposed a new algorithm specifically developed for identifying the 
parameters of fractional-order systems. The new algorithm is an extension of the re-
fined instrumental variable approach developed by P.C.Young for continuous-time 
integer-order Box-Jenkins models.  
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In a similar manner the initialisation process involves a simplified version of the 
algorithm which does not assume measurement noise. This algorithm is used to estab-
lish the filter which is then implemented in the full hybrid algorithm. 

An illustrative example has been simulated to show the performance of the pro-
posed identification procedure. 

The application of fractional-order models is wide and extends to many non-linear 
phenomena. Further extensions of the algorithm to handle such systems are currently 
under investigation. 
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Investigation of Model Order Reduction

Techniques: A Supercapacitor Case Study
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Abstract. This paper presents several different model order reduction
techniques to refine an equivalent circuit high order model of a superca-
pacitor. The presented model order reduction techniques are: truncation
based, projection based and system identification based (data based).
Upon application of these techniques to the high order model, it has
been found that a reduced model with sufficient accuracy can be ob-
tained to act as a surrogate of the real system. This is evident by the
ability to reduce a 60th order supercapacitor model to 4th order whilst
preserving accuracy.

1 Introduction

Hybrid electric vehicle (HEV) powertrain architecture often requires large power
transfer to and from traction motors for delivery of desirable vehicular perfor-
mance. This specifically relates to regenerative braking where large amounts of
current are produced during operation [1, 2]. Although, batteries currently do
not possess the required power density to absorb such large current transfers,
supercapacitors (SCs) are found to be suitable for this purpose. Having power
densities about five to ten times greater than batteries [3] makes them ideal
for intermediate power transfers. One disadvantage however is that SCs have
fairly low operational voltages (1.2 - 3.5V per cell [4]) and for HEV applications
they must be connected in series to provide sufficient voltage. When connected
in series, the bank of SCs require cell balancing to ensure overvoltage does not
occur which would lead to cell damage and performance degradation. To ensure
cell balancing, models that accurately describe the dynamic behaviour of SCs
are required within the control system. These models must be computationally
efficient as well as being able to effectively work as surrogates for the real SC.
This requirement often leads to models that are of low order but insufficiently
descriptive or high in fidelity but inappropriate for online implementation. To
address this need, this paper demonstrates various model order reduction tech-
niques that successfully refine a high order model (HOM) and at the same time
retain the dynamic behaviour to accurately represent a SC system for the re-
quired control frequency bandwidth.

In this paper a HOM of a SC is presented which is a candidate for model order
reduction via truncation, projection and data based techniques. Each method
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is described and compared against each other as well as against low order SC
resistance-capacitance (RC) branch models for better understanding of perfor-
mance and the benefits of model order reduction.

2 Supercapacitor Model

The SC is represented by an inductor L, a series resistor Ri, a complex pore
impedance Zp, and a leakage resistance RL as shown in Fig. 1. The complex
pore impedance Zp attribute of the model relates to level of electrode porosity
in the supercapacitor which directly impacts the impedance of the system. The
mathematical expression for Zp(jω) is given by, see [5, 6]

Zp(jω) =
τcoth(

√
jωτ)

C
√
jωτ

(1)

where τ is the time constant, C is the capacitance and coth is the hyperbolic
cotangent.

Ri

RL

L Zp

Fig. 1. Equivalent circuit of SC

It has been shown in [5] that the nonlinear complex pore impedance Zp can
be approximated by a number of RC branches in series with a capacitor, see
Fig. 2, where the resistance and the capacitance of each branch are, see [5]

Rk =
2π

π2k2C
, k = 1, 2, · · · , n (2)

C1 = C2 = · · · = Cn =
C

2
, n = 58 (3)

R1 R2 Rn

C1 C2 Cn

C

Fig. 2. Approximation of Zp by n RC branches in series with a capacitor

Further in this paper, the SC model with Zp given by (1) is referred to as
the analytical model, whilst the model where the complex pore impedance is
modelled by a number of RC branches is termed as the n-branch model.
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3 Model Order Reduction Techniques

3.1 Truncation Based

Truncated Balanced Residualisation (TBR) is a popular and practical
model order reduction method [6–8]. This approach was developed by Moore [9]
and consists of balancing the system and then discarding the states correspond-
ing to small Hankel singular values (HSV), see [10]. The resulting reduced order
model is stable, balanced and minimal. Furthermore, the frequency error bound
is easily calculable [7, 10, 11].

Consider a linear time invariant (LTI) HOM in the state-space form

ẋ(t) = Ax(t) +Bu(t), A ∈ R
n×n, B ∈ R

n×p

y(t) = Cx(t) +Du(t), C ∈ R
p×n, D ∈ R

p×p
(4)

where x(t) ∈ Rn, u(t) ∈ Rp, and y(t) ∈ Rp are, respectively, the system state
vector, the input, and the output. A, B, C, and D are appropriately dimen-
sioned matrices. For computation of controllability and observability Grammi-
ans, the system must be assumed to be asymptotically stable, controllable and
observable. These controllability and observability Grammians are, respectively,
given by

Wc =

∫ ∞

0

eAtBBT eA
T tdt

Wo =

∫ ∞

0

eA
T tCTCeAtdt

(5)

If the system is controllable and observable the Grammian matrices are positive
definite and they satisfy the following Lyapunov equations [6, 11–13]

AWc +WcA
T +BBT = 0

ATWo +WoA+ CTC = 0
(6)

The HSV of the HOM are extracted as the square roots of the products of
eigenvalues of two Grammians

σi =
√
λi(WcWo), i = 1, 2, · · · , n (7)

such that

σ1 ≥ σ2 ≥ · · ·σk and σk+1 = · · · = σn (8)

where n is the order of HOM and k is the number of non-zero HSV. The balancing
transformation is the state transformation that makes the controllability and
observability Grammians identical and diagonal [13], i.e.

Wc =Wo = Σ = diag
([
σ1 σ2 · · · σn

])
(9)
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The two Grammians (Wc and Wo) can be factored by using Cholesky factoriza-
tion to obtain balancing transformations as

T = LcV Σ
− 1

2 T−1 = Σ− 1
2UTLT

c (10)

where U and V are unitary matrices and Lc and Lo are lower triangular matrices.
The balanced system transfer function is given by

Gb(s) = Cb(sI −Ab)
−1Bb +D (11)

where

Ab = T
−1AT Bb = T

−1B Cb = CT (12)

Let the balanced system be portioned as

Ab =

[
A11 A12

A21 A22

]
Bb =

[
B1

B2

]
Cb =

[
C1 C2

]
Db = D (13)

Matrices A11 and A22 are, respectively, of dimension r× r and (n− r)× (n− r),
where r < n is the order of the reduced system, with the remaining matrices
having dimensions consistent with the system dimension defined in (4).

The reduced order system obtained via balanced truncation is defined by

ẋ1(t) = A11x1(t) +B1u(t)

y(t) = C1x1(t) +Du(t)
(14)

It is observed that the reduced order system obtained through the TBR gives
a good approximation at high frequencies but displays a considerable steady
state error [7, 10]. The reason for this error is the fact that the original and
the reduced order system have different DC gains due to the truncation of weak
modes [7, 10, 13].

Singular perturbation approximation (SPA) extends the idea of the TBR
such that instead of discarding the states, their derivatives are set to zero. This
preserves the DC gain of the system and retains more information about the
original system than the TBR [10, 13].

Consider the balanced linear system in the form of, cf. (13)

ẋ1(t) = A11x1(t) +A12x2(t) +B1u(t)

ẋ2(t) = A21x1(t) +A22x2(t) +B2u(t)

y(t) = C1x1(t) + C2x2(t) +Du(t)

(15)

By setting the derivative of x2(t) to zero, the vector x2(t) can be expressed as

x2(t) = −A−1
22 (A21x1(t) +B2u(t)) (16)

which leads to the reduced order system given by

ẋ1(t) =
(
A11 −A12A

−1
22 A21

)
x1(t) +

(
B1 −A12A

−1
22 B2

)
u(t)

y(t) =
(
C1 − C2A

−1
22 A21

)
x1(t) +

(
D − C2A

−1
22 B2

)
u(t)

(17)
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3.2 Projection Based

Projection based approaches for model order reduction are used to obtain re-
duced order models by projecting linear equations describing large scale LTI
models of systems into a subspace of lower dimension [14]. The reduced order
single-input single-output model being

ẋr(t) = Arxr(t) +Bru(t)

y(t) = Crxr(t) +Du(t)
(18)

where xr(t) ∈ R
r is the state vector of the reduced order model, whilst matrices

Ar, Br, Cr are obtained via

Ar =WAV Br =WB Cr = CV (19)

One of such methods is the Krylov subspace based Arnoldi method which uses
the Arnoldi algorithm as proposed in [15]. In order to provide projection bases
V ∈ Rn×r and W ∈ Rn×r the Krylov subspace technique dervies the columns of
V and W in such a way that a large state space x ∈ Rn can be mapped into a
smaller subspace via x ≈ V xr [16]. The projection bases used in this paper were
calculated making use of the Arnoldi method which utilises a modified Gram-
Schmidt orthogonalisation [11]. The Arnoldi method produces projection bases
of the form of WT = V , where the columns of the projection base V span the
Krylov subspace Kr

Kr = span{
[
B A−1B A−2B · · · A−r+1B

]} (20)

3.3 Data-Based

A schematic diagram of data-based model order reduction is presented in Fig.
3. Firstly, the HOM is used to generate a response to a given input signal.
Subsequently, an identification technique is used to derive a low order model
from known input and output data.

high order model
input

output

identification method low order model

Fig. 3. Schematic diagram of data-based model order reduction

As opposed to analytical methods described in Subsections 3.1 and 3.2, the
outcome of the system identification heavily depends on the quality of the data,
i.e. the input and the output. The input used for the identification experiment
should excite all the system modes in the considered frequency range.
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Furthermore, choice of a suitable identification method is crucial. In the case of
a stiff system, i.e. systems whose eigenvalues are of a different order of magnitude,
continuous-time system identification is required [17]. In this paper the simplified
refined instrumental variable method for continuous-time system identification
(SRIVC) [18] has been applied, which produces a continuous-time model directly
from the data sampled with a sampling interval of 0.5 ms.

4 Results of Model Order Reduction

4.1 Efficacy Index

In order to assess the goodness of fit of the reduced order model in the
frequency domain, a quantitative efficacy index is required. In this paper the
integral of absolute error (IAE) of the difference in the magnitude frequency
responses between the complex and the reduced order model is used, which is
calculated as

IAE =

∫ ω̄2

ω̄1

(Mcomplex(ω̄)−Mreduced(ω̄)) dω̄ (21)

where ω̄ = log10(ω) and ω is the frequency expressed in radians per second.
Terms Mcomplex and Mreduced refer to the magnitudes of the frequency re-
sponses of, respectively, the HOM (either the 60th order n-branch or the an-
alytical model) and the reduced order model.

4.2 Reduction of Model Order by Decreasing Number of RC
Branches

As the n-branch model is an approximation of the analytical model, it is worth
exploring, how well a low order n-branch model resembles the analytical model.
In Fig. 4 the frequency response of the analytical model is compared with the
frequency responses of n-branch models with different numbers of branches.
Fig. 5 shows an increasing accuracy of the n-branch model as the model order
increases.

One can note that the accuracy of the n-branch model with a low number
of branches is relatively poor and it significantly increases with an increase of
the number of branches. Thus, in this paper a 58-branch model (60th order, see
[5]) is reduced using the techniques described in Section 3 in order to obtain a
relatively good approximation of the analytical model. Note the IAE between
the analytical and the 58-branch model is equal to 0.14, cf. Fig. 5.

4.3 Comparison of Reduced Order Models

The state contributions of the 60th order model, i.e. the Hankel singular values,
are plotted in Fig. 6. One can note that the 60th order model has two dominant
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Fig. 4. Comparison of frequency responses n-branch model with analytical model
of SC
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Fig. 5. Model mismatch in terms of IAE between analytical model and n-branch model
of SC for different values of n (Note that n = model order−2.) Mcomplex in (21) refers
to frequency response of analytical model, whilst Mmodel refers to n-branch model

modes with the highest contribution; thus, the second order model has been
selected as a starting point for the model order reduction process.

Fig. 7 compares frequency responses of second order reduced models of the
SC obtained using different techniques. Both TBR and SRIVC provide relatively
good match compared to the SPA and the Arnoldi method. An improvement of
model accuracy has been achieved by increasing the order of the reduced model,
see Fig. 8 and Fig. 9.

In Table 1 values of the IAE for reduced order models obtained using different
techniques are given. It is noted that the low (3rd-5th) order model obtained by
reduction of the 60th order model has the accuracy comparable to the 58-branch
model in terms of the IAE.

Accuracy of both truncation-based and projection-based techniques increases
with an increase of the order of the reduced model. However, this is not
always the case when the data-based SRIVC is used. An increase of the or-
der of the model identified from the data may lead to an overparameterisa-
tion of the model which makes the identification algorithm more susceptible to
errors/uncertainties.
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Fig. 6. Hankel singular values (state contribitions) of 58-branch model
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Fig. 7. Frequency responses of second order models obtained using various techniques
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Fig. 9. Differences in magnitude frequency responses between the 60th order model
and reduced 4th order models

Table 1. The IAE of reduced order models. Numbers outside brackets in columns 2-5
present the IAE between the 58-branch model and reduced order models; numbers in
brackets refer to the IAE between the analytical model and the reduced order models.
The last column presents the IAE between the analytical model and the appropriate low
order n-branch model (with n = 0, 1, 2, 3). The IAE has been calculated for ω1 = 0.001
rad/s, ω2 = 1000 rad/s

r TBR SPA Arnoldi SRIVC n-branch model

2 1.19 (1.19) 5.90 (5.84) 6.72 (6.86) 1.06 (1.04) 6.86
3 1.19 (1.26) 0.60 (0.60) 1.19 (1.27) 0.17 (0.23) 3.70
4 0.33 (0.39) 0.16 (0.23) 0.38 (0.47) 0.10 (0.17) 2.59
5 0.13 (0.20) 0.04 (0.14) 0.13 (0.23) 0.34 (0.41) 2.01

5 Conclusions

Model order reduction of a high order SC model is considered. It has been shown
that truncation based, projection based, and data based techniques are suitable
to produce simplified model formulations while preserving acceptable accuracy.
It has been observed that by approximating a high fidelity nonlinear analytical
model of SC by a high order equivalent circuit linear model and then reducing
the order of the linear model one can obtain a 4th order model, which is suitable
for control (SC cell balancing) yet its accuracy is comparable to the accuracy of
the high order linear model.
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