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Preface

This volume of Advances in Intelligent and Soft Computing contains accepted papers
presented at SOCO 2013, CISIS 2013 and ICEUTE 2013, all conferences held in the
beautiful and historic city of Salamanca (Spain), in September 2013.

Soft computing represents a collection or set of computational techniques in ma-
chine learning, computer science and some engineering disciplines, which investigate,
simulate, and analyse very complex issues and phenomena.

After a through peer-review process, the 8thSOCO 2013 International Program Com-
mittee selected 40 papers which are published in these conference proceedings, and
represents an acceptance rate of 41%. In this relevant edition a special emphasis was
put on the organization of special sessions. Four special sessions were organized re-
lated to relevant topics as: Systems, Man, and Cybernetics, Data Mining for Industrial
and Environmental Applications, Soft Computing Methods in Bioinformatics, and Soft
Computing Methods, Modelling and Simulation in Electrical Engineering.

The aim of the 6th CISIS 2013 conference is to offer a meeting opportunity for
academic and industry-related researchers belonging to the various, vast communities
of Computational Intelligence, Information Security, and Data Mining. The need for
intelligent, flexible behaviour by large, complex systems, especially in mission-critical
domains, is intended to be the catalyst and the aggregation stimulus for the overall
event.

After a through peer-review process, the CISIS 2013 International Program Commit-
tee selected 23 papers which are published in these conference proceedings achieving
an acceptance rate of 39%.

In the case of 4thICEUTE 2013, the International Program Committee selected 11
papers which are published in these conference proceedings.

The selection of papers was extremely rigorous in order to maintain the high quality
of the conference and we would like to thank the members of the Program Committees
for their hard work in the reviewing process. This is a crucial process to the creation of
a high standard conference and the SOCO, CISIS and ICEUTE conferences would not
exist without their help.



VI Preface

SOCO’13, CISIS’13 and ICEUTE’13 enjoyed outstanding keynote speeches by dis-
tinguished guest speakers: Prof. Hojjat Adeli - Ohio State University (USA), Prof. Hu-
jun Yin - University of Manchester (UK), and Prof. Manuel Graña – University of Pais
Vasco (Spain).

SOCO’13 has teamed up with the International Journal of Neural Systems (WORLD
SCIENTIFIC), Integrated Computer-Aided Engineering (IOS PRESS), Computer-Aided
Civil and Infrastructure Engineering (IOS PRESS), Neurocomputing (ELSEVIER), Jour-
nal of Applied Logic (ELSEVIER), Applied Soft Computing (ELSEVIER) and DYNA
(FEDERACION ASOCIACIONES INGENIEROS INDUSTRIALES ESPANA) jour-
nals for a suite of special issues and fast track including selected papers from SOCO’13.

For this CISIS’13 special edition, as a follow-up of the conference, we anticipate
further publication of selected papers in a special issue of the prestigious Logic Journal
of the IGPL Published by Oxford Journals.

Particular thanks go as well to the Conference main Sponsors, IEEE-SecciónEspaña,
IEEE Systems, Man and Cybernetics-CapítuloEspañol, AEPIA, Ayto. of Salamanca,
University of Salamanca, World Federation of Soft Computing, MIR Labs, IT4 Inno-
vation Centre of Excellence, The International Federation for Computational Logic,
Ministerio de Economía y Competitividad (TIN 2010-21272-C02-01), Junta de Castilla
y León (SA405A12-2), INMOTIA, REPLENTIA, and HIDROGENA, who jointly con-
tributed in an active and constructive manner to the success of this initiative. We want
also to extend our warm gratitude to all the Special sessions chairs for their continuing
support to the SOCO, CISIS and ICEUTE Series of conferences.

We would like to thank all the special session organizers, contributing authors, as
well as the members of the Program Committees and the Local Organizing Committee
for their hard and highly valuable work. Their work has helped to contribute to the
success of the SOCO 2013, CISIS 2013 and ICEUTE 2013 events.

September, 2013 The editors
Álvaro Herrero
Bruno Baruque

Fanny Klett
Ajith Abraham
Václav Snášel

André C.P.L.F. de Carvalho
Pablo García Bringas

Ivan Zelinka
Héctor Quintián

Emilio Corchado
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Zdeněk Troníček CTU in Prague, Czech Republic



ICEUTE 2013 XXIII

Special Sessions

Web 2.0

Thomas Connolly University of the West of Scotland, UK(Organiser)
Gavin Baxter University of the West of Scotland, UK (Organiser)
Carole Gould University of the West of Scotland, UK
Gary McKenna University of the West of Scotland, UK
Mario Soflano University of the West of Scotland, UK
Thomas Hainey University of the West of Scotland, UK
Wallace Gray University of the West of Scotland, UK
Yaelle Chaudy University of the West of Scotland, UK

Organising Committee

Emilio Corchado University of Salamanca, Spain
Álvaro Herrero University of Burgos, Spain
Bruno Baruque University of Burgos, Spain
Héctor Quintián University of Salamanca, Spain
Roberto Vega University of Salamanca, Spain
Jose Luis Calvo University of Coruña, Spain
Ángel Arroyo University of Burgos, Spain
Laura García-Hernández University of Córdoba, Spain



Contents

SOCO 2013

General Track

Evolutionary Computation and Optimization

Parsimonious Support Vector Machines Modelling for Set Points in
Industrial Processes Based on Genetic Algorithm Optimization . . . . . . . . . . . 1
Andrés Sanz-García, Julio Fernández-Ceniceros,
Fernando Antoñanzas-Torres, F. Javier Martínez-de-Pisón-Ascacibar

A Multi-level Filling Heuristic for the Multi-objective Container Loading
Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Yanira González, Gara Miranda, Coromoto León

Multiple Choice Strategy Based PSO Algorithm with Chaotic Decision
Making – A Preliminary Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Michal Pluhacek, Roman Senkerik, Ivan Zelinka

Optimization of Solar Integration in Combined Cycle Gas Turbines
(ISCC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Javier Antoñanzas-Torres, Fernando Antoñanzas-Torres,
Enrique Sodupe-Ortega, F. Javier Martínez-de-Pisón

Performance of Chaos Driven Differential Evolution on Shifted
Benchmark Functions Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Roman Senkerik, Michal Pluhacek, Ivan Zelinka,
Zuzana Kominkova Oplatkova, Radek Vala, Roman Jasek

A Neural Network Model for Energy Consumption Prediction of
CIESOL Bioclimatic Building . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Rafael Mena Yedra, Francisco Rodríguez Díaz, María del Mar Castilla Nieto,
Manuel R. Arahal



XXVI Contents

ACO Using a MCDM Strategy for Route Finding in the City of
Guadalajara, México . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Leopoldo Gómez-Barba, Benjamín Ojeda-Magaña, Rubén Ruelas,
Diego Andina

Microcontroller Implementation of a Multi Objective Genetic Algorithm
for Real-Time Intelligent Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Martin Dendaluce, Juan José Valera, Vicente Gómez-Garay, Eloy Irigoyen,
Ekaitz Larzabal

Solving Linear Systems of Equations from BEM Codes . . . . . . . . . . . . . . . . . . 81
Raquel González, Lidia Sánchez, José Vallepuga, Javier Alfonso

Mean Arterial Pressure PID Control Using a PSO-BOIDS Algorithm . . . . . . 91
Paulo B. de Moura Oliveira, Joana Durães, Eduardo J. Solteiro Pires

Intelligent Systems

Empirical Study of the Sensitivity of CACLA to Sub-optimal Parameter
Setting in Learning Feedback Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Borja Fernandez-Gauna, Igor Ansoategui, Ismael Etxeberria-Agiriano,
Manuel Graña

Optimization Design in Wind Farm Distribution Network . . . . . . . . . . . . . . . 109
Adelaide Cerveira, José Baptista, Eduardo J. Solteiro Pires

Intelligent Model to Obtain Initial and Final Conduction Angle of a
Diode in a Half Wave Rectifier with a Capacitor Filter . . . . . . . . . . . . . . . . . . 121
José Luis Casteleiro-Roca, Héctor Quintián, José Luis Calvo-Rolle,
Emilio Corchado, María del Carmen Meizoso-López

Prosodic Features and Formant Contribution for Speech Recognition
System over Mobile Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Lallouani Bouchakour, Mohamed Debyeche

The Fuzzy WOD Model with Application to Biogas Plant Location . . . . . . . . 141
Camilo Franco, Mikkel Bojesen, Jens Leth Hougaard, Kurt Nielsen

Applications

The Application of Metamodels Based on Soft Computing to Reproduce
the Behaviour of Bolted Lap Joints in Steel Structures . . . . . . . . . . . . . . . . . . . 151
Julio Fernández-Ceniceros, Ruben Urraca-Valle, Javier Antoñanzas-Torres,
Andres Sanz-Garcia

Bayesian Networks for Greenhouse Temperature Control . . . . . . . . . . . . . . . . 161
José del Sagrado, Francisco Rodríguez, Manuel Berenguel, Rafael Mena



Contents XXVII

Towards Improving the Applicability of Non-parametric Multiple
Comparisons to Select the Best Soft Computing Models in Rubber
Extrusion Industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Ruben Urraca-Valle, Enrique Sodupe-Ortega, Alpha Pernía-Espinoza,
Andres Sanz-Garcia

Ear Biometrics: A Small Look at the Process of Ear Recognition . . . . . . . . . . 181
Pedro Luis Galdámez, María Angélica González Arrieta

Classification and Clustering Methods

Enhanced Image Segmentation Using Quality Threshold Clustering for
Surface Defect Categorisation in High Precision Automotive Castings . . . . . . 191
Iker Pastor-López, Igor Santos, Jorge de-la-Peña-Sordo, Iván García-Ferreira,
Asier G. Zabala, Pablo García Bringas

Orthogonal Matching Pursuit Based Classifier for Premature Ventricular
Contraction Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
Pavel Dohnálek, Petr Gajdoš, Tomáš Peterek, Lukáš Zaorálek

Text Classification Techniques in Oil Industry Applications . . . . . . . . . . . . . . 211
Nayat Sanchez-Pi, Luis Martí, Ana Cristina Bicharra Garcia

Special Sessions

Systems, Man, and Cybernetics

A Domestic Application of Intelligent Social Computing: The SandS
Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
Manuel Graña, Ion Marqués, Alexandre Savio, Bruno Apolloni

Clustering of Anonymized Users in an Enterprise Intranet Social
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
Israel Rebollo Ruiz, Manuel Graña

Intelligent Model for Fault Detection on Geothermal Exchanger of a Heat
Pump . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
José Luis Casteleiro-Roca, Héctor Quintián, José Luis Calvo-Rolle,
Emilio Corchado, María del Carmen Meizoso-López

Data Mining for Industrial and Environmental Applications

A Comparative Study of Machine Learning Regression Methods on
LiDAR Data: A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
Jorge Garcia-Gutierrez, Francisco Martínez-Álvarez, Alicia Troncoso,
Jose C. Riquelme

Principal Component Analysis on a LES of a Squared Ribbed Channel . . . . 259
Soledad Le Clainche Martínez, Carlo Benocci, Alessandro Parente



XXVIII Contents

Modeling Structural Elements Subjected to Buckling Using Data Mining
and the Finite Element Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Roberto Fernández-Martínez, Rubén Lostado-Lorza, Marcos Illera-Cueva,
Bryan J. Mac Donald

Design and Optimization of Welded Products Using Genetic Algorithms,
Model Trees and the Finite Element Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
Rubén Lostado-Lorza, Roberto Fernández-Martínez, Bryan J. Mac Donald,
Abdul Ghani-Olabi

Soft Computing Methods in Bioinformatics

Gene Clustering in Time Series Microarray Analysis . . . . . . . . . . . . . . . . . . . . 289
Camelia Chira, Javier Sedano, José R. Villar, Carlos Prieto, Emilio Corchado

Quality of Microcalcification Segmentation in Mammograms by
Clustering Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299
Ramón O. Guardado-Medina, Benjamín Ojeda-Magaña,
Joel Quintanilla-Domínguez, Rubén Ruelas, Diego Andina

Local Iterative DLT for Interval-Valued Stereo Calibration and
Triangulation Uncertainty Bounding in 3D Biological Form
Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309
José Otero, Luciano Sánchez

Classification of Chest Lesions with Using Fuzzy C-Means Algorithm and
Support Vector Machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
Donia Ben Hassen, Hassen Taleb, Ismahen Ben Yaacoub, Najla Mnif

Soft Computing Methods, Modeling and Simulation in
Electrical Engineering

RBF Neural Network for Identification and Control Using PAC . . . . . . . . . . . 329
Ladislav Körösi, Vojtech Németh, Jana Paulusová, Štefan Kozák

Analysis of the Effect of Clustering on an Asynchronous Motor Fuzzy
Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
Pavol Fedor, Daniela Perdukova, Mišél Batmend

Modelling the Technological Part of a Line by Use of Neural Networks . . . . . 349
Jaroslava Žilková, Peter Girovský, Mišél Batmend

Distribution of the Density of Current in the Base of Railway Traction
Line Posts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359
Lubomir Ivanek, Stanislav Zajaczek, Václav Kolář, Jiri Ciganek,
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Abstract. An optimization based on genetic algorithms for both fea-
ture selection and model tuning is presented to improve the prediction
of set points in industrial lines. The objective is the development of an
automatic procedure that efficiently generates parsimonious prediction
models with higher generalisation capacity. These models can achieve
higher accuracy in predictions, maintaining the high quality of products
while working with continual changes in the production cycle. The pro-
posed method deals with three strict restrictions: few individuals per
population, low number of holds and runs in model validation procedure
and a reduced number of maximum generations. To fullfill these restric-
tions, we propose to include in the optimization the reranking of the
individuals by their complexity when no significant difference is found
between the values of their fitness functions. The method is applied to
develop support vector machines for predicting three temperature set
points in the annealing furnace of a continuous hot-dip galvanising line.
The results demonstrate the rerank makes more efficiently and easily the
process of obtaining parsimonious models without reducing performance.

Keywords: Genetic Algorithm, Optimization, Support Vector Machine,
Galvanising Line, Parsimony Criterion.

1 Introduction

Continuous hot dip galvanising line (CHDGL) is a key process from an eco-
nomic and strategic point of view for steel industry to produce rolled flat steel
products. The difficulty of its properly control is widely known to become more
problematic when an increase of production is required [1]. Nowadays, a CHDGL
is fairly automated and the tuning of its parameters stands as the most remark-
able problem when trying to increase both plant flexibility or yield. This is due to
the high amount of inherent non-linearities and input variables that galvanising
involves. Therefore, plant engineers require better prediction models that help
in adjusting the CHDGL to different running operation conditions.
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In this paper, the problem addressed is the necessity of accurately predicting
these set points when dealing with new products. The adjustment has tradi-
tionally been done conducting a number of in-plant process trials. However,
in today´s competitive markets, this is really inefficient due to their excessive
costs. Other feasible alternative is the use of mathematical models that integrate
physics and mechanics of the galvanising. Nevertheless, these models often re-
quire high computation times and involve great difficulties for swiftly adjusting
the parameters of each component of the CHDGL to novel product specifications.
Another approach is based on large volumes of data collected from the processes
to create data-driven models. Taking advantage of this “stored information”, we
proposed soft computing (SC) methods as a clear alternative to parametric ones
to create better performing models.

SC is based on combining intelligent systems with computational techniques
to solve inexact and complex problems [12]. It involves several computational
methods such as support vector machines (SVMs) [13], artificial neural net-
works (ANNs) [5], and genetic algorithms (GAs)[9]. These are stochastic and
very suited to deal with real engineering problems [4]. Several papers have re-
ported reliable SC models for predicting galvanising set points. For instance,
ANNs are applied by [6] for coating control with significant improvements. Mul-
tilayer perceptron (MLP) models are developed by [10] for estimating the velocity
set point of coils inside the continuous anneling furnace (CAF) on a CHDGL.
However, finding the best model´s topology and its setting parameters is still a
challenging task. An approach is the use of genetic algorithms (GAs), which are
inspired by the law of nature [2]. Through the principles of biological evolution,
GAs have the capacity to provide an efficient optimization process that can find
the optimal model [3]. Indeed, many authors have combined MLPs with GAs
showing correctly tuned MLP can predict optimal set points for control systems.
Selecting the less complex model is a common topic in machine learning in order
to achieve higher generalization capacity in predictions. For instance, a method-
ology is proposed by [11] for creating parsimonious models with lower prediction
errors and higher generalization capacity than those generated by other methods.
However, these methods are not completely automatic and need high computa-
tion times. Robust parsimonious models are still required to estimate set points
when dealing with changing conditions in industrial plants. Parsimony can be
achieved by several ways, being the selection of models with lower complexity
and less inputs very commonly used.

The article proposes a new GA-based optimization to create better overall
parsimonous models for predicting set points in industrial plants. The support
vector machine (SVM) is selected as a promising regression technique but yield-
ing higher training times than ANNs. Indeed, their training is usually automated
by using GA but this leads to even higher computational times [11]. For that
reason, our optimization should work with few individuals per generation and
low number of generations. We consider different strategies but the key point is
the complexity of each model for evaluating them after an initial evaluation. So,
the individuals are reranked based on complexity when differences in their cost
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functions are not statistically significant. The proposal is applied for predicting
three CAF temperature set points on a CHDGL but it might be extended to
other sections of CHDGLs, i.e. the chromatic process or the zinc coating bath.

2 Description of the Industrial Process

Galvanised steel is broadly used by many industries such us automotive or ap-
pliance due to its corrosion resistance in many environments. The most widely
known coating processes is the CHDGL, in which preheated steel coils are sub-
merged in a pot of molten zinc at constant temperature. The process is divided
into five independent sections that perform specific treatments on the steel strip
during the galvanising (see Fig. 1). The goal is to produce flat steel products
with high quality coating. Note that a deeper description of the galvanising line
studied is provided in [7].

Fig. 1. Simplified scheme of a continuous hot dip galvanising line [11]

This is specifically focused on the CAF, which is a critical component for
maintaining the quality of the galvanised products. A CAF contains five separate
areas: a pre-heating and heating areas, a holding area, a slow cooling area, a rapid
cooling area and finally, an overaging area for ensuring the carbon precipitation
to minimize the effects of steel aging. The standard control of a CAF consists
in controlling the temperature settings in each area while keeping the velocity
of the steel strip within a pre-established range of values. This control can be
properly achieved using accurate models for predicting three temperature set
points (THC1, THC3 and THC5 ) in the CAF. The optimization proposed was
validated in a CAF of an CHDGL operating in the north of Spain.

3 Methodology

An optimization based on GA is proposed for tuning the parameters of the
models and an input feature selection (FS) in order to obtain better overall
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parsimonious models. The main goal is to improve the efficiency of the process
mainly fulfilling three restrictions: lower number of individuals per population,
less computational cost in validation process (lower number of repetitions n and
folds k for repeated n times k-fold CV) and a reduced number of maximum
generations required to obtain a reliable model.

Our proposal is mainly based on classical GA but including a criterion to
rearrange the individuals of each generation after their evaluation. The new step
is next to the evaluation and ranking steps of classical GA. The new criterion
measures the complexity of models to reorder these after the initial standard
ranking based on their fitness function (J). Using this approach, two models
that are not significantly different in terms of J can switch their position when
the first is more complex than the latter. This algorithm for reranking the models
is named ReRank function and is detailed below. This function looks over the
complete list of individuals comparing consecutively comparing the first with
the second, the second to the third and so on. For each comparison, it computes
the p-value resulting from testing the values of both fitness functions. In case of
p-vale obtained is higher than the parameter α and the complexity of the second
model is lower than the first, both model will swap their positions.

Algorithm of ReRank function

program ReRank ()
input G(J, Model-Complexity): Individuals sorted by J
const NUMINDIV = cte.; alpha = cte.;
var PosFirst, PosSecond: 0..NUMINDIV;
begin
PosFirst := 0;
repeat
PosFirst := PosFirst+1;
repeat
PosSecond := PosFirst+1;
p-value := test(G[PosFirst](J),G[PosSecond](J))
if p-value > alpha AND G[PosSecond](Size)<G[PosFirst](Size)

Swap(G[PosFirst],G[PosSecond])
end if

until (p-value <= alpha OR PosSecond == NUMINDIV)
until (PosFirst == NUMINDIV-1)

end.

The complete optimization procedure is reported as GeneticAlgorithm func-
tion and is divided into two steps. First, individuals are sorted according to
their (J) based on k -fold CV errors (see Rank function). Then the individuals
without a significantly lower J than the next one are re-sorted according to their
complexity (ReRank function). To this end, a nonparametric Wilcoxon ranked
test is proposed with a level of significance α. The aim of this procedure is to
rearrange individuals with similar J by their complexity.
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Classical Genetic Algorithm modified with ReRank() function included

program GeneticAlgorithm ()
const MAXGEN: cte., alpha: cte.;
var Gen: 0..MAXGEN, P[Gen]: void;
begin
Gen := 0; Initialization (P[Gen]);
J := Evaluation (P[Gen]); Write(P[Gen],J);
repeat
P[Gen] := Rank (P[Gen],J);
P[Gen] := ReRank (P[Gen], Model-Complexity);
Gen := Gen + 1;
P[Gen] := Selection (P[Gen-1]);
P[Gen] := P[Gen] + Crossover (P[Gen]);
P[Gen] := P[Gen] + Mutation (P[Gen]);
J := Evaluation (P[Gen]); Write(P[Gen],J);

until (end condition is not fullfilled OR Gen == MAXGEN)
end.

4 Case of Study: Initial Settings and Specifications

Three common genetic operators are used for selecting the elitist individuals:
random uniform selection, roulette selection by rank, and tournament selection
with k = 3 individuals. Another well-known method like Roulette selection by
cost is discarded due to the possibility that the operator cancels the effects of pre-
viously explained reranking of individuals according to their complexity (ReRank
function). The crossover operator selected is named heuristic blending [8]. Other
crossover operators based on swapping variables between parents randomly se-
lected or using break points to combine a part of each parent chromosome are
discarded. This is due to the fact that a small rate of elitism, such as four indi-
viduals, creates a large number of elitist individuals with similar chromosomes
in few number of generations. The operator used is defined in Eq.1:

pnew = β (pmn − pdn) + pmn (1)

where pmn and pdn are the nth variable in mother and father chromosomes
respectively, pnew is the new single offspring variable, and β a random number
chosen on the interval [−0.1, 1.1]. A different β is generated for each variable
included. Finally, a mutation percentage of 10% is applied to all the experiments.

The input FS is controlled by using a binary-coded array of 19 bits, where
1 indicated that the attribute is considered and 0 the opposite. A real-coded
chromosome is defined with 21 values that involve all the information related
to the training parameters and the inputs selected for each individual. The 21
chromosome values, with its intervals are the following:
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– Base-10 logarithm of the complexity parameterC of SVM within the interval:[−3.9̂, 3.9̂]. So, minimum and maximum C values are 10−3.9̂ � 0.0001 and
103.9̂ � 9999.97, respectively.

– Gamma parameter of RBF kernel within the interval: [0.000001, 0.999999]

The optimization process is carried out using a maximum number of generations
of G = 30 with a population size of 16 individuals. The individuals are firstly
ranked according to J an then selected by applying an elitism percentage of
25%. So, the best four models are selected as progenitors for creating the next
generation. The rest of the individuals are discarded.

The fitness function J is the average of the root mean squared error in valida-
tion process (RMSEval). In the experiments, the validation process was carried
out using a 4-fold CV with 5 repetitions, i.e. the RMSEval was the average
of 20 values. In this case, RMSE is more suitable than mean absolute error
(MAE) because of our intentions to look for models adjusted to all the cases
in the dataset, reducing the quantity of residuals with high value. For each rep-
etition, a 80% of the database is used for the 4-fold CV and the rest (20%) is
used to obtain the testing error where the root mean squared error in testing
process (RMSEtst) is the average of 5 testing errors, one per each repetition.
Next to this step, individuals without statistical significance between J were re-
ranked according their model complexity using ReRank function. After that, the
comparison of the results from different models according to their cost values is
carried out using Wilcoxon non-parametric paired test with α = 0.05. Besides,
model complexity is calculated as:

Complexity = 106NFS +NSV (2)

where NFS is the number of input features and NSV the number of principal
vectors in SVM. Two models with the same NFS are reranked according to their
NSV if there is not statistical significance between their J . Obviously, NFS are
considered more important than NSV in Eq.2.

To accelerate convergence, Latin Hypercube is used to define the first gener-
ation, ensuring a uniform distribution of initial individuals.

5 Results and Discussion

The dataset is formed by a total number of 48, 017 instances of 721 different types
of coils with 19 inputs and 3 outputs. Several attributes were previously removed
for not having enough metallurgical relevance in a preprocessing phase carried
out by [7]. The dataset is then homogenised by sampling the same number of
cases for each type of coil to increase the accuracy predicting all set points. The
inputs are WIDTHCOIL, THICKCOIL, VELMED, TMPP1, TMPP2CNG, C,
Mn, Si, S, P, Al, Cu, Ni, Cr, Nb, V, Ti, B and N. The outputs involve three
main temperature set points THC1, THC3 and THC5. The idea is to apply the
new proposal for tuning model’s parameters and selecting the best features to
obtain a overall and parsimonious model capable to work well with new operation
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conditions. The numerical prediction SVMs use radial basis functions (RBF)
kernels due to excellent results obtained in the preliminary tests. The statistical
software for programming and testing all the experiments was the statistical
software R 2.15.1 with e1071 package for calculating the SVM models.

Table 1 shows a summary of the principal results with the RMSEtst and NFS

for the best individual of the last generation for each out variable THC1, THC3
and THC5 and the method used for selecting the individuals (uniform, roulette
by rank, tournament). The columns 3rd and 4th show the results obtained using
a classical GA optimization, and the columns 5th and 6th present the results of
the new proposal. Last column represents the difference ofNFS obtained between
both methodologies and also the value of this relative difference in percentage
between parentheses.

Table 1. Results for each configuration: with complexity and without complexity

Setting Without With With vs Without

Output Selection RMSEtst NFS RMSEtst Nfeatures Diff.(%)

THC1 Uniform 0.035 7 0.035 5 2 (29%)
THC3 Uniform 0.034 6 0.034 4 2 (33%)
THC5 Uniform 0.033 8 0.034 4 4 (50%)
THC1 RankRoulette 0.036 7 0.035 6 1 (14%)
THC3 RankRoulette 0.035 6 0.033 5 1 (17%)
THC5 RankRoulette 0.034 6 0.035 6 0 (0%)
THC1 Tournament 0.035 7 0.036 5 2 (29%)
THC3 Tournament 0.035 5 0.034 4 1 (20%)
THC5 Tournament 0.034 6 0.035 4 2 (33%)

In case of uniform selection method is used, the mean reduction in NFS is
around 37%, with similar RMSEtst in both classical method and our proposal.
In addition, a reduction of 50% in NFS values is achieved for the model preict-
ing THC5, only using four inputs against the model obtained with the classical
methodology (8 inputs). Similar results are obtained with the tournament selec-
tion method achieving a mean NFS reduction around 27% and identical number
of features for the THC1, THC3, and THC5 models (5, 4, and 4 inputs respec-
tively). Nevertheless, with the roulette selection method reduction mean was only
a 10% and with THC5 there was not reduction. Also, it might be observed that
final models obtained with this selection method were less parsimonious than
the others. The roulette method by rank did not work properly with only four
parents because first two individuals has a high probability to be selected as
parents for the next generation. In spite of this, also with the roulette selection
method there is a slight reduction in the number of features.

In Table 2, a statistical comparison between both methods is presented where
the p-values are obtained with the Wilcoxon paired test with level of significance
α = 0.05. In this table it might be deduced that there is a statistical significance
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between the number of features obtained with a classical genetic optimization
and the proposed methodology (p-value=0.01264). Due to the fact that there is
not statistical significance between RMSEtst (p-value=0.8203) we can conclude
that including ReRank function allows to achieve models with less number of fea-
tures with similar overall accuracy. Summarizing, the best overall parsimonious
model is achieved.

Table 2. Statistical comparison between both methods

Description RMSEtst Num.Attrib

Mean using classical opt (without complex.) 3.45% 6.4
Mean using proposal (with complex.) 3.45% 4.7
p-value (paired Wilcoxon-test) 0.821 0.013
Statistical significance (α = 0.05) NO YES

In Figure 2, NFS evolution of elitist individuals for THC5 models are pre-
sented with random uniform selection procedure. White box plots show the NFS

evolution for classical genetic optimization and gray boxplots the NFS evolution
with the new proposal. In this case, the use of ReRank function allows to obtain
an stable and reduced number of inputs against classical methodology in which
even NFS is increased in the last generations.
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Fig. 2. Evolution of NFS elitist individuals for predicting THC5 using random uniform
selection with (gray box plots) and without (white) ReRank function
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Figures 3.a and 3.b show the evolution of RMSEval and RMSEtst predicting
temperature THC5. These are obtained by using random uniform selection and
tournament selection respectively. Comparing both figures, the second seems to
have higher rate of convergence finding parsimonious models than the first one.
Indeed, random uniform selection evidently allows higher variability in the com-
plexity of models for the initial generations. Taking into consideration that only
a few number of elitist individuals (4) are selected, the figures demonstrate that
the first is more easygoing in model complexity than the second one. However,
future experiments should consider the use of a higher elitism value and other
operators like tournament or roulette.
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Fig. 3. Evolution of RMSEval and RMSEtst of temperature THC5 (expressed as
per unit value) for the elitist individuals using ReRank function and random uniform
selection (left) or tournament selection (right)

6 Conclusions

A new GA optimization is presented to develop parsimonious overall SVMs for
predicting three temperature set points in the CAF of a HDGL. Due to SVMs are
associated with high training time, the methodology proposed is oriented to find
accurate models with three restrictions: a low number of population individuals,
a validation process with a small number of calculations and a reduced number
of final generations to achieve the optimum model.

As a result of the application of this methodology, SVM algorithms might be
very useful in the estimation of continuous line processes in the metalurgic indus-
try. Our proposal is based on a second reranking step between pairs of preranked
individuals according to their model complexity only if there is not a statistical
significance between the fitness function (J) of both. The methodology proposed
is also compared with classical genetic optimization and with different selection
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methods. The results have showed that new methodology helps to obtain models
with a lower number of features but with similar overall precision, leading to the
selection of SVM in this kind of problems.
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Abstract. This work deals with a multi-objective formulation of the Container
Loading Problem which is commonly encountered in transportation and whole-
saling industries. The goal of the problem is to load the items (boxes) that would
provide the highest total volume and weight to the container, without exceeding
the container limits. These two objectives are conflicting because the volume of a
box is usually not proportional to its weight. Most of the proposals in the literature
simplify the problem by converting it into a mono-objective problem. However,
in this work we propose to apply multi-objective evolutionary algorithms in or-
der to obtain a set of non-dominated solutions, from which the final users would
choose the one to be definitely carried out. To apply evolutionary approaches we
have defined a representation scheme for the candidate solutions, a set of evolu-
tionary operators and a method to generate and evaluate the candidate solutions.
The obtained results improve previous results in the literature and demonstrate
the importance of the evaluation heuristic to be applied.

Keywords: Container Loading Problem, Multi-objective Optimisation,
Evolutionary Algorithms.

1 Introduction

The Container Loading Problem (CLP) belongs to an area of active research and has
numerous applications in the real world, particularly in container transportation and
distribution industries. When solving the CLP, normally, the goal is to distribute a set
of rectangular pieces (boxes) in one large rectangular object (container) so as to maxi-
mize the total volume of packed boxes, i.e., trying to obtain a pattern of packaging that
uses the container space as much as possible. However, in many real-world situations
there are many other issues that may be taken into account [1]. Sometimes, to pack
all the boxes in a container you must take care of their orientation, for example when
their content is fragile. Other times, a good load distribution in the container should be
made for a proper transportation, or a specific order for later shipment landed is needed.
However, a rather common aspect in the scope of this problem is the weight limit of the
containers, since they normally can’t exceed a certain weight for their transportation.
The rented trucks to transport the shipment are paid according to the total weight they
can transport regardless of the total volume. Thus, the decision maker prefers to load
and ship a shipment with high total weight rather than a shipment with low total weight.

Á. Herrero et al. (eds.), International Joint Conference SOCO’13-CISIS’13-ICEUTE’13, 11
Advances in Intelligent Systems and Computing 239,
DOI: 10.1007/978-3-319-01854-6_2, c© Springer International Publishing Switzerland 2014
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For that reason, in this work we consider the problem which simultaneously tries to
maximize both objectives: the weight and volume utilization.

This way, the problem can be stated as a multi-objective optimization problem, trying
to optimize the pieces layout inside the container so that the volume is maximized at the
same time that the weight, without exceeding the weight limits. The formulation of the
here addressed problem is as follows. We have a container with known widthW , length
L, height H , maximum weight Pmax, and a set of N rectangular boxes. These boxes
belong to one of the sets of boxes types D = {T1 . . . Tm}, where the i-th type Ti is of
dimensionswi ≤W , li ≤ L and hi ≤ H . Associated with each Ti type exists a weight
pi < Pmax, a volume vi, a demand bi, and a number of orientations allowed oi ∈ [1, 6].
Ultimately, the aim is to find a packing into the container without overlapping, with xi
boxes of type Ti maximizing the total volume and weight of packaging:

max

m∑
i=1

xivi and max

m∑
i=1

xipi

subject to xi ∈ [0, bi] and
m∑
i=1

xipi ≤ Pmax and
m∑
i=1

xivi ≤W × L×H

In this work, the problem will be solved using the following assumptions:

– Each box is placed in the container floor or on top of another box.
– The stability of the distribution of the boxes is not considered, since it is assumed

the use of filler material to prevent potential problems.

In the literature, although there are some isolated works that use exact algorithms
to deal with the CLP, most studies focus on providing solutions using heuristics and
metaheuristics, because, computationally, the CLP is a NP-hard problem [2]. Although,
many approaches deal with single-objective formulations of the CLP, the works dealing
with a multi-objective formulation of the problem are almost non-existent [1]. In fact,
the only known work in the literature that addresses the here studied multi-objective
problem uses a simulated annealing algorithm hybridized with filling heuristics [3].
In [3] the authors consider the same objectives as the ones here studied: the weight
maximization of the boxes loaded in the container and the maximization of the total
volume occupied inside the container. The method proposed in [3] applies different
weights to the two considered objectives, obtaining - at each execution - a single and
different solution. To achieve a complete set of candidate solutions, the algorithm must
be executed several times. However, in [4] we have applied multi-objective evolutionary
algorithms to obtain a complete set of candidate solutions in a single execution. This
way, with only one execution of the algorithm, the user obtain a set of possible solutions
from which the most appropriate one can be selected at each moment.

In [4] we have been able to improve the results given in [3], but we haven’t analysed
the influence of the different design aspects of our approach. As a first attempt to analyse
the design decisions adopted for this problem, in this work we propose a new evaluation
heuristic which establishes a less restrictive criterion when placing the pieces within the
available space. The remaining content of this paper is organised as follows. Section 2
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Fig. 1. Example of conflict objectives

gives a general overview of multi-objective optimization. A description of the applied
multi-objective approach is given in section 3. The experimental results are presented in
section 4. Finally, the conclusions and some lines of future work are given in section 5.

2 Multi-objective Optimization

Multi-objective optimization problems (MOPs) [5,6] arise in most real-world disci-
plines. While in single-objective optimization the optimal solution is usually clearly
defined, this does not hold for MOPs. Instead of a single optimum, there is rather a set
or front of alternative trade-offs, known as Pareto-optimal front, constituted by the non-
dominated solutions. These solutions are optimal in the sense that no other solutions in
the search space are superior to them when all objectives are considered. The final aim
when dealing with MOPs is to obtain a non-dominated solution set which, in the best
case, will coincide with the Pareto-optimal front. From the resulting final solution set,
a human decision maker will be able to select a suitable compromise solution. In most
optimization problems in the real world, the objectives are often involved in conflict
between them, i.e., there is no single solution to optimize all objectives simultaneously.
In the case of the multi-objective CLP, you might think a priori that the total volume
maximization implies a maximization of weight. However, many times the size of the
pieces or boxes to pack in the container is not proportional to their weight. That is, a
box can be large and the content thereof may be lighter than the content of a smaller
box (see Figure 1). So, the problem has two goals with at least some degree of conflict.

Evolutionary algorithms (EAs) have shown great promise for calculating solutions
to large and difficult optimization problems and have been successfully used across a
wide variety of real-world applications [7]. In fact, when applied to MOPs, EAs seem to
perform better than other blind search strategies. Although this statement must be qua-
lified with regard to the no free lunch theorems for optimization [8], to date there are
few, if any, alternatives to EA-based multi-objective optimization [9]. The use of EAs to
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Fig. 2. Scheme to represent a candidate solution

solve problems of this special nature has been motivated mainly because they are able to
capture multiple Pareto-optimal solutions in a single simulation run - which is possible
thanks to their population-based feature - and to exploit similarities of solutions by
recombination. EAs that are specifically designed to deal with multiple objective fun-
ctions are known as MOEAs [10]. When designing MOEAs two major problems must
be addressed [11]: how to accomplish fitness assignment and selection in order to guide
the search towards the Pareto-optimal set, and how to maintain a diverse population in
order to prevent premature convergence and achieve a well distributed trade-off front.
Many alternatives have been proposed in an attempt to adhere to such design goals [12].

3 Multi-objective Approach

Since MOEAs have shown promise for solving other multi-objective problems in the
area of cutting and packing [13], we have already tried to prove their effectiveness in
this particular problem [4]. To apply MOEAs to the CLP, we have designed a scheme re-
presentation for the candidate solutions, a set of evolutionary operators, and of course, a
method for the evaluation of the candidate solutions. However, we would like to analyse
whether the design of the representation scheme or the placement heuristics to evaluate
the solution objectives have a decisive impact on the overall approach. For this reason,
we have designed and tested a new filling heuristic to evaluate the candidate solutions.

3.1 Representation of Candidate Solutions

For the representation of candidate solutions, we have defined the structure in Figure 2.
Considering s ∈ [1, N ] the chromosome size - which varies according to the grouping
of pieces - an individual will consist of a sequence of genesG1, . . . , Gs where each gene
consists of three elements (ti, ni, ri), with ti ∈ [t1, tm], ni ∈ [1, bi] and ri ∈ [0, oi).
So, it is a sequence formed by piece type, number of pieces of that type and rotation for
those pieces. This will determine the order and orientation in which the pieces will be
put inside the container. Each piece has allowed two, four or six possible orientations,
as determined by the input instance. Thus, to indicate the orientation ri of a set of
pieces we use a digit from 0 to 5, indicating a rotation of the piece with respect to its
original orientation. A valid chromosome must contain all the pieces of each different
type. Using this representation, the chromosome size may vary, depending on how the
pieces of the same type are grouped:

∀j ∈ [1, m]

s∑
k=1

zjk = bj

{
zjk = nk if tk = tj
zjk = 0 if tk �= tj

}
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Fig. 3. Creation of holes

3.2 Generation of the Initial Population

For the initial generation of individuals, first a type of piece ti for which xi < bi, must
be randomly generated. Then, the number of pieces of that type, ni ≤ bi − xi, to be
considered at the current gene and the rotation allowed for this set of pieces ri ∈ [0, oi)
are also randomly generated. These steps must be carried out until all the pieces have
been entered in the chromosome, i.e., ∀i ∈ [1,m] xi = bi.

3.3 Evaluation of the Objectives

Each chromosome represents a certain order - and orientation - in which pieces are
to be placed in the container. However, based on this information, it’s still necessary
to apply a placement or filling heuristic, in order to decide where exactly to locate
each item. Once the filling heuristic is applied, and thus, we know exactly which items
have been loaded into the container, we can calculate both optimization objectives: total
volume and weight. The filling heuristic presented in this paper is called Multiple-Level
Filling Heuristic (MLFH) and it is a modification of the Single-Level Filling Heuristic
(SLFH) implemented in [4]. Both heuristics are based on the creation and management
of piece levels or layers within the container. Such levels or layers identify empty spaces
inside the container, and thus, they represent areas where to locate items. The difference
between SLFH and MLFH is that SLFH never uses the next layer (Figure 3) if there are
other empty spaces that can allocate items. However, in MLFH all layers are available
to accommodate pieces, i.e., if a given piece doesn’t fit into the current empty spaces,
it is located into the next and unused layer, thus creating a new set of empty spaces.
MLFH works as follows:

– The first piece in the chromosome is introduced at the bottom left corner of the
container. This piece will determine the dimensions of the spaces to be generated:
one in front of the box, other above, and other beside the placed item (Figure 3).

– The following piece in the chromosone is selected and placed into the container
according to the next guidelines:
• First, we try to fill the space created in front of the box. If there is no available

space for our current piece in the front-level, we check for available space in



16 Y. González, G. Miranda, and C. León

the above-level. If even then, the current piece doesn’t fit, we try to locate it
into the level beside the box.

• When the piece fits into a level, the box is placed at the bottom left corner of
the level. In such a case, it must be checked if the box fits into the level without
leaving empty space. If so, the given level is now completed and thus, we can
avoided it from our list of open or available levels to locate items. If not, it
means that there is still some remaining free space infront, above and/or beside
the already placed box, and so it’s necessary to create a set of new - in front,
above, and/or beside - levels.

• At any moment, when checking for a given type of level, e.g., above level, first
we must consider the most recently created above-level.

– When the current analysed box doesn’t fit in any of the available levels, the pro-
cedure finishes, and no more items are loaded into the container. At this moment,
it’s possible to compute the value of the objectives (total volume and weight) by
adding the volume and weight of all the loaded pieces.

3.4 Operators

Taking into account an individual represented by the chromosome C1 =
(G11, . . . , G1s1) and another individual represented by the chromosome C2 =
(G21, . . . , G2s2), a one point crossover operator has been implemented as follows:

– First, we select a random point from each individual, p1 ∈ [1, s1] and p2 ∈ [1, s2].
– Then, the two parts after the selected points are exchanged, so that, C1 =
(G11, . . . ,
G1p1 , G2p2+1, . . . , G2s2) and C2 = (G21, . . . , G2p2 , G1p1+1, . . . , G1s1).

– The first part of each individual, G11, . . . , G1p1 and G21, . . . , G2p2 , is modified
to respect the total number of pieces of each type present in the chromosome. That
is, we remove any extra piece types if there are too many pieces of this type, or we
add if missing (Figure 4).

For the mutation we have introduced three different types of movements on the chro-
mosome, each of which applied under the probability of mutation:

– Add one gene: a type of piece is randomly generated tx ∈ [t1, tm]. Then, all genes
with this type of piece are searched, and we select one with more than one as-
sociated piece. A number of pieces nx < ny is chosen from the selected gene
Gy = (ty, ny, ry) with ty = tx, so that the pieces are distributed between that gene
(ty, ny−nx, ry) and the new one (tx, nx, rx). The orientation is chosen from those
allowed for that type of piece rx ∈ [0, ox). Finally, we choose the position of the
chromosome in which to insert the new gene, moving the rest to the right.

– Remove a gene: a position within the chromosome is randomly selected. If the
piece type tx of the selected gene Gx = (tx, nx, rx) appears more times in that
chromosome, then a gene Gy = (ty, ny, ry) is randomly selected from among the
same type, i.e. ty = tx, and the number of pieces will be increased with the number
of pieces of the first gene to be removed (ny = ny +nx). As it is possible that both
genes do not have the same type of orientation of pieces (rx �= ry), one of them is
randomly selected. Finally,Gx is eliminated by compaction to the left.
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Fig. 4. Crossover operator

– Change a gene: a random position of the chromosome is selected and the type of
orientation is randomly changed within the possible orientations for the piece type.

Note that for the generation of random numbers, the implementation makes usage of
the rand() and srand() functions from the C Standard General Utilities Library.

4 Experimental Evaluation

In order to solve the multi-objective CLP, we have applied the evolutionary algorithms
which are provided by METCO [14], a pluging-based tool which incorporates a set of
multi-objective schemes to tackle MOPs. Through the use of METCO, the implemen-
tation from scratch of MOEAs is prevented, since it provides implementations of some
of the most widely used MOEAs in the literature. The experimental evaluation was car-
ried out using a dedicated cluster with 20 nodes of dual core and Debian GNU/Linux
operating system. Both, METCO framework and the problem approach, have been im-
plemented using C++ and compilated with gcc 4.1.3 and MPICH 1.2.7. For the computa-
tional study, we have used the real test problem instance proposed in [3]. The instance
has 12 types of products with different sizes and associated weight, however, there is
no information about the boxes orientations. Therefore, and because some of the boxes
contain liquids, it is assumed that you can only rotate the base of the boxes. This pro-
blem instance is solved in [3] by the application of a simulated annealing algorithm with
filling heuristic, and assigning different weights, from 0 to 1, to each objective. Since
our knowledge this is the only work dealing with the here presented multi-objective
formulation of the problem. For this reason, we will use such a work as a reference to
analyse the results here obtained.

For the experimental evaluation, we have checked the behaviour of three of the most-
known MOEAs: NSGA-II, SPEA2, and an adaptive version of IBEA. We checked the
algorithms with different population sizes (20, 25, 50, 100), mutation rates (0.1, 0.2,
0.3) and crossover rates (0.7, 0.8, 0.9). However, after such an initital tunning, and in
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Table 1. Statistical comparison among evolutionary algorithms

MOEAS SLFH MLFH
NSGA-II SPEA2 IBEA NSGA-II SPEA2 IBEA

NSGA2-SLFH ↔ ↔ ↑ ↔ ↔ ↓
SPEA2-SLFH ↔ ↔ ↑ ↓ ↔ ↓
IBEA-SLFH ↓ ↓ ↔ ↓ ↔ ↓

NSGA2-MLFH ↔ ↑ ↑ ↔ ↔ ↑
SPEA2-MLFH ↔ ↔ ↑ ↔ ↔ ↔
IBEA-MLFH ↑ ↔ ↑ ↓ ↓ ↔

order to perform a deeper comparison among the three evolutionary algorithms, the
probability of mutation was fixed to 0.3, the probability of crossover was fixed to 0.9,
the population size was fixed to 20, the fitness scaling factor was fixed to 0.001 and
the stopping criterion was fixed to 30000 evaluations, i.e., 1500 generations. The three
algorithms were tested with both filling heuristics: SLFH and MLFH.

Since we are dealing with stochastic algorithms, each execution was repeated 30
times. In order to provide the results with confidence, comparisons have been performed
following the next statistical analysis. First, a Kolmogorov-Smirnov test is performed in
order to check whether the values of the results follow a normal (gaussian) distribution
or not. If so, the Levene test checks for the homogeneity of the variances. If samples
have equal variance, an ANOVA test is done; otherwise a Welch test is performed. For
non-gaussian distributions, the non-parametric Kruskal-Wallis test is used to compare
the medians of the algorithms. A confidence level of 95% is considered, which means
that the differences are unlikely to have occurred by chance with a probability of 95%.
The analysis is performed using the hypervolume [15] metric. Table1 shows the statis-
tical comparison between the considered approaches. The symbol ↑ is used to denote
that differences between the models are statistically significant and that the model in
the left column obtains a higher median and mean value. In the cases in which the o-
pposite occurs, the symbol ↓ is used. Finally, for the cases in which the differences have
not been statistically significant, the symbol↔ is used. NSGA-II and SPEA2 have ob-
tained statistically better results than IBEA. Moreover, approaches which use MLFH
have obtained statistically better results than the approaches using SLFH.

Since the differences between NSGA-II and SPEA2 are not significant, we have
choosen NSGA-II to calculate the average highest values obtained for each objective.
From each of the 30 executions of NSGA-II, the final solution set is analysed in or-
der to select the highest volume. The 30 selected values are considered to calculate the

Table 2. Comparison of objectives: volume and weight

Objective
MLFH SLFH Dereli and Sena 2010 [3]

Sol. Sol. Std. Sol. Sol. Std. Sol. 1 Sol. 2 Sol. 3 Sol. 4
Volume Weight Dev. Volume Weight Dev.

Volume(%) 91.40% 89.95% 0.20% 91.13% 90.87% 0.36% 87.51% 86.13% 86.09% 85.96%
Weight(kg) 7198.85 7199.99 2.68 7197.39 7199.52 1.49 6713.37 7157.06 7150.41 7151.37
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Fig. 5. Hypervolume: MLFH vs. SLFH

average highest volume obtained by our approach. A similar process is repeated for
the weight objective. Table 2 shows the solution with the highest-average volume
and the solution with the highest-average weight. For both cases, the value of the other
objective is also shown. Equivalent results obtained with the SLFH are also shown in
the Table. Finally, the four solutions obtained by the approach presented in [3] are also
included in the Table. Clearly, the results obtained with MLFH improve the results given
by the referenced approaches, achieving higher packaging volume and weight than the
highest obtained by the related works. In order to perform a deeper comparison among
the two filling heuristics, Figure 5 shows the NSGA-II hypervolume when applying
SLFH and when applying MLFH. As we can see, the NSGA-II version which applies
the modified filling heuristic outperforms the original approach using the single-level
heuristic.

5 Conclusions and Future Work

In this work, we have presented a modification of the Single-Level Filling Heuristic
(SLFH) proposed in [4]. In opposition to the SLFH, the modified heuristic MLFH ma-
nages a dynamic set of layers where to place a given item. These filling heuristics are
imprescindible for the evaluation of the individuals or chromosomes which represent
the candidate solutions. Such a representation is defined for the application of MOEAs
to the solution of a multi-objective formulation of the Container Loading Problem. The
final goal is to optimise the usage of the container so as to maximise the total packed vo-
lume, as well as maximise the total used weight, without exceeding the container weight
and volume limits. The obtained solutions show the great effectiveness of MOEAs when
applied to such kind of real-world problems and also the importance of the representa-
tion and evaluation strategies designed for the problem.

In order to further analyse the design issues for the usage of MOEAs, it would be
interesting to compare and test more variation operators, and even try to design new
representations for the candidate solutions. For doing such an extensive study, it would
be necessary to use more problem instances. The problem instance here used for the
computational experiments is the only real instance defined in the related works. How-
ever, the obtained Pareto fronts demonstrated that there is not a high degree of conflict
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among the two objectives. For this reason, it would be interesting to define new sets of
problem instances for the multi-objective Container Loading Problem.
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Abstract. In this paper, it is proposed the utilization of chaotic pseudo random 
number generators based on six selected discrete chaotic maps to enhance the 
performance of newly proposed multiple choice strategy based PSO algorithm. 
This research represents a continuation of previous successful experiments with 
the fusion of the PSO algorithm and chaotic systems. The performance of 
proposed algorithm is tested on a set of four test functions. Obtained promising 
results are presented, discussed and compared against the basic PSO strategy 
with inertia weight. 

Keywords: PSO, Chaos, Optimization, Swarm. 

1 Introduction 

Since several past decades the evolutionary computation techniques (ECTs) have 
been developed and used to solve complex optimization problems [1-10]. One of the 
most popular ECT is the Particle Swarm Optimization algorithm (PSO) [1, 3, 7-13]. 
All ECTs are inspired in nature and use stochastic operations. One of the newly 
spreading approaches for generation of pseudo-random numbers for these stochastic 
operations is by the utilization of chaotic sequences. [11, 14]. In this presented 
preliminary small-scale study, the possibilities of using the chaotic sequences to 
enhance the performance of newly proposed Multiple choice strategy for PSO 
algorithm are investigated. 

2 Particle Swarm Optimization Algorithm 

The PSO algorithm is inspired by the natural swarm behavior of birds and fish. It was 
introduced by Eberhart and Kennedy in 1995 [1] as an alternative to other 
metaheuristics, such as Ant Colony Optimization [2], Genetic Algorithms (GAs) [4] 
or Differential Evolution (DE) [5]. Each particle in the population represents a 
possible solution of the optimization problem which is defined by its cost function. In 
each iteration, a new location (combination of cost function parameters) of the 
particle is calculated based on its previous location and velocity vector (velocity 
vector contains particle velocity for each dimension of the problem). 
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One of the disadvantages of the original PSO algorithm was poor local search 
ability. Another problem was the rapid acceleration of particles, which causes them to 
abandon the defined area of interest. For this reasons, several modifications of the 
PSO were introduced. The main principles of the PSO algorithm and its modifications 
are detailed in [1–3, 12, 13]. Within this research, the linear decreasing inertia weight 
strategy for PSO was utilized [12]. This strategy was first introduced in 1998 [12] in 
order to improve the local search capability of PSO. The selection of inertia weight 
strategy of PSO was based on numerous previous experiments [11]. Several 
modifications of inertia weight strategy are well described in [13]. In this study, linear 
decreasing inertia weight [12 13] is used. Default values of all PSO parameters were 
chosen according to the recommendations given in [1–3, 12, 13].  

Inertia weight is designed to influence the velocity of each particle differently over 
time [12, 13]. In the beginning of the optimization process, the influence of inertia 
weight factor w is minimal. As the optimization continues, the value of w is 
decreasing, thus the velocity of each particle is decreasing, since w is always the 
number less than one and it multiplies the previous velocity of particle in the process 
of new velocity value calculation. Inertia weight modification PSO strategy has two 
control parameters wstart and wend. A new w for each iteration is given by Eq. 1, where 
i stand for current iteration number and n for the total number of iterations. 
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The main PSO formula that determines a new velocity and thus the position of each 
particle in the next iteration (or migration cycle) is given by Eq. 2. 
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where:  
v(i + 1) - New velocity of a particle. 
v(i) - Current velocity of a particle. 
c1, c2 - Priority factors. 
pBest - Best solution found by a particle.  
gBest - Best solution found in a population.  
x(i) - Current position of a particle.  
Rand - Random number, interval (0, 1).  

The new position of a particle is then given by Eq. 3, where x(i + 1) is the new  
position: 

)1()()1( ++=+ ivixix                              (3) 
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3 Multiple Choice Particle Swarm Optimization Algorithm 
(MC-PSO) 

Within this newly proposed strategy the original way (Eq. 2) of calculating the 
particle velocity for the next generation is altered. At first, three numbers b1, b2 and 
b3 are defined at the start of the algorithm. These numbers represent limit values for 
different rules, so they should follow the pattern: b1 < b2 < b3. In this research, the 
following values were used: b1 = 0.1, b2 = 0.6, b3 = 0.7. Furthermore during the 
calculation of a new velocity of an each particle a random number r is generated from 
the interval < 0, 1 >. In this study, the random number r is generated by means of 
chaotic pseudo random number generator based on selected discrete chaotic maps. 
Finally, the new velocity is calculated following these four simple rules: If r ≤ b1, the 
new velocity of particle is given by Eq. 4:  

0)1( =+iv                                     (4) 

If b1 < r ≤ b2, the new velocity of particle is given by Eq. 5:  

))()(()()1( ixixRandcivwiv r −⋅⋅+⋅=+                  (5) 

Where xr(i), is the position of randomly chosen particle. 
If b2 < r ≤ b3, the new velocity of particle is given by Eq. 6:  

))(()()1( ixpBestRandcivwiv −⋅⋅+⋅=+                  (6) 

Finally, if b3 < r, the new velocity of particle is given by Eq. 7: 

))(()()1( ixgBestRandcivwiv −⋅⋅+⋅=+                     (7) 

The priority factors c1 and c2 from original PSO formula (Eq. 2) are replaced 
within this novel approach with single parameter c. Within this new strategy 
parameter c defines not the priority (which is given by b1, b2 and b3 setting) but the 
overstep value. Within this research, c was set to 2. 

The pseudo-code of the new proposed MC-PSO strategy is depicted in Fig. 1. 

 

 

Fig. 1. MC-PSO pseudo-code 
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4 Chaotic Maps 

This section contains the description of six discrete chaotic maps used as the chaotic 
pseudo random generators for the decision making within the MC-PSO algorithm. 
Initial and, in comparison with this research, different concept of embedding chaotic 
dynamics into the evolutionary algorithms is given in [14]. 

4.1 Lozi Map 

The Lozi map is a simple discrete two-dimensional chaotic map. The map equations 
are given in (8). The parameters used in this work are: a = 1.7 and 
b = 0.5 with respect to [15]. For these values, the system exhibits typical chaotic 
behavior and with this parameter setting it is used in the most research papers and 
other literature sources. 
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4.2 Dissipative Standard Map 

The Dissipative Standard map is a two-dimensional chaotic map. The parameters used 
in this work are b = 0.6 and k = 8.8 as suggested in [15]. The map equations are given 
in Eq. 9. 
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4.3 Arnold’s Cat Map 

The Arnold’s Cat map is a simple two dimensional discrete system that stretches and 
folds points (x, y) to (x+y , x+2y) mod 1 in phase space. The map equations are given 
in Eq. 10. This map was used with parameter k = 0.1.  
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4.4 Sinai Map 

The Sinai map is a simple two dimensional discrete system similar to the Arnold’s 
Cat map. The map equations are given in Eq. 11. The parameter used in this work is δ 
= 0.1 as suggested in [15].  
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4.5 Burgers Map 

The Burgers map is a discretization of a pair of coupled differential equations The 
map equations are given in Eq. 12 with control parameters a = 0.75 and 
b = 1.75 as suggested in [15]. 
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4.6 Tinkerbell Map 

The Tinkerbell map is a two-dimensional complex discrete-time dynamical system 
given by Eq. 13 with following control parameters: a = 0.9, b = -0.6, c = 2 and d = 0.5 
[15]. 
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5 Test Functions 

Four well-known and basic static test functions were used in this study: 1st De Jong´s 
function, 2nd De Jong´s function, Rastrigin´s function and Schwefel´s function.  

The 1st De Jong´s function is given by Eq. 14. 
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The 2nd De Jong´s function is given by Eq. 15. 
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Rastrigin´s function is given by Eq. 16. 
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Schwefel´s function is given by Eq. 17. 
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6 Results 

The optimization experiments results are presented in this section. The simple 
statistical overview is given in Tables 1 – 4 and the graphical comparison of time 
evolution of gBest value history on Figures 2 – 5. The bold numbers within all tables 
represent the best value. Since the MC-PSO strategy is primarily aimed to improve 
the performance of PSO algorithm in higher-dimensional problems, all optimization 
experiments were performed with setting dimension = 100. Eight different versions of 
PSO algorithm were used: Basic PSO with inertia weight (PSO Weight) MC-PSO 
without any chaotic attributes, (MC-PSO) and MC-PSO with decision making based 
on six different chaotic pseudo random number generators (MC-PSO Lozi, MC-PSO 
Disi, MC-PSO Arnold, MC-PSO Sinai, MC-PSO Burger, MC-PSO Tinker). Each 
experiment was repeated 50 times. All algorithms were set as follows: Population size 
= 50, Iterations = 5000, wstart = 0.9 and wend = 0.4. 
 

Table 1. Results for 1st De Jong´s function 

Dim: 
100 

PSO 
Weight 

MC-PSO MC-PSO 
Lozi 

MC-PSO 
Disi 

MC-PSO 
Arnold 

MC-PSO 
Sinai 

MC-PSO 
Burger 

MC-PSO 
Tinker 

Mean 
Value: 

4.51504 1.01309 2.9108 0.365606 1.21338 0.95798 0.0843405 5.2837 

Std. 
Dev.: 

1.00244 0.202977 0.500936 0.0640452 0.173721 0.147289 0.0180132 0.743263 

Median: 4.36371 0.99574 2.86291 0.362654 1.20426 0.948753 0.0820493 5.30146 
Worst 
result: 

6.81426 1.47736 4.03755 0.576457 1.61133 1.34585 0.123476 7.25066 

Best 
result: 

2.47183 0.674095 2.1342 0.261599 0.797293 0.679793 0.0476482 3.81958 

 

Table 2. Results for 2nd De Jong´s function 

Dim: 100 
PSO 
Weight MC-PSO 

MC-
PSO 
Lozi 

MC-
PSO 
Disi 

MC-
PSO 
Arnold 

MC-PSO 
Sinai 

MC-PSO 
Burger 

MC-PSO 
Tinker 

Mean 
Value: 1113.23 241.137 446.451 153.013 270.962 251.098 113.049 698.709 
Std. Dev.: 262.066 33.833 57.4678 17.2257 38.1637 38.7536 10.0665 93.2292 
Median: 1088.36 238.4 447.228 151.763 267.717 248.917 110.397 680.877 
Worst 
result: 1813.97 358.884 627.436 217.432 377.14 342.231 166.099 911.099 
Best 
result: 644.741 191.873 319.409 126.026 206.625 194.375 105.069 562.514 
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Table 3. Results for Rastrigin´s function 

Dim: 100 PSO 
Weight 

MC-PSO MC-
PSO 
Lozi 

MC-
PSO 
Disi 

MC-
PSO 
Arnold 

MC-PSO 
Sinai 

MC-PSO 
Burger 

MC-PSO 
Tinker 

Mean 
Value: 

427.245 344.091 492.739 233.992 374.449 346.593 168.016 629.297 

Std. Dev.: 49.2834 49.3686 56.6294 35.9781 46.9436 52.0409 47.3005 55.9192 
Median: 429.614 347.511 491.975 234.111 373.528 338.147 165.783 627.121 
Worst 
result: 

527.35 444.083 643.4 311.512 482.34 500.125 322.021 737.733 

Best 
result: 

308.793 233.903 372.491 163.093 289.479 261.12 99.1245 508.52 

 

Table 4. Results for Schwefel´s function 

Dim: 100 PSO 
Weight 

MC-PSO MC-
PSO 
Lozi 

MC-
PSO 
Disi 

MC-
PSO 
Arnold 

MC-
PSO 
Sinai 

MC-PSO 
Burger 

MC-PSO 
Tinker 

Mean 
Value: 

-13013.6 -17457 -16346.5 -19048.4 -17319.6 -
17953.7 

-20872.6 -13915 

Std. Dev.: 851.511 918.114 1023.23 1278.93 1428.84 1137.75 1419.25 1168.41 
Median: -12919.9 -17409.4 -16267.8 -19352.3 -17177.5 -

18032.5 
-21054.4 -13910.5 

Worst 
result: 

-10471.5 -15256.2 -13911.8 -16181.3 -14131.9 -
15696.8 

-17848.8 -11514.6 

Best 
result: 

-15064.7 -18917.9 -18792.9 -22194.5 -20527.9 -
21091.2 

-24885.2 -17154 

 
Fig. 2. gBest history for 1st De Jong´s function 
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Fig. 3. gBest history for 2nd De Jong´s function 

7 Brief Analysis of the Results 

Based on the results presented in previous section it seems that the different chaotic 
number generators have an impact on both the performance in terms of solution 
quality and the behavior (convergence speed, premature convergence avoidance etc.) 
of the MC-PSO algorithm when dealing with higher dimension optimization 
problems. This impact varies for different chaotic maps and could be both very 
negative (e.g. MC-PSO Tinker) or very positive (e.g. MC-PSO Burger). The results 
particularly of MC-PSO Burger version are very promising and should be examined 
more closely in future studies. The Mersenne Twister algorithm with default 
automatic setting pseudo-random number generator was applied to represent 
traditional pseudo-random number generators in comparisons. 

 
Fig. 4. gBest history for Rastrigin´s function 
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Fig. 5. gBest history for Schwefel´s function 

8 Conclusion 

In this paper the novel Multiple Choice strategy for PSO algorithm with chaos driven 
decision making was investigated. Six different chaotic maps were utilized as pseudo-
random number generators and implemented into the most crucial part of the MC-
PSO strategy, which determines the exact action of each single particle for the next 
iteration. Presented results support the presumption that the chaotic sequences could 
influence the performance of such algorithm. As the scale of this study is very small, 
more research will be needed to strengthen these claims. Nevertheless the main aim of 
this study is to inform about these interesting results of this novel approach and 
proposed MC-PSO algorithm. 
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Abstract. The estimation of the optimum number of loops to operate an inte-
grated solar combined cycle gas turbine (ISCC) represents a complex problem
and a very time demanding operation, which must be calculated in near-real
time and as a result, it is hardly possible to be solved with regular ISCC produc-
tion models. This problem is addressed evaluating different soft computing tech-
niques, concluding that the BAG-REPT metamodel fits best generating MAEtest

of 4.19% and RMSEtest of 8.75%. This model presents much lower time than reg-
ular ISCC production models and might be used as a decision tool for feasibility
assessments and also in pre-design stages of new ISCC projects.

Keywords: ISCC, Bagging, REPT, Combined cycle, Decission Support System.

1 Introduction

The rise of natural gas price, the growing electricity demand and the higher ecological
conscience of our society lead to achieve higher efficiency in electricity generation with
combined cycle gas turbines (CCGT). Although these plants are in the top of the effi-
ciency of thermal power plants, their efficiency might be improved significantly by in-
tegrating solar concentrated thermal energy in combined cycles (ISCC). The fundament
of the ISCC is consequence of the efficiency drop in the gas turbine and the subsequent
yield loss in both gas and steam turbines under known meteorological conditions based
on high air temperatures, low atmospheric pressure and low relative humidity, which
generally coincide with those moments with higher solar radiation [1], when solar ther-
mal energy can be integrated in the steam turbine and therefore, operate it full loaded.
The operation of the solar field is based on concentrating normal direct irradiation on
the focus of parabolic troughs and transferring this heat to a heat transfer fluid up to
390◦C. Steam is generated in the solar steam generator with this heat and then injected
in the heat recovery steam generator to displace latent vaporization heat and boost the
steam turbine. The ISCC requires the solar field as a regular concentrated solar power
plant (CSP), since the other components of the plant are provided by the CCGT [2].

The global installed and under development ISCC solar capacity since the first in-
stalled plant in 2010 is about 245MW [3]. Nevertheless, the ISCC technology presents
some issues that need to be solved to operate them more efficiently and simplify the
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electricity yield forecast of the close future (1-3 days). In this line, one of the most im-
portant subjects is the optimization of the number of loops of the solar field to generate
solar thermal energy, minimising solar thermal energy waste (denoted as dumping) in
near-to-real time, since production models are very time demanding. In this paper, the
optimization of the number of loops is addressed through the design of a production
model, serving as input generator to train a model to derive the maximum potential
number of loops of the solar field. The soft computing (SC) techniques are used to pro-
vide an intelligent system to solve this inexact and complex problem and reduce the
computational time of the optimization [4] [5] [6]. Eventually, the bagging-REPT is se-
lected and tuned among different algorithms as the best technique in the forecasting of
the potential maximum number of loops hour by hour and provides useful information
to the ISCC operator given certain predictions of meteorological variables.

2 Production Model

The production model is assessed via the thermodynamic analysis of both the CCGT
and the solar field under known meteorological conditions. The solar thermal power is
modelled related to the direct normal irradiation and solar geometry on an hourly basis
based on a production model [2]. Many other characteristics of the solar field with LS-
3 troughs are considered as constants such as the reflectivity of facets, transmissivity
and absorptivity of the tubes, interception factor and mirror cleanness amongst others,
considering usual values as shown in Table 1. Eventually, throughout the analysis of
a solar field with a given number of loops of solar collector assemblies (SCA), the
model provides the solar thermal power injectable (Psolint). However, under variations
on direct normal irradiation or number of loops this solar thermal power changes.

Table 1. Technical specifications of the solar field

Type.of.collector LS-3
Length of SCA 99m
SCAs per loop 4

Collector orientation South
Mirror cleanliness 98%

Transmissivity 95.50%
Reflectivity 94%

Interception factor 99.70%
Absorptivity 95.50%

Efficiency peak 85.50%
Width 5.76m

Focal distance 1.71m
Opening area 545m2

HTF Therminol VP1
HT Finlet nominal temperature 293◦C
HT Foulet nominal temperature 393◦C
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This production model is applied in 17 existing combined cycles in Spain with dif-
ferent sizes of gas and steam turbines and meteorological conditions, providing inputs
to derive the optimum maximum number of loops.

3 Data

Meteorological hourly data is collated from several freely available and without re-
strictions databases, choosing the year 2005 as the representative meteorological year
amongst 1983-2005. Direct horizontal irradiation is obtained from the satellite derived
Climate Monitoring Satellite Application Facility (CM SAF)1, and then transformed
into direct normal irradiation (DNI) based on the solar geometry of each CCGT po-
sition. Relative humidity and air temperatures are collated from nearby meteorolog-
ical stations from the Spanish Agroclimatic Service for Agriculture (SIAR)2 and air
pressure is obtained from the Spanish Agency of Meteorology (AEMET)3. Addition-
ally, other variables related to the CCGT are extracted from the production model ex-
plained in the Production model chapter and collated with meteorological data to build
a database. These variables related to the CCGT are the potential solar integration in
the combined cycle (Psolsc1) and the instantaneous power of the steam and gas turbine
(Pstsc0 and Pgassc0, respectively). The Psolsc1 denotes the heat required by the steam
turbine to operate full load as a consequence of the load drop derived from high air
temperature, low humidity and low pressure. The output data to be estimated is the
maximum number of loops of the solar field, previously calculated via iterative seeking
with the production model. Table 2 shows the range of the inputs database.

Table 2. Database characteristics

Variable Minimum value Maximum value
DNI (W/m2) 0 1000

Temperature (◦C) -11.3 43.05
Humidity (%) 5.22 100

Pressure (mmHg) 943.7 1036.8
Psol_sc1 (MW) 0 8.83
Pst_sc0 (MW) 93.92 309.13

Pgas_sc0 (MW) 171.6 621
Loop 0 20

Each observation of the database corresponds with the mean values in an hour of
production. As a result, the total number of observations of the database is 148,920
(365 days x 24 hours x 17 CCGT).

1 http://www.cmsaf.eu
2 http://www.marm.es/siar
3 http://www.aemet.es

http://www.cmsaf.eu
http://www.marm.es/siar
http://www.aemet.es
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4 Method

The methodology below addressed leads to select the best model in the estimation of
the number of loops. Initially in Subsection 4.1, main variables and possible instances
of solar integration are selected by the experts. On a second stage, in Subsection 4.2 a
comparative of different soft computing techniques is performed and then a design of
experiments is also developed for a tune-fitting of the best model.

4.1 Pre-processing Stage

Initially, those cases in which solar integration potential is not possible are removed
from the database. Observations with air temperature lower than 15◦C (the efficiency
of the gas turbine decreases with temperatures higher than 15◦C), Psolsc1 equal to zero,
or observations without any direct normal irradiation available are removed from the
database. The database is shrunk to 51,458 observations after this filter (34.55% of
the initial size) and then, variables are normalized between 0 and 1. Afterwards, the
database is divided in a testing database composed with the instances of 3 CCGT
located in different climates, Toledo (dry continental), Algeciras (dry Mediterranean)
and Tarragona (Mediterranean) accounting 8,992 observations and a training-validation
database composed with the other 14 CCGT (42,466 observations).

4.2 Model Selection

Different techniques such as linear regression, multilayer perceptron (MLP), k-nearest
neighbour (k-NN), M5P, RepTree (REPT), bagging bootstrap aggregating (BAG) and
additive regression (AR) are evaluated, selecting eventually the one with lower repeated
10-fold cross validation mean absolute error (MAE) [7] [8][4].

– Linear regression: adapted linear regression algorithm with variable selection based
on the Akaike algorithm [9].

– MLP: feed forward artificial neural network with back propagation learning algo-
rithm and sigmoid transfer function in all nodes except the output node in which an
unthresholded linear unit is selected [8]. The evaluation is performed considering a
number of neurons in the hidden layer between 1-10.

– IBk: a k-nearest neighbour-derived algorithm with distance weighting integrated,
in which k is the number of neighbours, defined from 1-3 [10].

– M5P: a decision tree with simple linear regression in leaves derived from the Quin-
lan’s M5 algorithm [4].

– REPT: a regression tree pruned based on variance and a reduced-error pruning
algorithm [11].

– BAG (bagging): meta-model or ensemble model that averages a number of based
learners fitted with a set of different training datasets obtained by bootstrapping
with replacement [12]. In this study, REPT and MLP with different hidden neurons
are considered based learners (BAG-REPT and BAG-MLP).



Optimization of Solar Integration in Combined Cycle Gas Turbines (ISCC) 35

Table 3. Parameter specifications for base learners and meta-models

Algorithm Parameter Values
LR Eliminate collinear attributes True
LR Attribute selection M5P method

MLP Learning rate 0.3
MLP Momentum 0.2
MLP Num. hidden neurons 1, 2,..., 10
MLP Decay learning rate True
MLP Validation set size 20%
MLP Validation threshold 15, 25,..., 55
IBK K neighbours 1, 2, 3
IBK Distance weighting False
M5P Min. instances/leafs 2, 4,..., 80
M5P Prune True
M5P Unsmoothed model False
REPT Min. variance proportion 0.001
REPT Prune True

BAG-REPT Num. iterations 10, 20, 30, 50, 100
BAG-MLP Num. iterations 10
BAG-MLP Num. hidden neurons (MLP) 1, 2, 3, 5, 10

AR-LR Num. iterations 10
AR-MLP Num. iterations 10
AR-MLP Num. hidden neurons (MLP) 1, 2, 3, 5

– AR (additive regression): ensemble model that enhances the performance of a re-
gression model by fitting a new model on the residuals of the previous iteration
[13]. Eventually, the output is obtained collating the prediction of the whole set of
models. The learning rate, also denoted as shrinkage prevents over-fitting with a
smoothing effect and a consequent increase of the learning time. MLP and LR are
selected as based learners defining AR-MLP and AR-LR, respectively.

The predictor model is selected according to the average 10-fold cross-validation
MAE with 10 runs amongst the configurations of Table 3.

5 Results

Table 4 shows the results of the mean 10-fold cross-validation MAE with 10 runs and
root average square error (RMSE)-(ordered according to the mean MAE)- and their
mean, maximum, minimum and standard deviation. Since the output variable is nor-
malized between 0 and 1, RMSE and MAE can be interpreted in terms of percentages.

Some observations might be extracted from the results of Table 4:

1. Models and meta-models based on regression trees M5P and REPT obtain lower
errors than those based on linear regression, MLP or IBK. This might be explained
due to the high heterogeneity and complexity of the database. As a result, regression
tree-derived models are able to better fit each situation of the instance space than
the other techniques.
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Table 4. Repeated 10-fold cross validation errors

Algorithm MAEmean MAEmax MAEmin MAEsd RMSEmean RMSEmax RMSEmin RMSEsd

BAG100-REPT 0.044 0.044 0.044 0.000045 0.092 0.093 0.092 0.000178
BAG50-REPT 0.044 0.044 0.044 0.000068 0.093 0.093 0.092 0.000214
BAG30-REPT 0.044 0.045 0.044 0.000074 0.093 0.093 0.092 0.000228
BAG20-REPT 0.045 0.045 0.044 0.000095 0.093 0.094 0.093 0.000248
BAG10-REPT 0.045 0.045 0.045 0.000103 0.094 0.095 0.093 0.000336

M5P 0.048 0.049 0.048 0.000184 0.097 0.097 0.096 0.000428
REPT 0.050 0.050 0.049 0.000202 0.103 0.103 0.101 0.000723
IBK1 0.054 0.055 0.054 0.000238 0.151 0.152 0.150 0.000698
IBK2 0.055 0.056 0.055 0.000227 0.134 0.135 0.133 0.000735

BAG10-MLP5 0.055 0.053 0.056 0.016032 0.103 0.101 0.103 0.018044
IBK3 0.057 0.057 0.057 0.000158 0.129 0.129 0.128 0.000347

BAG10-MLP10 0.058 0.056 0.058 0.034482 0.104 0.102 0.104 0.033731
BAG10-MLP3 0.059 0.056 0.060 0.000900 0.107 0.104 0.108 0.001590

MLP5 0.065 0.065 0.064 0.000321 0.112 0.113 0.111 0.000471
MLP6 0.065 0.066 0.064 0.000407 0.112 0.113 0.110 0.000615

AR-MLP5 0.065 0.066 0.065 0.000372 0.113 0.114 0.112 0.000495
MLP7 0.066 0.067 0.065 0.000789 0.112 0.113 0.111 0.000695
MLP8 0.066 0.067 0.065 0.000590 0.112 0.113 0.111 0.000610
MLP9 0.067 0.067 0.066 0.000485 0.112 0.113 0.111 0.000420
MLP4 0.067 0.068 0.066 0.000592 0.114 0.115 0.114 0.000306

MLP10 0.067 0.068 0.066 0.000610 0.113 0.114 0.112 0.000619
AR-MLP3 0.068 0.069 0.068 0.000114 0.116 0.116 0.116 0.000069
AR-MLP2 0.071 0.071 0.071 0.000138 0.118 0.118 0.118 0.000126

MLP3 0.072 0.072 0.072 0.000084 0.118 0.118 0.118 0.000056
BAG10-MLP2 0.086 0.083 0.087 0.003560 0.128 0.125 0.129 0.004371

AR-MLP1 0.091 0.098 0.088 0.003177 0.148 0.159 0.144 0.005015
MLP2 0.095 0.095 0.095 0.000042 0.137 0.137 0.137 0.000080

BAG10-MLP1 0.118 0.115 0.119 0.004197 0.199 0.196 0.200 0.004350
MLP1 0.128 0.128 0.128 0.000055 0.209 0.209 0.209 0.000024

LR 0.133 0.133 0.133 0.000007 0.214 0.214 0.214 0.000013
AR-LR 0.133 0.133 0.133 0.000007 0.214 0.214 0.214 0.000013

2. Particularly, the first 5 BAG-REPT meta-models analysed improve significantly the
results obtained with simple M5P and REPT. It is also remarkable that these 5 meta-
models show similar and stable MAEmean and RMSEmean with any number of based
learners (number of iterations) according to the standard deviation of both errors
(MAEsd and RMSEsd).

3. Models based on classificatory techniques such as IBK show MAEmean and
RMSEmean in a range of 1% higher related to the BAG-REPT meta-models. The
low errors of IBK can be explained by the high probability of similar instances
both in training and testing and also in the cross validation since the problem many
of the instances (meteorological and the output) are very similar.

4. Artificial neural network MLP and meta-models (AR-MLP and BAG-MLP) show
significantly higher training times and errors than the previous techniques.
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Eventually, it is concluded that the BAG-REPT technique is selected to build the
prediction model. Finally, parameters are adjusted considering number of iterations be-
tween 1-100, minimum variance proportion (minVarianceprop) between 0.0001-0.1 and
tree depth between 1-15. The number of iterations designates the number of based learn-
ers considered in the meta-model BAG. The minVarianceprop parameter denotes the
minimum proportion of the variance that should be present in a node to divide it in two
branches of the REPT. The tree depth parameter corresponds with the levels of the tree
and controls the complexity of the based learner by disenabling the REPT pruning. The
selection of the optimum model has been developed with a design of experiments with
100 models defined with an optimal Latin Hypercube Sampling [14]. This methodology
leads to seek 100 instances homogeneously distributed in the Euclidean space consti-
tuted by these 3 parameters and their afore-mentioned ranges, whose results are shown
in Figure 1.
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Fig. 1. Design of experiments with BAG-REPT ordered by the mean validation MAE

Table 5 presents the best 20 individuals ordered according the mean 10-fold cross-
validation MAE with 10 runs (MAEval

mean). The last column corresponds with the testing
MAE with the testing database. As it can be deduced from the Table 5, a certain level
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of instability within the MAEtest is observed in the first individuals, which is later sta-
bilized between individuals 5-10. It is also remarkable that the higher the MAEval

mean the
higher and more instable the MAEtest .

Table 5. Ranking of best 20 individuals on mean MAEval

Name Iterations minVarianceProp Tree depth MAEval
mean MAEtest

Indiv004 8 0.0083 12 0.0433 0.0430
Indiv001 14 0.0045 8 0.0433 0.0480
Indiv003 27 0.0014 7 0.0453 0.0520
Indiv002 12 0.0060 7 0.0453 0.0520
Indiv010 38 0.0035 13 0.0453 0.0420
Indiv014 13 0.0054 14 0.0453 0.0420
Indiv013 35 0.0062 13 0.0453 0.0420
Indiv011 37 0.0091 12 0.0463 0.0420
Indiv022 30 0.0085 13 0.0463 0.0420
Indiv024 15 0.0095 14 0.0463 0.0420
Indiv016 23 0.0071 11 0.0463 0.0430
Indiv012 5 0.0084 13 0.0463 0.0430
Indiv019 26 0.0094 11 0.0463 0.0430
Indiv018 3 0.0041 14 0.0463 0.0440
Indiv021 29 0.0034 11 0.0463 0.0430
Indiv026 21 0.0095 12 0.0463 0.0430
Indiv023 24 0.0047 10 0.0463 0.0440
Indiv031 22 0.0072 12 0.0463 0.0420
Indiv017 11 0.0076 10 0.0463 0.0440
Indiv027 22 0.0098 10 0.0463 0.0440

The properties of the final model are derived from individuals 5-10 medians. Even-
tually, a number of 32.5 iterations, minVarianceProp of 0.0074 and tree depth of 13 are
chosen to build the BAG-REPT model. Both the validation and testing errors are shown
in Table 5, standing out for their low MAEtest of 4.19%.

Table 6. Errors of the BAG-REPT selected

MAEval MAEtest RMSEval RMSEtest

0.0446 0.0419 0.0929 0.0875

The actual number of loops of the first 100 hours of the testing database is repre-
sented against the predicted values in Figure 2.
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Fig. 2. Actual number of loops vs predicted number of loops

6 Conclusions

The estimation of the optimum number of loops to operate an ISCC represents a
complex problem and a very time demanding operation. ISCC operators need to make
predictions of the required number of loops in near-to-real time, which is hardly pos-
sible with their production models. This problem is addressed evaluating different soft
computing techniques, concluding that the BAG-REPT metamodel fits best generat-
ing MAEtest of 4.19% and RMSEtest of 8.75%, which is in the range of the intrinsic
uncertainty of sensors, such as the pyrheliometer 5% to measure direct normal irradi-
ation reducing operational time from up to hours to the reason of seconds. The model
built might be also a useful decision support tool for feasibility assessments and pre-
design stages of new ISCC projects to optimize their number of loops based on locally
measured variables (meteorological) and estimated variables (with a regular ISCC pro-
duction model). We leave for future work the implementation of economic variables of
plant operation and investment as a decision tool within the optimization of the number
of loops for the pre-design of new ISCC.
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Abstract. This research deals with the extended investigations on the concept 
of a chaos-driven evolutionary algorithm Differential Evolution (DE). This  
paper is aimed at the embedding of set of six discrete dissipative chaotic  
systems in the form of chaos pseudo random number generator for DE. Re-
peated simulations were performed on the set of two shifted benchmark test 
functions in higher dimensions. Finally, the obtained results are compared with 
canonical DE. 

Keywords: Differential Evolution, Deterministic chaos, Optimization. 

1 Introduction 

These days the methods based on soft computing such as neural networks, evolutio-
nary algorithms, fuzzy logic, and genetic programming are known as powerful tool 
for almost any difficult and complex optimization problem. Ant Colony (ACO), Ge-
netic Algorithms (GA), Differential Evolution (DE), Particle Swarm Optimization 
(PSO) and Self Organizing Migration Algorithm (SOMA) are some of the most po-
tent heuristics available. 

Recent studies have shown that Differential Evolution [1] has been used for a 
number of optimization tasks, [2], [3] has explored DE for combinatorial problems, 
[4] has hybridized DE whereas [5] - [7] has developed self-adaptive DE variants. 

This paper is aimed at investigating the chaos driven DE. Although a several of 
papers have been recently focused on the connection of DE and chaotic dynamics 
either in the form of hybridizing of DE with chaotic searching algorithm [8] or in the 
form of chaotic mutation factor and dynamically changing weighting and crossover 
factor in self-adaptive chaos differential evolution (SACDE) [9], the focus of this 
paper is the embedding of chaotic systems in the form of chaos number generator for 
DE and its comparison with the canonical DE. 

This research is an extension and continuation of the previous successful initial  
application based experiment with chaos driven DE [10] – [12] with simple test  
functions in low dimensions. 
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The primary aim of this work is not to develop a new type of pseudo random num-
ber generator, which should pass many statistical tests, but to try to use and test the 
implementation of natural chaotic dynamics into evolutionary algorithm as a chaotic 
pseudo random number generator. 

The chaotic systems of interest are the simple discrete dissipative systems. Six dif-
ferent chaotic maps were selected as the chaos pseudo random number generators for 
DE based on the successful results obtained with DE [10] or PSO algorithm [13]. 

Firstly, DE is explained. The next sections are focused on the used chaotic systems 
and test function. Results and conclusion follow afterwards. 

2 Differential Evolution 

DE is a population-based optimization method that works on real-number-coded indi-
viduals [14]. DE is quite robust, fast, and effective, with global optimization ability. It 
does not require the objective function to be differentiable, and it works well even 
with noisy and time-dependent objective functions. Description of the used DE-
Rand1Bin strategy (both for Chaos DE and Canonical DE) is presented in (1). Please 
refer to [14] - [17] for the detailed description of the used DERand1Bin strategy (both 
for Chaos DE and Canonical DE) as well as for the complete description of all other 
strategies. 

3 Chaotic Maps 

This section contains the description of discrete dissipative chaotic maps used as the 
chaotic pseudo random generators for DE. In this research, direct output iterations of 
the chaotic maps were used for the generation of real numbers in the process of cros-
sover based on the user defined CR value and for the generation of the integer values 
used for selection of individuals. The initial concept of embedding chaotic dynamics 
into the evolutionary algorithms is given in [18]. Following chaotic maps were used: 
Burgers (1), Delayed logistic (2), Dissipative standard (3), Ikeda (4), Lozi (5) and 
Tinkerbell (6). 

The Burgers mapping is a discretization of a pair of coupled differential equations 
which were used by Burgers [19] to illustrate the relevance of the concept of bifurca-
tion to the study of hydrodynamics flows. The map equations are given in (1) with 
control parameters a = 0.75 and b = 1.75 as suggested in [20]. 

 
nnnn

nnn

YXbYY

YaXX

+=
−=

+

+

1

2
1  (1) 

The Delayed Logistic is a simple two-dimensional discrete system similar to the 
one-dimensional Logistic Equation. The map equations are given in (2). The parame-
ter used in this work is A = 2.27 as also suggested in [20]. 
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The Dissipative Standard map (3) is a two-dimensional chaotic map. The parame-
ters used in this work are b = 0.1 and k = 8.8 as suggested in [20].  
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In physics and mathematics, the Ikeda map is a discrete-time dynamical system 
given by the complex map as a model of light going around across a nonlinear optical 
resonator. A 2D real example is given by (4). For the following values α = 6, β = 0.4, 
γ = 1 and μ = 0.9 [20] this system has a chaotic attractor. 
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The Lozi map is a discrete two-dimensional chaotic map. The map equations are 
given in (5). The parameters used in this work are: a = 1.7 and b = 0.5 as suggested in 
[20]. For these values, the system exhibits typical chaotic behavior and with this pa-
rameter setting it is used in the most research papers and other literature sources. 
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The Tinkerbell map is a two-dimensional complex discrete dynamical system giv-
en by (6) with following control parameters: a = 0.9, b = -0.6, c = 2 and d = 0.5 [20]. 
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4 Benchmark Functions 

For the purpose of evolutionary algorithms performance comparison within this pre-
sented research, the set of two shifted test functionsrepresenting both simple unimodal 
and very complex multi modal example was selected: the shifted 1st De Jong’s func-
tion (7) and the shifted Ackley’s original function in the form (8). 
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Function minimum: Position for En: (x1, x2…xn) = shift; Value for En: y = 0 

Function interval: <-5.12, 5.12>. 
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Function minimum:Position for En: (x1, x2…xn) = shift; Value for En: y = 0 

Function interval: <-30, 30>. 

Shiftiis a random number from the 50% range of function interval. Shift vector is 
randomly generated before each run of the optimization process. 

5 Results 

The novelty of this approach represents the utilization of discrete chaotic maps as the 
pseudo random number generator for DE. In this paper, the canonical DE strategy 
DERand1Bin and the Chaos DERand1Bin strategy driven by six different chaotic 
maps (ChaosDE) were used. The parameter settings for both canonical DE and 
ChaosDE were obtained analytically based on numerous experiments and simulations 
(see Table 1).  

Table 1. Parameter set up for canonical DE and ChaosDE 

DE Parameter Value 

Popsize 75 

F 0.8 

Cr 0.8 

Dimensions 30 

Generations 100•D = 3000D = 3000 

Max Cost Function Evaluations (CFE) 225000 

 
Experiments were performed in an environment of Wolfram Mathematica, canoni-

cal DE therefore used the built-in Mathematica software pseudo random number  
generator. The default Mathematica Software pseudo random number generator - 
extended cellular automaton generator “Extended CA” with default automatic setting 
was applied to represent traditional pseudorandom number generators in compari-
sons.All experiments used different initialization, i.e. different initial population was 
generated in each run of Canonical or Chaos driven DE. 

Within this research, one type of experiment was performed. It utilizes the maxi-
mum number of generations fixed at 3000 generations. This allowed the possibility to 
analyze the progress of DE within a limited number of generations and cost function 
evaluations.  

The statistical results of the experiments are shown in Tables 2 and 4,  
which represent the simple statistics for cost function values, e.g. average, median, 
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maximum values, standard deviations and minimum values representing the best indi-
vidual solution for all 50 repeated runs of canonical DE and ChaosDE. 

Tables 3 and 5 compare the progress of ChaosDe and Canonical DE. These tables 
contain the average CF values for the generation No. 750, 1500, 2250 and 3000 from 
all 50 runs. 

The bold values within the all Tables 2-5 depict the best obtained result. 
The main aim of the optimization was to find the global extreme (minimum) of the set 
of two shifted test function in higher dimensions (for D = 30). 

Table 2. Simple results statistics for the shifted 1st De Jong’s function – 30D 

DE Version Avg. CF Median CF Max CF Min CF Std.Dev. 

Canonical DE 0.115704 0.115841 0.188099 0.05772 0.029188 

Burgers Map 7.44E-17 9.61E-18 8.16E-16 5.4E-20 1.68E-16 

Delayed Logistic 2.07E-10 7.41E-11 1.88E-09 3.96E-12 3.53E-10 

Dissipative 0.03174 0.030072 0.055251 0.012981 0.010001 

Ikeda 1.99E-06 1.18E-06 7.69E-06 8.51E-08 1.88E-06 

Lozi 9.18E-07 5.59E-07 4.85E-06 4.07E-08 1.08E-06 

Tinkerbelt 6.99E-16 2.01E-16 9.53E-15 5.93E-18 1.5E-15 

Table 3. Comparison of progress towards the minimum for the shifted 1st De Jong’s function 

DE Version 

Generation No. 

750 

Generation No. 

1500 

Generation No. 

2250 

Generation No. 

3000 

Canonical DE 10.73251 2.334888 0.538142 0.115704 

Burgers Map 0.011418 2.31E-07 3.89E-12 7.44E-17 

Delayed Logistic 0.134328 0.000161 2.03E-07 2.07E-10 

Dissipative 8.23385 1.310565 0.207738 0.03174 

Ikeda 1.202665 0.014816 0.000181 1.99E-06 

Lozi 1.033973 0.009797 8.93E-05 9.18E-07 

Tinkerbelt 0.004223 2.74E-07 1.75E-11 6.99E-16 

Table 4. Simple results statistics for the shifted Ackleys’s function – 30D 

DE Version Avg. CF Median CF Max CF Min CF Std.Dev. 

Canonical DE 3.375169 3.423801 3.802878 2.648132 0.25055 

Burgers Map 0.36171 1.84E-08 2.220113 3.32E-09 0.620909 

Delayed Logistic 5.12E-05 3.42E-05 0.000268 5.89E-06 5.22E-05 

Dissipative 2.5766 2.506757 3.144533 1.961304 0.281449 

Ikeda 0.006048 0.005318 0.01901 0.0014 0.003586 

Lozi 0.004134 0.003131 0.01267 0.001331 0.002636 

Tinkerbelt 1.243854 1.155149 4.294839 1.22E-08 1.199894 
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Obtained numerical results given in Table 2-5 and graphical comparisons in  
Figs. 1-4 support the claim that all Chaos DE versions driven by six selected chaotic 
maps have given better overall results in comparison with the canonical DE version. 
From the presented data it follows, that Chaos DE driven by Burgers Map has given 
the best overall results.Very promising results were obtained also through utilization 
of Delayed Logistic,Lozi and Tinkerbelt map. The last mentioned chaotic maphas 
unique properties with connection to DE: strong progress towards global extreme, but 
weak overall statistical results, like average CF value and std. dev. 

Table 5. Comparison of progress towards the minimum for the shifted Ackleys’s function 

DE Version 

Generation No. 

750 

Generation No. 

1500 

Generation No. 

2250 

Generation No. 

3000 

Canonical DE 12.01697 7.619339 4.802582 3.375169 

Burgers Map 0.806666 0.362769 0.361715 0.36171 

Delayed Logistic 2.971642 0.056344 0.001645 5.12E-05 

Dissipative 10.96532 6.21261 3.790617 2.5766 

Ikeda 6.280929 1.459155 0.083709 0.006048 

Lozi 5.841436 1.055847 0.050686 0.004134 

Tinkerbelt 1.662962 1.24514 1.243861 1.243854 

 
The graphical comparisons of the time evolution of CF values for the best individ-

ual solutions (the solution with the minimal final cost function value) for Chaos DE 
with six chaotic maps and canonical DERand1Bin strategy are depicted in Fig. 1  

 

 

Fig. 1. Comparison of the time evolution of CF values for the best individual solutions, i.e. the 
solutions with the minimal final cost function value. Shifted 1st De Jong’s function, D = 30. 
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(for shifted 1st De Jong’s function) and Fig 3 (for shifted Ackley’s function). Finally 
the Fig. 2 and 4 confirms the robustness of Chaos DE driven by chaotic Burgers map 
in finding the best solutions for all 50 runs. 

 

 

Fig. 2. Comparison of the time evolution of CF values for all 50 runs of canonical DE (blue) 
and ChaosDE driven by Burgers map (red). Shifted 1st De Jong’s function, D = 30. 

 

Fig. 3. Comparison of the time evolution of CF values for the best individual solutions, i.e. the 
solutions with the minimal final cost function value. Shifted Ackley’s function, D = 30. 



48 R. Senkerik et al. 

 

Fig. 4. Comparison of the time evolution of CF values for all 50 runs of canonical DE (blue) 
and ChaosDE driven by Burgers map (red). Shifted Ackley’s function, D = 30. 

6 Conclusion 

In this paper, chaos driven DERand1Bin strategy was tested and compared with ca-
nonical DERand1Bin strategy on the set of two shifted benchmark functions. Based 
on obtained results, it may be claimed, that the developed ChaosDE gives considera-
bly better results than other compared heuristics. 

Future plans include experiments with benchmark functions in higher dimensions, 
testing of different chaotic systems and obtaining a large number of results to perform 
statistical tests. 

Furthermore chaotic systems have additional parameters, which can by tuned. This 
issue opens up the possibility of examining the impact of these parameters to genera-
tion of random numbers, and thus influence on the results obtained using differential 
evolution. 
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Abstract. Energy efficiency in buildings is a topic that is being widely
studied. In order to achieve energy efficiency it is necessary to perform
both, a proper management of the electric demand, and an optimal
exploitation of renewable sources, using for that appropriate control
strategies. The main objective of this paper is to develop a short term
predictive model, based on neural networks, of the electricity demand for
the CIESOL research center. The performed experiments, using different
techniques for weather forecast, show a quick prediction with acceptable
final results for real data, obtaining a maximum root mean squared er-
ror of 5 % in validation data, with a short-term prediction horizon of 60
minutes.

Keywords: Electric demand prediction, Predictive model, Neural
network

1 Introduction

Nowadays, the global energetic model is unsustainable in economic, social and
environmental terms, where a sustainable model can be defined as that which
“satisfies the actual needs without compromising the future generations ability
to satisfy their own needs” [1]. Consequently, due to the high impact of the
production and consumption of electricity, it becomes increasingly necessary
a proper electricity demand management to achieve energy efficiency. At the
same time, the optimal exploitation of the renewable energy sources is another
fundamental aspect with the aim to shift the load peaks whenever it is possible.
In this line, in the past twenty years a special emphasis has been made in the
construction of buildings with bioclimatic architecture, which can benefit from
the solar energy and the natural air flow for the use in natural heat and passive
cooling thus reducing the intensive electricity consumption. In this paper, the
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CDdI-ARFRISOL-CIESOL (CIESOL) building has been chosen for the study
and development of the model based on neural networks for the short-term
prediction of electric power demand.

There are numerous techniques that has been applied to the task of electric-
ity demand prediction, among them there are engineering methods, statistical
methods and artificial intelligence methods. A more complete review of build-
ing’s energy prediction techniques may be viewed at [2], and a more general
review of energy prediction techniques in [3].

Quantifying energy demand in buildings is quite complex in general and more
specifically in the present case, being CDdI-ARFRISOL-CIESOL a solar energy
research center, with a wide variety of energy and construction types. For this, in
this paper a characterization of load in different conditions and categorization
of such conditions has been developed. In the end, a prediction model based
on Artificial Neural Networks (ANN) has been obtained following a concrete
methodology for the proper architecture and structure selection for a NARX
model and the selection of the embedding delay and the embedding dimension
to reconstruct the state space. The choice of ANNs has been made because
of the complexity of the problem and by its distinctive features: learning, self-
adaptative, fault tolerance, flexibility and real time response [4]. Finally, the
predictive model obtained has been tested with an assessment using a battery of
tests spanning working and non-working days, different temperature conditions
for winter and summer, different radiation conditions with cloudy and sunny days
and also nightly consumption, and, at the same time it has been done several
comparison for the weather input data for the model by using a simple hold out
predictor (lazy predictor), a double exponential method and some ANNs.

This paper is organized as follows. In Section 2, CDdI-ARFRISOL-CIESOL
building is briefly described. Section 3 shows an analysis of the energy demand
profile of the building used as case study. In Section 4, the methodology used
to develop the model based on neural networks is widely described. Finally in
Section 5, the results of different experiments are showed and discussed.

2 Scope of the Research: The CDdI-ARFRISOL-CIESOL
Building

The CDdI-ARFRISOL-CIESOL building is a solar energy research center lo-
cated in Almeria, in the South East of Spain (Fig. 1). This building, known
by its acronym CIESOL for its name in Spanish [Centro de Investigación de la
Enerǵıa Solar ], has been designed and built within the framework of research
PSE-ARFRISOL [5]. It has been built with bioclimatic architecture criteria, for
which it takes advantage of the benefits of solar energy and natural air flow for
its use in natural heating and passive cooling. Furthermore, the building has an
air conditioning system based on solar cooling connected to a solar collector ar-
ray, a hot water storage, boiler and an absorption chiller with its cooling tower.
On the other hand, the building has a photovoltaic power plant with a peak
power of 9 kW to supply green power to the electricity grid of the building.

http://www.ciesol.es/
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Fig. 1. The CDdI-ARFRISOL-CIESOL building.

In addition, this building has all its enclosures monitored by a broad network
of sensors, whose data is stored in a database through different acquisition sys-
tems. However, this data may have any irregularities just as mismeasure, noise in
the signals, discontinuities through the time series and different scales and range
of values, so it was mandatory to make use of some preprocessing techniques like
filtering, interpolation or normalization.

3 Analysis of the Energy Demand Profile of the
CDdI-ARFRISOL-CIESOL Building

In general, from an energy demand point of view, a building can be considered
as a complex system composed of different types of elements, such as: HVAC
(Heating, Ventilation and Air Conditioning) systems, illumination, etc. More
specifically, in this building one of most expensive systems, in energy consump-
tion terms, is the solar cooling installation. Hence, it is necessary to perform a
preliminary analysis of the data in order to obtain some conclusions. This anal-
ysis is focused on the study of demand profile patterns for different seasons and
types of days, working and non-working days, using for that certain statistical
parameters like arithmetic mean, standard deviation, minimum and maximum
of the electric power demand over different periods of time.

First of all, a comparison between the consumption of a working day and a
non-working day had been performed. On the one hand, energy consumption in
the working day starts to raise about at 8.00 am and it begins to decrease around
8.00 pm, so it can be established that energy consumption along working days
is characterized by an office schedule. On the other hand, energy consumption
in a non-working day is stationary. Due to inductive and research facilities, the
energy consumption is around 20 kW . A comparison between the working and
non-working days from the statistical parameters point of view, can be observed
in Table 1.

The other analysis performed inside the building was a comparison of the
energy consumption through a week, from Monday to Sunday, along different
seasons in a year. All the seasons have a similar pattern, according to the energy
demand profiles of working and non-working days commented previously. In
addition, through the comparison of different seasons, as it is shown in Table 1,
it can be observed that energy consumption for Spring and Summer is higher
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Table 1. Descriptive parameters for a working and non-working day, and for weekly
energy consumption for each season [in kW]

x̄ σ min max

Working day 25.42 4.67 17.91 34.73

Non-working day 20.32 0.96 17.66 23.84

Winter 26.45 4.55 18.93 39.47

Summer 27.89 8.47 16.06 60.77

Autumn 22.24 4.60 14.83 42.45

Spring 25.33 7.35 15.33 59.31

than for Winter and Autumn. This behaviour is derived from the typical semi-
desertical mediterranean climate of Almeŕıa, which requires a greater use of
the HVAC system for refrigeration than for heating. Furthermore, in Table 1 it
can be perceived that both, the peak demand and the standard deviation, are
similar for, on one hand, Spring and Summer, and, on the other hand, Winter
and Autumn.

Finally, the building has a dynamic nature, since it is focused to research,
and therefore, it has a complex behaviour. In fact, there are days where energy
consumption oscillates very quickly with a variance of approximately 40 kW in
short periods of time. After the performed analysis, a preliminary list of potential
variables had been selected, see Table 2.

Table 2. Preliminary list of potential variables

Variable name Unit Measurement range

Type of day (Working day / Non-working day) Boolean {0, 1}
Hour of the day (Sine) Numeric sin( 1

24
2πh), h = [0, 23]

Hour of the day (Cosine) Numeric cos( 1
24
2πh), h = [0, 23]

Outdoor temperature [oC] [−5 .. 50]

Outdoor humidity [%] [0 .. 100]

Outdoor solar radiation [W/m2] [0 .. 1440]

Outdoor wind speed [m/s] [0 .. 22]

Outdoor wind direction [o] [0 .. 360]

Electric power demand [kW ] [0 .. 85]

Electric power injected by the photovoltaic plant [kW ] [0 .. 9]

4 A Neural Network Model for the Energy Demand
of the CDdI-ARFRISOL-CIESOL Building

4.1 Data-Sets Construction

In order to obtain a proper neural network model, a set of historic data acquired
at the building has been used. More specifically, the historic data set is composed
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by 700000 points from 09/01/2010 to 02/29/2012, with a sample time equal to
1 minute. In addition, the historic data has been split into three different data
sets for train, validate and test the Neural Network model. The data division
has been made manually due to discontinuities in time series and trying to get
an equilibrated amount of data for each season and data set. The first data set is
the Training Data Set (318340 data points) and it is used for obtaining the ANN
parameters using a Levenberg-Marquardt algorithm based on gradient descent
[6]. The second one is the Validation Data Set (89158 data points), which is
necessary in the training and post-training processes, in order to prevent the
over-training in the ANN. The final data set is the Test Data Set (107264 data
points) whose objective is serving as an independent data set for benchmarking
and testing purposes.

4.2 Architecture and Structure Selection

In the one-step-ahead prediction task, the ANN must estimate the next time
series state, without being fedback to the model input’s regressor. Namely, the
input regressor contains only real data points from the time series. To achieve a
larger prediction horizon, which is known as multistep-ahead prediction, model’s
output should be fedback to the input regressor to obtain a recursive prediction
for a number of time steps in the future. In this case, the input regressor com-
ponents, previously composed by actual time series values, are progressively
replaced by predicted values forming a recurrent architecture.

In [7] it is noted that the learning of long temporal dependencies with gradient
descent methods is more effective using a recurrent architecture named Nonlinear
Autoregressive with eXogenous input (NARX) [8] than with the use of other
models. This may be due to the fact that the NARX architecture is characterized
by having as input vector two tapped delay lines, one for the input signal and
the another one for the output signal. The NARX scheme can be observed in
Fig. 2, and it is mathematically expressed as it is shown in Eq. 1.

y(n+ 1) = f (u(n), u(n− 1), . . . , u(n− du + 1);

y(n), y(n− 1), . . . , y(n− dy + 1)) (1)

where u(n) ∈ R and y(n) ∈ R are the input and output signals in the timestep
n (ū(n) and ȳ(n) are in the form of vector), and du ≥ 1, dy ≥ 1 and du ≤ dy,
are the memory order for input and output signals, respectively. The non-linear
mapping function f can be approximated, for example, by using a standard
ANN like the multilayer Perceptron. The resulting connection architecture is
called NARX network. According to Takens’ theorem [9,10], the state space of
a dynamical system can be reconstructed by:

x̂(n+ 1) = [x(n), x(n − τ), . . . , x(n− (dE − 1)τ)] (2)

where x̂(n + 1) is the state space of the system reconstructed at the timestep
(n+1), dE is the embedding dimension and τ is the embedding delay. Therefore,
it is necessary to known the order of the model, this is the embedding dimension,
du and dy for input and outputs signals, and the embedding delay τ .
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Fig. 2. Non-linear autoregressive with exogenous inputs (NARX) architecture

4.3 ANN Inputs and Size

After several data analysis techniques and model tests the initial list of potential
variables, see Table 2, has been reduced to the following ones: type of day, hour
of the day (sine and cosine), outdoor temperature, outdoor solar radiation and
the electric power consumed by the building, that is, the electric power demand
added up with the electric power supplied by the photovoltaic plant.

The next step is to select the order of the model inputs. For this purpose, and
according to Equation 2, it is necessary to obtain the embedding delay τ and
the embedding dimension d in order to reconstruct the state space.

More specifically, both for the input variables as the target variable used for
feedback, an embedding delay τ = 1 has been used due to the system variability
and the lack of delay in the system’s response.

The method used to find a proper embedding dimension d is the False Neigh-
bors Method [11]. After some tests, it can be deduced that the optimal embed-
ding dimension is around d = 4 for both the temperature and the solar radiation.
The inputs type of day and hour of the day have an embedding dimension d = 1.
Embedding dimension for the feedback variable has been established in dy = 20
according to model tests.

Finally, as ANN with only one hidden layer with tangent hyperbolic activation
function and an output neuron with lineal activation function are universal ap-
proximators [12]. The number of neurons in the hidden layer has been established
in n = 15 according to results of model tests.

5 Results and Discussion

Furthermore, for the prediction process, in the timestep t = k, the ANN gener-
ates a prediction for the time interval from t = k + 1 to t = k + N , where N
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is the prediction horizon. Therefore, in the timestep t = k, the ANN receives as
inputs for the prediction interval: the type and hour of the day, and a predic-
tion of the disturbances, outdoor temperature and solar radiation. Hence, the
ANN generates a recursive prediction feeding back the output in a closed loop.
Besides, in this paper, different ways for the prediction of disturbances, outdoor
temperature and solar radiation, are used:

1. Real inputs, using the real known inputs for comparison purposes.
2. Lazy man weather prediction mode, the inputs are set to the last known

value.
3. Auxiliary ANNs, using two small autorregressive ANNs to estimate the fu-

ture values.
4. Double exponential method (DES) [13], an analytic technique to estimate

the future values.

The battery of tests has been designed with the aim to check the ANN re-
sponse with a representative set of conditions including working and non-working
days, different temperature conditions for winter and summer, different radiation
conditions with cloudy and sunny days and also a test for nightly consumption.
The obtained results are organized in the following way. From Figs. 3a - 3c,
the dynamic evolution of the real measured power demand (in black) and the
provided for the ANN model developed in this paper using each one of the ap-
proximations for the disturbances prediction commented previously. In addition,
in Table 3, a comparison among different tests based on several statistical pa-
rameters has been performed. More specifically, these statistical parameters are
the coefficient of variation of the root mean square deviation in % (CV-RMSE),
the mean absolute percentage error in % (MAPE), the mean absolute error in
kW (MAE), the standard deviation of the error in kW (σ) and the maximum
error in kW.

In Fig. 3a, results of N = 60 minutes demand prediction for a Winter cloudy
working day are shown. As it can be seen, results are very similar for the Real,
lazy and ANNs disturbances setting modes, but not for the DES setting mode,
where the output is very inaccurate because of a bad prediction of the outdoor
temperature and solar radiation disturbances. In general, results are good with
a maximum CV-RMSE of 3%.

In Fig. 3b, it can be seen the output of N = 60 minutes demand prediction
for a Summer cloudy working day. In this case, prediction using real data for
disturbances and generated with ANNs are more accurate and respond better
to the system dynamics because of a better knowledge of the environment sta-
tus (temperature and radiation). However, when lazy setting mode is used, the
prediction output is more static although the average is smoother. For the DES
setting mode, the output is considerably worse. The CV-RMSE is around the
4.5%.

Finally, it has been done an experiment for the nightly energy consumption,
test (C), which can be seen in Fig. 3c. In this case, the prediction outputs of
electric demand for the real, lazy and ANNs setting mode are the same because
the temperature and radiation are not so much decisive factors when they are
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(a) Cloudy winter working day (02/15/2011 10:30 am).
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(b) Cloudy summer working day (06/30/2011 10:20 am).
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(c) Nightly electric consumption (06/29/2011 12:00 pm).

Fig. 3. Real power demand (black) and prediction outputs using real (blue with cir-
cle markers), lazy disturbances (green with star markers) and predicted with ANNs
(magenta with triangle markers) and with DES (red with dot markers) for different
tests
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Table 3. Results

Cloudy winter working day
CV-RMSE (%) MAPE (%) Variation (kW) MAE (kW) σ (kW) Max Error (kW)

Real 3.0582 2.0433 [35.09 − 38.27] 0.73 0.85 3.13

Lazy 2.8985 2.0177 [35.09 − 38.27] 0.72 0.78 2.97

ANNs 3.0699 2.1316 [35.09 − 38.27] 0.77 0.83 3.12

DES 55.5792 49.8696 [35.09 − 38.27] 18.31 9.21 45.32

Cloudy summer working day
CV-RMSE (%) MAPE (%) Variation (kW) MAE (kW) σ (kW) Max Error (kW)

Real 4.5622 3.4514 [37.01 − 40.36] 1.34 1.13 3.86

Lazy 3.1464 2.7707 [37.01 − 40.36] 1.06 0.58 2.13

ANNs 4.5382 3.6694 [37.01 − 40.36] 1.42 1.00 3.43

DES 58.0064 43.4166 [37.01 − 40.36] 16.95 14.53 51.61

Nightly electric consumption
CV-RMSE (%) MAPE (%) Variation (kW) MAE (kW) σ (kW) Max Error (kW)

Real 3.4245 2.7279 [19.08 − 21.43] 0.56 0.41 1.57

Lazy 3.4263 2.7284 [19.08 − 21.43] 0.56 0.41 1.57

ANNs 3.4132 2.7222 [19.08 − 21.43] 0.56 0.41 1.56

DES 51.7685 34.8219 [19.08 − 21.43] 7.16 7.83 33.52

similar, while can being others like the type of day or the hour of the day. In
spite of this, for the DES setting mode the prediction output is worse because
the temperature and radiation predictions were probably anomalous for that
day. The CV-RMSE is around the 3.4% .

6 Conclusions

In this work, a model based on neural networks for the electric demand predic-
tion of a solar energy research center, the CDdI-ARFRISOL-CIESOL building
has been presented. The obtained ANN model allows to generate a quick pre-
diction of the building electric demand. In order to test its properly behaviour,
different tests have been performed. These tests include different types of days
and energy consumption patterns. The results obtained from different tests are
acceptable, since they show a maximum CV-RMSE of 5% when real data is
used for the disturbances inputs (temperature, radiation). However, for different
modes of disturbance inputs (lazy, ANNs, DES) the results are slightly worse,
specially when using the DES algorithm. An effort could be made to improve
the disturbances prediction methods based on ANNs since they show promising
results. As future works, disturbance predictions methods based on ANNs will
be improved.
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Abstract. Car traffic problems become more important every day and the short-
est distance route is not always the best because streets are saturated with cars,
nearly at peak hours; when an event occurs or car traffic overpasses a threshold,
streets reduce their fluent flow capacity, thus car drivers must seek new alterna-
tives for their routes. In this work we propose an approach to synthesize street
network characteristics and affectations on the streets (as number of available
lanes, maximum allowed speed, etc.) into a significative value useful for route
decision for path finding. Such variables are processed through a Multi-Criteria
Decision Making (MCDM) method, which return a value for each street, that
represents a level of quality to hold traffic flow, this is used with an Ant Colony
Optimization (ACO) algorithm in order to find alternative routes that use those
most fluid streets, those with the “better” characteristics; So, our contribution is
the synthesizing of many street characteristics into a value that denote the quality
of the street in the search space, helpful for path finding purposes. We use infor-
mation from the city of Guadalajara, México, to perform experiments and show
the advantages of this proposal.

1 Introduction

An important rising problem closely related to high growth cities, including its social
and economic impact, is the car mobility, which occasionally generates over demand
congesting some segments of the streets network, car drivers mostly choose to use just
few alternatives to travel because these arteries tend to have many of the desired charac-
teristics for the commuter, this approaches the principle of the 80/20 described by Jiang
et al [1], that states twenty percent of the roads gives service to eighty percent of the
population. So, many innovative efforts are arising to tackle and understand the way to
improve the solutions to these kinds of problems [2].

Path searching problems on street network mostly focus on minimizing distance or
time (this last is often a composite measure affected by several factors), this is done
using popular path finding algorithms as Dijkstra [3] which have been widely used,
with the disadvantage of need a large computational burden, unless a refinement is used;

Á. Herrero et al. (eds.), International Joint Conference SOCO’13-CISIS’13-ICEUTE’13, 61
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however, new path searching algorithms have been emerging on the last two decades
on the brand of metaheuristics, such techniques include but are not limited to: Ant
Colony Optimization, Tabu Search, Simulated Annealing, Genetic Algorithms, among
other, described in [4] for example, although these do not guarantee to find the global
optimum, they offer very good solutions with less computational effort, so they become
attractive for implementation when low computational capabilities are present (as in
smartphones) and fast response is required.

Before driving through the city streets, many people evaluate several factors about
the streets and its environment to decide which is the best path to take, considerations
as if it is a straight path, if streets support traffic conditions, if certain average speed can
be achieved, how much time it would take, among others. Our proposal takes available
information about streets characteristics and city streets environment and synthesize it
into a numerical value for each street segment, this value represents a level of quality of
the street, so the bigger this value the better the street is; thus, this value could help to
guide a step by step decision process that want to take those better streets, as in the case
of a route search. To derive a single value for each alternative considering the several
available street characteristics we used a multi-criteria decision making method capable
of integrating both qualitative and quantitative criteria, derivation of the value is a prior
process that become an attribute for each street which, as a consequence, enhance the
speed of search algorithms to find solutions due to a kind of branch pruning of the
search space, when low value streets have poor chance to be selected, specially when
using a stochastic selection rule as the one of ACO. Although many configurations can
be carried out, in this work we set up the most attractive example where derived values
represents the importance of the streets to hold traffic flow.

Experimentation was carried out using information about the city of Guadalajara, the
second most important city in México, with about 4.2 millions of people and 1.71 mil-
lions of vehicles approximately, along the problem of having a less fluid traffic through
streets which affects the city and citizens through noise pollution, air pollution, because
of the vehicles wasting most of its travel time stopped because of traffic congestion.

The rest of this paper is structured as follows. In section 2 we describe generalities
about the AHP and ACO algorithms. In section 3 we present our method to find new
possibly routes and in 4 we describe some experimentation and obtained results. Finally,
we draw conclusions about our proposal in section 5.

2 Theoretical Framework

2.1 Multi-criteria Decision Making

When dealing with decision making problems with multiple criteria, it is helpful to
dispose of a procedure to organize the attributes according to each criteria, in order to
rank the finite set of alternatives depending on the satisfaction of the whole criterion,
or as a support to find the solution that best fits a desired goal [5] giving a hierarchy of
the alternatives.

1 http://cuentame.inegi.org.mx/monografias/informacion/
jal/poblacion/

http://cuentame.inegi.org.mx/monografias/informacion/jal/poblacion/
http://cuentame.inegi.org.mx/monografias/informacion/jal/poblacion/
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The Analytic Hierarchy Process (AHP) is a multi criteria decision making method,

developed by Thomas Saaty in the 1970Ất’s, that deals with both qualitative and quan-
titative criteria, what is one of its strengths. This method returns a preference value for
each alternative, so that they could be ranked or only identify those better alternatives
[6] [7] [8].

This multi criteria method is based on four steps[7] that include the problem model-
ing required for defining the structure and identify both criteria and alternatives which
are the input for the mathematical process, Judgement scales used as a way to weight
criteria and alternatives according to a preference intensity based on a ratio or scale,
pair-wise comparisons to differentiate intensity of the elements among them obtained
from a quotient of two quantities with the same units, and priorities derivation which
return a numerical value according the “importance” derived from the mathematical
process, for a better description refer [6] or [7].

2.2 Ant Colony Optimization

Ant colony metaheuristic paradigm was first introduced by Marco Dorigo in the
1990’s. Ants are insects that work on a social environment with a structured organiza-
tion that helps the colony to solve complex problems for a single ant [9]. The paradigm
has been inspired by the behavior of real ants when searching for food. The resulting
algorithm is actually useful for solving combinatorial problems among which we can
find internet routing, vehicle routing, scheduling planning, and many more [10]. The
search process is determined by an heuristic and pheromone values associated to the
possible alternatives, where the pheromone is an indirect communication mechanism
based on the principle called Stigmergy (term introduced by Grassé [11]), and serves to
reinforce the most attractive alternatives, while the rest are forgotten.

Artificial ants find solutions to complex problems by moving through the edges of a
graph G=(V,E). They begin their search from a starting point to a final destination, keep-
ing in mind the visited points for further strengthening or weakening partial solutions.
Each ant of the colony move according to a stochastic selection rule which depends on
the heuristic and the pheromone. The selection of the best alternative, at each moment,
is based on (1) [9].

Pk
i j =

τα
i j ·ηβ

i j

∑cil
τα

il ·ηβ
il

f or those cil ∈ N(sp) (1)

where Pk
i j represents the probability that the ant k choose the arc from node i to node

j. This value is calculated with the pheromone τ associated to the path (i,j) and the
heuristic function η ; α , and β control the importance of the τ and η respectively. l
represents the nodes that have not been visited yet. At each iteration, the function must
only include the visible or feasible alternatives, that is, the neighbors of the actual N(sp).
A similar expression is provided by the proportion-sum Independence theorem from
Lukacs [12]. For a complete description refer[9].
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3 Proposed Method

When modeling a path search process, the common objective function is to minimize
a weight value whose popular dimensions are distance or time with some variations on
them; however, to consider several characteristics the problem gets complicated. Our
proposed method integrates many street network data from a street map by synthesizing
multiple criteria into a single value for each street which represents a level of quality of
the streets to provide a service, in this case to hold traffic flow, this value is then used
for a path searching algorithm to deviate the search process over those streets with the
better quality value (which in this case are those most fluid streets) that give car drivers
better chance to move fluently over the overall route; such method is given below, as
steps:

Assessment and path process

– [Step 1.] LoadMap← ExternalSource
– [Step 2.] Generate a simplified graph from an original map
– [Step 3.] Define street attributes: static (length, number of lanes, etc.), and dynamic

(speed, etc.)
– [Step 4.] Apply the multi-criteria decision making method (AHP)
– [Step 5.] Assign the priority (range or weight) on each street of the simplified graph
– [Step 6.] Apply the ACO algorithm using derived priorities as heuristic

if path with other criteria values is needed then
repeat process from step 4

else[stop]
end if

In a first step we selected a portion of the city map of Guadalajara, México, repre-
sented as a graph G=(V,E), including several characteristics. For this work we use Open-
StreetMaps2(OSM), where raw data is provided as an XML file. Then, an incidence ma-
trix was directly derived from the simplified graph with vertices V=(v1,v2,...,vn), where
each one represents a joint point of two or more streets (2).

vi = e j∩ek|e j,ek∈E : e j �=ek (2)

Vertices have a single coordinate vector, (Latitude,Longitude), that geo-references
each node and serves as a label. Edges E=(e1,e2,...,em) denote the streets and each edge
em has a relationship between two vertices (vi,v j)|vi,v j∈V. Each edge has associated
some attributes, as the length of the street, representing, in this case, the distance di j

between two vertices (vi,v j) or intersections.

Second Step: As the OSM map contained a higher resolution than needed, it was neces-
sary to eliminate the intermediate vertices between two consecutive join points (vi,v j).
This simplification was carried out on the XML file, to get a simplified graph.

2 http://www.openstreetmap.org/, access date: June-02-2012

http://www.openstreetmap.org/
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Third Step: Attributes were gathered from OSM and other sources. They are: length
of the street, number of lanes, sense of circulation (one way / two ways), as well as the
corresponding speed. Last attribute was constrained to a constant value for all streets,
and set equal to 60 km/h (from the driving city standars); these attributes are directly
related to the criteria in the AHP process.

Fourth Step: This procedure is performed as the rules revised on section 2.1. AHP
was selected because its capacity to combine qualitative and quantitative criteria, useful
when alternatives are compared using their quantitative implicit characteristics and user
subjective perspective, which is performed to assess and generate ranges that allow
select alternatives based on multiple criteria.

Fifth Step: After former step, the MCDM process, has been performed, it returns pri-
ority values for each street which are associated to each edge on the simplified graph.

Sixth Step: Finally, the path searching ACO algorithm is applied using the priority
values, whose values influence the exploration phase during the search process.

4 Experiments

In a first stage we gather information about the case of study, and then the AHP
method was applied. On a second stage, the priority values calculated previously were
used in the ACO heuristic as weighting parameters. The selected map, being part
of the Guadalajara city of México, is bounded by the (20.6747199,-103.339321) and
(20.7089919,-103.373707) coordinates. This map encloses 1937 junctions (nodes) with
a triad for each one containing an Id, corresponding to a latitude and a longitude. The
AHP method was implemented using the python programming language, over the 6950
streets (edges) of the considered map. Simulations were carried out in a Macbook Pro
with an Intel Core 2 Duo processor, running at 2.26 Ghz, and with 4 GB at 1067 Mhz
of DDR3 RAM memory. For visualization we have used Gephi3 and GPS Visualizer4

4.1 Street Assessment for the Case of Study

Length, number of lanes, one or two ways, and speed were used as criteria in the AHP
process, and a pairwise comparison was carried out over these criteria using a subjective
preference, which is based on authors’́ perspective, only two values, 1 and 2, were used
to represent equality and a relative preference respectively. Although there are only two
values in the scale, the last one could be interpreted as strong in Saaty’́s scale[6]. The
resulting values from a pairwise comparison are arranged in Table 1, where the last
column of the expanded matrix contains the preference values of the criteria.

Once the values of Table 1 were calculated, the next step is the assessment of the
value corresponding to each street. This is done through a pairwise comparison whose
resulting values are collected in a matrix for each criterion. However, instead of using

the SaatyẤt’s scale for each street, we have used the implicit value for each feature,

3 https://gephi.org/, last access: Jan-20-2013
4 http://www.gpsvisualizer.com, last access: feb-07-2013

https://gephi.org/
http://www.gpsvisualizer.com
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Table 1. Preference matrix for street
assessment

length # lanes # ways vel preference
length 1 0.5 2 1 0.2371153

# lanes 2 1 2 0.5 0.28727607
# ways 0.5 0.5 1 0.5 0.13569132

vel 1 2 2 1 0.33991732

Table 2. Resulting range values for each
street

street id length # lanes # ways vel range
1222122854 17.7146 2.0 2.0 60.00 0.000118
1228021984 326.5441 2.0 1.0 60.00 0.000224
1228429738 87.6124 2.0 1.0 60.00 0.000131
1332321536 173.63 6.0 2.0 60.00 0.000245
1333422342 70.44 8.0 2.0 60.00 0.000237
4104121510 45.96 4.0 1.0 60.00 0.000147
4104321277 111.62 4.0 1.0 60.00 0.000173

... ... ... ... ... ...

so this process can be automatically executed. Hence, if we do a comparison according
to the sense of the streets, for streets with one way and two ways, the resulting value is
0.5 (1way/2way). When the speed criterion is considered, the calculated value is given
by the relation of maximum speeds in each street. Comparison matrices are calculated
for length, number of lanes, sense and maximum speed.

At the end of the MCDM process we get a set of values, as those of Table 2, and as
the examples represented in Figure 1.

Former values represent levels of importance or attractiveness, and they are useful
when searching for an alternative. In fact, they are incorporated as parameters into the
heuristic of the ACO algorithm (see equation (1)).

Fig. 1. Representation of the street assessment over a simplified graph

4.2 Probability of Choice for the ACO

The iterative process of search in the ACO algorithm is based on a selection rule that
depends on the probability resulting from the product of a pheromone value, associated
to each possible alternative, and the heuristic given by (1). In Fig. 2 two examples are
shown, one under a distance (Fig. 2a), and the other mixing several attributes (Fig. 2b),
which are being transformed into a probability value given by equation (1), and repre-
senting a level of attractiveness on the algorithm. However, these selected criterion does
not take into account other characteristics, as the capacity of streets, and the particular-
ities of each of them, as it could be the timing of traffic lights, left turns, preference
over other streets, etc., which in our case are length, # lanes, # ways and velocity. This
information, can drive the search process through more interesting solutions, as a more
realistic environment is considered.
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Fig. 2. Probabilities under a) distance, b) street assessment

As stated before first we gather information about the case of study, and apply AHP
method, then priority values were calculated to be used in the ACO heuristic as weight
parameters.

The parameters for the ACO algorithm execution were a set of 30 ants, 50 iterations,
and the values α = 1, β = 6 and ρ = 0.6, as suggested by Gaertner [13]. According to
the results, whose behavior is shown in Fig. 3 a), only about 7 % of ants found a com-
plete route from origin to destination. Fig. 3 b) shows the results for the same example,
except that in this case the streets value assessment was included under a shortest time
objective. This time about 30 % of ants found a solution. This is understandable as
the street values focus the search through the nearest most important alternatives, and
there should be important streets in any populated areas, no matter the journey we are
interested on. Many test were carried out, two of them are described below:

First, a well established route was selected in order to compare our proposal against

googleẤt’s solution. Fig. 4 a) and 4 b) show the corresponding results for the path whose
length is 2 627 m.

Second, while this study was conducted there was an accident that forced the clo-
sure of four of the eight lanes of an avenue, blocking time was approximately six hours
long. In a non-peak hour, it took 15 minutes more than normal, to pass the three blocks
affected by the accident. This occurrence was incorporated into the approach of streets
value assessment such that, under these conditions, other alternatives could be more
interesting. Two main alternative routes were found, the results are shown in Fig. 4 c),
with a length of 3 351 m, and Fig. 4 d), with a length of 3 095 m. Both routes were
shorter in time than the normal route, because the perturbation was avoided. These re-
sults are in accordance with the capacity variation of the avenue to provide the expected
service. Under this condition the range of the avenue decreases and it becomes less im-
portant while the nearest avenues and streets gain in importance over the previous one.
So, they emerge as the most attractive under such condition.

The behavior of the solutions quality (based on travel time to move along the route)
found after 150 times of repeating the process with the ACO algorithm can be seen in
Fig. 5, where several solutions were found considering the shortest time path with bet-
ter characteristics; Fig. 5 a) shows the behavior under a route that is conducted over a
continuity of important streets and no perturbations included (Fig. 4 b) ) when a route
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Fig. 3. Searching behavior: a) without street assesment, b) with street assessment

Fig. 4. a) Google route, b) Route with street assessment and normal conditions, c) Route with
street assessment and a perturbation (first suggestion), d) Route with street assessment and a
perturbation (second suggestion)

can be found by identifying important streets (a dominant optimal), these solutions are
kind of stable more than 70% of the them laid on the “best route”, with a path time of
2.62 min. to travel from source to target. On Fig. 5 b) is shown the behavior when added
the perturbation described above, more variety of solutions were found due to a kind



ACO Using a MCDM Strategy for Route Finding in the City of Guadalajara, México 69

Fig. 5. Behavior of proposal - a) Without disturbance on streets, b) With disturbance on streets

of homogeneity among the solutions, most of them range from 2.74min. to 3.09min.
for path time. having three main paths solutions that avoid those streets affected by the
perturbation (as in Fig. 4 c) and d)), response time to draw a path was on average 5.2
seconds when no perturbation were found while time was 6 seconds when perturbation
was found; also those solutions as in Fig. 4 b) were more stable than those of perturba-
tions, this is due to more local optima.

As the results clearly show, the approach proposed in this work allows to find inter-
esting routes according to the infrastructure and conditions of the city, to plan alternative
routes depending on the traffic load and the time of the day, and the possibility to take
into account the particular events that can be present at any moment, which can save
time, stress, money, and reduce pollution to cite some important examples.

5 Conclusions

This work proposal is an approach to find the most fluid alternative routes in a city
given a set of preference criteria for the route, which consider streets particular condi-
tions. This is possible through an approach that summarizes streets characteristics and
conditions into a numerical value that, in this case, represents the capacity for traffic
flow of each particular street at a given moment, resulting values are then used on an
ACO algorithm; so, good enough alternatives can be found for a journey, depending on a
selected criterion as it could be distance or time for example. As a case of study we have
used a portion of the city of Guadalajara, México, and we have shown what happen to
some streets priorities when a random event occurs (in this case an accident). Two main
different alternatives have been found that avoid the area in conflict. In both cases, the
solutions are longer in distance but shorter in time during the time the affectation lasted.
Moreover, logical results and similar to those of Google were found under normal con-
ditions of car traffic. In forthcoming papers we are going to combine the streets value
assessment proposal with other graph analysis techniques, including known ranking al-
gorithms, as page rank, to improve and test the robustness of the approach proposed in
this work. We are also planning a software development for smartphones as a way to
gather data (provided by volunteers) about perturbations on streets related to vehicular
load, state of the streets (repairs, maintenance, modifications, etc.), accidents, among
others.
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Abstract. This paper presents an approach to merge three elements that are 
usually not thought to be combined in one application: evolutionary computing 
running on reasonably priced microcontrollers (µC) for real-time fast control 
systems. A Multi Objective Genetic Algorithm (MOGA) is implemented on a 
180MHz µC.A fourth element, a Neural Network (NN) for supporting the 
evaluation function by predicting the response of the controlled system, is also 
implemented. Computational performance and the influence of a variety of fac-
tors are discussed. The results open a whole new spectrum of applications with 
great potential to benefit from multivariable and multiobjective intelligent con-
trol methods in which the hybridization of different soft-computing techniques 
could be present. The main contribution of this paper is to prove that advanced 
soft-computing techniques are a feasible solution to be implemented on  
reasonably priced µC -based embedded platforms. 

Keywords: Soft-Computing, Intelligent Control, Multi Objective Genetic  
Algorithm, NSGA-II, Artificial Neural Network, Microcontroller. 

1 Introduction 

Soft-computing techniques such as Genetic Algorithms (GA), as well as other intelli-
gent techniques like NNs and Fuzzy Logic (FL), have already proven to be a serious 
alternative not only to complement but also to replace conventional algorithms in a 
wide diversity of applications[1]. 

Intelligent control schemes based on soft-computing techniques are showing to be 
an excellent solution for dealing with the difficulty of optimizing nonlinear and multi 
objective control systems. They also adapt conveniently to diverse real-world issues 
such as system parameter alterations, operation point variations, measurement  
imprecision, noise, unforeseen perturbations and the overall present nonlinearities  
and non-convexities[1, 2]. Trying to control these aspects through conventional  
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hard-computing methods usually will increase the solution complexity up to unviable  
levels, forcing the designer to accept assumptions and simplifications on the control 
problem. Therefore, the control problem transformations –which are needed to solve 
the problemby conventional hard-computing methods in reasonable sampling times - 
can ensure stability on the closed-loop response under some assumptions, but can lose 
optimality in their response when variable and frequent changes in the system opera-
tion point are required. All these aspectsare likely to deteriorate the final result and 
could impede the development of an enhanced controller which would provide added 
value to the final control system. 

NN and FL have already been implemented on embedded platforms for real-time 
control applications, often also in hybrid algorithms combining them witheach other 
(e.g. Neuro-Fuzzy) or with classical control techniques like PI controllers[3–6]. 

GAs are also well known for being able to offer great results when correctly tuned, 
but unlike the previous cases,they are usually used for offline optimization of a wide 
variety of designs and parameter determination[7, 8]. It is not likely to see GAs run-
ning on an embeddedtarget platforms, and when done so, they typically control slow 
systemsor optimize parameters of another controller according to variations [9–13]. 

One of the main drawbacks for the application of GAs and Evolutionary Algo-
rithms(EA) on real-time control applicationsis their high computational cost, their 
complexity and their variability, which may also make it difficult to guarantee the 
searching convergence, i.e. the control action convergence inside the sampling time 
window.Additionally, ensuringstability of the closed-loop response becomes an ardu-
ous task (but however a challenge)that should be done by using Finite Markov Chain 
analysis[14]. These difficulties, together with the fact of lower demand for complex 
optimization methods running on targets, have prevented them from moving onto 
embedded platforms, hindering the appearance of new applications. 

The core of this work is the MOGA which is desired to be proven as feasible for 
fast real-time intelligent control applications under the umbrella of a nonlinear model 
predictive strategy [15]. A NN for supporting the evaluation function by predicting 
the response of the control systems in a short horizon is also implemented. The aim of 
our research is to contribute to the applicability of intelligent & hybrid control 
schemes - using soft-computing techniques – but considering constricted electronic 
control units based on µC or digital signal processors (DSP). 

2 A Real-Time MOGA Based Hybrid Controlscheme  

GAs are stochastic optimization algorithms inspired in evolutionary genetics and 
natural selection, in which a population of solutions evolves through various genera-
tions under the influence of randomness and specimen survival, reproduction and 
mutation [16, 17].The resultisa method that handles very well nonlinear and complex 
systems, does not require excessive model simplifications and has less tendency to get 
stuck in local optima as happens with conventional methods, therefore being very 
successful in finding optimum or near-optimum solutions. Nevertheless, it is an itera-
tive method in whicha series of operators have to be applied to a population of indi-
viduals (candidates) that also need to be evaluated at each iteration, which means the 
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computational complexity is a problem. The application of GAs over multiobjective 
optimization problems leads to MOGA techniques and methods where fitness func-
tions with multiple objectives are considered[18, 19]. 

For the implementation approach presented in this work, the well-knownfast and 
elitist MOGA algorithm NSGA-II (Nondominated Sorting Genetic Algorithm) has 
been selected[20], see Fig. 1. Apart from its high relevancy in the current state of the 
art, its reasonable and foreseeable computational cost together with its fast conver-
gence propertymaintaining a good spread of solutions makes it very suitable for work-
ing as solver in real-time optimization problems.The algorithm complexity of the 
NSGA-II is given by the expression , where stands for the amount of 
objectives, for the population size and for the number of generations. According 
to the previous expression the time T required to execute the searching procedure is 
given by where the factor C represents all the ignored aspects after 
using the asymptotic approach, , which in this case is dependant of the platform per-
formance, the fitness functions used and the issues related to the programming and 
implementation of the algorithm. As the impact of the population number  is 
squared, this variable should be tried to be kept low, thusimproving the searching 
results and convergence by adequately tuning the MOGA operators and the number of 
generations required, as far as the characteristics of the problem to be solved allow it. 

 

Fig. 1. Diagram representing the NSGA-II Multi Objective Genetic Algorithm 

The interesting concept of using a MOGA optimizer as main controller and sup-
porting it on NN based predictions as fitness functions is a feasible idea for handling 
the multiobjective nonlinear model predictive control [15]. Further enhancement of 
the controller can be obtained by implementing a final solution selection mechanism 
(among the Pareto's set) based on FL or Expert Systems as proposed in[15], see  
Fig. 2. Both mechanisms (NN and FL) can be implemented in an efficient and  
uncomplicated manner on µC platforms. 

The implementation of the NN is a very critical point that must be implemented 
with high efficiency, as it needs to be executed hundreds or thousands of times per 
second, therefore consuming a considerable part of the total computation time. 
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Fig. 2. The proposed Real-Time MOGA based Intelligent Hybrid scheme 

Supporting the previous concept by transferring the task of executing the NN to a 
FPGA platform is a very interesting approach, due to their parallel processing capa-
bilities with potential to rapidly run predictions of various solutions simultaneously 
[21]. The need for this hybrid hardware architecture solution will depend on the com-
plexity of the NN and the time and cost boundary conditions.  

Another interesting approach is the usage of downsized GAs. Micro-GAs offer a 
lightweight alternative for cases where higher computational costs are not accept-
able[22]. They represent an optimization solution able to offer a compromise between 
results and time constraints which might be adequate in certain applications. Also in 
this direction, techniques based on small population combining Particle Swarm Opti-
mization with evolutionary mechanisms have been proposed[23]. When adequately 
set up and tuned, which usually is a delicate task in GAs, smaller and simpler algo-
rithms can also provide satisfying results. 

3 Microcontroller Implementation  

For the NSGA-II implementation and testing, a high performance floating-pointµC 
was selected(ARM® CortexTM-R4F - 180 MHz - 3 MB of flash memory - 256 KB 
RAM). This is one of the µCs that were considered as interesting – in addition to its 
processing capabilities and performance -because it is available as a redundant dual-
core controller conceived,among others, for safety critical control functions, as it 
occurs in many automotive applications. This makes it well suited for promising ap-
plication fields in the transportation sector, such as the relevant trend of Advanced 
Driver Assistance Systems(ADAS). However, other µCsand DSPs offering perform-
ances up to GHz range and parallel processing can be candidates forapplications in 
which higher data processing speeds are required[24]. 

An important consideration for the software development was to avoid bounding 
the solution to a specific target platform and/or software development tool which 
could create undesirable dependencies and workflow limitations. Therefore a  
simple programmingscheme has been selectedin order to provide a high code portabil-
ity and flexibility to work with other platforms and algorithms. A single primary task 
executes the algorithm on a timer-based determinist and time-constrained loop.  
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The programming abstraction has been kept low: it is written in C and no RTOS  
has been used.Algorithms coming from a code generation tool canalso be easily  
integrated. 

During the adaptation of the original code into embedded platform friendly C,  
diverse functions were suppressed or substituted, for example those regarding to inter-
face, visualization and storage operations. Programming optimizations such as reduc-
ing data type casting operations and avoiding unnecessary intermediate results have 
also been applied. Regarding to the compiler, optimizations affecting registers, local 
code and global code were selected, together with function inlining and the most 
speed oriented speed-VS-code-size balance. 

Regarding to the evaluation function, different approaches were taken. First two 
non-representative multiobjective optimization problems were defined: simple (1) and 
heavy (2) cost functions. Each one is composed by two fitness (objective) functions 
(f0, f1) with different mathematical complexity. 

  5 4    ;    8 9   (1) 

   ·  .      (2) 

     ⁄  ·  ⁄  

A function which represents a practical problem was also tested: the model of a 
helicopter-like Twin Rotor MIMO System (Feedback Instruments Ltd.). This system 
has two voltage inputs to control the power of each of the two rotors which are rotated 
90º respect to each other. As the structure is fixed to the ground through an articula-
tion, it offers 2 degrees of freedom: the outputs are the pitch and the yaw angles. 

This system is represented not by simple mathematical expressions, but bymore 
complex functions for which two different approaches have been implemented. In 
both of them recursive function calls are executed for predicting the response over 
the prediction horizon.There are two objectives and their functions are chosen to be 
the calculation of the quadratic error over  regarding to the pitch and yaw angle set-
points. This can be easily extended by, for example, adding the control action energy 
consumption. The MOGA chromosome contains 10 real variables, as the MOGA has 
to obtain 2 control actions over a selected horizon of   5 steps-ahead. 

The first approachis a relatively complex nonlinear Simulink™ model which 
represents the differential equations and was translated into a C function using code-
generation. It contains 3 transfer functions, 4 integrators and a series of nonlinear 
mathematical expressions andtrigonometric functions. 

The second and especiallyrelevant approach, which leads to the interesting hybrid 
concept with a NN, isimplemented instead of the previous model in order to be 
trained with the real system inputs and outputs so that it better reflects the non lineari-
ties. It is based on a NARX topology containing a layer with 8 neurons and a hidden 
layer with 12 neurons, plus the corresponding input and output layers. It is also  
integrated into the recursive execution based predictive context. 
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Inevitably the µC implementation must be adapted to the specific application con-
sidering the control specifications and requirements. This not only does mean opti-
mizing the size and complexity of the algorithm itself, but also the required range and 
resolution of the variables being used. Once theplatform is established, platform spe-
cific low level coding must be considered in order to optimize the execution perform-
ance.Especially on routines that are executed many times per iteration- such as the 
fitness function or many of the evolutionary operations in EAs or GAs - should be 
taken care to be efficient, as they represent a significant fraction of the overall compu-
tation time. On high performance devices, the correct usage of resources such as the 
cache and the pipeline, and when possible executing more than one instruction per 
cycle(or even fullparallel processing)should beimplemented. Combining the previous 
actions with compiler/linker level optimizations and other actions, such as function 
inlining, significant performance improvements are obtained. 

Aiming to test and analyze different soft-computing algorithms and intelligent con-
trol strategies, several systems would be needed. As setting up physical models would 
suppose an excessive effort, simulating the corresponding plant models on a parallel 
hardware platform was chosen as an agile, cost effective and safe alternative using the 
Hardware in the Loop (HiL) testing approach, see Fig. 3. For the first tests, a cost 
effective 32 bit floating point DSC running at 150 MHz was selected.It offers the 
possibility of directly embedding the automatically generated code from SimulinkTM 

models, and additionally monitor and interact with them through a PC based GUI. It 
will enable to run the plant model in real-time with differential integration steps  
between one and three orders of magnitude faster than the controller sample time. 

 

Fig. 3. HiL based Testing Setup. ARM® CortexTM-180 MHz as Intelligent Controller; DSC-150 
MHz as Emulator of the system to be controlled 
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4 Results 

As it was expected, the results obtained from this implementation have shown that 
MOGAsare computationally costly compared to other algorithms such as FL, NN or 
PID controllers, of which some simple versions were also implemented in a separate 
experiment for testing and comparative purposes, with resulting times in the units to 
hundreds of µs range. More specifically, the NN implemented for the hybrid-
predictive-fitness scheme averaged at 34.7µswith its NARX topology and 8 neurons 
in the main layer and 12 neurons in the hidden layer. 

The numbers corresponding to the most representative cases of the MOGA are pre-
sented in Table 1.A  and a MOGA were adequately dimensioned thinking 
of complex and simpler problems, whereas the MOGA for the two rotor system was 
adjusted to allow a fast sample rate of 100mswith a prediction horizon of 5 steps. 

Table 1. Summary of the most significant results of the MOGA implementation 

 Big MOGA test Small MOGA test Twin Rotor test 

Fitness function Simple(1) Heavy(2) Simple(1) heavy(2) Nonlinear 
Model 

NN 

Objectives 2 2 2 2 2 2 

Population 60 60 15 15 15 15 

Generations 60 60 20 20 24 24 

Chromosome size 6 6 6 6 10 10 

Prediction horizon - - - - 5 5 

Constraints - - - - - - 

Code size 79.0 KB 79.7KB  78.4 KB 79.2 KB 101.8 KB 104.3 KB 

RAM occupation 85.5 KB 85.5 KB 11.6 KB 11.6 KB 14.9 KB  13.5KB 

TcycleAvg./Worst [ms] 922/970 998/1085 21.5/24.2 28.1/32.3 74.6/82.1 88.1/96.1 

C factor (see section 2) 0.002134 0.002310 0.002389 0.003122 0.006907 0.008157 

tevalAverage 0.335 μs 21.8 μs 0.335 μs 21.8 μs 136.2 μs 173.5 μs 

C’ factor(see eq. 3) 0.002130 0.002130 0.002378 0.002378 0.002371 0.002371 

 
It can be observedthat more RAM than Flash memory is needed, in spite of the 

speed oriented and flash consuming optimization settings. More generations barely 
increase Flash nor RAM usage, but a bigger population once again dramatically in-
creases the RAM consumption: without including the Twin Rotor nonlinear model (or 
the NN), the maximum possible population is 113. 

Regarding to the cycle times - the really critical point - the nonlinear model and 
NN based predictive evaluation functions are considerably more costly that the 

 and mathematical expressions (eqs. 1 and 2). Nevertheless, as the 
most significant part of the computation time is still taken by the MOGA itself,  
the relative growth of the total computation time is still acceptable.It can be also noted 
that, although the model is slightly faster than the NN in this implementation, it has 
some simplifications so that the NN might be able to reflect nonlinearities better.  
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A major advantage of having a generic expression of the computational cost is the 
fact that instead of relying on large tables constructed through extensive testing, the 
execution time of a MOGA with some specific parameters can be extrapolated with 
sufficient precision basing on a reduced set of test results and the expression shown in 
section 2: . The resulting  values obtained are shown in Table 1. 
The difference between C valuesis due to the fact that the  factor applies to the 
evolutionary algorithm, but the fitness function evaluation is only called  · ·  
times. Therefore this should be considered if the execution cost of the algorithm as a 
whole, including the fitness functions, is to be considered. 

Consequently the following new expression is proposed: 

      (3) 

Being / and the total computation time of one fitness function call 
(including all the objectives and therefore not  dependant in this representation). 
Here the value corresponds to the MOGA running without any fitness evaluation. 

In this way, knowing the computation time of the fitness expression (which can be 
relatively easily obtained in diverse manners) and the  value which reflects the 
platform/implementation performance, the computation time of a MOGA of any de-
sired population, generation and objective number can be easily and reliably obtained. 

A small difference between the new ’ values can still be seen, which is explained 
by the fact that there are a series of operations in the loops that introduce offsets and 
different dependencies to the , ,  magnitudes, hereby slightly distorting the rela-
tion. Their values can be obtained by a combination of code analysis and measure-
ments, but it turns into anunnecessarilycomplex analysis. 

The results obtained in this µC implementation may be compared with those ob-
tained in a NSGA-II implementation on industrial systems by Larzabal et al. [25]. 
This was done on industrial platforms with much higher performance, size and cost. 
The resulting cycle time for a 1 GHz Intel® Celeron® PLC was under 0.15s for a 
population of 70, 100 generations and 1 objective. This gives 0.00031. Faster-
platforms obviously provide a lower  number due to their higher operating fre-
quency. Therefore representing these values in a frequency independent unit could 
provide an interesting benchmark. Calculating   the result 
is 0.38~0.43 for the 180 MHz ARM® based µC and 0.31 for the 1 GHz 
Industrial PLC platform. The overall performance of the PLC is better, in spite of the 
additional cost of running a RTOS, as it benefits from higher processing capacity and 
other advantages such as cache and faster memory. 

5 Conclusions and Future Work 

The experimental results obtained in this work prove that the idea of embedding a 
NSGA-II MOGA on a reasonably priced µC - which hasconsiderable restrictions in 
terms of computational power and memory - is possible and reasonable. Therefore, 
this contribution is meant to support the future use of MOGAs not only for off-line 
optimization, but also as main controller in fast real-time control systems. 
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After a first phase where rather simple mathematical equations with reduced capac-
ity to represent real world systems were used as fitness function, more complex 
nonlinear models have been introduced in order toenable to control dynamic sys-
tems,based on a recursive predictive strategy. Anonlinear model with differential 
equation systemswas inserted into this scheme. Finally, following the hybrid soft-
computing concept,a NN which can representcomplex nonlinearities with consider-
able accuracy was also implemented into the predictive structure. 

The resulting cycle times are reasonably low and encouragingto follow this line 
and exploit its potential, as they enable the application of complex intelligent control 
methods on relatively fast dynamic systems. 

Sufficient degrees of freedom are still available to improve the application of com-
plex soft-computing algorithms and techniques, thus enabling the development of new 
systems and control concepts. Fine algorithm tuning and the code optimization for 
specific µCs or DSPs could still push the overall performance. 

A new and more detailed expression to predict - in a reliable and simple manner - 
the total computation time for the MOGA has also been presented. In this formula the 
influence of the fitness functions time cost has been treated independently and in-
cluded as a new term in the expression. 

Future work will develop a more refined implementation and a more exhaustive 
study of alternative solutions regarding both to the algorithmia and the µC or DSP 
based platforms. Following the intelligent control research line, next works will also 
focus on hybrid intelligent controllers’ implementation and their validation through 
the HiL setup. Transferring time consuming parallel operations to a FPGA to optimize 
the controller implementation will also be investigated. 
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Abstract. In this paper, we compare different methods to solve systems
of linear equations in order to determine which one allows us to reduce as
much as possible the execution time. We consider contact problems that
are solved by applying the Boundary Element Method that involves the
resolution of different systems of linear equations. Depending on the kind
of problem, thermal and elastic systems of equations have to be solved.
The number of equations depends on the number of elements in which
solids are discretized. This means that the more realistic are the solids
defined, the more number of elements are considered. For this reason, it
is really interesting to determine the most efficient method. We compare
the Gauss Elimination method with and without pivoting, the Gauss-
Jordan method and the LU Factorization method for several elastic and
thermoelastic problems. LU Factorization provides an average reduction
of a 37% in the execution times, and up to a 41% for some particular
problems.

Keywords: Systems of linear equations, BEM, application performance,
execution time.

1 Introduction

In the last decades, several applications that implement numerical methods have
been developed, such as ANSYS [3], ABAQUS [1], ADINA [2], FEMM [7] or
ParaFEM [8] working with the Finite Element Method (FEM), or BEASY [4],
Concept Analyst [6] or BETL [5] working with the Boundary Element Method
(BEM).

Although these applications manage many types of problems, sometimes re-
searchers need to develop their own codes in order to solve some specific and
new problems. For example, Wriggers[27] or Pantuso et al. [24] wrote FEM ap-
plications to solve contact problems, Jin [20] or Li et al. [22] for electromagnetic
problems, Chung [12] for fluid dynamics, etc. We can also find BEM codes, such
as those from Geng et al. [17] or Li and Huang [23] in acoustics, Ataseven et al.
[10] in electro-magnetic source imaging, Andersson et al. [9], Garrido et al. [16],
Giannopoulos and Anifantis [18], Keppas [21] or Vallepuga [15] in contact prob-
lems. Testing these codes usually takes a large amount of time and resources,
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Advances in Intelligent Systems and Computing 239,
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so it is important to improve the efficiency of the algorithms used as long as it
may reduce one of those factors.

As all these numerical methods call for the resolution of large systems of
equations, and that is the most time consuming part of the code, some research
have been done around the optimization of the resolution methods, mostly re-
sorting to using parallelization techniques. Among others, it is relevant the work
done by Davies [14], Cunha et al. [13], or Gueye [19]. In [25] parallel algorithms
are proposed for Gauss and Gauss-Jordan methods. In this paper, we present
a study on the different sequential methods to solve this type of systems, and
their efficiency. We have tested the different methods in an object oriented in-
house application developed to solve elastic, thermal and thermoelastic contact
problems based on the algorithm provided by Vallepuga in his PhD thesis [26].

In the following sections we briefly present the problem to be solved (section
2) and the different methods that have been studied (section 3). Next, we discuss
the obtained results for each method (section 4). Finally the conclusions to this
work are presented (section 5).

2 Problem Description

In [15], Vallepuga presents a method to solve three dimensional thermoelastic
contact problems using BEM. Considering two solids in contact, a system of
static and thermal loads is applied along their boundary. Applying Vallepuga’s
method, the final contact zone, stresses, movements, temperatures and temper-
ature gradients on the surface can be determined.

Being the boundary integral equations [11]:

– Heat conduction problem:

c(ξ)θ(ξ) +

∫
Γ

q∗(ξ, η)θ(η) dΓ (η) =
∫
Γ

θ∗(ξ, η)q(η) dΓ (η) (1)

where c(ξ) is the free term of the integral equation and q∗(ξ, η) and θ∗(ξ, η)
are the fundamental solutions of the potential problem.

– Three-dimensional thermoelastic problem:

cij(ξ)uj(ξ)−
∫
Γ

U∗
ij(ξ, η)tj(η) dΓ (η) +

∫
Γ

T ∗
ij(ξ, η)uj(η) dΓ (η) =

=

∫
Γ

P ∗
i (ξ, η)θ(η) dΓ (η) −

∫
Γ

Q∗
i (ξ, η)q(η)dΓ (η) (2)

where cij(ξ) is the free term of the elastic problem, T ∗
ij(ξ, η) and U∗

ij(xi, η)
the Kelvin solution, and P ∗

i (ξ, η) and Q
∗
i (ξ, η) the vectors produced by con-

sidering thermal expansions in the Hooke’s law.

Both solids are discretized with constant triangular elements, transforming
the above equations into the following:
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– Thermal problem:

1

2
θL +

N∑
k=1

ATLKθK −
N∑

k=1

BTLKqK = 0 (3)

where θ are the temperatures and q are the thermal gradients defined by
q = − ∂θ

∂n and
ATLK =

∫
AK
q∗(xL, yK)dAK

BTLK =
∫
AK
θ∗(xL, yK)dAK

– Thermoelastic problem:

N∑
k=1

A∗LK
ij uKj −

N∑
k=1

BLK
ij tKj =

N∑
k=1

DLK
i θK −

N∑
k=1

CLK
i qK (4)

where tj are the stresses and uj are the movements and
A∗LK

ij = 1
2 +ALK

ij for L = K and A∗LK = ALK for L �= K
ALK

ij =
∫
AK
T ∗
ij(x

L, yK)dAK

BLK
ij =

∫
AK
U∗
ij(x

L, yK)dAK

DLK
i =

∫
AK
P ∗
i (x

L, yK)dAK

CLK
i =

∫
AK
Q∗

i (x
L, yK)dAK

−K (element we integrate over)
−L (node we integrate from)

Let be NA and NB the number of nodes of solids A and B respectively.
Imposing the boundary and contact conditions [15], the equations (3) and (4)
form two linear systems of equations of the form

Ax = b (5)

one for the thermal problem formed by NA + NB equations and a second one
for the elastic problem formed by 3 ∗ (NA +NB) equations.

To solve those systems of equations we follow the procedure proposed by
Vallepuga [15].

3 Methods

For all the methods discussed, we consider the following system of n equations
with n unknowns: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

a11x1 + a12x2 + · · · + a1nxn = b1
a21x1 + a22x2 + · · · + a2nxn = b2

...
...

. . .
...

...
an1x1 + an2x2 + · · · + annxn = bn
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3.1 Gauss Elimination Method

This method consists of two steps:

1. Forward elimination of the unknowns: the aim is to reduce the original sys-
tem to an equivalent upper triangular one. The first step is to consider the
augmented matrix and make the necessary transformations to turn the ele-
ments below the diagonal into zeros.⎛⎜⎜⎜⎝

a11 a12 · · · a1n b1
a21 a22 · · · a2n b2
...

...
. . .

...
...

an1 an2 · · · ann bn

⎞⎟⎟⎟⎠→

⎛⎜⎜⎜⎝
a′11 a

′
12 · · · a′1n b′1

0 a′22 · · · a′2n b′2
...

...
. . .

...
...

0 0 · · · a′nn b′n

⎞⎟⎟⎟⎠
2. Backward substitution: once we have built the upper triangular matrix, we

can solve the last equation a′nnxn = b′n to obtain xn, substitute xn in the
equation n − 1 and solve it to get xn−1 and so on. This mechanism can be
generalized by the expression:

xi =
b′i −

∑n
j=i+1 a

′
ijxj

a′ii
(6)

3.2 Gauss Jordan Method

This method consists in the transformation of the original matrix into the iden-
tity matrix, getting then the solution to the system in the b′ vector.⎛⎜⎜⎜⎝

a11 a12 · · · a1n b1
a21 a22 · · · a2n b2
...

...
. . .

...
...

an1 an2 · · · ann bn

⎞⎟⎟⎟⎠→

⎛⎜⎜⎜⎝
1 0 · · · 0 b′1
0 1 · · · 0 b′2
...
...
. . .

...
...

0 0 · · · 1 b′n

⎞⎟⎟⎟⎠
We can achieve this the same way as in the Gaussian elimination, but once we

have the upper triangular matrix we continue with the transformations above
the diagonal.

3.3 Gauss Elimination Method with Pivoting

When the A coefficient matrix has any zeros in the main diagonal, or values
very close to zero, then it is necessary to make permutations between rows and
columns until finding an adequate pivot that can reduce round-off error.

In partial pivoting, the entry with the largest absolute value from the column
of the pivot element is selected. This pivoting is normally enough to achieve accu-
rate results. However, sometimes it is necessary to use complete pivoting, which
considers all entries in the whole matrix, interchanging rows and columns to
achieve the highest accuracy. This type of pivoting is hardly ever necessary and,
due to the additional computations it requires, is much more time consuming.
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3.4 LU Factorization Method

If the matrix

A =

⎛⎜⎜⎜⎝
a11 a12 · · · a1n b1
a21 a22 · · · a2n b2
...

...
. . .

...
...

an1 an2 · · · ann bn

⎞⎟⎟⎟⎠
can be factorized into the product of two matrixes of the form A = LU , being L
a lower triangular matrix and U an upper triangular matrix, we can transform
the system into the following:

Ax = b =⇒ Ax = (LU)x =⇒ Ax = L(Ux) =⇒ L(Ux) = b

If we consider y = Ux, we can firstly solve the system Ly = b by forward
substitution. Knowing the y values, we can solve the Ux = y system by backward
substitution, obtaining the result vector x.

4 Results and Discussion

Figure 1 shows the results obtained by each method for several elastic and ther-
moelastic problems. The experiments have been run on a personal computer with
Intel Quad Core Q8400 @ 2,66 Ghz and 4 GB of RAM. The operating system
running in the machine is Ubuntu 10.04, and the application have been devel-
oped in Java as modularity is one of the goals to be achieved. Execution times
presented are the average for ten runs. The characteristics of those problems are
commented below.

All the problems solved consist of two solids, prisms shaped, in contact.

1. Elastic Problems:
(a) EC0: both solids have been discretized into 396 elements. The system of

equations is made up by 2376 equations. There is perfect contact between
solids. The problem presents symmetries in the XZ and YZ axes.

(b) EC1: both solids have been discretized into 396 elements. The system of
equations is made up by 2376 equations. There is perfect contact between
solids. The problem presents symmetries in the XZ and YZ axes.

(c) EC2: the solids have been discretized into 328 and 424 elements respec-
tively. The system of equations is made up by 2256 equations. There is
perfect contact between solids. The problem presents symmetries in the
XZ and YZ axes.

(d) EC3: the solids have been discretized into 328 and 424 elements respec-
tively. The system of equations is made up by 2256 equations. There is
perfect contact between solids. The problem presents symmetries in the
XZ and YZ axes.

(e) ER2: the solids have been discretized into 328 and 412 elements respec-
tively. The system of equations is made up by 2220 equations. There is
perfect contact between solids. The problem presents symmetries in the
XZ and YZ axes.
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(f) ER1: the solids have been discretized into 182 and 218 elements respec-
tively. The system of equations is made up by 1200 equations. There is
perfect contact between solids. The problem presents symmetries in the
XZ and YZ axes.

(g) Cierre: the solids have been discretized into 416 and 352 elements respec-
tively. The system of equations is made up by 2304 equations. There is
perfect contact between solids. The problem presents symmetries in the
XZ and YZ axes.

(h) Cierre1: the solids have been discretized into 296 and 232 elements re-
spectively. The system of equations is made up by 1584 equations. There
is perfect contact between solids. The problem presents symmetries in
the XZ and YZ axes.

(i) ERD: the solids have been discretized into 512 and 896 elements respec-
tively. The system of equations is made up by 4224 equations. There is
perfect contact between solids. The problem presents symmetries in the
XZ and YZ axes.

2. Thermoelastic Problems:

(a) TE1: the solids have been discretized into 640 elements each. The thermal
and the elastic systems of equations are made up by 1280 and 3840
equations respectively. There is imperfect contact between solids. There
is neither conduction, nor convection in the interstitial zone. The problem
presents symmetry in the YZ axe.

(b) TE2: the solids have been discretized into 640 elements each. The thermal
and the elastic systems of equations are made up by 1280 and 3840
equations respectively. There is perfect contact between solids. There is
neither conduction, nor convection in the interstitial zone. The problem
presents symmetry in the YZ axe.

(c) TE3: the solids have been discretized into 384 and 752 elements respec-
tively. The thermal and the elastic systems of equations are made up by
1136 and 3408 equations respectively. There is imperfect contact between
solids. There is neither conduction, nor convection in the interstitial zone.
The problem presents symmetry in the YZ axe.

(d) TE4: the solids have been discretized into 384 and 752 elements respec-
tively. The thermal and the elastic systems of equations are made up by
1136 and 3408 equations respectively. There is imperfect contact between
solids. There is neither conduction, nor convection in the interstitial zone.
The problem presents symmetry in the YZ axe.

As it is shown in figures 1 and 2, comparing to the Gauss Elimination method
with pivoting (the method used in the original code), the Gauss-Jordan method
is clearly worse regarding the execution time. However, both Gauss Elimination
without pivoting and LU Factorization methods reduce the execution time for
all the problems tested. The first one shows an average reduction of a 27% in the
execution times, and up to a 39% for some particular problems. The second one
shows an average reduction of a 37% in the execution times, and up to a 41%
for some particular problems. This results are obtained for any kind of problem,



Solving Linear Systems of Equations from BEM Codes 87

(a) Small elastic problems

(b) Big elastic problems

(c) Thermoelastic problems

Fig. 1. Execution times for a series of examples. We can observe how the LU factor-
ization achieves the best reduction in every single example.



88 R. González et al.

Fig. 2. Percentage of the execution times for a series of examples with respect to the
Gauss with pivot method. Independently of the kind of contact problem (elastic or
thermoelastic), LU factorization reduces the time execution.

no matter if it is an elastic or a thermoelastic one. It is also independent of the
number of elements. Even for the different considered thermoelastic problems,
with different kinds of contact, the execution time required for the resolution by
using LU factorization is always lower.

It is important to say that the accuracy of all these methods for the problems
solved is similar, so they can all be considered.

5 Conclusions

In this paper, we analyze how the method applied to solve a system of linear
equations for contact problems that are solved by using BEM can affect the ex-
ecution time. Elastic and thermoelastic contact problems involve the resolution
of several systems of linear equations whose number of equations depends on the
granularity of the discretization. Real problems require usually complex geome-
tries that entail enormous systems of equations. By using the proper method to
solve the systems, execution times can be drastically reduced. Comparing the
performance for four methods (Gauss Elimination method with pivoting, Gauss-
Jordan, Gauss Elimination without pivoting and LU factorization) we observe
that LU factorization allows us to reduce a 37% the execution times (even a 41%
for certain problems). Therefore, and taking into account that the accuracy of all
the methods studied is similar, the recommended method among those presented
in this paper for solving contact problems is this last one, since this results are
obtained for elastic and thermoelastic contact problems, independently of the
number of elements considered in the solid discretization.
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16. Garrido, J.A., Foces, A., Paŕıs, F.: Three dimensional frictional conforming contact
using BEM. In: Springer-Verlag (ed.) Advances in Boundary Elements XIII, pp.
663–676. Computational Mechanics Publications (1991)

17. Geng, P., Oden, J.T., van de Geijn, R.A.: Massively parallel computation for acous-
tical scattering problems using boundary element methods. Journal of Sound and
Vibration 191, 145–165 (1996)

18. Giannopoulos, G., Anifantis, N.: A BEM analysis for thermomechanical closure of
interfacial cracks incorporating friction and thermal resistance. Computer Methods
in Applied Mechanics and Engineering 196, 1018–1029 (2007)
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Abstract. A new hybrid between the particle swarm optimization (PSO) and 
Boids is presented to design PID controllers applied to the mean arterial pres-
sure control problem. While both PSO and Boids have been extensively studied 
separately, their hybridization potential is far from fully explored. The PSO-
Boids algorithm is proposed to perform both system identification and PID con-
troller design. The advantage over a standard particle swarm optimization  
algorithm is the promotion of the diversity of the search procedure. Preliminary 
simulation results are presented.      

1 Introduction 

The control of mean arterial pressure (MAP) is a relevant problem in several applica-
tions such as hypertension control in the cardiac post-surgery healing process, in 
which the MAP has to be reduced as well as during the surgery anesthesia. The MAP 
lowering procedure is usually accomplished by intravenous infusion of a vasodilator 
such as Sodium Nitroprusside. Significant research efforts have been directed to 
tackle this control problem resulting in classical control approaches [1,2,3,4,7,8] and 
soft computing approaches such as fuzzy logic and neural networks [5,6,9]. Some of 
these techniques rely on the use of PID controllers, for which rather complex design 
methodologies are used. A swarm based optimization algorithm is proposed here as a 
simpler design technique for MAP PID control.       

The particle swarm optimization (PSO) algorithm was originally proposed by [10] 
using as natural inspiration the collective behavior of bird flocks. The PSO has been 
successfully applied to a huge amount of search and optimization problems. One  
of the pioneering computational applications of a swarm inspired algorithm was de-
veloped by Reynolds [11], named Boids, to graphically simulate the coordinated 
movement of birds to generate computer-based animations. The boids model can be 
considered as a multi-agent system, as it will be reviewed in the sequel, relies on the 
use of three behavioral rules. Since its proposal the Boids model has been refined 
[15,17,18] and deployed in other applications such as data mining [12], robotics [14], 
flight simulation [13] and crowd behavior simulation [16]. While the PSO and Boids 
swarm based algorithms have been deployed separately in many applications the  
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benefits of their hybridization has not been fully explored in terms of optimization. 
Indeed work in this subject is scarce [24]. This paper proposes a new algorithm based 
on both PSO and Boids for designing PID controllers within MAP control.  

The remainder of the paper is structured as follows. Section 2 revisits Boids, pre-
senting some introductory concepts regarding its original behavior rules. Section 3 
presents the proposed PSO-BOIDS algorithm. In section 4 the mean pressure control 
problem is described. Section 5 presents some simulation experiments results ob-
tained with the proposed method. Finally in section 6 some concluding remarks are 
discussed.      

2 BOIDS: Introductory Concepts 

The term Boid (bird-like object) was originally proposed by [11], to represent a flock 
element. Boids swarm behavior is the combined result of three rules usually referred 
as: cohesion, separation and alignment. Before these rules are described it is relevant 
to state that it is assumed in the sequel that the swarm elements position and velocity 
are represented by two vectors, x and v, respectively. The swarm position is updated 
for the i-boid using the following incremental equation: 

 )1()()1( ++=+ tvtxtx iii  (1) 

where: t represents the evolutionary iteration and 1 ≤ i ≤ m, with m representing the 
swarm size. The velocity is the result of the combination of several components. The 
cohesion rule promotes the swarm centering behavior towards a perceived position 
centre. The entire swarm position centre, represented by xctr, can be evaluated using: 
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and the cohesion velocity component, vc, is governed by: 

 )()()( txtxtvc ctrii −=  (3) 

To prevent boids position abrupt changes towards the position centre, the difference 
expressed in (3) has to be multiplied by a factor, α1, which regulates boids movement 
rate towards the perceived swarm position centre: 

 )]()([)( 1 txtxtvc ctrii −= α  (4) 

The separation rule retains boids to collide and occupy the same space. This rule  
can be implemented using several approaches. The one adopted here consists in  
defining a sensor radius, Sradius, for each boid, and for all the other boids inside  
the corresponding circle, modify its velocity in order to promote their separation.  
The separation velocity component, vs, can be evaluated using: 
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where: dist(i,j) represents the Eucledian distance between boids i and j, and α2 regu-
lates the separation rate when boids are within a predefined exclusion radius. The 
alignment behavior rule promotes boids velocity alignment with neighbors. Consider-
ing a fully connected neighboring topology, the alignment velocity component, va, 
can be evaluated using:   

 )]([)( )(3 tvvtva itctri −= α  (6) 

where α3 defines the rate of alignment towards the swarm velocity center, vctr, eva-
luated with: 
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The total velocity for each boid can be evaluated using:  

 )()()()()1( 321 tvatvstvctvtv iiiii βββ +++=+  (8) 

where: β1 ,β2 and β3 represent weighting factors for each for the velocities rules com-
ponents.  

3 PSO-BOIDS Algorithm 

The particle swarm optimization algorithm dynamics are governed by two fundamen-
tal equations, concerning the updating of swarm particles position represented by (1) 
and the velocity equation can be represented, for convenience of exposition, in two 
separated equations: 

 ( ) ( ) ( )( ) ( ) ( )( )txtgctxtbctvpso isiici −+−= .. 21 ϕϕ  (9) 

 ( ) ( ) )(1 tvpsotvtv iii +=+ ω  (10) 

In (9): bi represents the best individual position achieved by particle i, g represents the 
best swarm global position achieved until iteration t. The model used considers the 
entire swarm as the neighborhood. In (9) c1 and c2 are known as the cognitive and 
social constants, respectively, and ϕc and ϕs represent randomly generated numbers 
with uniform distribution in the range [0,1]. In (10), parameter ω is referred as inertia 
weight. A high value assigned to the inertia weight (near one) favours exploitation  
of the search space, making the search global, while a small value, promotes imploita-
tion making the search local. Thus, it is usual to linearly decrease this weight  
from a high initial value, ωinit to a small value final value, ωfin, throughout the search 
procedure. 
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Boids behavioral velocities rules can be merged with the PSO velocity equations 
resulting in an hybridization between both algorithms. The basic idea is to improve 
the particles diversity in the search and optimization procedure. The proposed PSO-
Boids velocity equation is represented by: 

       )()()()()()1( 4321 tvpsotvatvstvctvtv iiiiii ααααω ++++=+  (11) 

where α4 represents a weighting factor for the PSO velocity component. As the  
information regarding the search is provided by a problem dependant objective func-
tion, the swarm is guided by the PSO velocity component. The Boids velocities com-
ponents incorporate a dispersion component in the search which improves the swarm 
particle diversity and distribution in the search space. The proposed PSO-Boids  
algorithm is presented in Figure 1. 

 
t = 0   
initialize swarm X(t) randomly 
while(!(termination criterion)) 
  evaluate X(t) 
  update b and g  
  evaluate vc, vs, va         // equations 2-6 
  evaluate vpso                 // equation  9 
  update particles velocity and position  // equations  10 and 1 
  t = t + 1  
end 

Fig. 1. Proposed hybrid PSO-Boids algorithm 

4 Mean Arterial Control: Problem Statement 

Consider the general single-input single-output control structure illustrated in  
Figure 2, with a PID controller represented by transfer function Gc and the system to 
be controlled, represented here as a model of the MAP, Gp.     

 

Fig. 2. PID control configuration 

The model used in this study to represent the patient blood pressure was proposed 
by [19] as an alternative to a model proposed by [20] and has been used since in sev-
eral studies [21]. This model is represented by [21]: 
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where: Y represents the drop in pressure P, due to the drug effect, U represents the 
rate of drug (SPN) infusion, K is the system gain, τ1, τ2 and τ3 represent time con-
stants associated respectively with the drug action, flow though pulmonary circulation 
and flow through a systematic circulation, θ is the system time delay and α is the 
fraction of recirculated drug. Considering the parameter values in (12) [21], as: K=2.5 
mmHg/Cml/h; τ1=50 s; τ2=10 s; τ3=30 s; L=60 s and α=0.5, results in the following 
model: 
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The overall objective is to design a PID controller to control the system represented 
by model (13) in order to achieve good time-domain step response transient characte-
ristics. The PID controller design should also satisfy actuator clinical constraints, such 
as saturation limits and drug infusion rate of change.        

5 PSO-BOIDS Design of MAP Control Systems 

Some of the classical PID tuning methods, based on the process reaction curve, such 
as: Ziegler and Nichols, Cohen and Coon and the IAE [22], rely on a good approxi-
mation of the system to be controlled by a first order plus time delay model (FOPTD) 
as represented by:  
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where: K represents the dc gain, T the dominant time constant and L the time delay. 
These model parameters can be estimated using a myriad of techniques. One tech-
nique which has proved well [21] is known as the two-points method proposed by 
[23]. This method is based on two points of the step response, corresponding to 35.3% 
(y35) and 85.3% (y85) of the final value, and respective corresponding times, (t35) and 
(t85). The time constant and time delay constants are evaluated using: 

 

)(67.0 3585 ttT −=  (15) 

 
8535 29.03.1 ttL −=  (16) 

Expressions (15) and (16) can be used to determine good initial estimations for the 
time constant and time-delay, as well as to to define the parameter range to randomly 
generate a swarm population. This swarm is then evolved using the proposed PSO-
Boids algorithm minimizing the integral of square error (ISEm) between the FOPTD 
model output (yFOPTD) and the system model (ys), as represented by: 
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where: em represents the model error and Tsim represents the simulation time. The 
estimated FOPTD parameters can be used to obtain PID tuning parameters using the 
IAE method, determined by the following expressions [21,22]: 
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With the PID tuning gains determined by expressions (18) the search space can be 
appropriately defined to be searched by the proposed PSO-Boids. The minimization 
criterion used is the integral time square error (ITAE) defined by: 
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6 Simulation Results 

The simulation experiment is organized in two parts, corresponding to an auto-tuning 
PID procedure: i) FOPTD model identification ii) PID tuning. Applying the two-
points method described previously to the system described by (13) results in the 
following indentified FOPTD model (all simulations were performed using a fixed 
step of 0.1 s for the continuous time solver with Tsim=900 s):  
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With this model an ISEm=33.7 is obtained indicating a good fit between model (20) 
and system (13). As there is no doubt about the dc gain value, the proposed  
PSO-Boids considers each particle encoding the time constant and time delay parame-
ters{T, L}. The following PSO-Boids algorithm settings were used both for identifica-
tion and controller tuning: α1=0.01, α2=0.1, α3=0.125, α4=1; β1=β2=β3=1; Swarm 
size m=30, 100 iterations, and ω was linearly decreased between 0.9 and 0.4. The 
search space for the parameter identification was [75, 95] and [70, 90] for T and L 
respectively. The achieved optimized value was ISEm=15.2 and the resulting model is 
represented by: 
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The overlap unit step responses obtained with the two-point method model, the 
PSO_Boids model and system (20) are presented in Figure 3a. As it can be observed 
in this figure both models present a good fit with the system model, however in terms 
of ISEm the PSO-Boids is clearly the best one.  
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Fig. 3. Identification and tuning 

Based on the parameter values obtained with the two-points model, Gm1 (20), the 
following PID parameters were obtained using (18): {Kp1=0.22, Ti1=136, Td1=27.6}, 
and based of the PSO-Boids identification model, Gm2, the following parameters were 
obtained using (18): {Kp2=0.25, Ti2=141, Td2=26}. The ITAE values obtained with 
both gains set are: ITAE1=81076 and ITAE2=80057. Using the PSO-Boids to minim-
ize the ITAE for set-point tracking resulted in the following PID gains {Kp3=0.27, 
Ti3=148.1, Td3=30.1}. The search interval used was [0.1 1] for Kp, [120 160] for Ti 
and [15 35] for Td. The set-point tracking responses are presented in Figure 3b, and 
the control signals in Figure 4a. Figure 4b presents the evolution along 100 iterations 
for a swarm with 10 boids, in terms of the best ITAE, mean ITAE for the all swarm 
and individual boids ITAE. This figure clearly shows the large amplitude of variation 
in terms of the ITAE, corresponding to wide boids movement within the search space.  
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7 Conclusion 

A new hybrid PSO-boids algorithm for optimization purposes was proposed. The 
proposed algorithm is a simple hybrid between the PSO and the original boids, using 
three behavior rules. The advantage of the proposed method is to promote a wider 
search space search. The proposed algorithm was deployed in the context of FOPTD 
model identification and PID controller tuning applied to the MAP control problem. 
Preliminary research results were presented showing the benefits of the proposed 
technique. Further research is necessary to consolidate the PSO-Boids algorithm, such 
as: i) the execution of more tests considering different swarm sizes, and weighting 
factors ii) the comparison with other similar PSO based methods.    
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Abstract. Continuous Action-Critic Learning Automaton (CACLA) of-
fers an interesting alternative to traditional control approaches to feed-
back control problems. In this paper, we report results obtained on an
inertial model of a feed drive with potentially sub-optimal parameter
setting and designer decisions. Namely, we have tested different reward
signals, different number of features to approximate value functions and
policies, and different learning gains. The results show CACLA to be a
very highly robust approach.

1 Introduction

Reinforcement Learning (RL) methods have been proposed [1,2,3,4] to approach
feedback control problems, as an alternative to traditional control theory. The
main advantage they offer is that they are able to learn from interaction with
the environment requiring less input from the system designer that traditional
approaches [5,6]. In principle RL methods are able to learn from experience, but
there are some design aspects which must be carefully taken into account in
order to obtain an accurate control policy. The most important decision is the
definition of the problem itself: the reward signal to be maximized, the number
of features used to approximate value functions, and the learning gain. Previ-
ous work [7] shows CACLA to be the best suited Actor-critic method for feed
drive control learning. In this paper, we study the impact of the designer’s deci-
sions by comparing results obtained in computational simulations with different
parameter settings.

The paper is structured as follows. Section 2 introduces the ball screw model
used in the experiments. Section 3 reviews some necessary Actor-critic back-
ground. The experimental set-up is detailed in Section 4, were we also present
the results. Finally, we offer our conclusions in Section 5.

2 The Ball Screw Feed Drive Model

We have used a model of a commercial Ideko ball screw feed drive, manufactured
by Fagor. The components of the specific ball-screw feed drive are depicted in

Á. Herrero et al. (eds.), International Joint Conference SOCO’13-CISIS’13-ICEUTE’13, 101
Advances in Intelligent Systems and Computing 239,
DOI: 10.1007/978-3-319-01854-6_11, c© Springer International Publishing Switzerland 2014



102 B. Fernandez-Gauna et al.

Fig. 1. Mechanical components of a ball screw feed drive

Table 1. Ideko ball screw feed drive model parameter settings

Jc 170.5 kg ·m2

Js 6.25 kg ·m2

Jm 85 kg ·m2

p 0.01 m/rev
M 68.25 kg

Figure 1. To allow for extensive RL simulations, we have used a simplified inertial
model:

ẍ =
τ

M · p
2·Π + (Jc + Js + Jm)

(
2π
P

) , (1)

where τ is the torque of the motor, Jc, Js and Jm are the coupling, ball-screw
and motor inertia, p is the screw pitch, M is the mass of the table and the nut,
and x is the lineal position of the supporting table. The parameter settings used
in our simulations are shown in Table 1. The length of the guideways was 1m and
the initial position of the table was x (0) = 0.5m. The setpoint w (t) was changed
to a random value in range [0.1, 0.9] every T seconds, where T was randomly
chosen from a range of [0.75, 1.5] s. The goal of the feed drive controller is to
minimize the error ex (t) = |x (t)− w (t)|. The controller receives the position of
the table x (t) and its speed v (t) as input, and outputs τ .

3 Actor-Critic Background

Reinforcement Learning. RL environments are Markov Decision Processes (MDP),
which are defined by a tuple 〈S,A, P,R〉. In continuous domains, such as feed-
back control problems, S is an n-dimensional Euclidean space S ⊆ R

n, and A
an m-dimensional Euclidean action space A ⊆ R

m [8]. P is the transition func-
tion P : S × A × S → [0, 1], and R is the reward function R : S → R. The
goal of the learning agent is to learn a policy π (s) that maximizes the expected
accumulated rewards Rπ (s) [9].

Actor-critic architectures use two different memory structures: the actor which
selects actions every time-step and the critic which assesses the quality of the
policy being followed by the actor. The actor learns a policy π (s) while the
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critic learns the state value function V π (s) = Eπ

{ ∞∑
k=1

rt+kγ
k−1 |st = s

}
, where

st and rt represent, respectively, the state and reward observed at time-step t,
and γ is the discount factor.

Value Function Approximation. The size of the state space |S| grows expo-
nentially rendering tabular representation of the policy and the value function
unfeasible in real-life applications. Value Function Approximators (VFA) deal
with the curse of dimensionality using a compact approximation of the value
function [10]. In this work, we have used Gaussian networks to represent both
the policy and the state value function, with nf features per state variable. The
activation functions φi,j (xi) , j = 1, . . . , nf are defined:

φi,j (xi) = exp−
‖xi−ci,j‖2

2σ2 , (2)

where ci,j is the center of the activation function, xi the value of the ith state
variable, and σ2 the shape parameter. Both the actor and the critic learn a
parameter vector θt ∈ Θ. For clarity, we will denote θat and θVt the parameter
vector at time t being learnt by the actor and the critic, respectively.

CACLA. The Continuous Action-Critic Learning Automaton actor (CACLA)
[8] algorithm updates its policy if the criticism is positive, that is, only after the
policy has been improved:

if δt > 0 : θat (s)← θat (s) + αt · (at − πa (s)) · ∂πa (st−1)

∂θπt−1

, (3)

where πa (s) = (θat )
T
φ (s) represents the actual output of the policy in state s,

and at is the action executed at time-step t. They need not be equal, because a
random perturbation term η (t) is added to the output of the policy in order to
explore yet unknown policies: at = πa (s)+ η (t). This algorithm is considered as
the current state-of-the-art.

In this paper, the critic is implemented using TD (λ) algorithm [9], which, in
its most basic form TD (0), updates its parameter estimates V̂t (s) ≡

(
θVt

)T
φ (s)

using the following update-rule:

θVt ← θVt−1 + αt

(
rt + γ ∗ V̂t (st)− V̂t (st−1)

)
· ∂V̂t−1 (st−1, at−1)

∂θVt−1

, (4)

where αt is the learning gain.

4 Computational Experiments

We have conducted three experiments, each intended to assess the sensitivity of
CACLA to a different component of the MDP, namely:
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– Experiment A: the reward signal
– Experiment B: the number of features used to approximate the value function

and policy
– Experiment C: the learning gain α

Common Settings. For the control of ball screw drives, RL controllers per-
ceive the system state as a set of three variables: x (t) ∈ [0.0, 1.0] m, v (t) ∈
[−2.0, 2.0] m

s and w (t) ∈ [0.1, 0.9] m. In Experiments A and C, the domain of
each state variable was approximated using 50 Gaussian Radial Basis Functions
(RBF) per state variable. They were set so that only 3 features per variable were
active each time.

Performance Measurement. The learning process consisted of ne=5, 000 episodes
of T = 20s. The performance of the controllers was measured using greedily eval-
uating the policies every 20 episodes [11]. Exploration was handled using a Sig-
moid policy with a Gaussian disturbance signal N

(
0.0, σ2

)
added to the policy’s

output. Initially σ20 = 0.2, and every episode it was decreased by Δσ2 = −σ20/ne.
The learning gain was set α = 0.05. These values were determined empirically
after running a few preliminary tests. The performance was measured using the
average absolute off-set error of the controlled variable x (t) from the setpoint
w (t):

eT (t) =
1

T

T∑
t=0

ex (t) .

All results have been averaged after three runs with different random seeds.

4.1 Experiment A: Sensitivity to Reward Function

In this first experiment, we test two different reward signals:

– Rμ
1 (s) = k1 ·

[
1− tanh2

(
|ex(s)|

μ

)]
− c (s) . (Fig. 2)

– Rρ
2 (s) = k1 ·

[
1− |ex(s)|

ρ

]
− c (s) . (Fig. 3)

The first reward signal Rμ
1 (s) is very similar to that proposed in [1] and uses

a hyperbolic tangential function centered at ex (s) = 0. On the other hand, the
second reward signal Rρ

2 (s) uses the absolute value of the error. In both cases,
we subtract a second term c (t) in order to penalize collisions with the end of the
guideway. This second term is proportional to the force exerted on the border
table (Fc):

c (t) = k2 · |Fc| . (5)

The parameters μ and ρ set the reward function width. Several different values
have been tested in order to study their influence on the learned controller.
Constants k1 and k2 are both set to 1.000.
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Fig. 2. Plot of the reward signal Rμ
1 (s)

Fig. 3. Plot of the reward signal Rρ
2 (s)

In Fig. 4 we plot the average offset error measured obtained during the evalu-
ation episodes with six different reward signals: R0.005

1 , R0.05
1 , R0.5

1 , R0.005
2 , R0.05

2

and R0.5
2 . Regarding accuracy, the best results are obtained with R0.005

1 , and,
after 1, 000 episodes the controller is able to consistently provide an average er-
ror under 0.05m. The use of Rμ

1 with a wider bell does not improve the time
needed to learn and, in fact, R0.5

1 obtains the worst results. However, using R0.5
2

the agent is able to learn faster than with ρ = {0.005, 0.05} and at the end
of the learning, the results are rather similar. Our results encourage the use of
bell-shaped reward functions tightly delimiting the tolerance range.
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Fig. 4. Experiment A: average offset error of the controller during the learning process
with different reward signals.
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Fig. 5. Experiment B: average offset error of the controller during the learning process
for different values of nf

4.2 Experiment B: Sensitivity to Number of Features

Using R0.005
1 as the reward function, we next test different numbers of features

to represent the value function and the policy: nf = { 10, 25, 50 , 75, 100 }.
The number of features has direct impact on the number of times each value
in vector θ is updated, the less features, the more updates. The results plotted
in Fig. 5 confirm that, with less features, the learning rate is faster at earlier
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states of the process. With nf = 10, the average offset error falls bellow 0.06m
faster than with any other value, but as the learning process goes on, there is a
damped divergence of the results. In general, the best results are obtained with
nf = {25, 50}.

4.3 Experiment C: Sensitivity to Learning Gain

Using R0.005
1 and nf = 50, we have tested different learning gains

α = {0.005, 0.025, 0.05, 0.075, 0.1}. Results are plotted in Fig. 6. Lower values of
α result in a higher average offset error. From values 0.05 to 0.1, though, the
difference is negligible. At the end of the learning process, the errors are within
the range [0.041, 0.067].
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Fig. 6. Experiment C: average offset error of the controller during the learning process
for learning gains

5 Conclusions

Actor-critic methods offer an alternative to traditional control approaches, such
as standard PID controllers, and they are expected to require less expertise and
effort from the designer than the latter in order to produce an acceptable con-
troller in feedback control problems. In this paper, we have conducted several
experiments on a feed drive computational model so as to assess the sensitivity
of the state-of-the-art CACLA algorithm to sub-optimal learning parameter set-
tings: the reward signal, the number of features used to represent both the value
functions and the policy, and the learning gain. Results show that, except from
some extreme parameter settings, the majority of configurations produce simi-
lar results. Future works may be addressed to compare the usability of CACLA
and traditional approaches such as double-loop PID controllers, carrying more
extensive experiments with groups of users with different profiles.
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The use of RL methods to learn feedback controllers is a rather novel applica-
tion and, because the literature lacks extensive empirical experiments, we expect
more papers to be published before they become a real alternative to traditional
control methods.
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Abstract. Nowadays, wind energy has an important role in the chal-
lenges of clean energy supply. It is the fastest growing energy source with
a increasing annual rate of 20%. This scenario motivate the development
of an optimization design tool to find optimal layout for wind farms.
This paper proposes a mathematical model to find the best electrical
interconnection configuration of the wind farm turbines and the substa-
tion. The goal is to minimize the installation costs, that include cable
cost and cable installation costs, considering technical constraints. This
problem corresponds to a capacitated minimum spanning tree with ad-
ditional constraints. The methodology proposed is applied in a real case
study and the results are compared with the ground solution.

Keywords: Distribution networks, wind farm, optimization, capacitated
minimum spanning trees, hop-indexed formulations.

1 Introduction

Most part of wind farms are constituted by a significant wind turbines number,
interconnected by wired networks. Planning and design the internal distribu-
tion system configuration and finding the best location for the substation has
been made, until recently, using traditional engineering solutions, with little con-
cern for their optimization. In order to find the best solution to this problem is
necessary to conduct detailed technical and economic studies, where the main
objectives are the network costs and energy losses reduction. Network configura-
tion for loss reduction is a highly complex combinatorial, non-differentiable and
constrained optimization problem. This is due to the high elements number in
the distribution network, and due to the non-linear constraints characteristics
used to model the electrical behavior of the system [1].

Several categories of network reconfiguration techniques for loss reduction are
identified in [2]. Due to the non-linear characteristics of the network behavior

� This work is supported by National Funding from FCT - Fundação para a Ciência
e a Tecnologia, under the project: PEst-OE/MAT/UI0152.
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the use of heuristic techniques are often used to solve the problem addressed, as
is the case of [3–6]. These models use rules based on empirical knowledge, that
help the algorithm development to obtain satisfactory solutions.

Other authors, [7, 8] solve the problem using neural networks. In 1992, Nara
[9] applied GA to the network reconfiguration problem. This work uses a binary
codification to represent the arc branch number that identify the switch that
is normally open. Other works based on evolutionary computing using genetic
algorithms [1, 10–15], particle swarm optimization [16], ant colony optimization
[17] and simulated annealing [18]. Evolutionary computing are efficient opti-
mization techniques to tackle the problem of global wind farms optimization by
considering the turbines layout and electrical network configuration as a whole.

Several methods have been employed on the study of substation optimization
planning such as the classical optimization branch-and-bound [19], and other
based on Voronoi diagrams [20].

Despite heuristic algorithms obtain good results does not guarantee that they
will find the global optimum. Therefore, the paper proposes a mathematical
formulation to obtain the electrical network connections in order to minimize
the installation cost, considering several cables type with different cross sections.
Some operating constraints described in [1] were taken into account. Radial
network constraint, node voltage constraint, branch current stability constraint
and Kirchoff’s current and voltage laws are examples of such constraints. A
cardinality constraint was included to bound the maximum number of turbines
linked in a branch-line.

The paper is divided in 5 sections. Section 2 presents the case study, em-
phasizing some concepts related with the transmission lines, relationships which
allow to calculate the voltage drop in the distribution network branches. The
mathematical formulation of the problem is presented in Section 3 and the com-
putational results are discussed in section 4. Finally, Section 5 draws the main
conclusions.

2 Wind Farm Case Study

In this section a case study is presented where the location of the substation
and wind turbines are previously known. The algorithm finds out the optimal
configuration of the distribution network. Additionally, the obtained solution is
compared with the field implementation.

2.1 Branch Current Stability Constraint

One major constraint taken into account is the maximum number of wind tur-
bines that can be connected in parallel on the same line-branch. Therefore, the
core cables type (copper or aluminum) and the largest section used must be
taken into account. The current capacity that the cable can safely carry con-
tinuously (current rating of the cable: table 1) must be satisfied. Moreover, the
maximum permissible voltage drop in entire path (e.g. 5%) must be satisfied.
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Table 1. Characteristics of unipolar cables (LXHIOV) 12/20kV

Cross section Max. Current, Price
(mm2) Iz (A) (e/m)

25 122 4.50
35 144 5.30
50 170 6.80
70 209 7.12
95 249 7.98
120 283 8.70
150 316 12.77
185 357 13.23
240 413 14.89
300 463 17.50
400 526 21.09
500 592 23.77

The rated power of all wind turbines is Pr = 2MW and are interconnected by
a U = 20kV grid. Usually, most of wind turbines, allows to control power factor
between 0.95(c) to 0.95(i), over the entire range of power. Therefore, the power
electronics is an alternative to capacitors banks, since it allows to regulate the
power factor up to a certain level.

It was considered networks with unity power factor, tan(ϕ) = 0, in order to
check the amount of reactive power consumed, since it corresponds to the rated
current drawn by each turbine that is given by equation (1).

Ir =
Pr√

3 · U · cosϕ =
2 · 106√

3 · 20 · 103 · 1 = 57.735A (1)

The largest size cables used are Aluminum cables (LXHIOV) with a cross
section of 500mm2 and have a maximum permissible current in the steady state
about Iz = 592A. This means that, under these conditions, a path can connect
up to Q = 10 wind turbines, which corresponds to Ibranch = 577.35A. Always
considering the criteria defined above, where the larger currents must travel by
the shortest path (see Fig. 1).

Gn

Tn

G1

T1

G2

T2

To substation

Pn= 2MWPn= 2MWPn= 2MW

0,4/20 kV 0,4/20 kV0,4/20 kV

I1= 57,7 AI2= 115,4 AIbranch

Fig. 1. Current branch drawn by wind turbines
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2.2 Cost Function

The mathematical model to optimize the electrical network configuration of a
wind farm aims to minimize the infrastructure cost wich takes into account
the investment cost for building the network that includes the cables and their
installation. The function used to evaluate the installation cost is given by (2),
where Lk is the length of branch k, Ck is the total installation cost, which
includes the cable and ditch cost, and n is the electrical connections number.

Z =
n∑

k=1

CkLk (2)

3 Mathematical Formulation

The location of turbines and substation are previously known. LetN ={1, . . . , n}
be the set of nodes corresponding to the turbines and 0 be the substation node.
In order to obtain the cheapest electrical configuration, an undirected complete
graph G = (N0, E) is considered, where N0 = {0} ∪ N is the set of nodes and
E = {{i, j}, i, j ∈ N0, i �= j} is the edge set, i.e., the electrical branches set
between the turbines and the substation. Associated with each edge e = {i, j} ∈
E there is a nonnegative cost ce which depend on its length and on the number
of nodes in subtree pending from this link. The goal is to find the minimum
spanning tree i.e. the spanning tree T = (N0, ET ) in G, with ET ⊆ E , of least
cost C(T ) =

∑
e∈ET

ce, considering an additional constraint stating that the
number of nodes in every proper subtree is not greater than a given number, Q.
Thus, the number of descendants of each node in N , including itself, is at most
Q and the substation, node 0, is the root node of the tree. This problem refer
to the Capacitated Minimum Spanning Tree Problem (CMSTP).

It is well-known that in network design problems better formulations can
be obtained by considering directed graphs (see, for instance, [21]). Therefore,
it is considered the corresponding directed graph, G′ = (N0,A) with arc set
A = {(i, j), i, j ∈ N0, i �= j}, where each edge e = {i, j} ∈ E is replaced with
two arcs, arc (i, j) and arc (j, i) with the same cost as the original edge. It is
also assumed that, in any feasible solution, the arcs are directed outward from
the root and any edge {0, i} ∈ E is replaced by only one single arc (0, i) ∈ A .

In this paper, it is proposed a mathematical formulation for the problem
which is based on the Hop Index Single-flow Formulation, HSCF, for the CMSTP
studied in [22].The root node, 0, serves as a source node that must send one unit
of flow to every other node. In the hop-formulation models it is considered an
‘hop’ index. An arc (i, j) is in position t if the path between the root and node
j has exactly t hops.

In order to formalize the mathematical model consider the additional notation.
Let nc be the number of different cables sizes; cc ∈ R

nc be the array with
cables price (e/m); Iz ∈ R

nc the array with maximum current capacity al-
lowed for each cable type (A); �ij the distance between nodes i and j, with i,
j ∈ N0, (m).
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The following decision variables are considered:

1. For each t = 1, . . . , Q, i ∈ N0, j ∈ N with i �= j, let:

– xtij =

{
1 if arc (i, j) is in the optimal solution in position t
0 otherwise

.

– ytij ∈ IN the amount of flow on arc (i, j) if this arc is in position t.

– Ibjit
∈ R the current intensity through arc (j, i) in the direction of the

substation, node 0, if this arc is in position t.

2. For each i ∈ N0, j ∈ N , with i �= j, and k = 1, . . . , nc, let:

– akji ∈ {0, 1} the scalars in the definition of the cable price of arc (j, i).

By the definition of flow variables, if arc (i, j) is in the optimal solution in
position t, then the number of nodes in the subtree pending from node j ∈ N
is ytij . For each arc (i, j) in the solution at position t (xtij = 1), with i ∈ N0 and
j ∈ N , the current intensity through the cable from j to i in direction to the
root node (substation) is given by:

Ibjit
=

∑
k∈N0

ytkj · I. (3)

The value of current intensity in a arc will select the used cable type. If the
current intensity in a arc, Ibjit

, has e.g. a value between 209 and 249A then
the cable with cross-section of 95mm2 or greater should be chosen to hold the
current intensity (see Table 1). Currents, Ibji , greater than 592A are not allowed
thereby limiting by Q = 10 the turbines number linked together in a line-branch.
This is assured by the following conditions:

Ibji
≤ a1ji · Iz(1) +

nc−1∑
k=1

(Iz(k + 1)− Iz(k)) · ak+1
ji , i ∈ N0, j ∈ N (4)

and

nc∑
k=1

akji ≤ nc ·
Q∑
t=1

xtij , ak+1
ji ≤ akji, i ∈ N0, j ∈ N , k = 1, . . . , nc − 1 (5)

The problem can be formulated as follows.

min
∑
i∈N0

∑
j∈N

20�ij ·xij +3�ij ·
(
a1ji · cc(1) +

nc−1∑
k=1

(cc(k + 1)− cc(k)) · ak+1
ji

)
(6)
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subject to

Ibjit
≤ Iz(nc) · xtij i ∈ N0, j ∈ N , t = 1, . . . , Q (7)

Ibjit
≥

∑
k∈N0

ytkj · I − Iz(nc)(1− xtij) i ∈ N0, j ∈ N , t = 1, . . . , Q (8)

Ibjit
≤

∑
k∈N0

ytkj · I + Iz(nc)(1− xtij) i ∈ N0, j ∈ N , t = 1, . . . , Q (9)

Ibjit
≤ a1ji · Iz(1) +

nc−1∑
k=1

(Iz(k + 1)− Iz(k)) · ak+1
ji i ∈ N0, j ∈ N , t = 1, . . . , Q

(10)

ak+1
ji ≤ akji i ∈ N0, j ∈ N , k = 1, . . . , nc − 1

(11)

nc∑
k=1

akji ≤ nc ·
Q∑
t=1

xtij i ∈ N0, j ∈ N (12)

Q∑
t=1

∑
i∈N0

xtij = 1 j ∈ N (13)

∑
i∈N0

ytij −
∑
i∈N

yt+1
ji =

∑
i∈N0

xtij j ∈ N , t = 1, . . . , Q− 2 (14)

∑
i∈N0

yQ−1
ij +

∑
i∈N

yQij −
∑
i∈N

yQji =
∑
i∈N0

xQ−1
ij +

∑
i∈N0

xQij j ∈ N (15)

xtij ≤ ytij ≤ (Q− t+ 1) · xtij i ∈ N0, j ∈ N , t = 1, . . . , Q (16)

xtij ∈ {0, 1} i ∈ N0, j ∈ N , t = 1, . . . , Q (17)

The objective function (6) corresponds to minimization of the total costs. The
first term 20�ij · xij represents the ditch cost, which is 20e per meter, and the
second term represents the cost of three-phase cables.

Constraints (7)-(9) assure that if an arc (i, j) is in the solution in position t, the
current intensity on (j, i) is given by equation (3), otherwise is zero. Constraints
(10)-(11) set values for the scalars akij , to guarantee that the selected cable type
satisfies the maximum limits on current intensity. Constraints (12) assure that
the scalars will be zero for a cable not present in the optimal solution. These
constraints correspond to (4) and (5).

Constraints (13)- (17) refer to the CMSTP. Constraints (13) assure that each
node is in the solution. Constraints (14) and (15) model flow balance at nodes.
Constraints (14) state that if a node j is in the position t = 1, . . . , Q − 2
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( i.e., there exist an arc in position t converging into that node), then the flow
comes into that node through an arc in position t and the flow leaving that
node follows along arcs in position t+1. Constraints (15) are the previous set of
constraints but refer to position Q−1. The coupling constraints (16) ensure that
it is possible to send flow throughout the arc only if the arc is in the solution
and state that the maximum admissible value of the flow in each arc decreases
with its position in the solution. The biggest value is Q for the arcs that come
from the root. Constraint (17) establish binary value for the design variables.

4 Case Study and Results

The proposed model was applied to the Montalegre wind farm, located in the
north of Portugal, constituted by n = 25 wind turbines and one substation. The
obtained optimal solution is therefore compared with the ground solution. In
computational experiments was considered nc = 12 cable sizes (see Table 1).

To solve the model, a branch and bound method is applied using the Xpress 7.2
software (available on http://www.fico.com/Xpress). Computations were per-
formed on a computer i5-2500 3.3GHZ/3.7 Turbo with 8GB RAM.

The model has 23175 variables and 34525 constraints and the algorithm
stopped 14 hours later with a gap of 5.6%. Should notice that although the
execution time is large, this effort is made only once, during the construction
phase of the wind farm.

Table 2. Parameters of Montalegre wind farm layout: (a) Optimization design; (b)
Ground design

Branch I Section Length
(A) (mm2) (m)

(7,0) 404.145 240 1415.900
(15,0) 461.880 300 118.418
(16,0) 577.350 500 23.770
(6,7) 346.410 185 432.312

(14,15) 404.145 240 584.520
(17,16) 57.735 25 711.113
(18,16) 461.880 300 1733.09
(13,14) 346.410 185 252.189
(19,18) 404.145 240 595.856
(5,6) 288.675 150 637.157

(12,13) 288.675 150 248.584
(20,19) 346.410 185 589.028
(4,5) 230.940 95 282.529

(11,12) 230.940 95 246.702
(21,20) 288.675 150 252.085
(3,4) 173.205 70 254.686

(10,11) 173.205 70 248.452
(22,21) 230.940 95 251.863
(1,3) 115.470 25 249.154
(9,10) 115.470 25 310.728
(23,22) 173.205 70 804.568
(2,1) 57.735 25 415.041
(8,9) 57.735 25 253.217

(24,23) 115.470 25 606.158
(25,24) 57.735 25 247.838

Branch I Section Length
(A) (mm2) (m)

(7,0) 404.145 300 1415.900
(13,0) 173.205 240 928.313
(15,0) 288.675 240 118.418
(16,0) 115.470 120 369.770
(18,0) 461.880 300 2031.490
(6,7) 346.410 300 432.312

(11,13) 115.470 120 495.262
(14,15) 230.940 240 584.520
(17,16) 57.735 120 711.113
(19,18) 404.145 300 595.856
(5,6) 288.675 300 637.157

(10,11) 57.735 120 248.452
(12,14) 173.205 240 500.34
(20,19) 346.410 300 589.028
(4,5) 230.940 240 282.529
(9,12) 115.470 120 745.544
(21,20) 288.675 240 252.085
(3,4) 173.205 240 254.686
(8,9) 57.735 120 253.217

(22,21) 230.940 240 251.863
(1,3) 115.470 120 249.154

(23,22) 173.205 120 804.568
(2,1) 57.735 120 415.041

(24,23) 115.470 120 606.158
(25,24) 57.735 120 247.838
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Fig. 2. Montalegre wind farm layout: (a) Optimization layout; (b) Ground layout
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The wind farm layout obtained is illustrated in Fig. 2(a). The current, the
cross-section and the length for all branches presented in the optimal solution are
shown in Table 2(a). In order to compare with the ground solution, Fig. 2(b) and
Table 2(b) present the correspondent layout and parameters. The main configu-
ration difference, between both solutions, is the replacement of two branch-lines
10− 11− 13− 0 and 8− 9− 12− 14− 15− 0, in the ground solution, by only one
branch-line 8 − 9 − 10− 11 − 12− 13 − 14− 15− 0. Moreover, in the obtained
optimal solution the peripheral wind turbines are connected by thinner cables.
The total cost was 833875e and 660245e for the the ground solution and the
obtained optimal solution, respectively. The optimization model leads to a safely
network design with 30% cost reduction.

5 Conclusion

In the present study, a mathematical model to optimize the design of electrical
connections between turbines and the substation in wind farms was presented.
The goal is to minimize the investment costs that include cable cost and cable
installation costs. The cable cost depend on its cross-section area which must
safely carry the current intensity. This problem could be modeled as a minimum
spanning tree problem.

One of the major constraint taken into account is the bound of the maximum
number of wind turbines that can be connected in parallel on the same line-
branch due to the constraints of the physical cable available. These additional
constraints lead to a capacitated minimum spanning tree problem. An Hop Index
Single-flow formulation was considered, once by the computational experiments
made with other approaches, this formulation was the one that achieved better
results.

The method was applied to a real wind farm, Montalegre, located in the north
of Portugal. The results show that the use of the optimization method proposed
is a very useful tool. In the case study, the method leads to a 30% reduction on
the total costs, when compared with the ground solution. Other studies applied
heuristics methods to the problem of turbine placement in wind farm. However,
it should be noted that the presented approach reaches optimal solutions.
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Abstract. The half wave rectifier with a capacitor filter circuit is a
typically non-linear case of study. It requires a hard work to solve it on
analytic form. The main reason is due to the fact that the output voltage
comes alternatively from the source and from the capacitor. This study
describes a novel intelligent model to obtain the time when the changes
of the sources occur. For the operation range, a large set of work points
are calculated to create the dataset. To achieve the final solution, several
simple regression methods have been tested. The novel model is verified
empirically by using CAD software to simulate electronic circuits and by
analytical methods. The novel model allows to obtain good results in all
the operating range.

Keywords: Single phase wave rectifier, capacitance filter, neural
networks.

1 Introduction

Since semiconductors emerge in electronic field, one of the most researched cir-
cuits has been the rectifier. It is well-known that the function of the rectifiers,
in general terms, is to obtain a continuous signal from an alternate signal [1].
These circuits are very common in applications like DC power supplies [2], peak
signal detectors [3], and so on.

The basic rectifier is one of the most traditional circuits to learn electronic in
the first courses [4]. Despite this, this type of schema could be not easy to solve
and obtain its parameters. Fundamentally, the difficulty depends on: the number
of phases of the source, the characteristics of the load and if it is controlled or a
not controlled type [1].

A more specific example of this fact is the half wave rectifier with a capacitor
filter. Due to the capacitive component added to a resistive load, the voltage
has a less ripple wave [1]. Then the output voltage comes alternatively from
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Advances in Intelligent Systems and Computing 239,
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the source and from the capacitor [2]. The main problem is to know the time
where the diode is in conduction (source provides the power to the load) or
not (capacitor provides the power) [2]. As would be seen in the ’Case of study’
section, this type of rectifier is not easy to solve in analytical form, due to the
non-linear nature of its topology [3].

The knowledge of experts is used to create rule based systems models [5, 6].
Human experts extract rules from a system operation and then they structure it
according to the system performance [5]. These methods allow to develop models
to emulate the expert’s behavior in a certain field [5, 7], and have been one of
the most used methods in both research and operation [7].

The traditional regression methods are based on Multiple Regression Analysis
(MRA) methods [8]. MRA-based methods are very popular among others be-
cause of their applications in many different fields [9, 10]. It is well-known that
these methods have limitations [8, 11]. With the aim of solving these limitations,
regression methods based on Soft Computing techniques have been proposed
[12–17]. Taking into account this fact, a novel approach is proposed in this re-
search. Therefore a novel Intelligent Model has been developed based on rules
and Soft Computing techniques. The model allows obtaining the angles where a
diode is conducting or not on the half wave rectifier with a capacitor filter cir-
cuit. Many Soft Computing techniques [18] have been tested in order to obtain
the best fitness of the created model.

The rest of the paper is organized as follows: section 2 presents a brief descrip-
tion of the half wave rectifier with a capacitor filter is exposed. Then, the novel
approach is presented in section 2.2. Section 3 describes the data set to achieve
the model, and the intelligent regression techniques tested in this study to com-
plement the experimental rule-based system. The results for the tested methods
are described in section 4; and conclusions and future works are exposed at the
end of the paper.

2 Case of Study

2.1 Half Wave Rectifier with a Capacitor Filter Circuit

The half wave rectifier with a capacitor filter circuit is shown in figure 1. The
resistance R in parallel with capacitor filter C is fed for the voltage source V via
diode D. The purpose of the capacitor is to reduce the variation in the output
voltage, making it more like DC Power. The resistance represents a load and
the capacitor represents a filter which is part of the rectifier circuit.

As the source decreases after the sinusoid peak, the capacitor discharges into
the load resistor. Just at the same point, the voltage of the source becomes less
than the output voltage, then the diode turns off, and the output voltage is a
decaying exponential. The point where the diode turns off (ωt = θ) is determined
by comparing the rates of change of the source and the capacitor voltages (figure
2). The angle, at which the diode turns on in the second period (ωt = 2π + α),
is the point where the sinusoidal source reaches the same value as the decaying
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Fig. 1. Half wave rectifier with a capacitor filter circuit

Fig. 2. Source and load voltage

exponential output. θ is obtained by equation 1, where ω is the frequency, R is
the resistive value of the load and C is the capacitive value of the filter.

Two are the possibilities to obtain α value measured since 2π instant:

The first one is when the capacitor discharge totally before the next positive
period of the input source, the way to calculate the angle α is to use the equation
2. In this case the sign angle is negative.

The second one is obtained by solving the nonlinear equation 3.In this case
the sign angle is positive.

θ = −tan−1 (ωRC) + π (1)

α = 2π − θ + ωRCln 1

1000sin (θ)
(2)

sin (α)− (sin (θ)) e
−(2π+α−θ)

ωRC = 0 (3)

Figure 3 shows partially the operation range. On it, it is possible to appreciate
two different regions depending of the α sign angle.
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Fig. 3. Dataset to calculate α’s model

Figure 2 shows the source voltage (dots in red) and voltage in the load (con-
tinuous line in green). As can be shown in figure 2, the output voltage in the
load is like DC Power but with a ripple voltage. θ and α instants are specified
at figure 2.

As there is not any analytical solution for the equation 3, it is necessary to
use numeric methods to solve the equation as the one mentioned before [1, 2].

2.2 Novel Approach

The general schema of the proposed topology where the novel Intelligent Model
is used to obtain the value of angles is illustrated in figure 4.

Fig. 4. General schema

As can be seen in figure 4, the model has two inputs: the resistor value and
the capacitor value. The model provides the start discharge angle when diode
turns off (θ) and the stop discharge angle when diode turns on (α).

The internal layout of the general schema is shown on figure 5. In figure 5 are
identified the different parts of the proposal in a diagram block form. The novel



Intelligent Model for Capacitor Filter Rectifier 125

approach has four blocks whose inputs are the same of the general schema (resis-
tive value and the capacitive value of case of study). One of them is an Artificial
Neural Networks (ANN) to obtain the α angle when it has a positive value (like
non linear equation 3). Two of them are functions: the first one to obtain the θ
angle according with equation 1, and the second one is to obtain α angle when it
has a negative value according with equation 2. The fourth block, with the help of
the multiplexer, that makes possible to choose between the blocks to obtain the
α angle depending of its sign.

Fig. 5. Internal layout of the general schema

3 Model Approach

3.1 Used Techniques

The techniques tested in the study to select the best one, are described as follows.

Artificial Neural Networks (ANN): Multilayer Perceptron (MLP). A
multilayer perceptron is a feedforward artificial neural network [18]. It is one
of the most typical ANNs due to its robustness and relatively simple structure.
However the ANN architecture must be well selected to obtain good results.

The MLP is composed by one input layer, one or more hidden layers and
one output layer, all of them made of neurons and with pondered connections
between neurons of each layer.
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Polynomial Regression. Generally, a polynomial regression model [18] may
also be defined as a linear summation of basis functions. The number of basis
functions depends of the number of inputs of the model, and the degree of the
polynomial used.

With a degree 1, the linear summation could be defined as the one shown in
equation 4. The model becomes more complex as the degree increases (equation
5 shows a second degree polynomial for the model).

F (x) = a0 + a1x1 + a2x2 (4)

F (x) = a0 + a1x1 + a2x2 + a3x1x2 + a4x
2
1 + a5x

2
2 (5)

Support Vector Regression (SVR), Least Square Support Vector Ma-
chine (LS-SVM). Support Vector Regression is a modification of the algorithm
of the Support Vector Machines (SVM) for classification. In SVR the basic idea
is to map the data into a high-dimensional feature space F via a non linear
mapping and to do linear regression in this space [19].

Least Square formulation of SVM, are called LS-SVM. The approximation
of the solution is obtained by solving a system of linear equations, and it is
comparable to SVM in terms of generalization performance [20]. The application
of LS-SVM to regression is known as LS-SVR (Least Square Support Vector
Regression) [21]. In LS-SVR, the insensitive loss function is replace by a classical
squared loss function, which constructs the Lagragian by solving a linear Karush-
Kuhn-Tucker (KKT).

Logistic Regression. The logistic regression is one of the most simplex algo-
rithm used to classify [22]. As in the Intelligent Model described in this contri-
bution has two different parts, it was necessary to make a classification of the
samples to decided the model used to calculate the value of α angle.

The results of this classification is showed in table 4 in section ’Results’.
The decision to used this method respond a principle of simplification and less
computing requirements.

3.2 Case of Study

The values of the resistor load went from 0.1Ω to 1MΩ. As this range is quite big,
the values were not taking in a linear distribution; instead of that, 5 subranges
were created with deferents steps each one (table 1).

In the same way, the values of the capacitor filter went from 1nF up to 1mF .
This range was not as large as the resistor’s one, but it was also sub-divided in
3 subranges (table 2).

Whit this ranges of values, all typical working points of a rectifier are covered.
Several scripts were implemented and used to calculate the starting point of
the capacitor charge (angle θ), and the final angle of the capacitor discharge
(angle α).
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Table 1. Ranges used for the load value

Initial value Final value Step size

0.1Ω 100Ω 1Ω
100Ω 1kΩ 10Ω
1kΩ 10kΩ 100Ω
10kΩ 100kΩ 1kΩ
100kΩ 1MΩ 10kΩ

Table 2. Ranges used for the capacitor filter value

Initial value Final value Step size

1nF 100nF 1nF
100nF 1μF 100nF
10μF 1mF 10μF

The calculation of the starting point is easy, because it’s only necessary to
apply the formula showed in equation 1.

Instead of the first angle, the stop discharging angle is calculated with two
different formulas depending on the predicted sign of this angle (equations 3 and
2). One of these formulas is a non linear equation, and its solution is achieved
by an iteration method. The number of iterations necessaries depends on the
desired precision. In this study, the precision is set to ±0.01 rad, enough for
the propose of this study, and better than the normal tolerance of the typical
components.

3.3 Dataset Conditioning

For obtaining the proposed model, it has been used a dataset which has 2 inputs
variables (resistor load, and capacitor filter) and 2 outputs variables (θ and α
angles). In figure 3 it is possible to see the difference depending on the sign of
the angle α. That is the reason why it is necessary to use a classification system
to calculate the value of this angle.

The dataset with a total of 139200 samples, has been divided into two dataset,
training dataset (92800 samples, two thirds of the original dataset), and test
dataset (46400 samples, one third of the original dataset).

Each model has been trained and later evaluated with the test dataset, in
terms of the MSE (Mean Square Error).

4 Results

Once the models were trained, they were tested getting the results shown on
tables 3 and 4 in terms of MSE.

The best result with ANN were achieved using only one hidden layer in each
neural network, with an hyperbolic tangent, with 9 neurons in this hidden layer.
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With polynomial regression, best results were obtained with a 6 degree poly-
nomial model. The best result with LS-SVR was achieved with parameters:
γ = 1.8324 e7 and σ2 = 2.0342.

Based on the obtained results (tables. 3), it is possible to conclude that the
best models are ANN using 9 and 10 neurons in the hidden layer. LS-SVR is
also getting good results (see table 3). The main reason to choose ANN is due
to the required optimization process of LS-SVR for getting the best parame-
ters (γ, σ) necessary for the training process, but once it has been trained, the
computational cost is the same as for ANN.

Table 3. MSE of the different tested regression models

α > 0

ANN 12 0.0097
ANN 11 0.0086
ANN 10 0.0080
ANN 09 0.0014
ANN 08 0.0916

Poly 08 0.0422
Poly 07 0.0792
Poly 06 0.0036
Poly 05 0.0959

LS-SVM 0.0049

The best results to classification technique are obtained using a regularization
constant with a value of 0.8. The confusion matrix for the training is shown in
table 4.

Table 4. Confusion matrix of the classification

α < 0 (real) α > 0 (real)

α < 0 15342 118
(test) 66.11% 0.56%
α > 0 262 30678
(test) 0.25% 33.06%

5 Conclusions

With the novel intelligent model approach achieving very good results in general
terms, getting the instants when the output voltage comes from the source or
from de capacitor. With this proposal created based on intelligent techniques
and rules is not necessary to solve the non-linear equation, both analytically or
simulation.
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As can be seen in ‘Results’ section, the best graphical adjustment of the
objective data is obtained with ANN, where the MSE has a value of 0.0014. Other
techniques allow good results like LS-SVM or Polynomial regression. With any
of them, the time would be obtained, among others because the real components
have normally tolerances bigger than 1%.
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Abstract. This paper investigates the contribution of formants and prosodic  
features like pitch and energy on automatic speech recognition system perfor-
mance in mobile networks especially the GSMEFR (Global System for Mobile 
Enhanced Full Rate) codec.The front-end of the speech recognition system 
combines feature extracted by converting the quantized spectral information of 
speech coder, prosodic information and formant frequencies. The quantized 
spectral information is represented by the LPC (Linear Predictive Coding) coef-
ficients, the LSF (Line Spectral Frequencies) coefficients, the approximation of 
the LSF's to the LPC Cepstral Coefficients (LPCC’s) that are the Pseudo Cep-
stral Coefficients (PCC) and the Pseudo-Cepstrum (PCEP) coefficients. The 
achieved speaker-independent speech recognition system is based on Conti-
nuous Hidden Markov Model (CHMMs) classifier. The obtained results show 
that the resulting multivariate feature vectors lead to a significant improvement 
of the speech recognition system performance in mobile environment,  
compared to speech coder bit-stream system alone.  

Keywords: ASR,GSMEFR, CHMM, ARADIGIT, bit-stream, Formant, Pitch. 

1 Introduction 

Automatic Speech Recognition (ASR) over Mobile networks has attracted various 
research activities since the latter decades. Speech is the most important means of 
interpersonal communication, machines and computers can be operated more conve-
niently with the help of automated speech recognition and understanding.  However, 
there are several   degradation sources on the performances of speech recognition 
system over mobile communication networks. The  ASR performance degradation 
include distortion from low-bit-rate speech coders employed in the networks and the 
distortions arising from transmission errors occurring over the associated communica-
tion channels.The speech coder can compress speech signal with near transparent 
quality from a perceptual point of view; the performance of an ASR system using the 
decoded speech can degrade relative to the performance obtained for the original 
speech. This paper addresses the effect of GSMEFR speech coder on speech recogni-
tion performance. We have used two variants of extraction parameters, the first based 
on the quantized spectral information bit-stream-based technique. Its parameters are 
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LPC, LSF, the approximation of the LSF coefficient to the LPC Cepstral Coefficients 
(LPCC’s) that are PCC (Pseudo-Cepstral Coefficients) and Pseudo-Cepstrum (PCEP) 
coefficients. The second variant combines the auxiliary parameters and the quantized 
spectral information (bit-stream-based technique). We can refer to many works that 
tried to improve the robustness of ASR system by using several streams of features 
that rely on different underlying assumptions and exhibit different properties. Formant 
and auditory-based acoustic cues are used together with MFCC in [1]. In [2], [3], a 
multi-stream approach is used to combine MFCC features with formant estimates and 
a selection of acoustic cues such as acute/grave, open/close, tense/lax, etc. Pitch has 
been also taken into account in many works for the recognition of tonal languages[4], 
[5]. For the same purpose, many works in audio-visual domain have investigated the 
contribution of the visual information on the acoustic recognition system in noisy 
environments [6], [7].This work aims to improve ASR system over mobile networks 
by using a combination of auxiliary parameters that are the first three formant  
frequencies, frames energy, the pitch and the quantized spectral information (bit-
stream-based technique). The implemented speech recognition system is based on the 
Continuous Hidden Model Markov (CHMM) probabilistic classification model. Our 
experiments are done on the ARADIGIT database [8]. This paper is organized as 
follows: after this introductive section 1; the GSMEFR codec is presented in section 
2; the developed speech recognition system is presented in section 3; the features 
extraction in section 4 ; the experimental results are given in section 5. Finally,  
conclusion and future work are summarized in section 6.  

2 GSM Speech Coders  

There exist three different speech coders standardized for use in GSM communication 
networks. They are referred to as the Full Rate, Half Rate and Enhanced Full Rate 
GSM coders. Their corresponding European Telecommunications Standards are the 
GSM 06.10, GSM 06.20 and GSM 06.60, respectively. These coders work on a 13 
bits uniform PCM speech input signal, sampled at 8 kHz. The GSM EFR speech cod-
er is based on the ACELP algorithm (Algebraic Code Excited Linear Prediction) [9]. 
In the ACELP speech synthesis model, the excitation signal at the input of the 
short-term LP synthesis filter is constructed by adding two excitation vectors from 
adaptive and fixed (innovative) codebooks [10]. The speech is synthesized by feeding 
the two properly chosen vectors from these codebooks through the short-term synthe-
sis filter. The optimum excitation sequence in a codebook is chosen using an  
analysis-by-synthesis search procedure in which the error between the original and 
synthesized speech is minimized according to a perceptually weighted distortion 
measure. The speech coding (source coding) bit-rate is 12.2 Kbit/s and for channel 
coding (error protection) 10.6kbit/s bit-rate is used, resulting in 22.8 Kbit/s channel 
bit-rate [11][12]. In each 20 msec speech frame, 244 bits are produced, corresponding 
to a bit rate of 12.2 Kbit/s.The function of the decoder consists of decoding the trans-
mitted parameters (LSF parameters, adaptive codebook vector, adaptive codebook 
gain, fixed codebook vector, fixed codebook gain) and performing synthesis to obtain 
the reconstructed speech.   
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3 Speech Recognition System 

Nowadays, ASR systems are primarily based on the principles of statistical pattern 
recognition, in particular the use of Hidden Markov Models (HMMs). The HMM is a 
powerful statistical method for characterizing the observed data samples of a discrete-
time series. The underlying assumptions for applying HMMs to ASR are that the 
speech signal can be conveniently characterized as a parametric random process and 
that the parameters of the process can be precisely estimated. The Markov model con-
cept is that, we have two superposed processes. One of them is observable (the se-
quence of observations), but the other one is “hidden” (sequence of states). In the same 
way as for Markov concept processes, it is possible to calculate the probability of a 
sequence of observations ToooO ......., 21=  of length T generated by an HMM, al-

though we will formally define them before the concept of HMM[13][14]. The archi-
tecture of a typical ASR system, depicted in Fig.1, shows a sequential structure of ASR 
including such components as speech signal capturing, front-end feature extraction and 
back-end recognition decoding. Feature vectors are first extracted from the captured 
speech signal and then delivered to the ASR decoder. The decoder searches for the 
most likely word sequence that matches the feature vectors on the basis of the acoustic 
model. The output word sequence is then forwarded to a specific application [15]. 
 
 
 

 
 

 

 
 
 
 
 

 

Fig. 1. Architecture of an ASR system 

4 Parameter Extraction 

Various features are used to characterize the speech word, and perform a speech rec-
ognition system, such as:  Mel Frequency Cepstral Coefficients (MFCC)[16], LSF, 
LPC, Linear Predictive CepstralCoefficients LPCC, Pitch, Energy and the Formants. 
In this work we have used two variants of parameterization. In the first variant we 
have used the parameters of the coder (LPC, LSF) and the approximation of the LSF’s 
to the LPCC’s that are PCC and PCEP. In the second variant,   we added the prosod-
ic parameters and formant.  
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4.1 Pitch 

There is actually a very wide variety of pitch extraction methods in published litera-
ture, although we will here describe one of the simpler, and more common methods 
used in speech coders. This method relies upon minimizing the mean-squared error 
between an LPC residual (containing pitch), and the reconstructed pitch signal result-
ing from the analysis. If E is the mean-squared error, e is the residual, then [17]: 

 { }
21-
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=

= ββ  (1) 

Where: 
 

β: is the pitch gain. 
M:is the pitch. 
N:  is the analysis window size. 
S(n): is the speech signal. 

4.2 Formant Frequencies 

The maximum of the spectral envelop represents the resonant frequencies of the vocal 
tract called: "formants". Which are the peaks in the frequency spectrum of speech that 
characterize vowels, vary considerably depending on the speaker and on the context 
of speech. The formant values change with different sounds; however, we can identify 
ranges in which they occur. For example, the first formant occurs in the range 200-
800 Hz [18] for a male speaker and in the range 250-1000 Hz for a female speaker. 

The poles of the )z(H are just the formants resonances. 
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Where ia  are the Linear Prediction (LP) coefficients. 

4.3 Energy 

Energy is defined as the variation of the signal amplitude caused by the force coming 
from the pharynx. The energy is given by [18]:  

 ∑
T

1=t

2)t(S
T

1
=E  (3) 

Where:  
 

 : is the speech signal. 
T:is the window signal size. 
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4.4 Mel-Frequency Cepstral Coefficient (MFCC) 

The power spectrum (that is, the magnitude spectrum squared) of the speech frame is 
found. Then, the power spectrum is filtered by a series of triangular shaped band pass 
filters. These filters are spaced uniformly on a non-linear frequency scale called the 
Mel scale, which is a psychoacoustic measure of pitches judged by human. The Mel 
scale is approximately linear to the linear frequency scale below 1 kHz and logarith-
mic above 1 kHz. The Mel scale can be calculated by equation (4) [19]. 

 .)
700

f
+1(log×2595 = (f)  Mel 10  (4) 

where f is the frequency in the linear scale and Mel f  is the resulting frequency in 
Mel-Scale. 

After the Mel filter bank, the filter outputs are compressed by the logarithmic func-
tion. Finally, the log filter outputs are decorrelated by discrete cosine transform 
(DCT) [19]. 

 

  (5) 

 
Where: 

: is the total number of filter banks. 
: is theenergy output of  j filter. 
:  is the number of coefficients MFCC. 
: are the n-th MFCC coefficients.   
 
This allows obtaining speech recognition parameters directly from the bit-stream 

transmitted to the receiver over digital mobile networks. This technique is based on 
the decoded speech to avoid the stage of reconstructing speech from the coded speech 
parameters. In this scenario, we are transforming the speech coding parameters to 
speech recognition parameters as introduced to the ASR systems [19]. 

4.5 Pseudo-Cepstral (PCC) 

The PCC parameters are computed directly from the LSF parameters. Mathematical 
manipulations and approximations allow it to be expressed in terms of the LSFs. The 
n-th PCC is given by the equation [20][21]: 

  (6) 

Where wi is the i-th LSF parameters. 
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Fig. 2. Feature extraction for ASR bit-stream and auxiliary parameters 

4.6 Pseudo-Cepstrum (PCEP) 

Using the mathematical expression of the PCC parameters, it is somewhat trivial to 
obtain the PCEP. They are derived from the PCC parameters by eliminating the term  
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The n-th PCEP parameters expression is given by [20][21]: 
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5 Experimental Results 

5.1 Databases 

The database used in this work is the ARADIGIT database. It consists of the 10 Arab-
ic digits spoken by 60 speakers of both sexes. This database was recorded by Algerian 

Speech 

 Signal 
 

First three  

Formants  

F1, F2, F3 

DecodingLSF Coefficient 

Energy   E 

Auxiliary  

Parameters 

ASR 

ASR 

LSF 

LSF/LPC 

LSF/PCC 

LSF/PCEP 

GSM EFR 

Encoder Bit-stream 
 

GSM EFR 

Decoder 

Speech  

Reconstituted Pitch 

Decoding 



 Prosodic Features and Formant Contribution for Speech Recognition System 137 

speakers aged between 18 and 50 years in a quiet environment. With an ambient noise 
level below 35 dB, in “.wav” file format, with a sampling frequency of 8 KHz. This 
database is divided into two corpuses, in speaker-independent mode: 

Train corpus: Consisting of 1200 speech files (words) pronounced by 40 speakers 
including the two sexes, where, each speaker repeats the 10 Arabic digits three times.  

Test corpus: Consisting of 600 speech files (words) pronounced by 20 speakers  
including the two sexes, where each speaker repeats the 10 Arabic digits three times.  

5.2 Recognition Accuracy Using Quantized Spectral Information (Bit-Stream) 

These experiments were conducted using CHMM of N=3 states the number of Gaus-
sian components is varied from 1 until 12, a set of HTK Hidden Markov Model Tool-
kit (ver. 3.3) [22]. The basic test consists of 600 words.  The frame length is 240 
samples. These experiences aim to study the influence of   the GSM EFR speech 
coder on the performance of the speech recognition system. These experiences are 
applied to transcoded   database represented by 12 MFCC coefficients and database 
coding bit-stream parameters, as produced by the channel decoder in a mobile cellular 
communications network represented by 10 LSF coefficients and its approximation 
10 for LPC, 12 for PCCand 13 for PCEP coefficients. The recognition results are 
given by the Recognition Accuracy (RA). 

 100×
N

S-D-N
=RA  (9) 

Where N is the total number of units (words), D is the number of deletion errors and S 
is the number of substitution errors.The obtained results are summarized in Table 1 
and Table 2. 

Table 1. Recognition results in (%) of transcoded speech GSM EFR 

Number of  
Gaussian 

 
1 

 
2 

 
4 

 
8 

 
10 

 
12 

RA (%) MFCC 66 77,50 77,83 75,83 76,67 74,67 

Table 2. Recognition results of quantized spectral information (bit-stream) 

Number of 
Gaussian 1  2 4 8 10 12 

RA (%)LPC 66,17 72,33 68,50 73,17 70,83 70,33 
RA(%)LSF 71,17 79,17 82,50 82,33 81,83 82,50 
RA(%)PCC 80,33 86,33 87,83 89,17 88,50 89,67 

RA(%)PCEP 81,83 87,33 88,17 87,50 87,67 88,50 

Table 1 and Table 2 show that, the speech recognition rate results respectively ob-
tained on GSMEFR ARADIGIT transcoded, and the GSMEFR ARADIGIT coding 
bit-stream. The results of Table 1 can be explained by the degradation of signal 
speech quality caused by the GSMEFR coder. The Table 2 represented the result of 



138 L. Bouchakour and M. Debyeche 

speech coding parameters called bit-stream. Its parameters are the LFS, LPC and the 
approximation of the LSF’s to the LPC Cepstral Coefficients (LPCC’s), that are PCC 
and PCEP. The transformation of speech coding parameters to speech recognition 
parameters motivated by the fact that ASR feature parameters are based on the speech 
spectral envelope and not on the excitation. The bit-stream parameters improved the 
performance of the system ASR comparison by the MFCC parameters.  

5.3 Recognition Accuracy Using Quantized Spectral Information (It-Stream) 
+ Auxiliary Parameters 

In this variant, we concatenate the quantized spectral information that are, the LSF, 
LPC, PCC and the PCEP coefficients with prosodic parametersthat are, theenergy 
frame, pitch and the first three formants (3Fi) Fig. 1. This parameters are referred by 
(LSF+ auxiliary parameters) is composed of 15 dimensional observation vectors. The 
LPC parameters are referred by (LPC+ auxiliary parameters) is composed of 15 di-
mensional observation vectors. The approximation of the LSF’s to the LPC Cepstral 
Coefficients (LPCC’s) that are PCC (Pseudo-Cepstral Coefficients) and PCEP (Pseu-
do-Cepstrum) are referred by (PCC+ auxiliary parameters) and   (PCEP + auxiliary 
parameters) their dimensions are respectively17 and 18. Table 3 summarizes the 
comparative results. 

Table 3. Recognition results of quantized spectral information (bit-stream) + auxiliary 
parameters 

Number of Gaussian 
1 2 4 8 10 12 

RA  LPC  
+ auxiliary parameters  

 
83.5 % 

 
88.17% 

 
90.17% 

 
91.17% 

 
91.17% 

 
92.00% 

RA  LSF 
+ auxiliary parameters  

 
83.67% 

 
91.33% 

 
93.33% 

 
94.17% 

 
94.17% 

 
93.83% 

RA    PCC 
+ auxiliary parameters  

 
87.83% 

 
91.67% 

 
94.17% 

 
94.5% 

 
95.33% 

 
95.33% 

RA  PCEP 
+ auxiliary parameters  

 
87.67% 

 
91.17% 

 
93.17% 

 
94.5% 

 
95.5% 

 
94.17% 

 
The results illustrate in Table 3 for the second variant (Bit-stream parameters + the 

auxiliary parameters) has performed a better recognition rate than the first variant 
(Bit-stream parameters). The results shown in Table 3 prove that the fact of mixing 
different pertinent parameters to be used as discriminative features improve the 
speech recognition accuracy rate.  

It's clear that in the second variant, when we used the auxiliary parameters the rec-
ognition rates are increased comparing than the first variant, because the auxiliary 
parameters (pitch + energy + 3Fi) are the distinct parameters for  speech characteri-
zation process. The proposed system that includes additional features (bit-stream + 
auxiliary parameters) clearly outperforms the bit-stream method.  
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6 Conclusion 

In this paper, we have studied the contribution of various speech parameters that must 
be addressed to facilitate robust automatic speech recognition over mobile communi-
cation networks, with the aim of minimizing the impact of speech coder on the per-
formance of text-independent speech recognition system. Two variants of speech 
parameters extraction are presented. The first one is the quantized spectral informa-
tion (bit-stream) and the second one is a combination of the quantized spectral  
information and the auxiliary parameters. The obtained results suggest that bit-stream 
parameters added to the auxiliary features could improve the ASR performance in 
mobile communication. In fact, this inclusion yields an improvement of more than 7% 
of correct recognition rate.  
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Abstract. The decision of choosing a facility location among possible
alternatives can be understood as a multi-criteria problem where the so-
lution depends on the available knowledge and the means of exploiting
it. In this sense, knowledge can take various forms, where the imprecise
nature of information can be expressed by degrees of intensity in which
the alternatives satisfy the given criteria. Hence, such degrees can be
gradually expressed either by unique values or by intervals, in order to
fully represent the characteristics of each alternative. This paper exam-
ines the selection of biogas plant location based on a decision support
model capable of handling and exploiting both interval and non-interval
forms of knowledge. Such model is built on a fuzzy approach to weighted
overlap dominance, where an interactive procedure is developed allowing
the individuals to explore and put into perspective how their different
attitudes affect the final ranking of alternatives.

Keywords: Decision support, fuzzy data, weighted overlap dominance,
interval degrees, biogas plant location.

1 Introduction

The selection of facility location is a decision problem that can be analyzed
from many perspectives and using many different criteria, following some suit-
able methodology that allows aggregating and exploiting the different pieces of
available information (see e.g., [5,8,10]). In particular, such information can be
expressed in precise or imprecise form, i.e., by a unique value or by an interval set
of values, according to the type of knowledge that exists on how the alternatives
satisfy some property of interest. In this way, the type of knowledge that can
be expressed by means of one unique degree is taken as being precise, and the
one that can be expressed by an interval degree is taken to be imprecise. Hence,
by dealing with interval data, we deal with uncertainty due to imprecision (on
the contrary to other approaches where intervals represent lack of knowledge, as
in [2,12]).
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Recently a decision support model has been developed for treating multi-
dimensional interval data in an interactive way, named the Weighted Overlap
Dominance (WOD) Model [9]. This model places itself within the existing out-
ranking literature for decision aid (see e.g., [3,4,16,17]), with the advantage of
being built for the direct handling of intervals, addressing the particular chal-
lenges of interval pairwise comparisons. Therefore, examining the WOD Model
from the perspective of fuzzy set theory [6,20], information can be gradually ver-
ified and aggregated taking into consideration the imprecision associated to each
alternative. Based on this approach, we are able to use all the available knowl-
edge, without requiring data to take the form of a unique value. Furthermore, we
are able to identify a ranking of the alternatives according to their relevance and
degree of satisfaction of the most desired and non-rejected properties. Hence,
the fuzzy-WOD Model allows the decision-maker (DM) to take into account not
only the satisfaction and non-rejection of criteria but also, the magnitude of
uncertainty due to the imprecision associated with each alternative.

The objective of this paper is to illustrate the fuzzy-WODmethodology and its
application as a decision support tool. We apply the model to a case study on se-
lecting locations for slurry based biogas plants in the municipality of Ringkøbing-
Skjern, Denmark. This is a problem that rises from national policies regarding
the construction of new biogas plants that use animal slurry as main resource
input for producing combined heat and electricity, where different location cri-
teria have to be satisified to varying degrees. Such criteria refer to economic,
social, political and environmental dimensions, where the DM has to consider
all of them for arriving at a balanced and sustainable conclusion. Then, follow-
ing the fuzzy-WOD methodology and given a set of alternatives, we exploit the
existing knowledge for recommending which are the better locations for building
the biogas plants.

This paper is organized as follows. First, the fuzzy-WOD Model is presented,
introducing its basic definitions and explaining its methodology. Second, this
methodology is illustrated by implementing the fuzzy-WOD procedure on the
location selection problem for biogas plants. Lastly, results are presented for
discussion and sum up with directions for future research.

2 The Fuzzy-WOD Model

The WOD methodology has been initially presented in [9], as an outranking pro-
cedure proposed for handling multidimensional interval data. Here we present a
fuzzy approach on this methodology for exploring the meaning of interval aggre-
gation and achieving a ranking of alternatives, which can be directly weighed by
the DM.

In this way, given a set of alternatives N = {1, ..., n} and a set of criteria
M = {1, ...,m} , we want to verify up to which extent some alternative a ∈ N
satisfies a given criterium j ∈M . Then, we can use fuzzy sets [6,20] in order to
explore how this verification occurs.

Definition 1. A fuzzy set A is given by A = {〈a, μA (a)〉 |a ∈ N} , where μA (a) :
N → [0, 1] is its characteristic function and μA (a) ∈ [0, 1] is its membership
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degree, expressing up to which extent the object a ∈ N satisfies the property
represented by A.

Under this definition, a unique value is used for representing the degree in which
A is verified by some a ∈ N . Nonetheless, such value may not be unique, and
intervals may be necessary for representing the membership degree (see e.g.,
[2,12,13,15]). Then interval-valued fuzzy sets can be used instead [7].

Definition 2. An interval-valued fuzzy set Z is given by μZ (a) : N → L ([0, 1]) ,

where L ([0, 1]) =
{
x =

[
xL, xU

] | (xL, xU) ∈ [0, 1]
2
and xL ≤ xU

}
denotes the

set of all closed sub-intervals in [0, 1] and μZ (a) ∈ L ([0, 1]) is the membership
degree of Z.

In this sense, let Zj represent the property characterizing some criterium j ∈M ,

such that μZj (a) =
[
μLZj

(a) , μUZj
(a)

]
is the interval degree in which the predicate

“a satisfies the property Zj” is verified. Then, considering all of the m criteria
j ∈ M , we have that the input data for the fuzzy-WOD model is given by the

m-dimensional cubes ca =
[
μLZj

(a) , μUZj
(a)

]m
,containing the interval degrees

for every alternative in N.
Now, this model develops its procedure by means of the imprecission-volume

operator V, which measures the magnitude of imprecision associated to every
alternative. Such operator is characterized as anm-dimensional imprecision mea-
sure in the following sense.

Definition 3. Let μZj be the membership degree of Zj, given by the respective
lower and upper bounds μLZj

and μUZj
, and let ε ∈ (0, 1) . Then, the function

δ : [0, 1]
2 → [ε, 1 + ε] is an imprecision measure if and only if it fulfills the

following conditions:

1. δ
(
μZj

)
= ε if and only if μUZj

= μLZj
.

2. δ
(
μZj

)
= 1 + ε if and only if μLZj

= 0 and μUZj
= 1.

3. If μUZj
> μLZj

then δ
(
μZj

)
> ε.

4. For two memebership degrees μZj and νZj , δ
(
μZj

)
> δ

(
νZj

)
if and only if(

μUZj
− μLZj

)
>
(
νUZj

− νLZj

)
.

In this way, Definition 3 states that (1) imprecision is minimum if and only
if the lower and upper bounds of the membership degree are the same, (2)
imprecision is maximum if and only if the lower bound is minimum and the upper
bound is maximum, (3) imprecision is greater than ε every time the upper bound
of the interval is greater than its lower bound, and (4) imprecision increases
monotonically with the difference between the lower and upper bounds.

Hence, the function
δ′
(
μZj

)
= μUZj

− μLZj
+ ε (1)

is an imprecision measure for the cases of one unique degree or an interval degree,
and its respective m-dimensional formulation is given by,

V (μ) = δ′ (μZ1) · δ′ (μZ2) · ... · δ′ (μZm) = δ′ (μ)m . (2)



144 C. Franco et al.

Now, we need the following definitions for obtaining the outranking and
indifference relations for any pair of alternatives a, b ∈ N . First, define a vec-
tor of weights w ∈ R

m
+ according to the importance of the criteria, and la-

bel the alternatives such that w · μU (a) > w · μU (b) holds, where μU (a) =(
μUZ1

(a) , ..., μUZm
(a)

)
. In case the equality w ·μU (a) = w ·μU (b) holds, label the

alternatives according to their imprecision, such that V (w · μ (a)) > V (w · μ (b))
holds. In any other case, if w ·μU (a) = w ·μU (a) and V (w · μ (a)) = V (w · μ (b))
hold, then a and b are indifferent, i.e., it is true that a ∼ b.

Second, define the three following sets,

Ẑ (a, b) =
{
i ∈ ca|w · i > w · μU (b)

}
, (3)

Ž (a, b) =
{
i ∈ ca|w · i < w · μL (b)

}
, (4)

Z̃ (a, b) =
{
i ∈ cb|w · i > w · μL (a)

}
. (5)

In this way, we have three different cases that require our attention.

Case 1. Strict domination. This is the case where Z̃ = Ø holds true. Here, if it
is verified that Z̃ = Ø, we say that a strictly dominates b, and it holds that a
outranks b (a � b).
Case 2. Partial overlap. This is the case where Ž = Ø holds true. Then, it is
said that a outranks b, i.e., a � b holds, if and only if the following expression
holds,

P (a, b) =
V
(
Ẑ
)

V (ca)
+
V
(
ca \ Ẑ

)
V (ca)

V
(
cb \ Z̃

)
V (cb)

> β, (6)

where β ∈ [0, 1]. Here, both alternatives are indifferent (a ∼ b) if and only if it
is true that P (a, b) ≤ β.
Case 3. Complete overlap. This is the case where Ž �= Ø holds true. Here it is
said that for some γ ∈ R+, a � b holds if and only if it is verified that

V
(
Ẑ
)

V
(
Ž
) > γ, (7)

a ∼ b holds if and only if it is verified that

V
(
Ẑ
)

V
(
Ž
) = γ, (8)

and b � a holds if and only if it is verified that

V
(
Ẑ
)

V
(
Ž
) < γ. (9)
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Hence, the alternatives can be ordered according to their outranking and
indifference relations, and the DM is allowed to interact with the model by
updating the free parameters β and γ. The specification of these parameters
allow exploiting the flexibility of the interval data, obtaining different relational
situations depending on their values. Besides β and γ, a third parameter α is
defined in order to allow the DM to reduce the initial set of alternatives, focusing
on the ones that obtain a higher position in the outranking order. This parameter
is defined as follows. Let alternative a0 ∈ N be the alternative with the maximal
weighted value, such that a0 = argmaxa∈N w · μU (a) ,and for every alternative
a ∈ N , define the set ca|a0 =

{
i ∈ ca|w · i ≥ w · μL (a0)

}
,such that the ratio

between ca|a0 and ca refers to the weighted overlap of a relative to a0. Then,
the DM can choose to consider only the alternatives with a weighted overlap
relative to a0 greater than α ∈ [0, 1].

Notice that up to this moment, the fuzzy-WOD approach allows the inter-
action of the individual with the ordering process by means of user-defined pa-
rameters, obtaining an outranking order over the alternatives. But due to the
semi-tranistive character of WOD’s outranking relation (see [9]), and the conse-
quent intransitivity of its indifference relation, it still remains the task of building
a ranking over the set of alternatives. Hence, the fuzzy-WOD procedure ranks
alternatives according to their relevance in the following way. Let the impor-
tance of an object a ∈ N be given by the number of objects that it outranks,
denoted by da, and let Da be the set of all objects that are outranked by a.
Then, relevance degrees are defined for every alternative a ∈ N , by,

σa = da +
∑
b∈Da

db. (10)

As a result, based on the fuzzy-WOD outranking procedure, alternatives are
ranked according to their relevance degrees, and the DM can find support for
understanding the decision problem and the possible solutions that may exist.
In the following Section we apply this procedure over the location selection for
biogas plants, and in that way, not only do we offer support for the DM, but
also, we illustrate the fuzzy-WOD methodology for its better understanding.

3 Application to Location Selection of Biogas Plants

Site selection for biogas plants is a multi-criteria problem that policy authorities
and municipal planners face in the effort of using the available natural resources
and agricultural by-products in a sustainable way, i.e., being the most efficient
and least damaging as possible. Consequently, the municipal planners have to
consider the multiple attributes and restrictions associated with such location
problem. Such a task is complex and often very time demanding, which is why
some kind of decision support is appropriate and strongly needed. Hence, the
mission of the decision support model is to first, serve as analytical tool for
understanding the problem, and second, identify possible courses of action that
satisfy the given set of criteria. Here we propose the use of the fuzzy-WODModel
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for providing decision support on choosing between suitable locations for biogas
plants in the municipality of Ringkøbing-Skjern, Denmark.

Ringkøbing-Skjern municipality is Denmark’s largest municipality, with an
area of 1470 km2, and at the same time one of the least populated municipalities,
with a population of 39 inhabitants per km2 [19]. The local authorities have the
ambition that the municipality becomes self-sufficient with respect to energy
consumption by 2020, producing all of its electricity in the form of renewable
energy. As part of fulfilling this policy goal, biogas production based on the
exploitation of pork and cattle manure is thought to play an important role,
taking into account that Ringkøbing-Skjern is intensively farmed, with a stock
of 566.000 animal units of pigs and 484.000 animal units of dairy cattle within
the municipal boundaries [19].

Due to the bioenergy ambitions in Ringkøbing-Skjern, the municipal au-
thorities have been working with biogas planning for years, gaining experience
and knowledge about the many factors that need to be considered and bal-
anced. This, combined with the production opportunities and policy objectives
in Ringkøbing-Skjern, provides a good basis for a case study on how the fuzzy-
WOD procedure offers decision support to real world situations.

Therefore, the available knowledge on the suitability of an alternative, i.e., a
biogas plant location of 1 km2, for being accepted or rejected, can be given by
a geographical map (see e.g. [8]), where regions are colored according to their
acceptability or rejectability (see Fig. 1). There are four classes of regions, given
by green (G), yellow (Y ), orange (O) and red (R), where their meaning is to be
taken as “green is acceptable”, “yellow is weakly acceptable”, “orange is weakly
rejectable” and “red is rejectable”.

Then, given the set of alternatives/locations N = {1, ..., n}, the four func-
tions g′, y′, o′, r′ : N → [0, 1]are assumed to exist, respectively assigning to each
alternative a value according to their classification under G, Y, O and R. In this
way, alternatives agree with not just one of the classes {G, Y,O,R}, but several
of them (being this a main attribute of fuzzy data), due to the fact that an al-
ternative may share parts of the different colored regions. In consequence, there
is information on the acceptability of the alternatives, where a completely green
alternative is acceptable with a maximum degree but also, on their rejectability,
where a completely red alternative is rejectable with a maximum degree. Hence,
there is a positive and a separate negative dimension, grouping all the informa-
tion into two families of criteria for respectively accepting and rejecting some
alternative a ∈ N .

Now, membership degrees can be built from the available knowledge, so they
can be used as input for the fuzzy-WOD Model. LetμZ1 (a) represent the degree
of verification for the predicate “a satisfies the property of being accepted”,
and let μZ2 (a) represent the degree of verification for the predicate “a satisfies
the property of being rejected”. While the former refers to a property that has
to be satisfied, the latter refers to a property that has to be avoided, or not-
satisfied. Hence, the information on rejectability has to be negated (by means of
an involutive operator) so the fuzzy-WOD Model is able to weigh it accordingly.
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Fig. 1. Alternative locations for biogas plants over acceptability-rejectability zones

Then, the lower and upper bounds for these membership degrees can be obtained
from standard fuzzy aggregation operators [18], such that for some t-conorm S,
like e.g. the Lukasiewicz t-conorm SL, where for any x, x′ ∈ [0, 1], SL (x, x′) =
min (x+ x′, 1), and some strong negation n, like e.g. the complement n (x) =
1− x, we have that,

μZ1 (a) = [g′ (a) , S (g′ (a) , y′ (a))] , (11)

μZ2 (a) = [n (S (r′ (a) , o′ (a))) , n (r′ (a))] . (12)

Notice that accceptability will only coincide with non-rejectability if the equality
μZ1 = μZ2 holds, which will occur only if g′ (a) = n (r′ (a)) holds true (for
more details on the particular relation between interval and positive-negative
knowledge, see e.g. [1,15]).

Now, we can apply the fuzzy-WOD procedure in order to rank the alternatives
in N acccording to their acceptability and non-rejectability degrees, where for
every alternative a ∈ N and criteria j ∈ M , the input data for the fuzzy-WOD

model is given by the 2-dimensional cubes ca =
[
μLZj

(a) , μUZj
(a)

]2
.
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4 Results and Discussion

The decision support system that is built on the fuzzy-WOD Model is conceived
as a dynamic mechanism, representing decision as a learning process, where
the individual is able to revise the values of the parameters and of the criteria
weights (for more details see [9]). In this way, the input data that is introduced
into the system consists of: (1) the m-dimensional cubes ca for every alternative
a ∈ N ; (2) the vector of weights w according to the importance of each criterium
j ∈ M ; and (3) the vector of free parameters p containing the initial values for
α, β and γ. Then, an initial outcome is produced, under the first iteration t ∈ T ,
offering a ranking of alternatives dependent of w and p, denoted by Rank (t).
Once Rank (t) is obtained for the first iteration, the DM is allowed to revise any
of the values either for the criteria weights wj or for the free parameters in p. If
he revises, the new input data (ca, w

′, p′) goes under the fuzzy-WOD procedure
for a new ranking Rank (t+ 1)to be obtained. This procedure can be repeated
as long as the DM desires to.

Hence, introducing the input data consisting of 365 different alternatives,
represented each one by a cube ca for every a, b, c, ... ∈ N , we iterate t = 8
times using different values for w and p. The different combination of weights
and parameters are shown in Table 1.

Table 1. Different combinations of parameters and weights for each iteration t

Iteration t α β γ w1 w2

1 1 0.3 1 1 1
2 0.8 0.3 1 1 1
3 1 0 1 1 1
4 1 0.5 1 1 1
5 1 0.5 1.3 1 1
6 1 0.5 0.7 1 1
7 1 0.5 1 1 2
8 1 0.5 1 2 1

As a result, according to each Rank (t), we obtain a certain ranking for
the most relevant alternatives, as shown in Table 2. First, the system obtains
Rank (1). Then, in Rank (2), due to the revision of α, alternatives g and i are
left out from the top 9 and alternative m is ranked 7th. Notice that when the α
parameter is given the value of 1, we are considering only the alternatives that
have a maximum overlap with a0. Hence, if we lower its value, more alternatives
will come into play. In this sense, the more alternatives are considered, the more
confident the DM can be that the system is not leaving behind any relevant al-
ternatives. Then, in Rank (3) and Rank (4), due to changes in β, the indifference
between d and e is refuted due to the outranking of f over d. In this way, β refers
to the estimation of the outranking threshold for the partial overlap case. Next,
due to changes in γ, alternative c is relegated to the 6th position in Rank (5)
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while in Rank (6) , c recovers the 3rd place but now alternative k, which used to
be ranked last or simply ignored, is now 5th, being indifferent with f. Hence, the
specification of the parameter γ has to be done carefully (due to the sensitivity
of the final ranking to its value), mainly because it determines, by one unique
value, if for some a, b ∈ N , any of the three situations a � b, b � a or a ∼ b
holds. Following a neutral attitude, this parameter is fixed to 1. Finally, giving
more weight to the negative information, Rank (7) is obtained, while assigning
more weight to the positive information, Rank (8) is obtained instead. Here, no-
tice that alternative e is ranked third over c when more strength is assigned to
the negative information. Therefore, alternative e is less harmful or damaging
than c. On the contrary, assinging more strength to the positive information,
alternatives c, d and f appear first than e.

Table 2. Different rankings for each iteration t

Ranking t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8

1 a a a a a a a a
2 b b b b b b b b
3 c c c c e c e c
4 d ∼ e d ∼ e d ∼ e e g ∼ h e c d
5 f f f f i k ∼ f d f
6 g ∼ h j g ∼ h d c d g ∼ h e
7 i m i g ∼ h d l i g ∼ h
8 j h j i f j f i
9 k k k j j g l j

In consequence, alternatives a and b are recommended for building the new
biogas plants, and if a third plant is required, the DM may decide either to avoid
the negative aspects of c by choosing e, or to select c based on the possible better
outcomes that is can provoke.

Notes and Comments. As future lines of research, there is a certain difficulty in
forcing the DM to find a unique value in order to express his attitudes in the
form of the parameters β and γ. Hence, such parameters could be expressed in the
form of words, extending the fuzzy-WOD procedure into a Computing with Words
environment (see e.g., [11]). Also, notice that there may be different experts with
different beliefs, such that a social approach to the fuzzy-WOD model could ex-
plore how distinct rankings can be aggregated for identifying a single choice (as
in the case of placing a biogas plant). From an applied perspective, it is pointed
out that the positive and negative family of criteria can be explored in more de-
tail, directly addressing distinct criteria for selecting the most sustainable biogas
plant locations. Some of these criteria refer to production potentials, transport
economics, distribution of district heating or population density. As it is an on-
going investigation, we have to deal not only with precise criteria, but also with
the direct elicitation of their weights from farmers or experts in the field. Be-
sides, the fuzzy-WOD results should be compared to the ones of other outranking
approaches found in multi-criteria decision making (see e.g., [3,4,16,14,17]).
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Abstract. A promising field of research in steel structures regarding
their preliminary design and optimization is the replacement of expen-
sive computational finite element models with more efficient techniques.
Without a significant loss of accuracy, new proposals should be able
to consider not only the ideal load-displacement response but also rel-
evant failure mechanisms and imprecisions in material properties. The
article proposes the use of metamodels based on soft computing as an
overall approximation system for structures analysis. This approach has
been applied in several fields but, till nowadays, its implementation on
structural analysis in early esign seems quite limited to a few theoretical
cases. Taking advantage of artificial neural network as global approxima-
tion technique, the parameters for more realistic and informative load-
displacement curve including nonlinear effects (damage mechanics) are
estimated for bolted steel lap joints. Our results demonstrate the accu-
racy of the metamodel implemented can be close to simulations and also
real experimental tests.

Keywords: Artificial Neural Network, Metamodel, Finite Element
Analysis, Steel Structure, Bolted Lap Joint.

1 Introduction

In the existing literature, many approaches to early structures design aim pri-
marily at the development of strategies for rapidly finding an optimal design.
It is well known that expensive computational finite element models (FEMs)
do not fit correctly with the requirements in computation speed of early design
applications. Therefore, a promising field of research is the replacement of these
by more efficient systems. For instance, metamodel driven design optimization
(MDDO) is focused on finding functions that estimate the behavior on an entire
design space with reasonable accuracy. The resulting metamodels, also named
response-surface models, are subsequently used for searching the optimal design
of the structure. These are composed of several single models that are frequently
based on soft computing (SC) due to their high generalization capacity [6].
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Traditional analyses of steel structures are usually carried out without tak-
ing into account interactions between their members and joints. However, recent
studies together with modern design codes have shown the necessity of design
structures assuming that the joints are transferring the loads from one mem-
ber to the others. This assumption requires that additional variables have to be
included in the design of structures, increasing the complexity so much that an-
alytical evaluation is not suitable. The alternative is usually based on trial and
error approach combining finite element analysis (FEA) and validation tests.
FEA is a nonlinear modeling technique that allows to solve these problems with
a large number of design parameters provideing a more realistic behavior of steel
structures. The main requirements are the availability of experimental data to
validate the FEM and enough computational time to achieve the convergence of
the solution. However, as many other parameters are considered in the calcula-
tion, such as failure criteria, crack propagation and imprecision in materials, the
FEA becomes complex and inefficient.

Fig. 1. Geometrical parameters of bolted lap joints

In this study, the FEA is replaced by other based on metamodeling using SC
models that show higher computational efficiency but less accuracy. In recent
years, the use of metamodels has been explored in several fields. Till nowadays,
no efficient implementations of metamodels on the basis of SC have been reported
for solving highly nonlinear structural problems. Therefore, we propose a solution
based on the use of artificial neural networks (ANNs) as global estimators to
create a metamodel that describes the realistic behavior of steel joints.

2 Methodology

2.1 Basic Metamodeling Techniques

Metamodels, also known as approximation models or response surface models,
imitate the behavior of complex computational models. There are many types



SC-Based Metamodels of Bolted Lap Joints 153

such Universal Kriging, Kriging with External Drift (KED), ANN, etc. and they
have become relatively common nowadays. Generally speaking, there are mainly
two applications of metamodels. First, the most widely known type encompasses
the construction of a simple system for helping in optimization processes. Its
goal is to direct the search of the global optimum of a specific problem. The
second type is not focused on previous search, but rather on accurately predict
the behavior of a complete system. The main goal is to tune the metamodel to
imitate the underlying native model as closely as possible on a specific region of
the domain. In this article, authors are concerned with the latter.
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Fig. 2. Basic scheme of the proposed metamodel for predicting a bolted lap joint
response

2.2 Basic Soft Computing Models

Through a wide list of SC models available we have selected one machine learning
(ML) algorithms that provides the best generalization capacity, the multilayer-
perceptron (MLP) neural network. This is a type of ANN considered one of the
best-known biological-based information processing methods. MLPs can solve
challenging problems after they are correctly trained. Their generalization abil-
ity is their strong point because they are able to tackle different cases with
similar characteristics [9,7]. The information is moved forward in the MLP with-
out loops from the input nodes through the hidden nodes to the output node or
nodes [5]. It is also widely known only one hidden layer is required to approx-
imate any continuous function if the number of connection weights is enough
[8]. Theoretically, MLP model with only one hidden layer is able to predict the
majority of continuous complex functions and also solve any high dimensional
classification problem. Mathematically, we can express the output of the MLP
with one hidden layer as follows:
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ŷ (k) = α0 +

n∑
i=1

αi · φi
⎛⎝ l∑

j=1

wij · xj (k) +wi0

⎞⎠ (1)

where xj (k) = [x1 (k) , x2 (k) , . . . , xl (k)]
T is the input vector at instant k with

length l, αi and wji are the weighting coefficients of the network (α0 and wi0 are
the output and input layer bias respectively, φi is the nonlinear activate function,
n is the number of hidden neurons, and ŷ (k) represents the estimation of the
output variable y. In regression problems with a single output y there is only one
neuron in the output layer. For the learning process, the error back-propagation
(BP) algorithm is usually the most applied. The goal of this training process is
to find the values of the weights αi and wji that cause MLP outputs will be
equal or very close to the target values.

3 Case Study: Characteristic Response of Bolted Lap
Joint

Once the metamodel has been presented, the following step is to explain the
methodology used to validate in a real problem on steel connections. For this
purpose, the bolted lap joint has been chosen because it is a fundamental com-
ponent within more complex connections such as pinned beam-to-column joints
or beam splices joints. Moreover, as the behavior of the bolted lap joint has been
widely investigated and is well-documented, a great amount of experimental tests
in the literature can be useful to validate our methodology.

Regarding the configuration of a bolted lap joint, it is composed of the bolts
and the connected elements (column flanges, beam webs, cover plates), which
will be treated as plates. According to the Fig. 1 when the lap joint is loaded
in shear, forces are transferred from the inner plates to the outer plates by
plate-to-bolt contact [2]. Despite the fact that there are analytical models which
accomplish the maximum force supported by the joint, there is a lack of knowl-
edge about their ductility and the assessment of the whole force-displacement
characteristic response beyond the plastic zone. The main reason of this issue is
the nonlinearities involved in the deformation process, i.e. contacts between ele-
ments, stress concentrations, and material plasticity. Moreover, there is another
difficulty associated to the onset of the failure and how this failure occurs. In
fact, the literature reports four main failure modes for the bolted lap joint:

– Bearing failure in the plates: it is considered to constitute failure by the
excessive deformation of material behind the bolt, regardless of whether the
connection has reserve strength.

– Tear-out failure in the plates: it is associated with connections which have a
relatively small end distance and pitch, while having a comparatively large
edge distance and gauge to avoid net section failure mode.

– Net-section failure in the plates : a critical fracture in connections with rela-
tively narrow plate widths.
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– Shear failure in the bolt : a brittle fracture occurs in the bolts when the shear
load exceeds its capacity.

Consequently, we consider of interest to develop a refined FEM which takes into
account not only the elastic and plastic response, but also damage mechanics to
detect the onset of the failure and the failure mode. However, the complexity of
this model leads to extremely high computational costs many times, becoming
the FEA an ineffective tool for structural engineers in their daily routine. For
that reason, we propose a methodology which takes advantage of the accuracy of
the FEA to generate a useful training database. The final goal is to train a soft-
computing-based metamodel able to predict the output parameters needed to
reproduce the characteristic response and the failure mode of the lap joint. The
overall scheme of the methodology proposed to predict the lap joint response is
shown in Fig. 3.
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Fig. 3. Methodology for designing a metamodel based on data collected from FEA

3.1 Development of the Refined FEM

An improvement in the original FEM of the bolted lap joint [3], has been carried
out in order to include a model of material damage which enables to predict the
onset of the damage and estimate the ductility of the joint. The numerical model
has been created using ABAQUS v.6.11, a general purpose FEA software. The
main features of the new refined model are described below.

Progressive Damage for Ductile Materials. In order to detect the point
in which the damage is initiated and estimate the ductility of the joint, a failure
criterion has been included to the original FEM. For this purpose, ABAQUS
provides models to predict progressive damage and failure in ductile materials.
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Progressive damage refers to the stiffness degradation of the material which leads
to the loss of load-carrying capacity. This process can be divided into a criterion
for the onset of damage and the law which governs the damage evolution [1]. At
this stage of the work, only the onset of damage has been taken into account.

The ABAQUS capabilities for predicting the onset of damage due to nucle-
ation, growth, and coalescence of voids assume that the equivalent plastic strain
at the onset of damage is a function of stress triaxiality. Moreover, according to
the research work carried out by Lemaitre in the continuum damage mechanics
[11,10], the equivalent strain at failure can be calculated as follow:

ε∗f = εf

[
2

3
(1 + ν) + 3 (1− 2ν)

(
σm
σeq

)2
]−1

(2)

where εf is the strain at rupture from uniaxial tension tests, ν is the Poisson
ratio, σm is the mean normal stress and σeq is the effective flow stress [4].

Therefore, once the relationship between plastic strain at failure and stress
triaxility has been established, the FEM is ready to run the analysis.

Finite Element Analysis of the Lap Joint. In contrast to the original FEM,
an improvement in the initial boundary conditions has allowed to use implicit
analysis. As a consequence, the computational cost has been reduced and the
dynamic effects of the explicit analysis have been avoided. Fig. 4 shows the results
of two different simulations and the damage initiation criterion (DUCTCRT)
is displayed in both plots. When this parameter reaches a value of 1.0, the
degradation process of the material properties appears.

In the Fig. 4, two different failure modes are identified. The DUCTCRT pa-
rameter indicates the area where the onset of the damage is located. The picture
on the left side shows a bearing failure whereas in the second picture (on the
right side) the plates fails according to the net-section failure mode. Therefore,
the refined FEM provides not only forces and displacements fields but also the
failure mode of the plates.

Fig. 4. Two examples of damage initiation criterion
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3.2 Experimental Validation

Experimental tests from different sources in the literature have been used to
validate the refined FEM. The experimental programs made at Delft University
of Technology and Ljubljana University are summarized by [2] and provide de-
tailed information about the specimens and material properties. High strength
steel (S690) was used in all the tests with the scope of studying the bearing and
the net-section failure modes.

A total of 19 specimens were compared against our numerical model. Three
characteristic parameters for each test were checked in order to assess the accu-
racy of the refined FEM. These parameters were the maximum force supported
by the joint (Fu), the ultimate displacement (du), and the failure mode (FM).
The results are summarized in Table 2, where the ratios between experimental
tests and FEM are provided. An excellent agreement has been achieved in the
assessment of the maximum force. However, some discrepancies have been found
in the estimation of the ultimate displacement and the failure mode due to the
high sensitivity of the material properties in the plastic domain. On the whole,
we state that the refined FEM is a reliable tool to simulate the response of bolted
lap joints.

3.3 Design of Experiments

A FEM is created and validated against experimental tests. Taking advantages
of the accuracy of this kind of models, a representative dataset is possible to
create with them. This data should include the conventional range of geometrical
and mechanical parameters in bolted lap joints. To this end, one of the most
popular space-filling sampling methods is the Latin Hypercube Sampling (LHS)
introduced by [12] in 1979. The method divides each input variable into n equally
probable intervals and then samples random values for each interval. A LHS
thus consists of k input variables and n experiments which can be defined as
LHS (n,k). Its principal advantage is that each input variable is represented in
all divisions of its range [14].

The experiments are generated combining ten input parameters by the LHS
method. All the variables are continuous with the exception of the bolt diameter
(d_bolt), which only takes the nominal values of the ISO metric screw thread.
Table 1 shows the description of each attribute, the range of its values, the mean,
and the standard deviation. For each possible combination of inputs, a FEA is
carried out to obtain the same output parameters mentioned above. The training
dataset is finally composed of 10 input variables, 3 outputs and 600 instances.

3.4 Results

The generation of the models was developed on a Linux operating system SUSE
10.3 OS running in a Quad-Core Opteron server. The statistical software R-
project 3.0 [13] and particularly the packages CLASS and AMORE are the tools
used to preprocessing the data and training the classifiers and predictors.
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Table 1. Statistics of input parameters in the dataset

Attributes Description [units] Range Mean Sd.

d_bolt Bolt diameter [mm] M12−M27 - -
clearance Difference between d_bolt and bolt hole 0.5− 2.0 1.25 0.43
e1 End distance [mm] (Fig. 1) 10− 58 28.41 9.94
e2 Edge distance [mm] (Fig. 1) 10− 58 28.37 9.90
t_inner Inner plate thickness [mm] 4− 16 10.00 3.47
t_outer Outer plate thickness [mm] 2.8− 19.2 9.52 3.70
friction Friction coefficient between elements 0.1− 0.5 0.3 0.12
fy Yield strength of steel plates [MPa] 235− 355 295.00 34.67
fu Ultimate tensile strength [MPa] 355− 887.5 590.38 112.53
eu Deformation at ultimate strength 0.15 − 0.40 0.28 0.07

The dataset for training the metamodel is based on the results of the FEA. The
first step carried out is a data normalization into a range of [0, 1] instead of a sta-
tistical standardization. In our opinion, the normalization will work well because
the data are positive or zero. Then, the normalized dataset is used for training
and validating the models using 10-fold cross validation (CV) and repeating the
operation for 100 times. The training data are directly used to the modeling,
and the validation data estimate how accurately a predictive model will perform
in practice. The parameters for training the models are initially adjusted by
trial and error. During training process, an additional validation dataset (20%
of training dataset) was used for stopping this process when validation error is
constant or starts to increase its value for a number of 10 iterations. This control
prevents model overfitting.

The errors predicting the maximum force (Fu), the ultimate displacement
(du) and the failure mode (FM) in bolted lap joints are summarized in fol-
lowing paragraph. These correspond to the mean and the standard deviation
(sd) of the best estimator for each output variable. For each model, we ob-
tain training and validation root mean squared errors (RMSEtr and RMSEval

respectively). Finally, the experimental errors are computed in for the experi-
mental test explained before. Additionally, we directly compare the prediction
of the metamodel with data obtain from previous experimental tests to check
the generalization capacity of the model.

According to the results, the RMSEval of the best MLP model for both
outputs, which corresponds to a MLP with 9 neurons in the hidden layer, are
as follows: RMSEFu

val = 0.2781, RMSEdu
val = 0.2157. Different MLP settings

have been used in order to find the most accurate model, but no significant
differences are observed using from five to nine neurons in the hidden layer. The
rest of the MLP parameters were maintained at their same values after an initial
trial and error adjustment. However, future experiments will focus on varying
those parameters to obtain additional improvements.
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On the other hand, the testing errors for the 19 experimental test are as
follows: RMSEFu

tst = 0.3581, RMSEdu
tst = 0.4303. These are achieved in the

prediction of the maximum force and the ultimate displacement. These are not
a really low error considering those obtained by FEA, but it is useful to show the
possibilities that the metamodel is able to provide. Moreover, a high precision is
obtained in the prediction of the failure mode as (see Table 2). However the ratios
between FEA and metamodel prediction are not so different. As Table 2 shows,
the majority of the models studied present a ratio Test/MM no much worse
than the ratio Test/EC. For that reason, we still believe that the metamodel
can be improved by using a better training procedure or increasing the number
of instances in the training dataset.

Finally, it is worthy to mention the significant time reduction in the use of
metamodels. Each of the FEA runs took between 24-41 min, depending on the
size of the model and the number of elements. On the other hand, the predictive
model took between 15-20 s during the training and cross validation process.
However, once the predictive model was trained, the lap-joint response can be
obtained immediately, without computational cost.

Table 2. Comparison of the results obtained in experimental tests, Eurocode 3 formu-
lae, FEA and metamodel predictions

Id Maximum Force (kN) Ultimate Disp (mm) Failure Mode

Test Test
FEM

Test
EC

Test
MM

FEM
MM

Test Test
FEM

Test
MM

FEM
MM

Test FEM MM

B102 273 0.99 1.19 0.66 0.67 17.9 0.96 0.4 2.4 B B B
B103 342 0.96 1.49 0.49 0.51 23.8 1.15 0.45 2.56 B/N B B
B104 360 0.94 1.57 0.46 0.48 8.4 0.98 1.86 0.53 B N B
B105 355 0.93 1.55 0.56 0.6 6.9 0.81 1.59 0.51 N N N
B106 445 0.99 1.94 0.7 0.7 10.2 1.23 1.3 0.95 N B N
B107 440 0.97 1.92 0.79 0.81 9.8 1.16 1.33 0.87 N B B
B109 228 0.98 0.99 0.89 0.91 15.9 0.90 1.75 0.51 B B B
B110 286 1.00 1.25 0.31 0.45 23.2 1.03 0.77 1.34 B B B
B111 363 1.00 1.58 0.34 0.34 22.1 1.03 0.58 1.78 B B B
B112 483 1.01 2.1 0.91 0.9 21.3 1.90 0.6 1.67 B/N B N
B113 516 1.03 2.25 1.08 1.05 12.4 1.59 0.51 3.12 N B B
B114 510 1.02 2.22 1.18 1.15 12.8 1.62 0.3 5.4 N B B
B116 371 1.03 1.62 0.27 0.26 12.2 0.56 0.1 5.6 B B B
B117 362 1.00 1.58 0.34 0.34 15.4 0.72 0.77 0.94 B B B
B118 392 1.05 1.71 0.5 0.47 21.9 1.03 0.65 1.56 B B B
B119 530 1.10 1.6 1.21 1.1 18.9 1.65 0.56 2.9 B B B
B120 629 1.12 1.9 1.34 1.2 25.2 3.22 2.1 1.53 B B B
B123 483 1.06 2.21 0.9 0.85 17.1 1.74 1.8 0.97 N B B
B124 400 1.04 1.83 0.65 0.63 13.8 1.38 1.9 0.73 N B B

mean 1.01 1.71 0.65 0.71 1.29 1.01 1.89 – – –
SD 0.05 0.35 0.4 0.29 0.59 0.64 1.5 – – –
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4 Conclusions and Future Work

In the article, we present the possibilities that SC metamodeling offers to en-
gineers for structural early design. Taking advantage of the accuracy achieved
using FEM, metamodels can be developed providing shorter times with low er-
rors when predicting the behaviour of steel structures. Indeed, both techniques
present the same shortcomings in case of some inherent nonlinearities, e.g. failure
mechanism or plastic behaviour, are taken into consideration. So, determining
the ultimate displacement and the failure mode is still far from being reliable.
It seems that the high variability of these outputs in the original dataset should
be reduced before the training of the models. Future works will focus on reduc-
ing these errors to assess the performance of joints. This is a first step before
including the metamodel into comercial software for steel frames design or other
complex connections. Moreover, metamodeling should be also explored in other
fields like connections of composite materials or subjected under fire conditions.
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Abstract. Greenhouse production processes are heavily influenced by green-
house climate conditions, as crop growth performance is directly influenced by 
these conditions. A solution to the problem of controlling the temperature in 
greenhouses using an open–loop control system based on Bayesian networks is 
presented in this paper. The system is built and tested using data gathered from 
a real greenhouse. The results show the performance and applicability of this 
type of systems.  

Keywords: Bayesian networks, Greenhouse climate control, Decision support. 

1 Introduction 

Nowadays, agriculture must meet an increasing number of regulations on quality and 
environmental impact. The incorporation of new technologies in the agro-alimentary 
sector can serve as an aid for the fulfillment of   these requirements. This fact makes 
it a propitious field for the application of automatic control techniques [21], [5], [20].  

In greenhouses, fertirrigation and climate systems are the focus of control prob-
lems. The fertirigation control problem consists in providing the amount of water and 
fertilizers that the crop requires, whereas the climate control problem has to do  
with maintaining the greenhouse temperature within appropriate range despite of 
disturbances. This paper will be focused on controlling the air temperature inside the 
greenhouse by acting on ventilations aperture. As ventilations aperture and inside 
temperature follow a non linear relationship, it is suitable the use of Bayesian  
networks. 

This work presents preliminary ideas and simulations about the combination of 
Bayesian networks and control systems to be applied in greenhouses. As a first ap-
proximation, an open-loop Bayesian network-based control has been applied for the 
temperature control problem using the ventilation system. The paper is organized as 
follows. Section 2 is devoted to describe the greenhouse climate control problem. 
Afterwards, we briefly introduce Bayesian networks and describe its use in Section 3. 
The Bayesian network-based control system is discussed and simulation results are 
presented in Section 4. Finally, some conclusions are given in Section 5. 
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Fig. 1. Greenhouse climate control problem 

2 Greenhouse Climate Control Problem 

A greenhouse is an enclosure which can maintain constant temperature, humidity and 
other environmental factors to promote the cultivation of plants. Therefore its main 
aim is to provide near-optimal environmental conditions for a crop at different stages 
of crop development and even obtaining crop production in other seasons different 
from normal seasons. Inside this closed environment climatic and fertirrigation va-
riables can be controlled to allow an optimal growth and development of the crop. 
Within the objectives of this problem are the maximization of profit, fruit quality, and 
water-use efficiency, these being currently fostered by international rules. The com-
plex problem of greenhouse crop production, that involves climate and fertirrigation 
systems, can be simplified by assuming that plants receive, in every moment, the 
amount of water and fertilizers they require. As result of this simplification, the prob-
lem reduces to control the crop growth as a function of climate environmental condi-
tions [17], [18], [14]. 

In this framework, the term "greenhouse climate" is used to denote the set of envi-
ronmental physical quantities produced in a greenhouse that affect the growth and 
development of a crop [1], [2], [3], [22]. And the main purpose of a greenhouse is to 
help to achieve the optimum conditions for a particular crop and season, based on the 
needs of the plants.  

The dynamic behaviour of the greenhouse climate is a combination of phy- 
sical processes involving energy transfer (radiation and heat) and mass balance  
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(water vapour fluxes and CO2 concentration). These processes are affected by the 
outlet environmental conditions, structure of the greenhouse, type and state of the 
crop, and on the effect of the control actuators [1], [2]. Thus, greenhouse climate (see 
Figure 1) is mainly controlled by using ventilation and heating (to modify inside tem-
perature and humidity conditions), shading and artificial light (to change internal 
radiation), CO2 injection (to influence photosynthesis), and fogging/misting (for hu-
midity enrichment). A deeper study about the features of the climate control problem 
can be found in [1], [17]. 

The approach presented in this paper is focused on the climatic conditions of mild 
winter in Southern Europe, where the production in greenhouses is made without CO2 
enrichment and there is an increasing demand of quality products. In this geographical 
area the main variables to control are temperature and humidity, taking into account 
the greenhouse structures, the commonest actuators, the crop types, and the commer-
cial conditions. The PAR (Photosynthetically Active Radiation is the spectral range 
from 400 to 700 Wm2, which is used by the plants as energy source in the photosyn-
thesis process) radiation is controlled with shade screens, but its use is not much  
extended. So, this paper is focused on the temperature control problem.  

2.1 Air Temperature Control 

Inside the greenhouse, the crop growth is influenced by PAR radiation, temperature 
and CO2 level. Under diurnal conditions PAR radiation and temperature influence the 
process of plant photosynthesis. In particular, temperature influences the speed of 
sugar production by photosynthesis and a higher radiation level implies a higher tem-
perature. Thus radiation and temperature have to be in balance and it is necessary to 
maintain the temperature in a high level, being optimal for the photosynthesis process. 
On the other hand, under nocturnal conditions, the plants are not active (the crop does 
not grow) and, therefore, it is not necessary maintain such a high temperature. These 
are the reasons why two temperature set-points (diurnal and nocturnal) are usually 
considered [11], [18]. 

Due to the favorable climate conditions of the South-East of Spain, during the di-
urnal intervals the sun provides the energy required to reach the optimal temperature. 
In fact, the diurnal temperature control problem is the refrigeration of the greenhouse 
(when temperature is higher than the diurnal set-point) using natural ventilation to 
reach the diurnal optimal temperature. Whilst the nocturnal temperature control prob-
lem is the heating of the greenhouse (when temperature is lower than the nocturnal 
set-point) using heating systems to reach the nocturnal optimal temperature. 

The air exchange and flow inside the greenhouse is determined by natural ventila-
tion as a consequence of the difference between inside and outside temperatures. The 
objective of the control system is to maintain the inside temperature in an optimal 
level. It is known that vents aperture and inside temperature follow a non linear rela-
tionship [16], so a first approach treated in this paper is to implement an open–loop 
control system based on Bayesian networks (see Figure 2). 
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Fig. 2. Open-loop controller based on Bayesian network 

The temperature control has the main priority because it affects to the crop growth 
directly, even though controlling temperature affects on humidity. Humidity inside 
the greenhouse is another important aspect, because high humidity may produce the 
appearance of diseases and decrease transpiration of the crop, whereas low humidity 
may cause hydric stress, closing the stomata and reducing the photosynthesis due to a 
decrease in the CO2 assimilation.  Humidity control presents two problems: (1) the 
greenhouse inside temperature and the relative humidity are inversely related when 
the greenhouse air is not mixed with the external air, generally colder and drier (when 
one of them increases the other one decreases and vice versa); (2) the same actuators 
are used for controlling temperature and humidity. The temperature control has the 
main priority because it affects to the crop growth directly and this is why we have 
focused our attention on it. 

Therefore, modeling dependency among the variables involved in the greenhouse 
climate control problem is an important unsolved topic. Bayesian networks provide a 
simple and sound framework for this task. 

3 Bayesian Networks 

In this section we briefly introduce Bayesian networks and describe its use, before 
building a model for the greenhouse climate control problem. 

3.1 Bayesian Networks Basics 

The idea underlying Bayesian networks [15], [9] is to represent statistical depen-
dences between a set of variables X = {X1, X2, ···, Xn} in qualitative and quantitative 
ways. A directed acyclic graph (DAG) is used to represent graphically (qualitatively) 
dependences between variables, so that each variable is represented as a vertex and 
each link indicates the presence of statistical dependence between variables. Also a 
joint probability distribution of the variables P(X1, X2, ···, Xn) can be defined (quantita-
tively), according to the graph structure, as the product of the conditional probability 
distributions of each variable given its parents in the graph 

 P(x1, x2, ···, xn) = ∏ P(xi | pa(xi)), i =1, ···, n (1) 

Thus, the dependences in the graph are translated (and quantified) to the joint proba-
bility distribution in a sound form. 
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3.2 Reasoning with Bayesian Networks 

One of the most important features of Bayesian networks is that it is possible to find 
out, without the need of performing any numerical computation, which variables are 
relevant or irrelevant for some other variable of interest on the structure of the di-
rected acyclic graph. The information flow (regardless of the direction) over a Baye-
sian network structure can be modeled using the following rules: (1) information may 
flow through a serial (X→Y→Z)/diverging (X←Y→Z) connection unless the state of 
the intermediate variable Y is known; (2) information may flow through a converging 
(X→Y←Z) connection whenever the state of the intermediate variable Y or one of its 
descendants is known. With these rules is possible to determine which are the relevant 
variables with respect to a given goal variable. For instance, we could determine the 
variables over which we have to operate in order to change the value of the tempera-
ture inside the greenhouse.   

Now that it has been described how to reasoning over the structure of a Bayesian 
network, let’s look at the numbers. Reasoning is done by computing the posterior 
probability distribution given new information on some variables (i.e. evidence).  
Assume Xi is the goal variable and XE is a set of variables for which we can gather 
information (e.g. based on sensors). The likelihood of each possible value of Xi given 
each possible configuration of XE can be obtained by computing the distribution P(Xi | 
XE). This distribution can be computed efficiently taking advantage of the factoriza-
tion of the joint probability distribution (see Eq. (1)) imposed by the network structure 
[19], [13] without the need of computing the joint distribution. 

3.3 Learning Bayesian Networks from Data 

The next question that arises for Bayesian networks is how to obtain them. The prob-
lem of learning a Bayesian network from data consists on finding the network that 
best approximates the data. This problem can be tackled as a search guided by a score 
function g, as in K2 [4], BDe [8] or MDL [12]. The score function g is used to eva-
luate each candidate network against the data set and the search tries to find the best 
structure with respect to the score function that it is being applied. A feature of these 
methods is that they work on qualitative variables, so continuous variables have to be 
discretized previously. A review of discretization methods can be found in [10]. In 
this work, the K2 algorithm has been used in order to learn the Bayesian network 
from data.  

The K2 learning algorithm [4] is based on a series of assumptions (independence 
of cases in the data set D, absence of missing data, uniformity of the probability  
distributions of the parameters of a given network) to derive the joint probability  
distribution of G network structure and a data set D as  

, , 1 !1 ! !  
 

(2) 
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where ci is the number of cases of the variable Xi; cpai is the number of cases of pa(Xi); 
Nijk is the number of cases in which Xi takes its  k-th value, Xi= vik and pa(Xi) takes its 
j-th value, pa(Xi) =  wij; and ∑ . 

To make the search space treatable it is also required that variables are ordered σX 
and a uniform prior distribution on the different structures (this allows the term P(G) 
disappears). By introducing an order σX among the variables, the previous metric (Eq. 
(2)) can be maximized by working separately with each node Xi and its set of parents 
pa(Xi). For this, the algorithm proceeds by considering the variables in the preset 
order and for each of them shapes the set of parents (incrementally from the empty 
set) which provides the greatest value of the function g(Vi, pa(Vi)), that measures the 
likelihood of the resultant structure, until there is no improvement, and then returns 
the set of parents that is being considered at the time. 

Once we have learned the structure of the network, we learn the parameters, P(xi | 
pa(xi)), from the data set D, using m-estimation [7]. 

Table 1. Variables considered in the air temperature control problem 

Variable Description  Variable Description 
G_R_OUT Global radiation outside  G_R_IN Global radiation inside 
P_R_OUT PAR radiation outside  P_R_IN PAR radiation inside 
T_OUT Outside temperature  T_IN Inside temperature 
T_WC_OUT West side outer cuvette 

temperature 
 T _WC_IN West side inner cuvette 

temperature 
T _EC_OUT East side outer cuvette 

temperature 
 T_EC_IN East side inner cuvette tem-

perature 
H_OUT Outdoor relative humidi-

ty 
 H_IN Indoor relative humidity 

W_V Outdoor wind velocity  T_R1 Roofing temperature 
W_D Outdoor wind direction  T_R2 Roofing temperature 
RAIN Rainfall  T_SOIL_3 Soil temperature at 3 cm 
CO2_OUT Outdoor CO2  T_SOIL_40 Soil temperature at 40 cm  
CO2_IN Indoor CO2  VENT_N North side vent. aperture 
T_LEAF Leaf temperature  VENT_R Roof ventilation aperture 

T_SUBS Temperature of the net-
ting that covers the soil 

 VENT_AP Ventilation aperture (class) 

4 Case Study 

The data set used (see http://aer.ual.es/CJPROS/engindex.php) was obtained at a 
greenhouse belonging to “Las Palmerillas Experimental Station” of Cajamar Founda-
tion, which is located at El Ejido (36°48′N, 2°43′W and a height above sea level of 63 
m). The structure of the greenhouse is symmetric in area and the roof runs from East 
to West. The surface area is 877 m2 with a variable height (between 2.8 and 4.4 m). 
The available control systems are as follows: natural ventilation (in roof and sides) 
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and shades.  The climatic conditions of this greenhouse were controlled during a 
season with the objective of regulate diurnal temperature through the control of venti-
lation. During the season several internal and external measurements (see Table 1) 
were taken using a data acquisition system made up of an Ethernet network with 
Compact Field Point modules from National Instruments. The internal temperature 
was measured with sensors situated 2.5 m above the crop. Besides, to have a record of 
the internal state of the greenhouse we took measurements such as, relative humidity, 
radiation, soil temperatures at 40 and 3 cm, and temperatures of the netting that  
covers the soil, of the interior part of the roofing, and of the leaves of the plants. In 
addition, the following exterior measurements were taken: air temperature, relative 
humidity, global radiation, PAR radiation, rainfall and the direction and velocity of 
the wind. Data were recorded daily at 5 minutes intervals (i.e., 288 records per day) 
during the 140 days of the campaign (i.e., 40320 records in total). 

4.1 Ventilation Forecasts 

A Bayesian network can be used as a predictor simply by considering one of the va-
riables as the class and the others as predicting variables (characteristics or features 
that describe the object that has to be classified). The posterior probability of the class 
is computed given the characteristics observed. The value assigned to the class is the 
one that reaches the highest posterior probability value. A predictor based on a Baye-
sian network model provides more benefits, in terms of decision support, than tradi-
tional predictors, because it can perform powerful what-if problem analyses.   

All variables in the Bayesian network are discrete finite, thus the initial values in 
the data set were discretized. First, we discretized manually the ventilation aperture 
values (i.e. the class VENT_AP) using percentiles, obtaining 12 states as intervals for 
the percentage of ventilation aperture (see Class column in Table 2). Then the rest of 
the variables were discretized, based on class values and the information in the data 
set, using the supervised discretization algorithm proposed by [6], which tries to ob-
tain, based on the class, the optimal number of states of each variable to discretize. 
Finally, two Bayesian networks for controlling greenhouse ventilation were learned, 
based on a naïve Bayes and TAN-Tree Augmented Network (applying the K2 algo-
rithm with 2 parents) structures, using 10-fold cross-validation. The TAN obtained 
following this procedure is shown in Figure 3. 

4.2 Evaluation 

The features independence assumption penalizes the performance of naïve Bayes, as 
shows its 77.2% of correctly classified instances versus the 91.6% achieved by the 
TAN predictor. In order to evaluate performance, we use several measures (see Table 
2), such as: precision (i.e. ratio of correctly classified instances), sensitivity, specifici-
ty and AUC (Area Under ROC Curve). As it can be seen the TAN achieves high spe-
cificity and AUC on all classes with good sensitivity and precision on extreme classes 
(i.e. those representing ventilation apertures below 8.53% or above 69.25%). Note 
that those classes represent the 92.99% of the data cases and the significant influence 
that discretization has on the effectiveness of classification. 



168 J. del Sagrado et al. 

 

 

Fig. 3. Bayesian network used for controlling greenhouse ventilations aperture 

Table 2. Bayesian networks performance measures  

 Naïve Bayes TAN 
Class Prec. Sens. Spec. AUC Prec. Sens. Spec. AUC 

0 0.995 0.809 0.996 0.981 0.976 0.964 0.980 0.997 
(0, 8.53] 0.114 0.502 0.952 0.930 0.325 0.516 0.987 0.973 

(8.53, 16.25] 0.125 0.264 0.981 0.919 0.281 0.267 0.993 0.961 

(16.25, 23.53] 0.235 0.154 0.995 0.929 0.327 0.211 0.996 0.966 
(23.53, 31.8] 0.454 0.220 0.997 0.934 0.372 0.335 0.994 0.963 
(31.8, 38.81] 0.159 0.535 0.973 0.925 0.238 0.249 0.992 0.964 

(38.81, 47.65] 0.175 0.075 0.996 0.934 0.365 0.387 0.992 0.971 
(47.65, 53.602] 0.358 0.353 0.994 0.937 0.667 0.401 0.998 0.972 
(53.602, 69.25] 0.231 0.237 0.992 0.904 0.376 0.314 0.995 0.969 

(69.25, 78.33] 0.116 0.602 0.954 0.923 0.662 0.580 0.997 0.973 
(78.33, 98.97] 0.097 0.566 0.947 0.913 0.465 0.553 0.994 0.975 
(98.97, 100] 0.973 0.830 0.982 0.988 0.975 0.990 0.980 0.998 

 
As example, to show how the proposed controller works, the reference signal for 

controlling greenhouse ventilation during a whole day is depicted in top of Fig.4. The 
average external temperature of the selected day was of 16.9ºC with a deviation of 
2.3ºC, whereas the average controlled temperature achieved inside of the greenhouse 
was 20.9ºC with a deviation of 4.3ºC. Data from sensors were sampled at 5 minutes 
intervals and sent, as evidences, to the Bayesian network that propagates them in or-
der to obtain the state of the class variable  (i.e. ventilation aperture) reaching the 
maximum a posteriori probability value. The control signal computed, in this way, by 
the proposed controller is depicted in Fig. 4. The differences between the two control 
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signals depicted coincide with the sensitivity and precision on extreme classes exhi-
bited by the Bayesian network predictor, and the overall performance of the open–
loop control system based on Bayesian networks appears to be more than acceptable 
for this type of system. 

 

Fig. 4. Reference (top) and obtained control signal for ventilations aperture 

5 Conclusions 

The aim of this work was to develop a control system based on Bayesian networks for 
maintaining the greenhouse inside temperature by acting on vents aperture. To 
achieve this goal, we have shown how Bayesian networks can be learned from data 
using a widely applied score plus search approach. Once the model was constructed, 
the proposed technique was applied to a case study, showing that the designed con-
troller exhibits a more than acceptable behavior. 

As future work is planned to implement the controller in a real greenhouse envi-
ronment in order to verify the results obtained in this study. Also we want to compare 
it with other type of controllers previously used in the greenhouse air control problem. 
Furthermore is planned to apply these ideas to other greenhouse control problems, e.g. 
fertirrigation control, and to evaluate the results from an economical point of view. 
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Abstract. In this paper we propose different strategies to apply non-parametric
multiple comparisons in industrial environments. These techniques have been
widely used in theoretical studies and research to evaluate the performance of
models, but they are still far from being implemented in real applications. So, we
develop three new automatized strategies to ease the selection of soft computing
models using data from industrial processes. A rubber products manufacturer was
selected as a real industry to conduct the experiments. More specifically, we focus
our study on the mixing phase. The rheology curve of rubber compounds is pre-
dicted to anticipate possible failures in the vulcanization process. More accurate
predictions are needed to provide set points to enhance the control the process,
particularly working in this rapidly changing environment. Selecting among a
wide range of models increases the probability of achieving the best predictions.
The main goal of our methodology is therefore to automatize the selection pro-
cess when many choices are availables. The models based on soft computing used
to validate our proposal are neural networks and support vector machines and also
other alternatives such as linear and rule-based models.

Keywords: Support Vector Machine, Multilayer Perceptron, Non-parametric
comparison, Friedman, Rubber Mixing Process.

1 Introduction

Rubber manufacturers are demanding more homogeneous rubber mixtures to achieve
higher quality in their extrusion processes (see Fig 1.a). This is particularly critical in
the products generated for automotive industry such as rubber door seals. The com-
plexity and diversity of these rubber profiles can create great problems to companies
for continue being competitive. So, companies have increased their investments for im-
proving the design and control of rubber mixers. One key strategy is to develop new
soft computing (SC) models [5,3,4] that accurately predict the final quality of rubber
compounds after the mixing phase. This improvement can reduce the high variability
inherent in the mixing process and provide useful information about important quality
reductions.
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Models based on SC yield optimal results in problems where large volumes of data
are available such as the estimation of the set points for control systems. However,
selecting the best performance model is not an easy task and an iterative procedure is
always needed to find the best solution, particularly in real industrial problems. The
main article’s issue is to design new strategies based on multiple statistical comparison
to select the best models in real engineering problems. In the article, SC models will be
used to estimate the parameters that define the final quality of rubber compounds after
the mixing phase. First, several types of models, including those based on SC aproach,
are tested. Then, an automatic method using multiple statistical comparison is proposed
to select which of the algorithms trained gives significant better results.

The dataset has already been described by [7], who preprocessed the complete set
of experimental data. It contains 1240 samples of 6 different compound formulas but
an unequal number of samples is available per each formula (627, 122, 228, 91, 82,
90). Fig 1.b summarizes the main scope of the models developed in this article. The
rheology curve for rubber compounds that characterizes the behaviour of the rubber
during the course of a vulcanization.

Fig. 1. a) Rubber extrusion process. b) Rheology curve of rubber compound

2 Problem Statement

The main goal is to enhance the automation of the selection process for prediction
models used in industrial production lines. In model selection, the naivest and widely
used procedure is the straight comparison of prediction errors. The reliability of this
comparison is often increased by using more complex validation techniques such as
bootstrap or cross-validation (CV). In addition, these straightforward procedures can
be also improved by including statistics to measure the probability that two or more
models yield different predictions. Statistical measures have already been successfully
implemented in some engineering tasks such as evaluating two prediction models with
just one dataset [9]. However, we distinguish two outstanding cases: when plant engi-
neers need to compare more than a pair of prediction models and second, a situation
in which not only a single output has to be estimated. Besides, results obtained using
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data mining rarely follow the assumptions required by a parametric procedures (inde-
pendence, normality and homoscedasticity). Non-parametric statistics are thus required
for multiple comparisons in real engineering problems.

In this work, we deal with the problem of comparing K different algorithms to eval-
uate their performance using N independent datasets. It is known that the number of
datasets has to be higher (N > K) than the algorithms compared to obtain confident
results [6]. Traditionally, these techniques have been implemented in theoretical fields
of Computer Science. The basic idea is to compare the performance of a new algorithm
with others (K− 1). The N independent datasets required are independent datasets se-
lected from different problems (or public repositories) [6]. This is an algorithm-focused
problem, in which datasets are just one component of algorithm evaluation process.

Working on engineering problems the aim is to solve a particular problem, which
often consists on predicting several Ny outputs. The outputs are predicted by different
types of models trying to minimize the errors but often using just one dataset. This
is a database-focused problem, in which algorithms are the components selected de-
pending of the properties of a single database. The main issue is to obtain N indepen-
dent datasets from just one database higher than the number of prediction models K to
ensure confident results.

3 Methodology

The methodology proposes different strategies for selecting the datasets that can allow
the implementation of multiple statistical comparisons.

3.1 Basic Statistical Comparative Methods

The aim is to find the best model predicting a set of outputs. The starting point is to
train several types of prediction methods with different setting parameters. Several error
measures can be computed to know model performance but the validation method is
usually the k-fold CV, obtaining k independent errors that estimate how accurately a
model will perform in practice. Multiple statistical comparisons are thus proposed to
carry out this decision with higher support, which should be based on selecting the best
method and also finding its optimal parameters. Some of these techniques are described
as follows:

1. Non-parametric Friedman test is used to determine whether there is any significant
difference within the whole group of regression models. Friedman evaluates the
K different algorithms in N different datasets and ranks them based on the error
results. The final Friedman’s statistic is computed based on the average rank of
each model.

2. Exploratory comparison (N×N) using Holm post hoc is sometimes applied to have
an initial preview. The difference between models is quantify in terms of the p-value
where a value of 0% means totally different algorithms, while 100% means statis-
tically equivalent algorithms. This step is useful when the control method selection
for step 3 is not clear in previous steps.
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3. Comparison (1×N) using Finner post hoc contrasts a control method against
(K− 1) left algorithms. The control is the model that seems to perform better
against the rest. The advantage of isolating a control method is lower p-values are
obtained better establishing differences between algorithms.

3.2 Description of the Comparative Methodology

Three strategies are proposed to obtain a number of N datasets higher than the K mod-
els compared having just one database composed of Ny outputs [6]. The strategies are
described as following:

1. Ny > K. Multiple statistical comparison can be implemented by considering each
output variable (prediction error) as an independent dataset. The N datasets needed
are the Ny output variables predicted by the K models trained (N = Ny). The aver-
age error per output from the k-fold CV is chosen as the measure to make compar-
isons.

2. Ny ≤ K. More datasets than the Ny outputs are needed. Due to the independency of
the performance measurmentes obtained in k-fold CV, each fold result is considered
as an inpenedent dataset, making a total amount of N of datasets (N = Ny× k)

3. Ny = 1. This is the situation where the comparison is focused on one output. In
order to generate datasets, only folds results are available to make statistical com-
parison. Consequently, the k-folds from CV are the N independent datasets where
the algorihtm are tested (N = k).

To select one of these strategies, in addition to dataset availability, the nature of
the predicted outputs has to be considered. On one hand, strategies 1 and 2 should
be used when just one model is required to predict several output variables. This is
recommended in situations where all outputs have similar meaning. Therefore the use
of different models for each output may increase the complexity of the solution and may
also give importance to spurious outputs, i.e. sensor outputs with calibration problems.
On the other hand, strategy 3 should be used when one regression model is needed for
predicting each output. This clearly minimizes the prediction errors for each output and
it is useful when outputs have not uniform behaviour or we study a specific variable of
interest.

As a result, an expert decision is required prior to perform multiple statistical com-
parison to decide how many models are needed for a given set of outputs.

4 Results and Discussion

In this section, three strategies proposed are compared by using two different experi-
ments with the same data from a real mixing process of rubber compounds and four
types of regression methods.
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4.1 General Description of the Experimental Evaluation

The four regression methods implemented varying their settings are following:

– Support Vector Machines (SVM) with different settings but only using two kernel
functions: linear and nonlinear [2].

– Multilayer Perceptron Neural Networks (MLP) using seven different setting pa-
rameters and varying the number of neurons in the hidden layer between 3, 5, 7, 9
and 11. One MLP includes linear activation functions and the other six MLPs use
tansig functions in the neurons of the hidden layer [1].

– Rule-based models (Cubist) with only one configuration [8].
– Linear regression models (LM) [10].

The performance of models is computed by using MAE errors and the validation pro-
cedure is the 10-fold CV (k = 10) repeated for the Ny = 5 output variables (ml, mh,
tc50, tc90, ts1). The results are finally compared using nonparametric statistical met-
rics. To show all the possible variants, two different experiments are carried out, which
are described as following:

– Experiment 1, dividied in two parts, contrasts the prediction of all outputs with one
type of regression method against the prediction of a single output with a specific
one. Strategies 1 and 3 are applied in this experiment, in which K = 4 different
regression models are compared.

– Experiment 2 analyzes the prediction of several outputs with one method in case of
having less output variables than the number of models to be compared (Ny < K).
Strategy 2 is applied in this experiment and K = 7 different settings for the MLP
are developed instead of using different methods.

4.2 Experiment 1

The main issue in this experiment is to evaluate the effects of how many output variables
are predicted by the same regression model. This is divided in two parts where different
strategies are implemented. First, Ny = 5 output variables strongly related are selected.
Thus, the best choice for predictig all outputs may be to consider only one method.
Second, variable tc50 is strongly believed an output which entails critical information.
One model is therefore trained just to predict it but K = 4 soft computing methods
are compared. Particularly, SVM with non-linear kernel and MLP with 3 neurons in
the hidden layer (MLP-3) including tansig activation functions are selected as the best
configurations for SVM and MLP models.

Experiment 1 Following Strategy 1. In this first part, one general model is required
for predicting the Ny = 5 outputs. K = 4 regression models are compared, thus N > 4
different datasets are required. Strategy 1 is applied. The N = 5 independent datasets are
the average error of the Ny = 5 outputs prediction. The MAE average results of K = 4
regression models in N = 5 outputs are shown in Table 1.

The Friedman Ranked Test ranks of the regression models are shown in Table 2. A
Friedman statistic of 12.6 with a p-value of 0.0055886 is obtained, showing that there
is a significant difference between the group of algorithms.
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Table 1. MAE of testing dataset and standard deviation in 10-fold CV

SVM MLP 3 LR CUBIST
ml 0.1706 ( 0.0127 ) 0.1834 ( 0.0143 ) 0.1796 ( 0.0122 ) 0.1646 ( 0.0131 )
ts1 1.4498 ( 0.1057 ) 1.5799 ( 0.1184 ) 1.5593 ( 0.1078 ) 1.4287 ( 0.1222 )
tc50 1.6038 ( 0.1193 ) 1.7400 ( 0.1404 ) 1.7575 ( 0.1185 ) 1.6359 ( 0.1459 )
tc90 1.0925 ( 0.0790 ) 1.1461 ( 0.0890 ) 1.1563 ( 0.0800 ) 1.0646 ( 0.0899 )
mh 1.1531 ( 0.0904 ) 1.2498 ( 0.0911 ) 1.2368 ( 0.0837 ) 1.1380 ( 0.0963 )

Table 2. Friedman ranked test results for Ny=5 outputs

CUBIST MLP 3 LR SVM
dataset1 1.00 4.00 3.00 2.00
dataset2 1.00 4.00 3.00 2.00
dataset3 2.00 3.00 4.00 1.00
dataset4 1.00 3.00 4.00 2.00
dataset5 1.00 4.00 3.00 2.00

avg. rank 1.20 3.60 3.40 1.80

Table 3. Results of exploratory NxN comparison process

z value unadj. p Holm
CUBIST vs MLP 3 2.939388 0.003289 0.019732

CUBIST vs LR 2.694439 0.007051 0.035254
MLP 3 vs SVM 2.204541 0.027486 0.109945

LR vs SVM 1.959592 0.050044 0.150131
CUBIST vs SVM 0.734847 0.462433 0.924865

MLP 3 vs LR 0.244949 0.806496 0.924865

Table 4. Results of the 1xN comparison process

z value unadj_P APV_Finner
MLP 3 2.939388 0.003289 0.009833

LR 2.694439 0.007051 0.010557
SVM 0.734847 0.462433 0.462433

The exploratory NxN comparison in Table 3 shows that Cubist and SVM results
are statistically better than those obtained with LM and MLP. SVM or Cubist have to
be chosen as control method. Cubist has slightly smaller errors and it lower ranked in
Friedman test, thus, Cubist is chosen as control method. In the 1×N comparison in
Table 4, the Finner post hoc shows that Cubist is significantly better than MLP and LM
but there is only a 46% probability of obtaining better results using Cubist than using
SVM. If the threshold is set in 10%, both regression models cannot be considered sig-
nificantly different despite of Cubist smaller errors. When two models statistically yield
the same results, the most parsimonious model is usually chosen based on Occam’s ra-
zor criterion because it is easier to implement and extra information may be obtained.
In this situation, despite of both being non parametric techniques, Cubist should be
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chosen. A tree based model can be better interpreted when the number of variables is
not to high. However, SVM are black boxes where not information can be obtained. In-
stead of setting a threshold, the following step would be to use the p-value obtained with
a cost parameter based on complexity to create a weighted function that automatically
discern between the models compared.

Experiment 1 Following Strategy 3. In a second part, one model is trained to predict
just one output (tc50). K = 4 regression models still have to be compared. Consequently,
N>4 independent datasets are needed, but only prediction results for one output variable
are available. Strategy 3 is used to increase the number of datasets. The N independent
datasets are the k errors computed in the k folds of 10-fold CV process (N = k = 10).

Table 5. MAE test error in Experiment 1 - Strategy 3

SVM MLP 3 LR CUBIST
fold 1 tc50 1.543 1.599 1.857 1.664
fold 2 tc50 1.684 2.016 1.654 1.672
fold 3 tc50 1.574 1.746 1.633 1.512
fold 4 tc50 1.457 1.585 1.776 1.898
fold 5 tc50 1.471 1.639 1.625 1.795
fold 6 tc50 1.601 1.724 1.743 1.800
fold 7 tc50 1.594 1.922 1.746 1.465
fold 8 tc50 1.763 1.846 1.663 1.713
fold 9 tc50 1.760 2.022 1.761 1.919
fold 10 tc50 1.527 1.789 1.725 1.536

Table 6. Friedman ranked Test in Experiment 1 - Strategy 3

SVM MLP 3 LR CUBIST
avg. rank 1.60 3.30 2.50 2.60

Table 7. Nx1 comparison in Experiment 1 - Strategy 3

z value unadj_P APV_Finner
MLP 3 2.944486 0.003235 0.009673

CUBIST 1.732051 0.083265 0.122260
LR 1.558846 0.119033 0.122260

The prediction MAE results for tc50 divided by the 10 folds are shown in Table 5
and the average rank in Table 6. SVM is the technique with higher accuracy predicting
tc50. No N ×N comparison is needed to set the control method. Looking to 1×N
comparison results in Table 7 there is only a probability of 12.26 that Cubist and LM
perform predicting tc50 with the same accuracy as SVM. Setting the p-value threshold
in 10%, LM should be implemented as the most parsimonious model. Onthe other hand,
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setting it in 15% or a higher percentage, SVM is the method that yields statistically
better results than the others.

This experiment shows how model selection can vary from Cubist, SVM or LM de-
pending which strategy is followed and the significance threshold set. For this problem,
if one the same regression model has to predict all outputs, with a 10% p-value thresh-
old, cubist is the chosen model . However, when the prediction problem focuses on a
variable of special interest (tc50), LM is chosen when the threshold in 10% and SVM
should be implemented if the threshold is 15% or higher. These results show how the
model obtained is strongly dependent on the strategy selected to predict the outputs.

4.3 Experiment 2

In experiment 1, the comparion methods have been applied to contrast different regres-
sion models. Experiment 2 shows that the same procedure can be applied to compare
different settings for the same regression model. K = 7 different settings of the MLP are
compared in the experiment. N > 7 different subsets are needed. Experimt 2 considers
a situation in between part 1 and part 2 of the previous experiment. It is supposed that
torque outputs (mh, ml) are strongly related variables. So, a single configuration is only
used to predict mh and ml. When the one model is used to predict different outputs
but the number of outputs is smaller than the number of compared (Ny < K), strategy
2 is used combining the basics of both, strategy 1 and strategy 2. The N independent
datasets corresponds to the k errors computed in the folds of the 10-CV carried out for
both outputs (N = 2× 10 = 20). The MAE results of the MLP K = 7 different settings
for predicting ml and mh are depicted in Table 8.

Friedman average rank of Table 9 yields a Friedman statistic of 9.792857 and a p-
value of 0.1336507. This p-value shows that there is not a strong difference between
the settings compared. However, despite of Friedman p-value advises that differences
are not so high, post hoc procedures are still used to quantify the difference between
the settings. From the average rank it is observed that MLP 3 yields the most accurate
results. Besides, MLP 3 is the most parsimonious methods of those one with a tansig
activation function. Thus MLP 3 is choses as control method without the necessity of
an exploratory N×N comparison.

In Table 10 MLP 3 is proved to be significantly better that all the settings except of
MLP 5 with a p-value threshold of 15%. Statistically, only MLP 5 predict the torque
outputs (mh, ml) with the same accuracy as MLP 3, but MLP 5 presents higher com-
plexity. Consequently, a tansig activation function with 3 neurons in the hidden layer is
the best setting for the MLP to predict torque.

This experiment shows how statistical comparison may have future applications in
the existing auto-tuning functions to select the best settings for a model, which make a
balance between simplicity and accuracy. For instance, the p-values obtained from the
comparison can better establish the accuracy difference between the settings, improving
the quality of the final model.
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Table 8. MAE test errors in Experiment 2

MLP 3 MLP 5 MLP 7 MLP 9 MLP 11 MLP 13 MLP linear
1 0.184 0.179 0.182 0.186 0.186 0.185 0.186
2 0.166 0.166 0.170 0.170 0.168 0.170 0.170
3 0.191 0.197 0.203 0.198 0.201 0.203 0.194
4 0.192 0.189 0.184 0.184 0.183 0.183 0.189
5 0.195 0.190 0.190 0.188 0.188 0.189 0.199
6 0.170 0.170 0.172 0.173 0.175 0.175 0.175
7 0.188 0.184 0.192 0.189 0.196 0.190 0.184
8 0.189 0.192 0.192 0.192 0.190 0.191 0.189
9 0.171 0.176 0.175 0.178 0.176 0.175 0.167
10 0.176 0.180 0.176 0.179 0.181 0.177 0.170
11 1.189 1.204 1.194 1.195 1.189 1.204 1.222
12 1.293 1.256 1.273 1.275 1.263 1.275 1.287
13 1.394 1.380 1.384 1.387 1.378 1.390 1.376
14 1.205 1.210 1.215 1.212 1.214 1.211 1.216
15 1.034 1.036 1.041 1.042 1.044 1.060 1.077
16 1.307 1.315 1.307 1.309 1.297 1.285 1.313
17 1.342 1.357 1.346 1.339 1.360 1.344 1.302
18 1.205 1.215 1.218 1.221 1.219 1.216 1.237
19 1.236 1.236 1.237 1.228 1.231 1.234 1.251
20 1.190 1.198 1.202 1.200 1.199 1.208 1.264

Table 9. Friedman ranked Test in Experiment 2

MLP 3 MLP 5 MLP 7 MLP 9 MLP 11 MLP 13 MLP linear
avg. rank 2.95 3.55 4.15 4.35 4.10 4.20 4.70

Table 10. Nx1 comparison in Experiment 2

z value unadj_P APV_Finner
MLP linear 2.561738 0.010415 0.060885

MLP 9 2.049390 0.040424 0.116436
MLP 13 1.829813 0.067278 0.130030

MLP 7 1.756620 0.078983 0.130030
MLP 11 1.683428 0.092292 0.130030

MLP 5 0.878310 0.379775 0.379775

5 Conclusions and Future Work

The paper shows that multiple nonparametric comparisons are useful to select the best
performing prediction models in real engineering problems. Additionally, we also
demonstrate that these techniques can be useful for obtaining the proper model settings.
The use of our three strategies is much more sophisticated than a visual comparison of
the magnitude of the prediction errors, specially when one set of data is only available
and several outputs have to be predicted. The three strategies proposed not only make
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the comparison feasible but also they provide more confidence because models are eval-
uated in multiple scenarios. The results of experiment 1 show that the selection of the
best model varies depending on the number of variables predicted and their relation-
ships. In authorsÂŽ opinon, the expert judgment is still needed when choosing between
the strategies. In case of experiment 2, the results demonstrate that the p-values obtained
after the statistical comparison of the final models can quantify better their accuracy.

The p-values could be in the future included to an auto-tuning system based on a
balance between accuracy and complexity.
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Abstract. This document provides an approach to biometrics analysis
which consists in the location and identification of ears in real time. Ear
features, which is a stable biometric approach that does not vary with
age, have been used for many years in the forensic science of recognition.
The ear has all the properties that a biometric trait should have, i.e.
uniqueness, permanence, universality and collectability. Because it is a
field of study with potential growth, in this paper, we summarize some
of the approaches to the detection and recognition in existing 2D images
in order to provide a perspective on the possible future research and the
develop of a practical application of some of these methodologies to cre-
ate finally a functional application for identification and recognition of
individuals from an image of the ear, the above in the context of intelli-
gent surveillance and criminal identification, one of the most important
areas in the processes of identification.

Keywords: Neural Network, System Identification, Ear Recognition.

1 Introduction

The Ear does not have a completely random structure. It has standard parts
as other biometric traits like face. Unlike human face, ear has no expression
changes, make-up effects and more over the color is constant throughout the
ear. Although the use of information from ear identification of individuals has
been studied, is still an open question by specifying and determining whether or
not the ear can be considered unique or unique enough to be used as a biometric.
Accordingly, any physical or behavioural trait can be used as biometric identifi-
cation mechanism provided which is universal, that every human being possesses
the identifier, being distinctive and unique to each individual, invariant in time,
finally measurable automatically or manually, the ear accomplish all these char-
acteristics. From this reading we can conclude that the detailed structure of the
ear is not only unique, but also permanent, the ear does not change during the
human life. Furthermore, capturing images of the ears do not necessarily requires
the cooperation of a person, so it can be considered non-intrusive. Because of
these qualities, the interest in recognition systems through the ear has grown
significantly in recent years and generally the increasing need to automatically
authenticate people.
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Traditional means of automatic recognition such as passwords or ID cards can
be stolen, counterfeit, or forgotten, however, the biometric characteristics such
as the ear, are universal, unique, permanent, and measurable, leaving the field
open for further continuously research. The figure 1 shows the major steps of a
traditional recognition system.

Fig. 1. Major Steps of ear recognition system

The Diagram describes task flow of a traditional recognition system, this flow
is expose in the next sections, where we will see preprocessing methods and the
flow catches ranging from the acquisition of the images to their identification,
subsequently we will make emphasis in techniques applied in the heart system
to achieve the goal of ear recognition.

2 Image Acquisition

In this section we need to differentiate from two tasks, the first one is the creation
of the Ears Database, and second one is the image acquisition of the person to
identify.

2.1 Ear Database

When we talk about an ear database is undisputed mentioned that exist a large
group of databases for ear detection and recognition, this information is vital to
test and compare the detection or recognition performance of a computer vision
system, in general. The University of Science and technology in Beijing offers
four collections of images that we could use to test taking any ear recognition
system as they. The University of Notre Dame (UND) offers a large variety of
different image databases and the Hong Kong Polytechnic University IIT Delhi
has a database that consists in 421 images.

All this set of images could be used to test the performance of a ear recognition
system by computer, but in our research we created our own set of images with
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the help of the police school of Ávila, which is a city located in Spain. This
database consist in two hundred images two for each person which does not
means that we do not use the other datasets, in fact, for this research we also
are using the IIT Delhi dataset. [10] The figure 2 shows a sample of the dataset
created.

Fig. 2. Ear dataset. Police School of Ávila.

In the images obtained we tried to prevent the occlusion that hair and ear
rings can make. The goal of create this dataset is to test our system with images
that we already know to whom it belongs, in short words, this is our test set
and sometimes we could use these images to train the system, in fact, we have
the profile face of each person which we use to test algorithms to identify ears.
This brings us to the second point to be analyzed in this section.

2.2 Image to Identify

Now, we need to capture the image to be analyzed, for that we use a simple web
camera. The figure 3 shows a screen capture from the application that we are
developing in order to achieve an application able to recognize a person in real
time from a snapshot of its ear. For now it is a small system that can capture the
ear from a web cam video using EmguCV [4] which is a wrapper from OpenCV
that allows to develop in Visual Studio .Net and Java.

The application allows the user to create and manipulate images applying
image filter like color filters and edge detectors. It is an image lab processing
that also permits to introduce video documents as shown in figure 3, also we can
edit the configuration to select what object we want to detect, this can vary, for
example we could detect frontal and profile faces, right and left ear and eyes.
But in this project we are focussing in ears, how we use the emgucv framework,
we have access to the viola-jones classifier included in that library, to detect the
ear in video, this application is using the haar-cascade classifier developed by
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Fig. 3. Ear capture in the application

Modesto Castrillón-Santana [2] this allow us to capture ears on a easy way in
real-time video. With the acquisition of the images defined, we must move into
the second stage of the recognition system which is the pre-processing of the
images.

3 Image Pre-processing and Feature Extraction

With each image in the database and the captured image, we begin the normal-
ization process, first we perform the segmentation of the image applying a mask
to extract only the ear, then the image is converted to an edge map using the
canny edge filter. The Figure 4 is a summary of the pre-processing activities.

Fig. 4. Image pre-processing

If w is the width of the image in pixel and h is the height of the image in pixel,
the canny edge detector takes as input an array w× h of gray values and sigma.
The output is a binary image with a value 1 for edge pixels, i.e., the pixel which
constitute an edge and a value 0 for all other pixels. We calculate a line between
major and minor y value in the edge image to rotate and normalize each image,
trying to put the lobule of the ear in the centre. This process is to try to get
all the images whose shape is similar to the image to identify. We identify some
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points on the external shape of the ear and the angle created by the center of the
line drawn before and the section in the ear’s tragus with the major x value. All
these values will be used like complement of an input in a neural network. Once
we have all data processed we proceed to extract the features for the recognition.

4 Classification

4.1 Principal Component Analysis (PCA)

The ear recognition algorithm with eigenears is described basically in the figure
6. First, the original images of the training set are transformed into a set of
eigenears E, Then, weights are calculated for each image on the (E) set, and
then are stored in the (W ) set. Observing an image X unknown, weights are
calculated for that particular image, and stored in the vectorWX . Subsequently,
WX compared to the weights of images, which is known for sure that they are
ears (the weights of the training set W ) [8].

Fig. 5. Ear recognition algorithm based on eigen vectors

Classification of a New Ear. The process of classifying a new ear in the Γnew
to another category (known ears) is the result of two steps. First of all, the new
image is transformed into its eigenear components. The resulting weights forms
the weight vector ΩT

new.

ωk = uTk (Γnew − Ψ) k = 1, ...,M ′

ΩT
new = [ω1 ω2 ... ωM ′ ] (1)
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The Euclidean distance between two vectors of weights d(Ωi, Ωj) provides a
measure of similarity between the corresponding images i and j. If the Euclidean
distance between Γnew and the rest of images on average exceeds a certain thresh-
old value, through this can be assumed that Γnew is not a recognizable ear [8].

4.2 Fisher Algorithm

The PCA algorithm is a linear combination of functions that maximizes the
variance of the information. This can result in poor performance, especially when
we are working with image noise such as changes in the background, light and
perspective. So the PCA algorithm can find faulty components for classifying.
To prevent this problems, we implement the Fisher algorithm to compare results
in the ear recognition process. The Fisher algorithm that we implement basically
goes like this [1,13]:

Construct the Image matrix x with each column representing an image. Each
image is assigned to a class in the corresponding class vector c. Project x into
the (N−c) dimensional subspace as P with the rotation matrixWPca identified
by a Principal Component Analysis, where N is the number of samples in x.

c is unique number of classes (length(unique(C))) Calculate the between-
classes scatter of the projection P as:

Sb =
c∑

i=1

Ni ∗ (meani −mean) ∗ (meani −mean)T (2)

Where mean is the total mean of P meani is the mean of class i in P , Ni is
the number of samples for class i. Calculate the within-classes scatter of P as:

Sw =

c∑
i=1

∑
xk∈Xi

(xk −meani) ∗ (xk −meani)T (3)

Where xi are the samples of class i xk is a sample of xi meani is the mean
of class i in P . Apply a standard Linear Discriminant Analysis and maximize
the ratio of the determinant of between-class scatter and within-class scatter.
The solution is given by the set of generalized eigenvectors Wfld of Sb and Sw
corresponding to their eigenvalue. The rank of Sb is atmost (c− 1), so there are
only (c− 1) non-zero eigenvalues, cut off the rest. Finally obtain the Fisherears
by W =WPca ∗Wfld [13].

4.3 Ear Classification

With all the pictures processed, an array is created with labels indicating to
whom belongs each image, the vector values are calculated with the PCA and
Fisher algorithm. Subsequently, it obtains the Euclidean distance of the com-
parison of the weight vectors obtained. Defining a threshold value of 1000 rep-
resenting a similarity between two images of 90%, under the assumption that a
smaller distance means a greater similarity between the sets.
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In other words, the eigen and fisher vectors are obtained from the set of
images stored in the database, the vectors values and the unknown image are
compared both with the distance measurement, resulting in a distance vector
from the input image regarding the collection of the database. The lowest value
is obtained and compared with the threshold, being the label with the lower
value the identified user.

5 Neural Network for Ear Recognition

Neural networks have been trained to perform complex functions in various
fields of application including pattern recognition, speech, vision and control
systems. In this project, there is a neural network that identifies each person in
the database. After calculating the eigen and fisher ears, the feature vectors of
the ears are stored in the database. These vectors are used as inputs to train the
network. In the training algorithm, the vectors of values belonging to a person,
are used as positive for returning said individual neuron 1 as the neuron output
assigned to that user and 0 in other neurons.

When the new image has been captured, the feature vectors are calculated
from the eigenears obtained before, we compute new descriptors of the unknown
image. These descriptors are entered into the neural network, the outputs of
individual neurons are compared, and if the maximum output level exceeds the
predefined threshold, then it is determined that the user belongs to the ear
assigned to the neuron with the index activated. The algorithm implementation
in the approach of ear recognition using eigen, fisher and geometric image pre-
processing with canny edge filter basically is summarized building a library of
ears, choose a training set M that includes if it is possible more than one image
per person, these images can have variation in lighting and perspective, use the
eigen and fisher values as input in a neural network, in our case we add at the
input two values previously calculated.

These values are the average of the points detected in the geometric nor-
malization, and the angle that forms the center and the major x value on the
edge map in the tragus area of the ear. Create one output neuron per person
in the database and finally after the training select the neuron with the maxi-
mum value. If the output of the selected neuron passes a predefined threshold,
is presented as the recognized person.

6 Experimental Results

In this section we present each of the mentioned ear recognition techniques ap-
plied over the new database created, our first hypothesis says that variable il-
lumination could affect the performance of the algorithms. In the process, all
images were cropped within the ear therefore the contour around the ear was
excluded. classification was performed using a nearest neighbour classifier. All
training images of an individual were projected into the feature space. Each im-
age in the database was taken while the subject ear was being illuminated by
enough light. The methods reveal a number of interesting points:
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1. Both algorithms perform perfectly with frontal light, however, as we are
using a real-time video, the change of perspective, and when the lighting
became darkness made a significant performance difference between the two
methods.

2. The algorithm with less errors classifying the ear when we change the illu-
mination and perspective was Fisher method.

3. Neural network using as input the eigenvalues computed have accomplished
better performance in ear recognition process with change on illumination.

Table 1. Normal Conditions

PCA Fisher NeuralNetwork

Positive Negative Positive Negative Positive Negative

Positive 101 19 177 17 163 18
Negative 11 88 18 21 8 33

Under normal conditions we obtain the previous confusion matrix, assuming
that true positive values are people classified correctly. True negatives are the
users that the system should not recognize because they do not exist in the
database, and indeed does not recognize, a false negative is when the system
predicts that the user does not exist but it does exist, finally a false positive is
when the system make a mistake to identify a person, but really it is not in the
database.

Table 2. Changing Illumination and Perspective Conditions

PCA Fisher NeuralNetwork

Positive Negative Positive Negative Positive Negative

Positive 64 72 93 32 84 44
Negative 35 67 23 46 23 47

With perspective and illumination in normal conditions, we get 87% of suc-
ceed in recognition with PCA, 91% with fisher algorithm, using the neural net-
work, the percentage increased to 93%, over more than 200 attempts of different
individuals. When we change illumination and perspective conditions the er-
ror rate increase, leaving the PCA algorithm with a success rate of only 54%,
neural network with 71% and Fisher Algorithm in 77%. This percentages are
calculated using the F1Score (over tables 1 and 2) which associate recall and
precision measures to give us a value that represent, how well the system makes
the recognition.

The method that has being used in this research is to try to put together
some of the most common approaches in the recognition process, the project is
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not presented as unique and exceptional, but upon the approaches that other
researchers have proposed, combining and comparing them, and trying to select
a combination of these approaches to successfully implement a fully functional
system capable of recognizing a person across its ear and use this system to
identify criminals, using the database created in the police academy of Ávila. As
the title of this paper indicates this is a small look at the process of recognition
of people from captured images of their ears in real-time video. Throughout the
article presents the first techniques studied, therefore the quantitative results of
the project can be considered preliminary, but they provide a clearer picture to
where should point this research in the future, observing some of the strengths
and weaknesses of the algorithms studied in order to strengthen pre-processing
tasks and / or implementation of more robust algorithms.

7 Conclusion and Future Work

The algorithms perform a good ear recognition process if the video captures an
image very similar with one in the training set. Fisher method appears to be
better over variation in lighting. Use a neural network with the eigenvalues calcu-
lated as input makes a better performance than the eigenear traditional method
over changes on illumination and perspective. Changes in pre-processing process
allows better results if all images have the same angle and illumination, other
techniques of pre-processing images may improve the ear recognition process. If
these techniques allow recognize a person through the ear, exist other methods
like Ray Image Transform, Histograms of Categorized Shapes, Edge orientation
pattern that can obtain better results.

Our goal is to create an application that identify one person in a real-time
video for that we are interested in the study of these techniques. This paper
is our first look to the ear recognition process with encouraging results in real-
time video identify process. Our future work will be modify the application to
use more complex algorithms like Ray Image Transform and improve the pre-
processing step.
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Abstract. Foundry is an important industry that supplies key products
to other important sectors of the society. In order to assure the quality of
the final product, the castings are subject to strict safety controls. One of
the most important test in these controls is surface quality inspection. In
particular, our work focuses on three of the most typical surface defects in
iron foundries: inclusions, cold laps and misruns. In order to automatise
this process, we introduce the QT Clustering approach to increase the
perfomance of a segmentation method. Finally, we categorise resulting
areas using machine-learning algorithms. We show that with this addition
our segmentation method increases its coverage.

Keywords: Computer Vision, Machine-Learning, Defect Categorisation,
Foundry.

1 Introduction

Foundry process is one of the most relevant indicatives of the progress of a
society. Generally, it consists on melting a material and pouring it into a mould
where it solidifies into the desired shape. Later, the resulting castings are used
in other industries like aeronautic, automotive, weaponry or naval, where they
are critical and any defect may be critical. For this reason, the manufactured
castings must success very strict safety controls to ensure their quality.

In this context, there are many defects that may appear on the surface of the
casting. In this paper, we focus on three of the most common surface defects:
(i) inclusions, which are little perforations caused by an excess of sand in the
mould; (ii) misruns, that appear when not enough material is poured into the
mould; and finally, (iii) cold laps, which are produced when part of the melted
material is cooled down before the melting is completed.

Currently, the visual inspection and quality assessment are performed by
human operators [1,2]. Although, people can perform some tasks better than
machines, they are slower and can get easily exhausted. In addition, qualified
operators are hard to find and to maintain in the industry since they require
capabilities and learning skills that usually take them long to acquire.
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2 Proposed Machine Vision System

For the casting surface information retrieval, a simple computer-vision system
was developed, composed by [3]: (i) image device, (ii) processing device and (iii)
robotic arm.

1. Image device: We obtain the three-dimensional data through a laser-based
triangulation camera. By taking advantage of the high-power (3-B class)
laser, we are able to scan the casting even though their surface tends to be
dark.

2. Processing device: We utilise a high-speed workstation. In particular, we
use a workstation with a XENON E5506 processor working with 6GB of
RAM memory and a QUADRO FX1800 graphic processing unit. This com-
ponent controls the camera and the robotic arm. Besides, it processes the
information retrieved by the image capturing device and transforms it into
segments.

3. Robotic arm: The function of the robot is to automate the gathering phase
of the system, making every necessary move to successfully acquire the data.
There are two working options [4]: (i) to use the arm in order to handle
the tested castings, leaving the image device in a fixed position or (ii) to
attach the camera to the robotic arm. We selected the second one due to the
diversity of the castings.

Fig. 1. The architecture of the machine vision system. (1) is the robotic arm, (2) is
the image device and (3) is the working table where the castings are put for analysis.

The casting is positioned on a working table using a manually adjusted foundry
mould. The mould is built with a material similar to common silicone, which is
easily malleable. In the case that we decide to change the casting type, we will
only have to change the mould. In this way, we ensure that the vision system
allows us to analyse every type of casting in the same position.
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With this system, we capture the information of the casting surface. The
process starts by putting the casting manually on a working table. Then, we use
a mould that is built with a material similar to common silicone. In this way,
we ensure that the vision system allows us to analyse every type of castings in
the same position.

When the casting is on the working table, the robotic arm makes a linear
movement, retrieving a set of profiles based on the generated triangulation of
the laser and the optical sensor. In other words, a foundry casting C is composed
of profiles P such as C = {P1,P2, ...,Pn−1,Pn}. Each profile is retrieved with
a thickness of 0.2mm. These profiles are vectors p composed of the heights of
each point px,y. Joining these profiles, we represent the casting C as a height
matrix H

H =

⎛⎜⎜⎜⎜⎜⎜⎝
h1,1 h1,2 ... h1,m−1 h1,m
h2,1 h2,2 ... h2,m−1 h2,m

...
h
−1,1 h
−1,2 ... h
−1,m−1 h
−1,m

h
,1 h
,2 ... h
,m−1 h
,m

⎞⎟⎟⎟⎟⎟⎟⎠ (1)

where each hx,y represent the height of the point in the space (x, y). Therefore,
the number of profiles of each casting depends on its size.

Once the system has computed the matrix H, we have to remove the possible
existing noise, as well as the data unrelated to the casting surface. To this end,
we establish a height threshold empirically.

Finally, we generate the following representations of the information, besides
from the heigh matrix:(i) normals matrix and (ii) normals map coded in RGB.

– Normals Matrix. This representation is generated by means of the height
matrix, but shows the direction of the normal vector of the surface for
each point in the matrix. Each vector for each point have three components
(x, y, z).

– Normals Map coded in RGB. This image represents the information
of the Normals Matrix corresponding red component to the x value, green
component to the y value and blue component to the z value.

3 Enhanced Segmentation Method

Image segmentation consists on the subdivision of an image into disjointed re-
gions [5]. Usually, these regions represent areas of the original image that contain
at least one irregularity (defect or regular structure). In [6], we presented a model
based approach for image segmentation. This method uses correct castings to
compare with the normals map coded in RGB of the potentially defective sur-
faces. Then, we employed 176 correct castings to build the model, and we con-
firmed that if the number of correct castings increases, the performance of the
segmentation method decreases.

In this paper we optimise this segmentation method, using a combination
of: (i) image filters (to emphasise the defective areas); and (ii) the use of QT
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clustering algorithm (to reduce the information of the good castings used like a
models).

Quality threshold algorithm was proposed by Heyer et al. [7] to extract rel-
evant information of big datasets. Specifically, we use the implementation of
this algorithm proposed by Ugarte-Pedrero et al. [8]. The Figure 2 shows the
pseudo-code of this implementation and how are centroid vectors generated.

input : The original dataset V, the distance threshold for each cluster threshold, and the
minimum number of vectors in each cluster minimumvectors

output: The reduced dataset R
// Calculate the distance from each vector (set of executable features) to the rest of

vectors in the dataset.
foreach {vi|vi ∈ V} do

foreach {vj |vj ∈ V} do
// If a vector vj’s distance to vi is lower than the specified threshold, then

vj is added to the potential cluster Ai, associated to the vi vector
if distance(vi,vj) ≥ threshold then

Ai.add(vj)
end

end

end
// In each loop, select the potential cluster with the highest number of vectors.
while ∃Ai ∈ A : |Ai| ≥ minimumvectors and ∀Aj ∈ A : |Ai| ≥ |Aj | and i �= j do

// Add the centroid vector for the cluster to the result set R.add(centroid(Ai))
R.add(centroid(Ai))
// Discard potential clusters associated to vectors vj ∈ Ai

foreach {vj |vj ∈ Ai} do
A.remove(Aj) V.remove(vj)

end
// Remove vectors vj ∈ Ai from the clusters Ak remaining in A
foreach {Ak|Ak ∈ A} do

foreach {vj |vj ∈ Ak and vj ∈ Ai} do
Ak.remove(vj)

end

end

end
// Add the remaining vectors to the final reduced dataset
foreach {vj |vj ∈ V} do

R.add(vj)
end

Fig. 2. Pseudo-code of the implementation of QT Clustering based model reduction
algorithm proposed by Ugarte-Pedrero et al. [8]

The input vectors are composed of the heigh matrix of the correct casting
surfaces, concatenating each row in a sole row. In other words, if we have a
height matrix H, the input vector v that represents H is the following

v = {h1,1, h1,2, ..., h1,n−1, h1,n, h2,1, h2,2, ..., hm,n−1, hm,n} (2)

QT clustering algorithm requires to fix a threshold to determine the maximum
distance between two vector of the same cluster. Specifically, we use Euclidean
distance and we set different values for the threshold to optimise the performance
of the segmentation method.
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Next, the centroids are generated, replacing the original model castings and
the segmentation process continues with the following steps:

1. The process starts converting to grey-scale the normals map coded in RGB
of the casting and of the correct models. This step is necessary to remove
any noise of the rugosity of the surface.

2. The Gaussian Blur [9] filter is applied.
3. The process continues applying the difference filter between the result image

of the previous steps and each model image.
4. The system applies a intersection filter between the differences computed in

the previous step.
5. The result image is binarized.
6. The process ends with an algorithm that extracts the areas potentially faulty,

removing the ones which are excessively small.

For each extracted area, several features are computed. These features can be
divided into the following categories:

– Features of the segmented image: The segmented image is the result of
the segmentation process applied to the normal map. We use: (i) the width,
height and perimeter of the area; (ii) the euclidean distance of the center of
gravity of the area to origin of coordinate axes; and (iii) the fullness, which
is computed as Area/(Width ∗Height).

– Features of the integral image of segmented binary image: These
features are obtained from the conversion to the integral image of the seg-
mented version of the image. An integral image is defined as the image in
which the intensity at a pixel position is equal to the sum of the intensities
of all the pixels above and to the left of that position in the original image
[10]. We use: (i) mean value of pixels in the integral image and (ii) the result
of addition of the pixels values in the integral image.

– Features of the height matrix: They are extracted from the computed
segments in the original grey-scale height map. We use: (i) summation, mean,
variance, standard deviation, standard error, min, max, range, median, en-
tropy, skewness and kurtosis of the height matrix values; and (ii) summa-
tion, mean, variance, standard deviation, standard error, min, max, range,
median, entropy, skewness and kurtosis of the height matrix without zero
pixels values.

– Features of the normals matrix: These features are extracted from the
computed segments in the original normals matrix. We use: (i) summation,
mean, variance, standard deviation, standard error, min, max, range, me-
dian, entropy, skewness and kurtosis of the x component; (ii) summation,
mean, variance, standard deviation, standard error, min, max, range, me-
dian, entropy, skewness and kurtosis of the x component without zero pixels
values; (iii) summation, mean, variance, standard deviation, standard error,
min, max, range, median, entropy, skewness and kurtosis of the y compo-
nent; (iv) summation, mean, variance, standard deviation, standard error,
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min, max, range, median, entropy, skewness and kurtosis of the y compo-
nent without zero pixels values; (v) summation, mean, variance, standard
deviation, standard error, min, max, range, median, entropy, skewness and
kurtosis of the z component; and (vi) summation, mean, variance, stan-
dard deviation, standard error, min, max, range, median, entropy, skewness
and kurtosis of the z component without zero pixels values.

4 Empirical Validation

To evaluate our casting defect detector and categoriser, we collected a dataset
from a foundry, which is specialised in safety and precisions components for the
automotive industry (principally, in disk-brake support with a production over
45,000 tons per year). Three different types of defect (i.e., inclusion, cold lap and
misrun) were present in the faulty castings.

To construct the dataset, we analysed 639 foundry castings with the seg-
mentation machine-vision system described in Section 2 in order to retrieve the
different segments and their features. In particular, we used 236 correct castings
as input for the clustering algorithm and the remainder for testing.

The acceptance/rejection criterion of the studied models resembles the one ap-
plied by the final requirements of the customer. Pieces flawed with defects must
be rejected due to the very restrictive quality standards (which is a require-
ment of the automotive industry). We labelled each possible segment within the
castings with its defects.

First, we evaluate the coverage of our segmentation method using different
values for QT Clustering threshold. To this end, we define the metric ‘Coverage’
as:

Coverage =
Ss→s

Ss→s + Sc→s
· 100 (3)

where Ss→s is the number of segments retrieved by the segmentation system
which are defects and Sc→s are the number of defects that our segmentation
method does not gather.

The Table 1 shows the evolution of the coverage of the segmentation method
using different values for the clustering threshold.

We can notice that the coverage increases with higher values of the threshold.
Besides, when we use a threshold higher than 450, the segmented areas are too
big and the method loses precision. For this reason, we compute the segmentation
process using the 51 centroids vectors.

By means of this analysis, we constructed a dataset of 6,150 segments to train
machine-learning models and determine when a segment is defective. Besides,
we added a second category to identify the noise that our machine vision system
retrieves called ‘Correct’, which represents the segments gathered by the seg-
mentation method that are correct even though the method has marked them
as potentially faulty. In particular, 5,686 were correct and 464 were faulty.
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Table 1. Coverage results and generated centroids for different threshold values

Threshold Number of centroids Coverage(%)

300 236 59.71
325 234 59.87
350 218 60.69
375 182 62.97
400 128 66.72
425 68 77.00
450 51 78.79

Table 2. Number of samples for each category

Category Number of samples

Correct 33,216
Inclusion 553
Cold Lap 20
Misrun 60

Next, we evaluate the precision of the machine-learning methods to categorise
the segments. To this extent, by means of the dataset, we conducted the following
methodology to evaluate the proposed method:

– Cross validation: This method is generally applied in machine-learning
evaluation [11]. In our experiments, we performed a K-fold cross validation
with k = 10. In this way, our dataset is split 10 times into 10 different sets
of learning (90% of the total dataset) and testing (10% of the total dataset).

– SMOTE: The dataset was not balanced for the different classes. To address
unbalanced data, we applied Synthetic Minority Over-sampling TEchnique
(SMOTE) [12], which is a combination of over-sampling the less populated
classes and under-sampling the more populated ones. The over-sampling is
performed by creating synthetic minority class examples from each training
set. In this way, the classes became more balanced.

– Learning the model: For each fold, we accomplished the learning step
using different learning algorithms depending on the specific model. Partic-
ularly, we used the following models:

• Bayesian Networks (BN): With regards to Bayesian networks, we utilize
different structural learning algorithms: K2 [13] and Tree Augmented
Näıve (TAN) [14]. Moreover, we also performed experiments with a Näıve
Bayes Classifier [11].

• Support Vector Machines (SVM): We performed experiments with a
polynomial kernel [15], a normalized polynomial Kernel [16], a Pear-
son VII function-based universal kernel [17] and a radial basis function
(RBF) based kernel [18].
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• K-Nearest Neighbour (KNN): We performed experiments with k = 1,
k = 2, k = 3, k = 4, and k = 5.

• Decision Trees (DT): We performed experiments with J48(the Weka
[19] implementation of the C4.5 algorithm [20]) and Random Forest
[21], an ensemble of randomly constructed decision trees. In particular,
we tested random forest with a variable number of random trees N ,
N = 10, N = 25, N = 50, N = 75, and N = 100.

– Testing the model: To test the approach, we evaluated the percent of
correctly classified instances and the area under the ROC curve, which es-
tablishes the relation between false negatives and false positives [22].

Regarding the coverage results, our segmentation method is able to detect
78.79% of the surface defects. This coverage value is higher than we obtained
without clustering. In particular, the coverage increases in 19.09 points.

Table 3. Results of the categorisation in terms of accuracy and AUC

Model Accuracy(%) AUC

Bayes K2 97.21 0.8364
Bayes TAN 98.40 0.7229
Näıve Bayes 81.83 0.8938
SVM: Polynomial Kernel 93.22 0.9543
SVM: Normalised Polynomial Kernel 96.85 0.9611
SVM: Pearson VII Kernel 98.81 0.9516
SVM: Radial Basis Function Kernel 93.98 0.9578
KNN K = 1 98.03 0.5584
KNN K = 2 98.17 0.5860
KNN K = 3 98.11 0.6104
KNN K = 4 98.16 0.6277
KNN K = 5 98.09 0.6450
J48 97.58 0.7911
Random Forest N = 10 98.63 0.9497
Random Forest N = 25 98.62 0.9621
Random Forest N = 50 98.66 0.9680
Random Forest N = 75 98.67 0.9692
Random Forest N = 100 98.70 0.9689

If we focus in the precision of the categorisation of the segments, Table 3
shows the results of the categorisation phase. In particular, the best results were
obtained by the Random Forest trained with more than 50 trees with an ac-
curacy of more than 98% and an AUC of 0.96. SVM trained with a Radial
Basis Function kernel and trained with Polynomial Kernel obtained poor re-
sults, implying that a radial division of the space is not as feasible as others,
because the rest of the SVMs behaved with accuracies higher 98% in the case of
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Pearson VII and near 97% in the case of the Normalised Polynomial kernel.
Surprisingly, the lazy classifier KNN achieved high results, ranging from 98.03%
to 98.17% of accuracy and from 0.55 to 0.64 or AUC. J48 was an average classifier
that achieved an AUC of 0.79.

5 Conclusions and Future Work

In this paper, we proposed an improvement for a machine vision system. Con-
cretely, we used Quality Threshold Clustering to reduce the data of the correct
castings used in the segmentation methods. Also, with this enhancement we
have increased the coverage of the method. Then we evaluated our new segmen-
tation method using machine learning models to categorise the detected areas
into correct, inclusion, cold lap or misrun. For this classification, we proposed
new features, using different representations. The experimental results showed
that, albeit our precision in categorisation is very high, the coverage of the seg-
mentation method had increased.

Future work is oriented in 2 main ways. First, we are going to develop new
segmentation methods in order to enhance the coverage results and the system
performance. Second, we will evaluate different features and approaches in order
to improve the categorisation process.
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Abstract. Premature Ventricular Contractions (PVCs) are a common
topic of discussion among cardiologists as this type of heart arrhythmia is
very frequent among the general population, often endangering people’s
health. In this paper, a software system is proposed that differentiates
PVCs from normal, healthy heartbeats collected in the MIT-BIH Ar-
rhythmia Database. During classification, training data were recorded
from subjects different than those from which testing data were mea-
sured, making the classifiers attempt to recognize patterns they were not
trained for. A modification of the Orthogonal Matching Pursuit (OMP)
based classifier is described and used for comparison with other, well-
established classifiers. The absolute accuracy of the described algorithm
is 87.58%. More elaboration on the results based on cross-reference is
also given.

Keywords: orthogonal matching pursuit, electrocardiogram, heart
arrhythmia, pattern matching, sparse approximation.

1 Introduction

Ever since their invention, electrocardiogram (ECG) devices have been provid-
ing cardiologists with vast amounts of data describing functions and malfunc-
tions of the human heart. Processing and labeling this data can be difficult and
time consuming, leading many researchers to ideas on how the process could
be automated. Given the diversity of ECG signals in different patients and the
amount of noise collected along with useful measurements, the task of building
an autonomous recognition device, be it a small wearable apparatus or a high
performance system, is challenging but greatly rewarding as timely recognition of
premature ventricular contractions (PVCs) can prevent many health-endangering
situations.

In this paper, we explore the possibility of differentiating PVC heartbeats
from healthy heart waveforms with minimal sensor data preprocessing. While
it is a common practice to combine and perform several data preprocessing
techniques before classification and recognition stages of a pattern matching
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system, preprocessing can be computationally expensive and thus unsuitable
for small, low-power or low-cost devices. That is why a minimalistic, simple
preprocessing was chosen for this research and its effect on PVC from healthy
heartbeat differentiation accuracy measured. The classifiers were chosen so that
they represent both common and well-established approaches and less common,
rather novel techniques. Each of the compared classifier is briefly described in
the following section.

For a brief description of electroencephalography, it is a non-invasive exami-
nation method that takes readings of electric potentials in the human heart. An
action potential originates in the sinoatrial node from which it spreads through
atrioventricular node and bundle branches to Purkinje fibers. Purkinje fibers, in
turn, spread this excitation throughout the whole ventricular muscle. The exci-
tation causes a mechanical contraction of the heart tissue, ejecting blood into
the bloodstream. An electrocardiogram is a recording of this process. One period
of an ECG record consists of three phases: a P-wave (atrium depolarization), a
QRS complex (ventricle depolarization) and T-wave (ventricle repolarization).
Particular heart disorders manifest themselves as changes in the shape of particu-
lar heart muscle segments. From ECG, a cardiologist can recognize pathological
states like ischaemic heart disease, myocardial infarction or different types of
arrhythmia, one of which is PVC.

Premature ventricular contraction is one of the most common and frequently
occurring heart arrhythmias. Long-term researches indicate that at least one
PVC beat occurs every hour in up to 33% healthy males without any heart dis-
orders. This percentage increases with the presence of circulatory system defects
to up to 58% of females and 49% of males, topped by up to 84% of pensioners.
PVCs can occur due to psychological stress, fatigue, alcohol and caffeine con-
sumption. Physiologically it can be caused by low levels of oxygen or potassium
in the body. During this type of arrhythmia, the action potential originates in
Purkinje fibres instead of the sinoatrial node. In contrast with the standard QRS
comples, a PVC beat is not preceded by a P-wave, is morphologically different
and takes longer than 120 milliseconds. PVCs put the patients in danger of ven-
tricular fibrillation, myocardial infraction or sudden death, greatly motivating
researches in this area.

When addressing the PVC detection problem, research authors currently focus
on preprocessing ECG data, applying various feature extraction and domain
transformation algorithms. Wavelet transformations are a reoccurring theme in
this area [1–3]. Classification methods currently widely used in the area are
based both on classic algorithms like the Classification And Regression Tree
(CART) [4] or k-Nearest Neighbor (kNN) [5] and more advanced techniques
like the Adaptive Neuro Fuzzy Interference System (ANFIS) [6, 7] or Iterative
Dichotomiser 3 (ID3) [8] alike. In this paper, the idea behind the proposed
classifier is sparse approximation.
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Fig. 1. An example of the preprocessing method and its resulting signal. There are
four beats, the PVC beat is highlighted, the rest are usual heartbeat waveforms.

2 Methods Evaluated for PVC Detection

This section provides a brief description for each of the classifiers used in the
comparison in this paper. The OMP classifier and its modification are left out
here as they are more elaborately described in their own section.

2.1 k-Nearest Neighbors

kNN is a non-parametric algorithm, meaning that it makes no assumptions about
the structure or distribution of the underlying data, thus being suitable for real-
world problems that usually do not follow the theoretical models exactly. The
method is also considered to be a lazy learning algorithm as it performs little to
no training during computation. As a result, the method uses the whole training
dataset during classification. kNN is well known for its simplicity, speed and
generally good classification results.

2.2 Nearest Centroid Classifier

An extremely fast classifier. The approach is similar to that of kNN, but instead
of k closest training samples the method picks the label of the class whose
training samples’ mean (centroid) is closest to the signal query. The speed and
simplicity of the algorithm is compensated by low classification performance.
Therefore the classifier is usually coupled with one or more data preprocessing
techniques. In many implementations the method has been successfully used to
create pattern recognition systems in bioinformatics [9].

2.3 Classification and Regression Tree

This algorithm classifies a sample based on groups of other samples with sim-
ilar properties. During training, the training data is continuously divided into



204 P. Dohnálek et al.

smaller subsets (tree nodes). When the divisions are finished, the samples are
clustered together according to their properties. Testing samples are then evalu-
ated against certain conditions in each node and propagated throughout the tree.
When the sample reaches a leaf node, it is then assigned the class to which the
samples in that node belong. In this paper, a binary tree with logical conditions
was used.

2.4 Singular Value Decomposition

SVD is an algebraic extension of the classic vector model. It is similar to the
Principle Component Analysis method which was the first method used to gen-
erate eigenfaces. Informally, SVD discovers significant properties and represents
the EEG signals as linear combinations of the base vectors. Formally, an ECG
signal matrix A is decomposed with SVD, calculating singular values and singu-
lar vectors of A [10]. Since SVD is not a classification algorithm on its own, it
needs to be followed by a classifier. Given the complexity of the SVD algorithm
itself, a simple Euclidean distance based classifier was used to assign a class
to a given test sample in order to avoid creating a computationally expensive
workflow.

2.5 Common Tensor Discriminant Analysis

As the name of the method suggests, CTDA is a feature extraction algorithm
that processes tensors formed from a signal. An input signal is split into epochs
of equal lengths. Each epoch is then transformed into a tensor whose covariance
tensor is subsequently computed. All the covariance tensors are then used to
compute a single, representative covariance tensor for a given class. The goal of
the CTDA training process is to find the transformation matrices, two for each
class, that project a query signal corresponding to a class on the first and second
mode of the tensor [11]. Once the matrices are computed, a feature extraction
takes place. As with SVD, CTDA is not a self-contained classifier. Features
extracted from the test samples are passed through the same Euclidean distance
based classification.

To conform to the workflow set by the authors of [11], CTDA is the only
method for which more data preprocessing took place. Train and test samples
alike were, in addition to above mentioned sample substraction, preprocessed
with wavelet transformation. The transformation was performed by MATLAB
function CWT using the mexican hat wavelet and 17 scales corresponding to
5-60Hz frequencies. The mexican hat wavelet is commonly used in heartbeat
recognition as its waveform often fits a heartwave the best, while the frequencies
were limited to those that are the most probable to occur during PVC.

3 OMP in PVC Detection

In order to use the sparse approximation of a signal for classification, sparse
coefficients must first be computed. To do this, the OMP algorithm defined in [12]
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is used. It is a greedy algorithm that selects vectors from the entire training set
that are the closest match to the signal being classified (the query signal). The
training set can be represented as an m × n real-valued matrix A, where m is
the length of both training and query signal and n is the number of training
samples. Each column of every training matrix is normalized to unit length.
The iterative nature of the algorithm allows for sparse coefficient number to be
chosen in advance. It stands to reason to limit the number of sparse coefficients
s such that s ≤ m, although the number can truly be limited only by the lowest
number of training samples across classes.

3.1 Training Matrix Preparation

Originally, the classifier proposed in [13] requires n = t × c, where t is the
number of training samples for a given class and c is the number of classes. The
classification algorithm requires the training set to contain the same number
of training samples for each class. It is also necessary to keep the samples of
a given class grouped together. Therefore, the training matrix has the form of
A = [a11, a21, ..., at1, a12, ..., atc], where aij , i = 1..t, j = 1..c is the ith training
sample of class j and length m.

The proposed modification changes the meaning of t and the resulting number
of samples in the training set. Here,

n = ‖t‖1 =
c∑

x=1

tx, (1)

where t is the c-dimensional vector consisting of numbers of training samples for
a given class. By this, the limitation imposed on the number of training samples
in the original classification approach is lifted, yielding a training matrix in the
form of A = [a11, a21, ..., at11, a12, ..., atcc], where aij , i = 1..tx, x = 1..c, j = 1..c
is the ith training sample of class j and length m.

The sparse coefficients are obtained by finding the sparse solution to the
equation

y = As, (2)

where y ∈ R
m is the query vector, A ∈ R

m×n is the training matrix and s ∈ R
n

is the sparse coefficient vector. The stopping criterion in the implementation is
reaching the sparse coefficient vector with the desired number of non-zero values.

3.2 Classification

To classify the query signal vector, a strategy of computing the residual value
from the difference between the query vector and its sparse representation con-
verted into the vector space of the training matrix vectors is employed. This is
performed for each class resulting in c residuals. The classification is then based
on the minimum residual. Formally, the classification problem can be stated as
follows:

arg min rk(y) = ‖y −Ask‖2. (3)
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Here, sk is an n-dimensional vector with non-zero elements located only on
indices corresponding to the kth class in the training matrix, hence the need for
the training samples of a given classes to be grouped together in the matrix. The
algorithm could be described by the following steps:

– Set the iteration variable i to 1
– Replace all sparse coefficients not belonging to class i with zeros
– Multiply the training matrix with the modified vector s
– Compute the �2-norm of the resulting vector
– Increase i by 1 and repeat for all classes
– Output the class whose �2-norm is the lowest

Calculating the residuals is generally not computationally expensive and can
be performed in real time, depending on the size of the training matrices. Only
very large training matrices can slow the process down significantly.

4 The MIT-BIH Arrhythmia Database

The distribution of the MIT-BIH Arrhythmia Database started in 1980, the same
year it was compiled into its final form, with half of it freely accessible after being
released by PhysioNet [14] in 1999. Its data consist of 48 half-hour dual-channel
ECG recorded from 47 subjects. The signals were discretized at 360Hz sampling
frequency with 11-bit resolution and 10mV range. The recordings contain healthy
heart beats as well as several different types of arrhythmic beats occurring at
various rates. Detailed information about the signal properties and arrhythmias
included in the database can be found in [15] and [16].

4.1 Dataset Preprocessing

In order to improve the accuracy of distinguishing the two beats from each other,
the input data has been passed through a very quick preprocessing. First, a num-
ber of healthy beat samples of the training set were separated. These samples
were then substracted from the remaining training set. In ideal conditions, all
healthy beats in the training set would be reduced to a zero flat line, leaving
only the PVC beat signal distorted. In reality, however, every one of the heart-
beats, even of the same type, has a slightly different waveform, even more so
if measured from a different subject. It can be seen that even this extremely
simple preprocessing technique can have a significant positive impact on recog-
nition accuracy, making it suitable for low-performance devices. Example of the
preprocessed signal can be seen in Figure 1.

5 Experiments

The following section summarizes the experiments performed and the result-
ing recognition accuracy, pointing where exactly is the proposed method more
accurate then the original OMP based classifier and vice versa. A comparison
between all used methods is also shown. Classifier results were cross-referenced
and evaluated in more detail.
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Table 1. Overall recognition accuracy of all compared methods

Dataset 3-NN OMP OMP(mod) CART NCC CTDA SVD

Unprocessed 89.16 58.11 74.39 84.64 79.92 96.26 88.04

Preprocessed 93.53 68.83 87.58 88.70 65.86 83.38 92.18

5.1 Experimental Setup

The database was divided into a training set consisting of 20 subjects (subjects
101, 104, 105, 106, 109, 112, 113, 117, 119, 124, 200, 201, 208, 210, 215, 219, 223,
228, 230, 233) and a testing set containing data from 24 subjects different from
the training set (subjects 100, 102, 103, 107, 108, 111, 114, 115, 116, 118, 121,
122, 123, 202, 203, 205, 212, 213, 214, 217, 220, 221, 231 and 234). All the signal
data of each subject were analyzed and heartbeat waves extracted. In order to
extract the waves, the index of a QRS complex is found in the signal description
data of the dataset and then 70 values (35 on the left of the complex, 34 on the
right + the complex peak itself) are taken to form one sample of a heartbeat.
In total, 39510 of such samples of healthy and PVC beats were allocated for the
training phase of the algorithms and 37878 samples for testing.

For preprocessing, 19755 healthy heartbeat samples were separated from the
training set and substracted from the remaining training samples. Since the
testing set is larger than 19755 samples, the separated samples were used re-
peatedly to accommodate this difference in size. The settings for each algorithm
was as follows: both OMP-based classifiers computed 10 sparse coefficients for
each testing sample. The k parameter for k-NN was set to 3.

5.2 Results

During the evaluation of the methods, it became clear that substracting healthy
heartbeats from PVC beats can both benefit and hurt the recognition accuracy,
depending on the method used as the classifier. While for the k-NN, OMP, pro-
posed OMP modification, CART and SVD the preprocessing did indeed bring
positive results, boosting the recognition accuracy by up to 13.19%, some classi-
fiers, namely NCC and CTDA, prove that the suitability of the presented prepro-
cessing technique is dependent on what classification technology follows. Table
1 sums up the absolute recognition accuracies for each of the tested classifier.

Tables 2 and 3 elaborate on the results in terms of cross-reference evaluation.
The abbreviations stand for the following:

– TP: True/Positive - PVC beat was supposed to be and was recognized.
– TN: True/Negative - Healthy beat was supposed to be and was recognized.
– FP: False/Positive - Healthy beat was supposed to be recognized, but PVC

was detected.
– FN: False/Negative - PVC beat was supposed to be recognized, but healthy

beat was detected.
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Table 2. Cross-reference data for the preprocessed training set

3-NN OMP OMP(mod) CART NCC CTDA SVD

TP 1461 1670 1490 1429 923 757 1464

TN 33965 24401 31684 32168 24023 30825 33452

FP 2086 11650 4367 3883 12028 5226 2599

FN 366 157 337 398 904 1078 363

Sensitivity 0.7997 0.9141 0.8155 0.7822 0.5052 0.4143 0.8013

Specificity 0.9421 0.6768 0.8789 0.8923 0.6664 0.8550 0.9279

Table 3. Cross-reference data for the unprocessed training set

3-NN OMP OMP(mod) CART NCC CTDA SVD

TP 1591 1756 1701 1576 798 417 1618

TN 32179 20255 26477 30484 29473 36042 31731

FP 3872 15796 9574 5567 6578 5 4320

FN 236 71 126 251 1029 1410 209

Sensitivity 0.8708 0.9611 0.9310 0.8626 0.4368 0.2282 0.8856

Specificity 0.8926 0.5618 0.7344 0.8456 0.8175 0.9999 0.8802

Since the goal is to detect PVC arrhythmias, it stands to reason to also evaluate
the methods in terms of error rates in PVC detection. From this point it can be
seen that OMP combined with unprocessed data detects the PVC beats better
than the other methods. It correctly detected 1756 PVC beats and missed only 71
of them, resulting in the accuracy of 96.11%. Following is the suggested modifica-
tion of the OMP classifier with slightly worse results in PVC detection (93.10%),
but significantly improving detection reliability for healthy heartbeats (73.44%
against 56.18%), explaining the increase in the absolute recognition accuracy.
For the preprocessed dataset, PVC recognition was generally worse for OMP,
dropping to 91.41% for the original classifier and 81.56% for the modified ver-
sion, but the differentiation for healthy beats was boosted significantly (67.69%
original OMP, 87.89% modified OMP). Interesting results are shown by CTDA.
For unprocessed data (processed only by the above-mentioned wavelet trans-
formation), the method performed almost flawlessly when recognizing healthy
heartbeats, misclassifying only five. However, its performance in terms of PVC
detection was the worst out of all evaluated methods, no matter the substraction
preprocessing. Curiously, NCC and CTDA were the only two classifiers for which
substraction improved the PVC detection rate, albeit with significant loses in
healthy beat recognition. In the scope of the tested methods, k-NN, CART and
SVD provided average recognition accuracies.
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6 Conclusions and Future Research

This paper reviewed several classification algorithms and their performance in
terms of PVC detection in human subjects with minimalistic prior data prepro-
cessing, training the classifiers on different subjects than they were tested on.
While the overall performance of some of the classifiers, namely k-NN, CTDA
and SVD based, was satisfactory, none of the methods have an obvious advan-
tage over the other, leaving space for significant improvements to achieve greater
accuracy in PVC detection, healthy beat detection and overall accuracy alike.
One such improvement was suggested and shown to significantly boost the al-
gorithm’s overall performance and although still not being able to surpass all of
its competitors, it retains its original variant’s superior PVC detection rate. The
presented results motivate for further research of the OMP-based classifier and
suggest that the approach, with further modifications, might have the potential
to outperform both simple and more sophisticated methods and possibly become
viable to be practically implemented in wearable monitoring devices. The focus
of future research lies in more elaborate, yet still computationally inexpensive
preprocessing as well as modifying the classifiers for greater recognition accu-
racy in the PVC detection area. Combining multiple preprocessing techniques
or inserting a few beat samples relevant to the test subjects into the training set
is also a viable option for further studies.
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Abstract. The development of automatic methods to produce usable
structured information from unstructured text sources is extremely valu-
able to the oil and gas industry. A structured resource would allow re-
searches and industry professionals to write relatively simple queries to
retrieve all the information regards transcriptions of any accident. In-
stead of the thousands of abstracts provided by querying the unstruc-
tured corpus, the queries on structured corpus would result in a few
hundred well-formed results.

On this paper we propose and evaluate information extraction tech-
niques in occupational health control process, particularly, for the case of
automatic detection of accidents from unstructured texts. Our proposal
divides the problem in subtasks such as text analysis, recognition and
classification of failed occupational health control, resolving accidents.

Keywords: text classification, ontology, oil and gas industry.

1 Introduction

Health, safety and environment (HSE) issues are priority matter for the offshore
oil and gas industry. This industry is frequently in the news. Much of the time it
is because of changes in prices of oil and gas. Other —less frequent but perhaps
more important— subject of media attention is when disasters strike, as is the
case of offshore oil drilling platform explosions, spills or fires. These incidents
have a high impact on lives, environment and public opinion regarding this
sector. That is why a correct handling of HSE is a determining factor in this
industry long–term success.

Today, with the advances of new technologies, accidents, incidents and occu-
pational health records are stored in heterogeneous repositories. Similarly, the
amount of information of HSE that is daily generated has become increasingly
large. Furthermore, most of this information is stored as unstructured or poorly-
structured data and. This poses a challenge is a top priority for industries that
are looking for ways to search, sort, analyze and extract knowledge from masses
of data.
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The development of automatic methods to produce usable structured infor-
mation from unstructured text sources would be extremely valuable to the oil
and gas industry. A structured resource would allow researches and industry
professionals to write a relatively simple queries to retrieve all the information
regards transcriptions of any accident. Instead of the thousands of abstracts
provided by querying the unstructured corpus, the queries on structured corpus
would result in a few hundred well-formed results. This would obviously save
time and resources while also empowering the decision maker with consistent
and valuable information.

On this paper we propose and evaluate information extraction techniques
in occupational health control process, particularly, for the case of automatic
detection of accidents from unstructured texts. Our proposal divides the problem
in subtasks such as: (i) text analysis, (ii) recognition and (iii) classification of
failed occupational health control, resolving accidents. We present an ontology-
based approach to the automatic text categorization.

An important and novel aspect of this approach is that our categorization
method does not require a training set, which is in contrast to the traditional
statistical and probabilistic methods that require a set of pre-classified docu-
ments in order to train the classifier. Also relevant is the use of a word thesaurus
for finding non-explicit relations between classification text and ontology terms.
This feature widens the domain of the classifier allowing it to respond to complex
real-life text and more resilient to ontology incompleteness.

The rest of this work goes on by describing the theoretical foundations that
support it. After that, in Section 3, we describe the elements that are involved
in our proposal, that is: (i) the elaboration of the ontology, (ii) the use of a
thesaurus as a crawling tool and (iii) the use of the ontology as a classifier.
Subsequently, in Section 4 we present the prototype that has been developed
under the scope of this work. Finally, some conclusive remarks are put forward.

2 Foundations

Automatic text categorization is a task of assigning one or more pre-specified
categories to an electronic document, based on its content. Nowadays, automatic
text classification is extensively used in many contexts. A typical examples is
the automatic classification of incoming electronic news into categories, such as
entertainment, politics, business, sports, etc.

Standard categorization approaches utilize statistical or machine learning
methods to perform the task. Such methods include Näıve Bayes [1], Support
Vector Machines [2], Latent Semantic Analysis [3] and many others. A good
overview of the traditional text categorization methods is presented in [4]. All
of these methods require a training set of pre-classified documents that is used
for classifier training; later, the classifier can correctly assign categories to other,
previously unseen documents.

However, it is often the case that a suitable set of well categorized (typically
by humans) training documents is not available. Even if one is available, the set
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may be too small, or a significant portion of the documents in the training set
may not have been classified properly. This creates a serious limitation for the
usefulness of the traditional text categorization methods.

Ontologies [13] offer knowledge that is organized in a more structural and
semantic way. Their use in text categorization and topic identification has lately
become an intensive research topic. As ontologies provide named entities and re-
lationship between them, an intermediate categorization step requires matching
terms to ontological entities. Afterwards, an ontology can be successfully used
for term disambiguating and vocabulary unification, as presented in [5]. Another
approach, presented in [6], reinforces co-occurrence of certain pairs of words or
entities in the term vector that are related in the ontology.

The use of descriptions of neighboring entities to enrich the information about
a classified document is described in [9]. Interesting approach, although very
different, is presented in [10]; where authors automatically build partial on-
tology from the training set to improve keyword-based categorization method.
Other categorization approaches based on using recognized named entities are
described in [11] and [12].

The knowledge represented in a comprehensive ontology can be used to iden-
tify topics (concepts) in a text document, provided the document thematically
belongs to the domain represented in the ontology. Furthermore, if the concepts
in the ontology are organized into hierarchies of higher-level categories, it should
be possible to identify the category (or a few categories) that best classify the
content of the document.

3 Proposal

In this section we introduce a novel text categorization method based on leverag-
ing the existing knowledge represented in a domain ontology. The novelty of this
approach lays in that it is not dependent on the existence of a training set, as it
relies solely on the entities, their relationships, and the taxonomy of categories
represented in the ontology.

In the proposed approach, the ontology effectively becomes the classifier. Con-
sequently, classifier training with a set of pre-classified documents is not needed,
as the ontology already includes all important facts. The proposed approach
requires a transformation of the document text into a graph structure, which
employs entity matching and relationship identification.

The categorization is based on measuring the semantic similarity between the
created graph and categories defined in the ontology require a training set of
pre-classified documents that is used for classifier training; later, the classifier
can correctly assign categories to other, previously unseen documents.

Our strategy is to use an ontology as the key component of our text classifica-
tion heuristic algorithm. Besides the ontology itself, the algorithm is composed
of the following set of modules:

1. A lemmatization, stemming and stop-word removing preprocessing. In this
work we applied for this task the functionality provided by the Apache
Lucene framework [15].
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Fig. 1. General view of the ontology for health, safety and environment in oil industry

2. A thesaurus for locating words appearing in the text in the ontology. In
our case we used a customized version of OpenOffice Brazilian Portuguese
thesaurus [16].

3. Set of ontology elements tagged with its corresponding classification label.
4. A thesaurus crawling algorithm that takes care of determining the matching

degree of text words with a corresponding ontology term.

There are some other proposals that also employ mechanisms that rely on on-
tologies, for example, [7, 8], and many more. However, in our case, the use of the
thesaurus makes the approach more flexible and capable or handling real-world
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is_a is_a

is_a is_a

is_a

Fig. 2. The anomaly concept of the ontology for health, safety and environment in oil
industry

applications. An ontology describes the application domain in a comprehensive
but inflexible way. Natural language is, on the other hand, highly-irregular some-
thing rather impossible to grasp by directly using an ontology. The use of the
thesaurus along with lemmatization and text processing bridges this gap effec-
tively.

3.1 Health, Safety and Environment ontology

As part of this work, we devised a domain ontology for Health, Safety and
Environment (HSE) for oil and gas application contexts (see Figure 1). This
ontology was elaborated after interviewing field experts, an extensive reviewing
of related literature and the analysis of the existing data sources.
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We also obtained the inferences that describe the dynamic side and finally
we group the inferences sequentially to form tasks. Principal concepts of the
ontology, see Figure 2, are the following:

– Anomaly: Undesirable event or situation which results or may result in
damage or faults that affect people, the environment, equity (own or third
party), the image of the Petrobras System, products or production pro-
cesses. This concept includes accidents, illnesses, incidents, deviations and
non-conformances.
• Neglect: Any action or condition that has the potential to lead to,
directly or indirectly, damage to people, to property (own or third party)
or environmental impact, which is inconsistent with labor standards,
procedures, legal or regulatory requirements, requirements management
system or practice.
∗ Behavioral neglect: Act or omission which, contrary provision of
security, may cause or contribute to the occurrence of accidents.

∗ Non-behavioral neglect: Environmental condition that can cause
an accident or contribute to its occurrence. The environment includes
adjective here, everything that relates to the environment, from the
atmosphere of the workplace to the facilities, equipment, materials
used and methods of working employees who is inconsistent with la-
bor standards, procedures, legal requirements or normative require-
ments of the management system or practice.

• Incident: Any evidence, personal occurrence or condition that relates
to the environment and/or working conditions, can lead to damage to
physical and/or mental.

• Accident: Occurrence of unexpected and unwelcome, instant or other-
wise, related to the exercise of the job, which results or may result in
personal injury. The accident includes both events that may be iden-
tified in relation to a particular time or occurrences as continuous or
intermittent exposure, which can only be identified in terms of time pe-
riod probable. A personal injury includes both traumatic injuries and
illnesses, as damaging effects mental, neurological or systemic, resulting
from exposures or circumstances prevailing at the year’s work force. In
the period for meal or rest, or upon satisfaction of other physiological
needs at the workplace or during this, the employee is considered in
carrying out the work.
∗ Accident with injury: It’s all an accident in which the employee
suffers some kind of injury. Any damage suffered by a part of the
human organism as a consequence of an accident at work.
· With leave: Personal injury that prevents the injured from re-
turning to work the day after the accident or resulting in perma-
nent disability. This injury can cause total permanent disability,
permanent partial disability, total temporary disability or death.
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function:  
input: : string – the text to be classified. 

output:  – set of ontology terms that can classify the current text. 
 : integer – level of similarity of the terms. 
  

1  – yields a set of words after lemmatization, stemming 
and stop-word removal. 

2   – best similarity level. 
3 . 
4 for each  do 
5  . 
6  for each  
7   if  then 
8   . 
9 . 

10 else if  then 
11 . 
12  end-if 
13 end-for each 
14 end-for each 
15 return . 

Fig. 3. Pseudo-code description of the algorithm used to compute the levels of simi-
larity between a given word found in text and ontology terms

· Without leave: Personal injury that does not prevent the in-
jured to return to work the day after the accident, since there is
no permanent disability. This injury, not resulting in death, per-
manent total or partial disability or total temporary disability,
requires, however, first aid or emergency medical aid. Expres-
sions should be avoided “lost-time accident” and “accident with-
out leave”, used improperly to mean, respectively, “with leave
injury” and “injury without leave.”

∗ Accident without injury: Accident causes no personal injury.

3.2 Classification Algorithm

As already mentioned, the classification algorithm proposed in this work relies on
the previous ontology, a thesaurus to establish the degree of matching between a
given text fragment and some terms of interest that are present in the ontology.

The algorithm is presented as pseudo-code in Figure 3 as function Classify-
Text(). It proceeds by first filtering and rearranging the input sentence in order
to render it in a format suitable for processing (PreprocessText() method in
step 1 of Figure 4). We have employed Apache Lucene text processing tools for
stemming, lemmatization and stop-word removal.

Having the filtered text represented as a set of words, the algorithm pro-
ceeds to identify which terms of the ontology are most closely related to that
set. It carries that out by invoking for each word the function ComputeSimi-
larityLevels(). This function —which is described in Figure 4— returns the set
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function: :  
input: : string – the word to be processed. 

 : integer – initial level. 
global: : integer – maximum number of levels to be reached. 
output:  – set of pairs of ontology term and level of similarity. 

Each pair represents how “close” is word  to w. 
  

1 if  then 
2        return  – max. number of levels reached. 
3 end-if 
4 if OntologyContains( ) then 
5        return  – the word is a term of the ontology, no further search 

is necessary. 
6 end-if 
7  – determine the synonyms of . 
8 . 
9 for each  do 

10        .  
11        . 
12 end-for each 
13 return . 

Fig. 4. Pseudo-code description of the algorithm used to compute the levels of simi-
larity between a given word found in text and ontology terms

of ontology terms that are related with a given word by recursively traversing a
thesaurus up to a given number of levels. If a connection between a word and
a term is established that term is included, along with its level of similarity in
the set of related terms Θ. The level of similarity is defined as the number of
jumps needed to get from to word to the term using the thesaurus. A lower level
implies higher similarity.

The result of the classification is one or more ontology terms that are most
closely related to the text, or, posed in other words, the terms with minimal
level of similarity. It should be beard in mind that the two functions presented
here have been simplified for didactical reasons, and in practice some a harder
to read but more efficient option is used.

4 Results

The classification algorithm proposed herein has an adequate computational
performance. However it has some clear drawbacks when confronted to complex
and contradictory texts. This is not an issue for our application domain. In
spite of the texts are written in a natural language, for this particular domain,
unstructured texts are written in a very direct discourse and there was no a large
variation in the amount of information in each text, issues that were good for
the step 1 (see Figure 5).



Text Classification Techniques in Oil Industry Applications 219

Fig. 5. Preprocessing and algorithm results

5 Final Remarks

In this paper we introduced a novel text classification method based on lever-
aging the existing knowledge represented in domain ontology. We have focused
our approach on a real-life high-relevance problem: the health, safety and envi-
ronment issues in the oil and gas industry.

The novelty of this approach is that it is not dependent on the existence
of a training set, as it relies solely on the entities, their relationships, and the
taxonomy of categories represented as an ontology. It might be argued that the
synthesis of such ontology is comparable at some degree with the preparation of
an annotated training set. However, when analyzing this issue at a deeper level
it may be realized that an ontology-based solution is better mainly because an
ontology can be easily contrasted and verified, both by formal means and by
members of the research team. Therefore, this approach is less prone to bias,
inconsistency and prejudice. Similarly, the resulting ontology is a relevant asset
on its own right.

This approach has the additional novelty of incorporating a thesaurus for
overcoming the possible narrow classification domain imposed by the limited set
of terms that are present in the ontology. This feature makes the method more
flexible and resilient to real-life texts that are hardly written in a homogeneous
or exact form.

It must be said that this paper presents a set of results that is susceptible of
being improved. In particular, we are interested on using the ontology to provide
a more granular classification.
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Abstract. This paper introduces principal ideas of new ways to mediate
the interaction between users and their domestic environment, namely
the set of household appliances owned by the user. These ideas are being
developed in the framework of the Social and Smart (SandS) project,
which elaborates on the idea of a social network of home appliance users
that exchange information and insights about the use of their appliances.
This interaction constitutes the conscious social computing layer of the
system. The system has a subconscious computing layer consisting of
a networked intelligence that strives to provide innovative solutions to
user problems, so that the system goes beyond being a recollection of
appliance recipes. This paper discusses the structure of the system, as
well as some data representation issues that may be instrumental to
its development, as part of the development work leading to the final
implementation of the project ideas.

1 Introduction

Social networks may act as a repository of information and knowledge that can
be probed by the social agents to solve specific problems or to learn procedures
relative to a common knowledge domain. This is well known in the social sci-
ences, where social networks have been useful to spread educational innovations
in health care [4], manage product development programs [6], engagement in
agricultural innovations by farmers [7].

Social computing was defined by Vannoy and Palvia [8] as “intra-group social
and business actions practiced through group consensus, group cooperation, and
group authority, where such actions are made possible through the mediation
of information technologies, and where group interaction causes members to
conform and influences others to join the group” in the context of a study of
social models for technology adoption. We qualify the term social computing
with conscious levels as follows:

– Conscious social computing: the information processing done under the com-
plete user awareness and participation.

– Unconscious social computing: the information processing done on the social
data without user awareness, usually kept hidden from the user.
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– Subconscious social computing: the information processing by delegation
from the users but of which the user is aware, but not in detailed control.

We would say that Vannoy and Palvia’s definition corresponds to Conscious
social computing. Social subconscious computing can be termed intelligent when
new solutions to new or old problems are generated when posed to it. Let us
clarify ideas by proposing a short taxonomy of tasks that can be done by the
social subconscious computing:

– Crowd-sourcing: the social players explicitly cooperate to build a knowledge
object following some explicit and acknowledged rules. The foremost exam-
ple: wikipedia. Sometimes the user contribution is stimulated by games and
competition. For instance, the Lego design competition is a strong source
of innovation obtained from the conscious social computing carried out by
the players. Other example are the image labeling games proposed to ob-
tain ground truth for the design of automatic content based image retrieval
algorithms.

– Information gathering: The social player asks for a specific data, i.e. the
restaurant closest to a specific landmark, and the social framework searches
for it. In the internet of things framework [2], this search may mean that
“things” are chatting between them sharing bits of information that lead to
the appropriate information source.

– Solution recommendation: the social player asks for the solution of a problem,
i.e. the best dating place for a first date, and the social framework broadcasts
the question searching for answers in the form of recommendations by other
social players. Answers can be tagged by trust values. The recommendations
can be also produced by automatic recommender systems which need the
precise specification of questions and answers in a repository while users
may process natural language uncertain and vague issues directly.

– Solution generation: the social player asks for the solution of a problem, i.e.
how to cook a 5 kg turkey?, and the social framework provides solutions
based on previous reported experience from other social players. This expe-
rience can be explicitly or implicitly provided by the social players, but the
hidden intelligence layer effectively strive to provide the best fit solution,
even if nobody in the social network has ever cooked a turkey.

Social and Smart (SandS) project aims to lay the foundations of social sub-
conscious intelligent systems in the realm of household appliances and domestic
services. The contents of the paper are as follows: Section 2 gives an intuitive
definition of Sands Network.

2 Intuitive Definition of SandS

Figure 1 gives an intuitive representation of the architecture and interactions
between the system elements. The SandS Social Network mediates the interac-
tion between a population of users (called eahoukers in SandS [1]) each with
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its own set of appliances. The SandS Social Network has a repository of tasks
that have been posed by the eahoukers and a repository of recipes for the use of
appliances. These two repositories are related by a map between (to and from)
task and recipes. This map needs not to be one-to-one. Blue arrows correspond
to the path followed by the eahouker queries, which are used to interrogate the
database of known/solved tasks. If the task is already known, then the corre-
sponding recipe can be returned to the eahouker appliance (black arrows). The
eahouker can express its satisfaction with the results (blue arrows). When the
queried task is unknown and unsolved then the social network will request a so-
lution from the SandS Networked Intelligence that will consists in a new recipe
deduced from the past knowledge stored in the recipe repository. This new so-
lution will be generated by intelligent system reasoning. The eahouker would
appreciate some explanation of the sources and how it has been reasoned to be
generated, therefore explicative systems may be of interest for this application.

The repository of recipes solving specific tasks can be loaded by the eahoukers
while commenting among themselves specific cases, or by the appliance manu-
facturing companies as an example of use to foster their sales by appealing their
clients with additional services. These situations correspond to the conscious
computing done on the social web service by human agents. The role of the
Networked Intelligence is to provide the subconscious computing that generates
innovation without eahouker involvement.

Fig. 1. Social and Smart system prototypical architecture
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Fig. 2. A visualization of the SandS task and recipe processing flow chart

We can view the main components of the intelligent system from another
point of view illustrated in figure 2. The figure separates the conscious and
subconscious levels of information transfer and computation. The user can fed
consciously a task requirement, a feedback about his satisfaction, and an ap-
pliance recipe. The subconscious layer performs several processes, including the
interpretation of the task requirement to obtain a precise specification, and the
intelligent generation of recipes:

1. The user inputs “clean cotton white t-shirt with small chocolate stain”.
2. The Natural Language Module extracts the concepts and their relational

structure specifying the task requirements, i.e. “Action: clean. Object: Tshirt.
Attributes: Cotton made. Chocolate stain (small)”.

3. The Extended Knowledge Module is able to deduce more information that
may be needed by the appliance for fine tuning. For instance, it can set the
weight of the t-shirt to the standard 200 grams, set the percentage of cotton
to 100%, and the size of the stain to around 3 cm2.

4. The Intelligent Recipe Module generates a recipe. It communicates with the
Appliance Managing Module and the user, in order to execute the task and
learn. The appliance and the user can give useful feedback information that
ends in the Intelligent Recipe Module. For instance, if the user says “OK”,
then the recipe is known to be good. If the washing machine senses low
weight, it could learn to reduce the water quantity accordingly.
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3 Task and Recipe Domains

The mapping between task and recipe semantic domains is illustrated in figure
3 for a washing machine case. The task domain corresponds to graph on the left
side of the figure, and it is a representation of the conscious aspect of the con-
scious interaction of the user and his appliance mediated by the social network
service. If describes the concepts relating to the clothes and stains that can ap-
pear on them, so that a description of a washing task would be composed of some
keywords extracted from this domain specification. They conform the basic vo-
cabulary that the user wants to use to communicate, the natural language of the
events related to her needs. The graph on the right side of the figure corresponds
to the semantic domain of the appliance recipes. Recipes will be composed by
sequences of actions and perceptually conditioned decisions whose atomic el-
ements would be extracted from the ontology. Mapping tasks into appliance
recipes may not be performed by ontology matching or graph homomorphism
computing. The formalization of the required mapping must follow the mapping
between sequences of terms that can be affected by the restrictions imposed by
the semantic constraints. Besides the importance and scientific interest that the
mathematical formalization may have by itself, the important point here is to
notice that we can relate the above said social computing qualifiers to these two
semantic domains:

– The conscious social computing of the user goes in terms of the specification
of task to be performed (washing a cloth with some stains), as well as the
informal reasoning about the most adequate washing recipe (temperature
setting, kind of detergent). However, not all users are willing or capable of
discussing washing recipes, so they can also reason in terms of the similitude
of tasks (same or different materials, etc.).

– The subconscious social computing aspect of the system consists in the for-
mal translation of tasks into recipes and vice versa, as well as the formal
manipulation of the recipes to obtain new recipes that may provide en-
hanced solutions to the tasks that are presented by the user. The aim of
the subconscious computing is to solve some vague optimization problem,
which could be posed as a learning problem. It is in fact the function of the
networked intelligence level of the proposal main structure.

The subconscious social computing presents, therefore, a strong learning and
validation problem, as far as the there are no actually gathered data to perform
them. In fact, the project is in the stage of setting the formal descriptions and
computational solutions adopted to carry out the learning problem. Validation
requires the user satisfaction feedback as the gold standard or ground truth,
which involves real life experimentation and some extra personal costs. How-
ever, user satisfaction does not give enough information to derive rules that may
perform the recipe adaptation in terms of the approximation to the desired task
performance. Gradient operators in the task and recipe spaces, and the relation
between them are crucial steps to develop the subconscious social intelligence
in the SandS system. Recipes may be specified as graphs of processes, so that
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recipe gradient operators would be some kind of graph matching procedures.
Alternatively they can be represented as empirical discrete time function spec-
ifications, which amount to some high dimensional vector time sequences, so
that recipe gradient operators would be some operator in a high dimensional
Euclidean space.

Fig. 3. Mapping the task (left) and appliance recipe (right) semantic domains

4 Knowledge Storage

Knowledge data storage and retrieval is not a trivial problem in the SandS
system. Besides the already difficult problem of storing and retrieving social
information data, which is involves many recursive call explorations , we have
the problem of storing and retrieving the task and recipe data, which may be
more efficiently considered as graphs in some sense. It would be desirable to have
all these data stored in an integrated and unique database.

Graph databases have been developed since more than twenty years ago
[5]. Lately, they have made place into a knowledge domain known as NOSQL
(http://nosql-database.org/) whose intention is modern databases, i.e., non-
relational, distributed, open-source and horizontally scalable. Graph databases
leverage complex and dynamic relationships in highly-connected data to gener-
ate a different insight [3]. Nowadays, general-purpose graph databases are widely
available (http://www.neo4j.org/). There are three popular graph models: the
property graph, hypergraphs and RDF triples, although the former is the most
implemented. A property graph contains vertices and edges where both of them
contain properties (key-value pairs), edges are named and directed.

Figure 4 shows an snapshot of the possible database structure containing
the knowledge of the system. Users and appliances are kind of terminal (blue
and green) nodes of the system, storing their respective parameters. Tasks are
also represented as single magenta nodes, connected to the user(s) that has
requested them, and the recipes that may provide a solution to them. Recipes
are represented by graphs with an special connection node, which the one used
to connect them to the other kinds of nodes. We have not represented relations

http://nosql-database.org/
http://www.neo4j.org/
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Fig. 4. Graph database snapshot

among recipes that may lead to think of any learning process between recipes.
Though this representation is improving and evolving, it already shows the power
of the graph database for our problem. A key problem is the definition of the
storage and retrieval operators corresponding to the gradient operators in the
recipe space.

5 Conclusions

We have discussed some salient features of the SandS project going beyond
the accepted definition of social systems, introducing a subconscious intelligent
computing layer that would be a step ahead in the social computing environment.
Though the project is focused on household appliances, its philosophy may be
exported to many other domains. The main difference with other approaches is
that the system will autonomously elaborate on the knowledge provided by the
social players to innovate and obtain solutions to new problems, and to increase
the satisfaction of the eahouker by solving better old problems by underground
reinforcement learning, obtaining thus a personalization of the appliances to the
user and its conditions.
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Abstract. Modern enterprises aim to implement increasingly efficient
working methods. One of the trends is the use of process knowledge to
guide users about the proper way of performing specific tasks, getting rid
of the misleading influence of inexperienced users or veteran users with
incorrect habits. But implementation of this kind of working methods can
give rise to conflicts and general stressful interdepartmental atmosphere
within the company. To this end we are designing a system that allows
user ordering based on the amount of daily work done so that more
proficient users may have a greater influence in their group, helping all
the members of the group to a reach higher levels of performance. A
key feature of the proposed system is that the users are anonymized
at all times. This measures seeks to avoid personal feelings to interfere
on the acceptance and generation of working recommendations. Even the
number of user groups and their components are unknown at all times, so
that the recommendation system is intended to be fully autonomous and
self-managing, increasing overall work efficiency by using the experience
of some workers but without disclosing the identity of those employees.
The aim is to obtain the personal alignment of the user with the proposed
recommendations. We report evaluation of the approach on two test cases
in a real business environment, where it has been observed that the
proposed system is capable of correctly clustering users and identify the
most proficient within each group.

Keywords: Anonimization, ERP recommendations, Social Networks,
user clustering.

1 Introduction

Even in companies where manufacturing labor is the predominant activity, bu-
reaucratic management is becoming more important, needing tools capable of
carrying out all work in the shortest time possible and with the least number
of incidents [1]. To do this, the Enterprise Resource Planning (ERP) software
packages offer a multitude of functionalities to perform all necessary manage-
ment tasks. However, these tools are increasingly complex, the amount of data
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handled by the user, and the interaction with other processes makes it sometimes
difficult to devise an efficient flow of actions to perform various tasks [2].

The users of these ERPs perform tasks, based on their training and their
own personal experience, in patterns that are not always correct [3]. Some users
even refuse to use the new tools and try to continue using as far as possible
the familiar old methods [4]. There are many factors that lead users to use the
ERP tools in one form or another, such as age, education level or even gender
[5]. However, in many cases these usage guidelines are incorrect and may lead
new employees to adopt them as working habit regardless of its effectiveness and
alignment with the guidelines set by the company.

To correct this kind of behaviors, the only effective measure is to provide the
correct formation and convince the users that the correct way to perform the
tasks is the one set by the company [6]. Training is expensive and has a strong
financial impact on ERP implementation [7]. To minimize high training costs,
Grupo I68 is designing a system in which the ERP is able to identify the most
common actions that a user employs to perform its assigned tasks, based on
expert system recommendations and on an ERP function usage log [8]. In the
previous work the most active users exert a big influence in other users without
taking into account the user skill, because the system learns from the user and
suggests the most suitable applications at any time. However this does not solve
the problem of mimicking user bad practices. Additional user clustering creates
profiles based on tasks performed so that ERP programs suggested by the system
are related to the overall performance of the group, and not just the user. In
this article we add the user proficiency as a further factor for recommendation
generation. Therefore, a skilled user will have greater influence on the group
leading other users to mimic the expert actions, also diminishing the influence
of less skillful users. It is very difficult to identify an skilled. The aim of this
paper is also to establish indicators that allow us to identify these “good” users,
that we keep for future work.

This system can be met with strong opposition from some company em-
ployees who despite having extensive experience can not be a role model for
the rest of the ERP user group. Thus the members of each user groups, and
the expert(s) included in them, are anonymous so that the user does not know
if the recommendation received comes from his/her own experience or that of
others, evaluating it only by increased work satisfaction [9]. The number of user
groups is unknown, and are spontaneously formed according to user behavior, so
that the number of groups varies from one moment to another. For experimental
purposes, the identification of the experts has been done manually in the works
reported in this paper, assigning a high experience value to a user by a high rank
officer of the company, but always preserving anonymity or automatically using
a marker with which to measure the efficiency of each user.

The rest of the paper is organized as follow: Section 2 presents the user cluster-
ing. In Section 3 we discuss the anonymization of user groups. Finally, 4 present
experimental results. The last section is for our conclusions.
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2 User Clustering

In order to perform user clustering, we must correctly define the common char-
acteristics shared by two users identifying them as belonging to the same group.
We first define the affinity A between two users as the sum of the Euclidean
distance between their working characteristics so that if this sum is less than a
threshold U , then it will establish an affinity rapport between the two users.

A =
n∑

1
||fai − fbi||,

(A < U) ⇒ e(a, b) = 1,

where fai and fbi are the i-th features of users a and b, and where e(a, b) = 1
means that there is an edge between both users in the affinity graph.

Calculating the affinity pairs, we obtain an affinity graph [10] which defines
the different groups, but it may be the case that a user is related to two groups
without that these groups are related to each other. For these cases, using a
smaller threshold can broke the tie between groups. If lowering the threshold too
much dissolves the groups, the user should choose randomly a group. A threshold
too low may cause excessive fragmentation of the groups while a very large
threshold can create groups in which there is too much difference between any
pair of members. The number of groups in which users are divided is arbitrary,
but to make a correct tuning of the system, we need to establish upper and lower

Fig. 1. Affinity Groups
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bounds on the number of groups. These parameters depend on the number of
users of the company. User clustering can be achieved by an algorithm for graph
coloring, as we have done previously by a Swarm algorithm [11] that offers very
good results compared to others in the literature [12,13].

Because each company is different respect another company, the threshold
must be accurate for each company. The company economic area, number of
employees or internal hierarchy, define differences so great that it is impossible
to determine some common parameters.

For illustration purposes, in Figure 1 we plot the affinities between some users
in one of the industrial studies performed. We can observe that users {User41,
User44, User46, User48, User49, User54, User55, User56, User60} have affinity
values between them in the order 75% and 100%, allowing to create an affin-
ity group. On the other hand, users {User21, User23, User27, User36, User83,
User47} also have a great affinity between them, creating another group. More-
over, this grouping is confirmed by the low affinity between the users from both
groups, so that no users can belong to both groups. The data have been obtained
from a company with over 400 user, and having anonymized user names for con-
fidentiality issues, a human resources expert from the company has confirmed
that the groups generated by the algorithm greatly resembled the daily work
members of the same in most cases.

3 Anonymous User Groups

In the previous section we have grouped the users, taking into account various
factors. These groups have been reviewed by a human resources expert to check
that represent coherent user groups [14]. Whether the expert would have to make
the groups would have been very similar. But the problem remains of finding the
best performing user. The first approach to identify it would be to check who
has the higher average affinity with other members of the group, which means
that in a group of users with similar tasks, we select the user that matches in
carrying out the tasks with more group members assuming that the expert will
be mimicked by others. However, popular users with bad practices may adversely
affect the rest of the group. This approach helps to make experiments, but is very
poor identifying expert users so we will need a more accurate way to identify
the expert.

Figure 2 shows different user states, and how they can evolve from one to
another [15]. Using these relationships we are able to characterize the expert
user, beyond routinely performed tasks. The experience is achieved with training
supported by appropriate studies. Studies and training require an effort that
can sometimes be limited by age. Age is an important factor in the behavior of
people and the influence of society and, in the case of a company, its working
peers. Happiness is another factor that affects the behavior, or that, vice verse,
is a consequence of the behavior. We must differentiate between personal and
impersonal social influence, where the latter is exerted regardless of personal
traits, only on the basis of working performance. Then, to ensure that system
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experts providing recommendations to the other users are selected on the basis
of impersonal value, the system needs to emphasize the need for privacy and
anonymous clustering and expert selection. Our system will hide the experience
so that it is an imposition that may cause rejection of the employees but will be
anonymized. This anonymization will result in increasing working satisfaction of
ERP users by excellency in user recommendations.

Fig. 2. Human Features relationship

4 Experiment Results

After consulting with the company human resources expert we have performed
the following experiment. We have selected five different tasks consisting of six
steps. The work had already been done by the users in the group, so that we
known a priory their behavior. The system has recommended certain actions
taking into account the experience of each user and group ownership, taking
into account the experience of the group is closely tied to that of its expert.
The first steps, the overlap between what the system offers and what users
actually did was low, but as the task progresses users tend to make the expert’s
recommendations.

To prove these kind of systems is very difficult because is very complicated
to identify if recommendations improve the productivity of the company or not.
Only, when this system is installed in a real company, and used for a long period
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of time, we can extract conclusions about goodness of the system. But even in
that case we can not ensure that an improvement or worsening is due to the
system. The human opinion is the most valuable conclusion of our experiments.

In figure 3 we plot the percentage of success of the expert on each task,
measured as the percentage of users that perform the same action as the expert
which performing a given task. We observe that users tend to perform the same
tasks as the expert. The figure indicates the percentage of success as it seems the
action of the expert user. In the first action, the users take their own decision
about what to do, but then more users performs the same action as the expert.
These results are encouraging to the implementation of the anonymous user
clustering and expert detection system, showing that this anonymous “follow the
leader” process may improve performance of the overall system by levels above
80 % adoption of expert recommendations in some task performing sequences of
actions.

Fig. 3. Expert recommendation success for different tasks

5 Conclusions and Future Work

We have already managed to create groups of users within a company on the
basis of ERP logs. Evaluation by company human resource expert, these groups
have been found to correspond to the consistent user categories. In this paper
we argue that the user grouping information is to be kept anonymous. We have
found that even though you may give upper and lower bounds on the number of
groups to generate, they are spontaneously formed without having any kind of
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outside interference. In this paper we have required expert opinion to validate the
composition of the user group, however the system will be capable of generating
autonomously user groups following the dynamic behavior variations of each
user.

In addition we found that if we identify a hierarchy of experience within each
group by assigning more value to their recommendations to those of others and
not leaving you that will influence others, actions taken to solve various tasks
are similar to those of the expert.

Future work is to define the requirements a user must meet in order to be
considered an expert. In this way the system will be able to locate the experts
in each group autonomously.
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Abstract. The Heat Pump with geothermal exchanger is one of the
best methods to heat a building. The heat exchanger is an element with
probabilities of failure due its size and due it is outside construction. The
present study shows a novel intelligent system design to detect faults on
this type of heating equipment. The novel approach has been successfully
empirically tested under a real dataset obtained during measurements
along one year. It is based on classification techniques with the aim to
detect failures in real time. Then the model is validated and verified
over the building; it allows to obtain good results in all the operating
conditions ranges.

Keywords: MLP, J48, FLDA,Heat Exchanger, Heat Pump,Geothermal
Exchanger.

1 Introduction

A Heat Pump provides heat by taking out it from a source, and then transferring
it into a house [1]. Heat can be obtained from any source, whether it is cold of
heat. But if this source is warm then it is possible to achieve higher efficiency
[2]. The ground can be a source for the Heat Pump and, the heat exchangers
topology can be vertical or horizontal [1,3]. Usually horizontal exchanger is more
economical than the vertical configuration [3]; however this configuration has less
efficiency than the other one. With the aim to increase the performance of the
horizontal exchanger, frequently, installers place the exchanger more deeply in
the ground [4].

Both configurations, vertical and horizontal have their own operation prob-
lems, but the horizontal has more inconvenient than the other, among others
because the exchanger is closer to the ground surface [5,6]. Due to the proximity
to the surface, the weather has influence over the exchanger and the efficiency
could be lower [7,8]. For the same reason the installation may be damaged due
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to different reasons like crushing, perforations, and so on [9]. In normal, the per-
formance is the same during throughout the year, but if any problem appears,
then, the efficiency could drop significantly or even stop working [5].

Fault detection involves the monitoring of a system and the detection when a
fault has occurred [10]. The system must be modeled or a knowledge based sys-
tem must be created with the aim to detect deviations of the correct performance
[11]. There are typical systems where fault detection has been implemented with
satisfactory results. For instance, [12] propose a two-stage recognition system
for continuous analysis of ElectroEncephaloGram (EEG) signals. [13] proposes
a model-based Robust Fault Detection and Isolation (RFDI) method with hy-
brid structure. In [14] is presented a fault detection strategy for wireless sensor
networks. In [15] a hybrid two stage one-against-all Support Vector Machine
(SVM) approach is proposed for the automated diagnosis of defective rolling
element bearings, [16] shows the robust fault detection problem for non-linear
systems considering both bounded parametric modeling errors and measurement
noises. As can be seen on the mentioned examples of fault detection, different
soft computing techniques have been used to solve the problem.

This research presents a new intelligent method to make fault detection on
buildings for a Heat Pump system using geothermal exchanger. The way to
detect wrong work-points of operation is creating a model based on classification.
This model has been trained with a big dataset of a year of operation, and
consequently all weather seasons are taking into account. The model was tested
with a real dataset of failures samples obtained for this purpose.

This paper is organized as follows. It begins with a brief description of the
case of study followed by an explanation of the model approach and the dataset
conditioning to perform fault detection through classification techniques. In the
next section results are presented, and finally the conclusions and future work
are exposed.

2 Case of Study

The novel model has been applied to do fault detection in a Geothermical Heat
Pump. It is part of the systems installed within a real bioclimatic house. The
physical system is described in detail as follows.

2.1 Sotavento Bioclimatic House

Sotavento bioclimatic house is a project of demonstrative bioclimatic house of
Sotavento Galicia Foundation. The house is located within the Sotavento Exper-
imental Wind Farm, which is a center of dissemination of renewable energy and
energy saving. The farm is located between the councils of Xermade (Lugo) and
Monfero (A Coruña), in the autonomous community of Galicia (Spain). It is at
coordinates 43◦21′ North, 7◦52′ West, at an elevation of 640 m above sea level
and at a distance of 30 Km from the sea. Figure 1 shows geographic location
in the Spanish territory (left), and an external view of the bioclimatic house
(right).
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Fig. 1. Left: Geographic location of the bioclimatic house. Right: External view of the
bioclimatic house

2.2 Installations of the Bioclimatic House

Thermal and electrical installations of the bioclimatic house have various re-
newable energy systems to complement these installations. Figure 2 describes
through a schema, the main systems and component of thermal and electrical
installations. The thermal installation consists of 3 renewable energy systems
(solar, biomass and geothermal) that serve the DHW (Domestic Hot Water)
system and the heating system. The electrical installation consists of two re-
newable energy systems (wind and photovoltaic) and one connection to the grid
power, getting supply to the lighting and power systems of the house.

ELECTRICAL
SYSTEM

THERMAL
SYSTEM

HEATING

DHW

GENERATION COSUMPTION

POWER

LIGHTING

SOLAR

GEOTHERMAL

BIOMASS

WIND

PHOTOVOLTAIC

POWER GRID

Fig. 2. Thermal and electrical installations of the house
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2.3 Description of the Thermal Installation

Figure 3 shows through a block diagram, the different components of the thermal
installation and their interconnections. Overall, the heating installation can be
divided into 3 functional groups:

– Generation group: Solar thermal (1), biomass boiler (2) and geothermal (3).
– Energy accumulation group: Inertial accumulator (5), solar accumulator (4)

and preheating (8).
– Consumption group: Underfloor heating (6) and DHW (7).

Heat Emission Unit

Solar thermal generation

Biomass boiler generation

Energy accumulation
Solar Acc.

Preheating
DHW

Emission by Unit Heater

Emission by underfloor
heating

DHW

1

2

Geothermal heat pump
generation

Horizontal ground collectors

Heat pump

3.1

3.2

5

4

8

6.1

6.2

Mains water/ Well

Energy accumulation
DHW Acc.

7

GENERATION ACCUMULATION CONSUMPTION

OR

Fig. 3. Block diagram of the thermal systems installed in the bioclimatic house

Following each functional group is described in more detail.

Generation. The generation group has three collection systems of renewable
energy:

– Solar thermal system: It consists of eight solar panels that capture energy
from the solar radiation and use it to heat a fluid (ethyleneglycol) that flows
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inside the panels. The heated fluid is transported to the accumulation zone,
where through the heat exchanger of the solar accumulator (4) gives up
its heat to water stored inside the accumulator, getting to raise the water
temperature for later use.

– Biomass boiler system: It has a biomass boiler type Ökofen, model Pallematic
20, with adjustable power from 7 kW to 20 kW, with a yield of pellets of
90%. It gives the hot water directly to the inertial accumulator to 63◦C.

– Geothermal system: The system consists of a horizontal collector with 5
loops of 100 meters, each one buried at a depth of 2 meter and a Heat Pump
with a nominal heating power of 8.2 kW with a nominal electrical power
consumption of 1.7 kW. It is possible to extract energy of the ground that is
used to heat a fluid (water with glycol) that heats the water by geothermal
pump and is driven directly to the inertial accumulator.

Accumulation. The system has a solar accumulator with storage capacity of
1000 liters which receives energy contribution of solar thermal system. This ac-
cumulator is connected in series with the inertia accumulator that has storage
capacity of 800 liters, also it receives energy from the biomass boiler and geother-
mal system. The use of inertial accumulators is generally recommended in all
types of heating systems and its function is to work as thermal energy storage
to minimize starts and stops of the boiler.

Consumption. The house is equipped with DHW and underfloor heating sys-
tems, both supplied through the inertial accumulator. The DHW system has
been sized based on the Spanish Technical Building Code, taking into account
that the house only has a bathroom and a kitchen for demonstration purposes.
Thus, the DHW system obtained was sized for 240 liters per day. The underfloor
heating system consists of a network of crosslinked polyethylene with barrier
etilvinil-alcohol (EVAL) pipes at a distance of 5 cm below the floor of the rooms
of the house. It has 4 distribution collectors above the floor to enable the purg-
ing. This system is able to maintain the temperature inside the house between
18◦C and 22◦C for which the water circuit should only be between 35◦C y 40◦C.

2.4 Geothermal System under Study

This section gives a detailed description of the operation of the real geothermal
system and its components.

System Description. The Heat Pump is a MAMY Genius - 10.3 kW with a
horizontal heat exchanger as is shown in figure 4.

This study is only focussed on the two sensors shown in figure 4 (thick arrows),
in the primary circuit of the Heat Pump. The Heat Pump have two different
circuits; the primary one provides the heat from the ground (the exchanger),
and the other one is connected to the inertial accumulator.

Geothermal Exchanger. The horizontal exchanger has four different circuits,
with the aim to isolate parts in case of discover a failure in one circuit. The
installation has several temperature sensors installed along the heat exchanger
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Fig. 4. Heat Pump and horizontal exchanger layout

to study the ground temperature while the system is running (figure 5 shows
the exchanger, and its connection to the house). The four circuits are connected
all together outside the house and only one pipe goes to the Heat Pump (one
output and one input of the exchanger).

3 Model Approach

The fault detection model is based on the temperature difference at the output
of the heat exchanger. These temperatures are measured at the Heat Pump. This
is an improvement of the method, because it is not necessary to install sensors
outside the building.

The model have three inputs. The first one is to indicate the state of the Heat
Pump (on or off ). The other two inputs are the temperatures at the input and
at the output of the heat exchanger (figure 6).

3.1 Obtaining and Conditioning Dataset

The real dataset has been obtained by measurements taken along one year. Each
measure has been taken every ten minutes.

Figure 7 shows the 144 measures of a day (one every 10 minutes). In this figure,
Frame A shows a complete running cycle. Frame B is the part of the cycle when
the Heat Pump is on, and Frame C is the restoration of the temperatures after
the system turn off. In Frame D appears a cycle when the Heat Pump is off more
time, and it is possible to see that the difference of the temperatures achieved
more or less is the same.

Δ T = Toutput − Tinput (1)
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Fig. 5. Installation of the horizontal exchanger

Fig. 6. Model approach

The model studies the variation of the temperature ratio from the input to
the output of the Heat Pump (equation 1). If the Heat Pump is running or not,
the model tolerate more or less changes, then:

– If the Heat Pump is on, the difference between temperatures is going to
increase at first time (see figure 8, into the frame).

– At certain time when the Heat Pump turn off, and between 30 and 40 minutes
after that, the difference between temperatures decreases (see figure 8, out
the frame).

When the Heat Pump is off during a long time, the corresponding data are
not taking into account. The dataset is obtained when the Heat Pump is in
operation, and it turns off while temperatures do not achieved the steady state.

The initial dataset contains 52705 samples, and after discarding the non rep-
resentative data, with the rules explained before, the data set contains 13612
samples.
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Fig. 7. One day of running cycles

Fig. 8. Ratio between input and output of the Heat Pump

3.2 Classification Techniques Considered to Create the Model

This section describes the classification techniques used to create the model.

Fishers Linear Discriminant Analysis FLDA. This technique is used for
reduction the dimension on a high-dimensional data project. The reduction
achieves a low-dimensional space, where all the classes are separated [17,18].
FLDA create hyperplanes to discriminate the class as a result of analyzing the
training data.

J48 Learning Algorithm. A decision tree is approach with this method, and
there are the most common approaches in machine learning [19,20,21]. The de-
cision trees are used to classify the data into different groups, depending of
the variables used in training [19]. The decision trees were obtained by using
the J48 algorithm [19,22,23]. J48 algorithm has better performance in most cir-
cumstances than other algorithms [23] This algorithm in based on an entropy
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calculation to develop the decision tree. Entropy is the probable information
based on the partitioning into subcategories according to attribute. The clarity
on the subcategory partitions achieve the greatest advantage. The feature with
the greatest entropy reduction is chosen as the test attribute for the present
node.

A Multilayer Perceptron (MLP) [19,24]. The architecture on the ANN must
be carefully selected to achieve the best results. In this study several activation
function have been tested.

4 Results

The results of the classification is shown in table 1. The performance of the
classification techniques is obtained using the following parameters: Sensitivity
(SE), Specificity (SPC), Positive Prediction Value (PPV), Negative Prediction
Value (NPV) and Accuracy (ACC). The equations to calculate these parameters
are shown in equations 2 to 6 respectively. Where, TP are the samples where
there are no failures, TN are the samples where there are failures, and the model
classify the samples in a good way. And, FP are the samples where there are
failures, FN are the samples where there are no failures, but the model classifies
the samples in a wrong way.

SE =
TP

TP + FN
(2)

SPC =
TN

TN + FP
(3)

PPV =
TP

TP + FP
(4)

NPV =
TN

TN + FN
(5)

ACC =
TP + TN

TP + TN + FP + FN
(6)

The dataset has been increased by including one hour of real time measure-
ments. When the system acquires samples in real time, it saves the parameters
every second. During this time of fast acquisition, it has been generated some
typical anomalies in this type of systems. It was simulated a fluid leak in the
system, an obstruction in a pipe, a partial failure in the exchanger...

The dataset has been divided in two groups; one for training (70%, 12019
samples), and other to test the classification techniques (30%, 5151 samples).
Table 1 shows the confusion matrix, and the performance parameters that were
explained before (equations 2 to 6). The actual data are the real classification of
the data, and the predicted data are the classification output of the algorithms.
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Table 1. Confusion matrix

FLDA J48 MLP

No Failure Failure No Failure Failure No Failure Failure
(actual) (actual) (actual) (actual) (actual) (actual)

No Failure 2431 467 3572 163 3815 50
(predicted) 47.19% 9.07% 69.35% 3.16% 74.06% 0.97%

Failure 1621 632 479 937 269 1017
(predicted) 31.47% 12.27% 9.30% 18.19% 5.22% 19.74%

SE 0.6000 0.8818 0.9341

SPC 0.5751 0.8518 0.9531

PPV 0.8389 0.9564 0.9871

NPV 0.2805 0.6617 0.7908

ACC 0.5946 0.8754 0.9381

5 Conclusions

With the novel model approach, it is possible to know when the geothermal
exchanger of an installation based on a Heat Pump is failing. Very good results
have been obtained in general terms. With this approach based on intelligent
techniques working as a classification system, it is possible to predict malfunction
states.

As can be seen in the results section, the best classification is achieved with
MLP, where the percentage of classification accuracy is near to 94%. Models
created with other classification techniques also achieve good results as J48 al-
gorithm with an accuracy of 87.5%, however FLDA algorithm do not allow to
achieve good result. The best detection failures only has an accuracy of 59.5 %.

Future work will be based on the application of on-line anomaly detection,
with the aim to adapt the model to the progressive changes of the system. These
changes can occur due to several reasons like the wear or the dirt.
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17. Koç, M., Barkana, A.: A new solution to one sample problem in face recognition
using FLDA. Applied Mathematics and Computation 217(24), 10368–10376 (2011)

18. Calvo-Rolle, J.L., Casteleiro-Roca, J.L., Quintián, H., Meizoso-Lopez, M.C.: A
hybrid intelligent system for PID controller using in a steel rolling process. Expert
Systems with Applications 40(13), 5188–5196 (2013)

19. Parr, O.: Data Mining Cookbook. Modeling Data for Marketing, Risk, and Cus-
tomer Relationship Management. John Wiley & Sons, Inc., New York (2001)

20. Duda, R.O., Hart, P.E., Stork, D.G.: Pattern Classification. John Wiley & Sons,
Inc., Canada (2001)

21. Khan, R., Hanbury, A., Stöttinger, J., Bais, A.: Color based skin classification.
Pattern Recognition Letters 33(2), 157–163 (2012)

22. Frank, E., Witten, I.: Data Mining: Practical Machine Learning Tools and Tech-
niques, 2nd edn. Morgan Kaufmann (2005)

23. Rokach, L., Maimon, O.: Data Mining with Decision Trees: Theory and Applica-
tions. World Scientific Publishing, USA (2008)

24. Alpaydin, E.: Introduction to Machine Learning. The MIT Press, Oxford (2009)



A Comparative Study of Machine Learning

Regression Methods on LiDAR Data:
A Case Study

Jorge Garcia-Gutierrez1, Francisco Mart́ınez-Álvarez2,
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Abstract. Light Detection and Ranging (LiDAR) is a remote sensor
able to extract vertical information from sensed objects. LiDAR-derived
information is nowadays used to develop environmental models for de-
scribing fire behaviour or quantifying biomass stocks in forest areas. A
multiple linear regression (MLR) with previous stepwise feature selection
is the most common method in the literature to develop LiDAR-derived
models. MLR defines the relation between the set of field measurements
and the statistics extracted from a LiDAR flight. Machine learning has
recently been paid an increasing attention to improve classic MLR re-
sults. Unfortunately, few studies have been proposed to compare the
quality of the multiple machine learning approaches. This paper presents
a comparison between the classic MLR-based methodology and common
regression techniques in machine learning (neural networks, regression
trees, support vector machines, nearest neighbour, and ensembles such
as random forests). The selected techniques are applied to real LiDAR
data from two areas in the province of Lugo (Galizia, Spain). The results
show that support vector regression statistically outperforms the rest of
techniques when feature selection is applied. However, its performance
cannot be said statistically different from that of Random Forests when
previous feature selection is skipped.

Keywords: LiDAR, regression, remote sensing, soft computing.

1 Introduction

Light Detection and Ranging (LiDAR) is a remote laser-based technology which
differs from optic sensors in its ability to determine heights of objects. LiDAR is
able to measure the distance from the source to an object or surface providing
not only x-y position, but also the coordinate z for every impact. The distance to
the object is determined by measuring the time between the pulse emission and
detection of the reflected signal taking into account the position of the emitter.

LiDAR sensors have transformed the way to perform many important tasks
for the natural environment. The work previously done with expensive or not
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always-feasible fieldwork has partially been replaced by the processing of air-
borne LiDAR point cloud (initial product obtained from a LiDAR flight). In
this context, research work focuses on the extraction of descriptive variables
from LiDAR and their relation with field measurements. Following this philoso-
phy, LiDAR is currently used to develop forest inventories [1] or fuel models [2]
and to estimate biomass in forest areas [3], among other applications.

LiDAR-derived models are usually based on the estimation of parameters re-
gressed from LiDAR statistics through multiple linear regression (MLR). The
main advantage of using this type of methodology is the simplicity of the result-
ing model. In contrast, the selected method also has some drawbacks: this process
results a set of highly correlated predictors with little physical justification [4]
and, as a parametric technique, it is only recommended when assumptions such
as normality, homoscedasticity, independence and linearity are met [5].

With the previous in mind, it is important to outline that methodologies to de-
velop regression models between field-work data and LiDAR are being reviewed
[6]. As a consequence, machine learning non-parametric regression techniques
have recently started to be applied with success. For example, Hudak et al. [7]
applied nearest neighbour to extract relations between LiDAR and fieldwork for
several vegetation species at plot level. Chen and Hay [8] used support vector
regression to estimate biophysical features of vegetation using data fusion (Li-
DAR + multiespectral). In the same line, Zhao et al. [9] provided a comparison
between Gaussian processes and stepwise MLR where the first clearly improved
the results after a set of composite features were extracted from a LiDAR point
cloud. Decision trees in the form of random forests have also been applied with
good results. Thus, Latifi et al. showed [10] how random forests could be used
for biomass estimation and outperform classical stepwise regression after evolu-
tionary feature selection.

Although machine learning seems to provide a suitable tool to extract mean-
ingful information from LiDAR, few studies have been provided to compare the
quality of the regressions obtained by different sets of techniques. For instance,
Gleason and Im [11] showed a partial comparison of methods where support
vector regression outperformed random forests. Unfortunately, no statistical val-
idation was performed which is necessary to generalize their conclusions.

Our aim in this work was to compare the most well-known regression tech-
niques of machine learning in a common framework. We established a ranking
when they were applied to forest variable estimation to help environmental re-
searchers the selection of the most suitable technique for their needs. The dif-
ferent techniques were tested and statistically validated using their results on
two LiDAR datasets from two different areas of the province of Lugo (Galizia,
Spain).

The rest of the paper is organized as follows. Section 2 provides a description
of the LiDAR data used in this work as well as the methodology used. The results
achieved, their statistical validation and the main findings in this work are shown
in Section 3. Finally, Section 4 is devoted to summarize the conclusions and to
discuss future lines of work.
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2 Materials and Method

2.1 Study Sites

Aerial LiDAR data in two forest areas in the northwest part of the Iberian
Peninsula (Fig. 1) were used for this study (more details about both areas can be
found in Goncalves-Seco et al. [12] and Gonzalez-Ferreiro et al. [13], respectively).

The first study area (hereafter site A) was located in Trabada, concretely in
the municipality of Vilapena (Galicia, NW Spain; boundaries 644800; 4806600
and 645800; 4810600 UTM). E. globulus stands, with low intensity silvicultural
treatments and the presence of tall shrubs, dominated the forest type.

Fig. 1. Study sites located in the province of Lugo (NW of Spain). Top: study site of
Guitiriz. Bottom: study site of Trabada.

The second study area (hereafter site B) was also located in Galicia (NW
Spain), in the municipality of Guitiriz, and covered about 36 km2 of P. radiata
forests (boundaries 586315; 4783000 and 595102; 4787130 UTM). P. radiata was
the main forest type in this area and its stands were also characterized by low-
intensity silvicultural treatments and by the presence of tall shrubs.

2.2 Field Data

Field data from the two study sites were collected to obtain the dependent
variables for the regressions in this work. Thus, 39 instances (one per training
plot in the study site) were located and measured on site A. On site B, a similar
process was carried out for a total of 54 plots. The plots were selected to represent
the existing range of ages, stand sizes, and densities in the studied forests.
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For site A and B, the dry weight of the biomass fractions of each tree was esti-
mated using the equations for E. globulus in Galicia reported by Dieguez-Aranda
et al. [14]. In order to define the dependent variables, the field measurements
(heights and diameters) and the estimated dry weight of the biomass fractions
were used to calculate the following stand variables in each plot: stand crown
biomass (Wcr), stand stem biomass (Wst), and stand aboveground biomass
(Wabg).

In the case of site B, the field measurements (heights and diameters) and the
estimated volumes and dry weight of the biomass fractions helped to estimate the
following additional stand variables in each plot: stand basal area (G), dominant
height (Hd), mean height (Hm), and stand volume (V ).

2.3 LiDAR Data

The LiDAR data from site A were acquired in November 2004. The first and
last return pulses were registered. The whole study area was flown over 18 strips
and each strip was flown over three times, which gave an average measurement
density of about 4 pulses m−2. The LiDAR data for site B were acquired in
September 2007. A theoretical laser pulse density of 8 pulses m−2 was obtained.
In order to obtain two additional different resolutions, an artificial reduction
based on a random selection of LiDAR returns in a grid cell of 1 m2 was carried
out for each flight. They resulted in two new LiDAR datasets with a pulse density
of 0.5 pulses [13].

Intensity values in both study sites were normalized to eliminate the influence
of path height variations [1]. Filtering, interpolation, and the development of
Digital Terrain and Canopy Models (DTM/DCM) were performed by FUSION
software [15]. This software also provided the variables related to the height
and return intensity distributions within the limits of the field plots in the four
datasets (original and reduced data from study sites A and B). Table 1 shows
the complete set of metrics and the corresponding abbreviations used in this
article.

After the LiDAR data processing, we obtained 60 databases with 48 inde-
pendent variables (coverFP and returns in Table 1 plus the rest calculated for
intensity and heights). The first 20 datasets were composed of the previous statis-
tics and each fieldwork variable as dependent variable (for each study site and
resolution). The rest were obtained using two types of feature transformation
(allometric and exponential, [13]), respectively.

2.4 Regression Techniques Comparison

The goal of this paper was to compare the results of several families of ma-
chine learning techniques when applied to LiDAR data for estimation of for-
est variables. For comparison, we selected the most extended machine learning
algorithms in the literature from the software WEKA [16]: M5P (regression
tree), SMOreg (support vector machine for regression), LinearRegression (clas-
sic multiple linear regression), MultilayerPerceptron (artificial neural network),
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Table 1. Statistics extracted from the LiDAR flights’ heights and intensities used as
independent variables for the regression models

Description Abbreviation Description Abbreviation

Percentage of first 25th percentile P25
returns over 2m cover FP 50th percentile P50
Number of returns above 2 m returns 75th percentile P75
Minimum min 5th percentile P05
Maximum max 10th percentile P10
Mean mean 20th percentile P20
Mode mode 30th percentile P30
Standard deviation SD 40th percentile P40
Variance V 60th percentile P60
Interquartile distance ID 70th percentile P70
Skewness Skw 80th percentile P80
Kurtosis Kurt 90th percentile P90
Average absolute deviation AAD 95th percentile P95

IBk (nearest neighbor). We also developed an ad-hoc Random Forest (ensemble
of regression trees) based on the original implementation in Weka but replacing
its random trees by M5P trees. This change was necessary because the original
implementation in Weka only allows its use for classification and not for regres-
sion. In any case, all algorithms were used with default parameters after applying
a preprocessing phase of normalization, elimination of missing values, and fea-
ture selection (to avoid the Hughes phenomenon [17]) based on the Correlation
Feature Selection (CFS) filter of Weka. The comparison was defined from the co-
efficients of determination (R2) obtained in a process of 5-Fold Cross-Validation
(5FCV).

A key factor for the performance of the techniques is the set of selected at-
tributes in the preprocessing step. In certain cases, such as SVM and Random
Forest, techniques perform their own selection of best attributes. A previous
selection could therefore affect the quality of the predictions. To study feature
selection’s influence, we repeated the 5FCV in a second level of experimentation
for the best two techniques without applying previous feature selection.

2.5 Statistical Analysis

After the generation of the quality results for the different models, a statistical
analysis was used (using the open-source platform StatService [18]) to check the
significance in the differences among multiple methods in terms of R2. ANOVA
is usually used for multiple comparison of results if parametric conditions (ho-
moscedasticity, independence, normality) are met [19]. Parametric conditions
were checked using the Shapiro-Wilk and Lilliefors tests for normality and the
Levene test for homoscedasticity. If parametric conditions were not met, a non-
parametric procedure would be selected. This procedure, firstly, would obtain
the average ranks taking into account the position of the compared results with
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respect to each other. Thus, a value of 1 for a rank would mean that the method
would be the best for a test case, while a rank of n would mean it was the worst
of the n compared methods. Finally the chosen procedure would use the Fried-
man test and the Holm post-hoc procedure (see [20] for a complete description
of both non-parametric methods) to statistically validate the differences in the
mean ranks.

In addition, for the second level comparison (between the two best methods)
a similar procedure was done using a Student’s T or a Wilcoxon test which are
the corresponding parametric and non-parametric statistical test for pairwise
comparisons, respectively [19].

3 Results

Due to the high number of datasets studied, we provide Table 2 which sums up
the main statistics for every technique besides their mean ranking throughout
the 60 datasets. The whole set of results are also depicted in Fig. 2 and 3. Figures
show the results obtained by nearest neigbour (NN), support vector machines
(SVM), artificial neural networks (ANN), multiple linear regression (MLR), re-
gression trees (RT) and random forests (RF) for the 60 datasets separated in
two subgroups for clarity. They both show the results of the globally best tech-
nique (SVM obtained the best mean ranking) when the complete data mining
framework (including feature selection) was applied.

Table 2. Mean ranking and main statistics from the results obtained for every regres-
sion technique in terms of R2 throughout the 60 datasets when preprocessing included
feature selection

Technique Mean ranking R2 Mean R2 Standard deviation

SVM 1.700 0.844 0.062
RF 2.783 0.827 0.071
RT 2.967 0.820 0.079
MLR 3.133 0.815 0.083
ANN 5.133 0.710 0.148
NN 5.283 0.723 0,098

Table 3. P-values and α values for each pairwise comparison in the Holm’s procedure

DataSet p Holm

NN 0.000 0.010
ANN 0.000 0.013
MLR 0.000 0.017
RT 0.000 0.025
RF 0.002 0.050
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Table 4. Mean ranking and main statistics from the results obtained for the two
best regression techniques in terms of R2 when preprocessing did not include feature
selection

Technique Ranking R2 Mean R2 Standard deviation

RandomForest 1.45 0.772 0.011
SVM 1.55 0.774 0.006

Rankings were used to assess the statistical significance of the study since
Liliefors test rejected the normality hypothesis of the results with a p-value of
0.10 for an α = 0.05. In this case, the p-value for the Friedman test was less than
0.0001 so it rejected the null hypothesis (all the techniques behave in a similar
way) with a level of significance of α = 0.05. Then, the Holm post-hoc procedure
was applied. The p-values for the several pairwise comparisons can be found in
Table 3. As can be seen, every p-value was lower than the α required by Holm
(Holm column in the table) so the procedure concluded that pairwise differences
between SVM and the rest of the regression techniques were also statistically
significant.

The top two regressors in the previous test were SVM and RF. Both were
selected for a subsequent pairwise comparison where the experiment was repli-
cated without performing previous feature selection. Their results are visually
presented in Fig. 4 and summarized regarding the ranking and main statistics in
Table 4. In this case, the use of the Wilcoxon test with a p-value of 0.9325 could
not reject the null hypothesis (i.e., there were no significant differences between
them) with a level of significance of α = 0.05.

Through the analysis of the results of experimentation, it is possible to draw
some important findings. First, our experiments confirmed that both SVM and
RF are suitable tools to improve the performance of classical predictions (e.g.,
MLR or NN) for estimation of forest variables from LiDAR statistics although
there is still room to improve the predictions.

Regarding the application of SVM or RF, our experiments showed that al-
though feature selection outperformed every technique, SVM is more sensitive to
the feature selection method since its performance decreased more in the second
part of the experimentation. Moreover, if the feature selection is not adequate
or does not exist, there would be little difference between RF and SVM (in our
case, RF even globally outperformed SVM in most cases) as was shown in Table
4. This finding could justify the results of Gleason and Im [11] (where SVM
outperformed RF) since the authors made the feature selection manually.

The fact that SVM outperformed RF can be also attributed to CFS feature
selection provided a better set of attributes for SVM than for RF. More ex-
perimentation is needed to check if the same results can be obtain with other
automatic feature selection techniques. In addition, it was also possible that the
random nature of RF did not optimally combine the selected features. In any
case, this study confirmed the well-known importance of feature selection for the
performance of machine learning also in the LiDAR-regression context.
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Fig. 2. Results of MLR, NN, ANN, and the averaged best technique (SVM) in terms
of R2 for the 60 datasets

Fig. 3. Results of RT, RF, and the averaged best technique (SVM) in terms of R2 for
the 60 datasets

Finally, an issue not covered in this study and that should be considered in
future studies is the influence of the parameters on the results. This point as
feature selection will be addressed in future work.
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Fig. 4. Results for every dataset in terms of R2 of Random Forests and SVM when no
feature selection was applied

4 Conclusions

This paper presented a comparison between common regression techniques in
machine learning (ANN, RT, SVM, NN, and ensembles such as RF) and the
classic MLR-based methodology. The selected techniques were applied to real
LiDAR data from two areas in the province of Lugo (Galizia, Spain). The re-
sults showed that support vector regression statistically outperformed the rest
of techniques when feature selection is applied but its performance could not be
said statistically different from that of Random Forests when feature selection
was skipped. Nevertheless, results confirmed recent bibliography since SVM and
RF behaved the best for the 60 experimental datasets.

Future work should address gaps not covered in this work. Thus, we must com-
plete the framework with an ad-hoc feature selection for each specific method.
In the same line, parametrization will have to be addressed as another impor-
tant issue which can change the results of the predictors. Both problems can
be solved at the same time with the application of evolutionary computation
although a trade-off between optimization and run time should be reached for
industrial uses.
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Alessandro.Parente@ulb.ac.be

Abstract. The present paper reports on the application of Principal
Component Analysis (PCA) on the flow and thermal fields generated by
the large-eddy simulation (LES) of a square ribbed duct heated by a con-
stant heat flux applied over the bottom surface of the duct. PCA allows
to understand the complexity of the resulting turbulent heat transfer
process, identifying the flow and thermal quantities which are most rele-
vant to the process. Different algorithms have been employed to perform
this analysis, showing high correlation between turbulent coherent struc-
tures, identified by Q−criterion, and the heat transfer quantified by the
non-dimensional magnitude Enhancement Factor (EF ), both identified
as Principal Variables (PV) of the process.

Keywords: Conjugate heat transfer, Large Eddy Simulation, Principal
Component Analysis, Flow topology.

1 Introduction

Most physical and engineering processes depend on the interaction of a high
number of different physical parameters. A such example is represented by the in-
ternal cooling of turbines blades. The turbine efficiency of a jet engine can be im-
proved increasing the turbine inlet temperature. However, temperatures higher
than the melting point temperature of the blade material could be reached, as
they would cause catastrophic failure. Thus, an efficient blade cooling must be
introduced to avoid overheating and internal ducts, transporting a cooling fluid,
are typically employed within blades. The efficiency of the cooling process can
be improved by means of turbulence generators, which increase the turbulent
mixing and turbulent heat transfer. A typical generator is a set of ribs installed
on the walls of the cooling ducts. The obvious drawback associated with the use
of ribs is the increase of pressure drop; therefore, the advantages and shortcom-
ings of this approach must be accurately assessed. A deeper discussion about
the topic can be found in [1], which provides an overview of heat transfer in gas
turbines.
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The number of parameters that can potentially affect the heat transfer pro-
cess is very high and it is therefore very complex to identify the most relevant
ones. In the present work, Principal Component Analysis (PCA) is applied to
the matrix containing all the parameters potentially influencing the process, to
identify the Principal Variables (PV) and quantify their effect on the system
quantify of interest, i.e. the heat removal rate. PCA is a well-known statistical
technique that transforms a set of correlated variables into a smaller number
of uncorrelated variables, called Principal Components (PCs) [3,9]. The PC are
determined to successively maximize the amount of variance contained in the
original data sample. The approach performs a rotation within the original data
space to reveal the internal structure of the sample and to maximize the amount
of information accounted for by a smaller number of parameters. The PCs are,
by definition, linear combinations of all variables available. However, in some
applications, it can be useful working in terms of the original variables, to help
the physical interpretation of the results. Therefore, the PCA analysis of the
thermo-fluid dynamic state is completed with the determination of the Principal
Variables [3].

The present paper presents the application of PCA to the numerical simula-
tions carried out in [8], with the main objective of identifying the parameters
which control the heat transfer process in proximity of the rib and clarifying
the effect of the rib on heat transfer enhancement. Additionally, the study aims
to investigate the relevance of turbulent coherent structure on the heat trans-
fer process, as recent studies [6] pointed out how heat transfer enhancement
always occurs in regions of the flow characterized by the existence of presence
of organized turbulent flow structures.

2 Physical Principles and Numerical Simulations

The investigated case is presented in Fig. 1. It represents conjugate heat transfer
in a squared cross-section ribbed duct with five consecutive ribs [8]. The ribs
are characterized by a squared cross section positioned perpendicularly to the
channel axis. The rib hydraulic diameter is D = 0.075 m, the rib height is
h/D = 0.3, the pitch length, p/h = 10 and the thickness of the coupled solid
domain is s/h = 1.1. The Reynolds number based on the hydraulic diameter
and bulk velocity Ub is 4 · 104 and the Prandtl number is equal to 0.7. The
simulations were solved using the Large Eddy Simulations (LES) module of the
commercial software FLUENT 6.3. Numerical results have been validated with
some experimental measurements carried out at von Karman Institute employing
Particle Image Velocimetry (PIV) and Infrared thermography (ICR). In all cases,
a satisfactory agreement between simulations and experimental data was found.

Fig. 2 presents an overview of the high complexity fluid dynamic problem,
showing how the flow is dominated by regions of separated flow. Fig. 2a shows
the the vortex structures around the 4th rib, on the symmetry plane (up) and the
thermal field in the fluid and solid part of the channel on the same plane (down).
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Temperature decreases in presence of vortex structures. Fig. 2b shows the heat
transfer flux (up), defined as the non-dimensional magnitude Enhancement Fac-
tor (EF) and coherent structures (down) defined with the Q − criterion. The
presence of coherent structures enhances the heat transfer flux on the bottom
surface.

Fig. 1. Computational domain for the ribbed channel geometry

(a) (b)

Fig. 2. Left: (up) Vortex structures and (down) thermal field on the mid plane around
the 4thrib. Right: (up) Enhancenment Factor and (down) Coherent Structures iso-
surfaces (Q/(U2

b /h
2) = 24) on the 4th rib. Legend: blue colors: negative value, green

colors: zero value, red colors: positive value.

3 Theory

3.1 Coherent Structures

Coherent structures (CS) are large and strongly organized turbulent structures
associated with the process of production of turbulent kinetic energy. Within
the present context, the role of CS with respect to the heat transfer mechanism
is of interest. A common criterion for the detection of coherent structures in a
turbulent flow is the so-called Q-criterion [2], Q = 1

2 (ΩijΩij − SijSij), where
Sij is the strain tensor and Ωij is the rotation tensor. When rotational effects
are dominant over strain effects (Q > 0), a coherent structure identified by Q
exists. Fig. 2b down shows the iso-surface of Q/(U2

b /h
2) = 24, where Ub is the

bulk velocity and h is the height of the rib.
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3.2 Enhancement Factor

The effect of the rib on heat transfer is assessed by means of the so-called
Enhancement Factor (EF ), which represents the ratio of the Nusselt num-
ber along the actual (ribbed) duct, Nu, and that on a smooth surface, Nu0,
EF = Nu/Nu0 = h ·Dh/kair ·Nu0, where h is the heat transfer coefficient, Dh

is the hydraulic diameter, kair is the air thermal conductivity, Re and Pr are
the Reynolds and Prandtl number, respectively. Fig. 2b, shows in the upper part
the EF distribution on the bottom solid surface of the body.

3.3 Principal Component Analysis

PCA is a well-known statistical technique that transforms a set of possibly corre-
lated variables into a smaller number of uncorrelated variables, called Principal
Components (PCs) [3,9]. For a multivariate data set, PCA is usually employed
for detecting the directions that carry most of the data variability, thus pro-
viding an optimal low-dimensional projection of the system. For a data set, X,
consisting of n observations of p variables, the sample covariance matrix, S, can
be defined as S = 1/(n − 1)XTX. Recalling the eigenvector decomposition of
a symmetric, non singular matrix, S can be decomposed as S = ALAT , where
A is the (p x p) matrix whose columns are the eigenvectors of S, and L is
a (p x p) diagonal matrix containing the eigenvalues of S in descending order,
l1 > l2 > . . . > lp. Once the decomposition of the covariance matrix is performed,
the Principal Components (PC), Z, are defined by the projection of the original
data onto the eigenvectors, A, of S, Z = XA. Then, the original variables can
be stated as a function of the PC as X = ZAT . The main objective of PCA is to
replace the p elements of X with a much smaller number, q, of PC, preserving
at the same time the amount of information originally contained in the data. If
a subset of size q << p is used, the truncated subset of PC is Zq = XAq. This
relation can be inverted to obtain an approximation of the original state space,
X̃q = ZqA

T
q . A representation of the PCA reduction process is shown in Fig. 3.

Fig. 3. PCA reduction process

3.4 Principal Component Rotation and Principal Variables

The physical interpretation of Principal Components is generally not straight-
forward as they are in principle linear combination of all the original variables.
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Rotation represents an attempt to overcome such difficulty: with rotation, the
weights can be redefined to attain a simple structure for Aq, so that weights on
a PC are either close to unity or close to zero and, thus, variables have large
weights on only few or (ideally) one PC. The most common orthogonal rotation
is based on the maximization of the VARIMAX criterion [4]. When rotation
is applied, the total variance within the rotated q-dimensional subspace is re-
distributed amongst the rotated components more evenly than before rotation;
however it remains the maximum that can be achieved.

Principal variable (PV) represents a further attempt to help the physical
understanding of Principal Components. Differently from PC rotation, PV al-
gorithms try to link the PC back to a subset of the original variables, which
satisfy one or more optimal properties of PCA. A number of methods exist for
selecting a subset of m original variables. Within the present investigation, the
M2 method by Krzanowski [5] and the approaches proposed by McCabe [7] were
selected. In the M2 method, PCA is performed on the original data matrix and
the scores Zq are then then evaluated. Assuming that q is the true data dimen-

sionality, the approximation, Z̃q, of Zq obtained by keeping only q variables of
the original data set is evaluated, to find the subset of variables yealding the
least difference between Zq and Z̃q. The approaches by McCabe [7], MC1-MC3,
originates from the observation that the principal components satisfy a certain
number of optimality criteria, i.e. maximal variance and minimum reconstruc-
tion error. Therefore, a subset of the original variables optimizing one of these
criteria defines a set of principal variables.

4 Results

PCA analysis has been performed in order to determine the most relevant quan-
tities for the heat transfer process. The variables selected for the analysis are the
mean stream-wise (U), chord-wise (V ) and span-wise (W ) velocities and their
variances, the mean temperature (T ) and its variance, the turbulent kinetic en-
ergy (k), the mean vorticity (Ω) and mean strain (S) tensors, the enhancement
factor (EF ), the mean heat flux (q) and the mean velocity and temperature
correlations UV , UW , VW , UT , V T , WT . The matrix to be processed with
PCA is built collecting data on different planes in the computational domain.
In particular, the heat transfer related quantities (heat flux, EF , T ) are taken
at the first grid point above the ribbed wall and around the rib itself. On the
other hand, the flow-related quantities (velocities, strain, vorticity, Q) are more
meaningful at a certain distance from the wall. Fig. 4a clearly indicates that the
coherent structures are present at a certain distance from the wall, they interact
with the bottom surface, leading to a reduction of temperature, and then they
mix back with the bulk flow. Fig. 4b shows the different sampling planes em-
ployed for the PCA analysis. Since the computational grid is unstructured, the
data extracted for the PCA analysis were interpolated over a structured grid.

Two different data set have been analyzed. The resulting data set for PCA
and PV analysis, indicated as CHT1, consists of 20 state variables and about
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(a) (b)

Fig. 4. Iso-surfaces at instantaneous Q/(U2
b /h

2) = 24 colored by temperature (a) and
sampling planes for the application of PCA and PV (b)

6000 observations. The second data set, indicated as CHT2, is then built to focus
the statistical analysis on the observations corresponding to positive values of
Q, to remove the effect of strain dominated regions on the results and point
out the role of coherent structures on the heat transfer process. The number of
observations for the reduced CHT2 data set is about 2000.

4.1 PCA Analysis

Fig. 5 shows the magnitude of the eigenvalues associated with the PCA reduction
(left), and the contribution of the largest eigenvalues to the amount of variance
explained by the new basis vectors for the CHT1 (a) and CHT2 (b) data sets.
The first five eingenvalues (representing 25% of the total number of variables)
account for more than 75% and 80% of the total variance in the original CHT1
and CHT2 data sets, respectively. On the other hand, the last six smallest eigen-
values contain no useful information and only explain linear dependencies among
the original variables. Therefore, a non-negligible size reduction can be accom-
plished with PCA, through the identification of the most active directions in the
data. Table 1 shows a selection of the correlation matrix, built for the extrac-
tion of the PC and PV, showing the correlations between k, EF and Q and a
subset of variables, for the CHT1 and CHT2 data sets. For CHT1, it is observed
that Q is mostly correlated to T ′, V , and the correlations UV and V T (beside
the obvious correlation with strain and vorticity). This is in agreement with the
qualitative observation (Fig. 4a) that the vortex structures present in the flow
are driven by the temperature gradient determined by the heat exchange pro-
cess. Their movement is mostly perpendicular to the rib plane (thus explaining
the V component of velocity), allowing the structures to reach the ribbed surface
and to mix back into the flow bulk. On the other hand, EF is negatively corre-
lated with T (EF is larger when the temperature decreases) and it shows large
positive correlations with T ′ and V T , confirming the interaction between coher-
ent structures and the heat transfer process. As far as turbulent kinetic energy
is concerned, k shows a positive correlation with the variables representing the
heat transfer process, indicating that an increase in turbulence levels could be
effectively used to reduce rib temperatures (if compatible with pressure drops).
The same analysis for the CHT2 data set confirms the correlations pointed out
for CHT1 and supports the phenomenological explanation provided above, with
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(a) (b)

Fig. 5. Scree-graph showing the main contribution to the original data variance for the
CHT1 (a) and CHT2 (b) data sets

Table 1. Selection of the correlation matrix showing the correlation between k, EF
and Q and the variables defining the CHT1 and CHT2 data sets

k EF U V W T U ′ V ′ W ′ UV

CHT1
k 1.00 0.26 -0.33 -0.26 -0.02 -0.28 0.93 0.73 0.80 -0.54

EF 0.26 1.00 -0.20 0.08 0.02 -0.74 0.34 -0.18 0.35 0.17
Q 0.07 0.21 0.13 0.58 -0.01 -0.19 0.03 -0.14 0.26 0.63

CHT2
k 1 -0.08 0.15 -0.39 0.03 0.21 0.87 0.59 0.64 -0.48

EF -0.08 1 -0.09 0.13 0.07 -0.78 0.06 -0.59 0.29 0.47
Q -0.14 0.35 0.32 0.80 0.00 -0.30 -0.18 -0.35 0.27 0.83

UW VW T ′ UT V T WT Ω S Q q

CHT1
k -0.10 0.06 0.19 0.20 0.27 -0.08 0.06 0.03 0.03 0.25

EF -0.05 0.08 0.72 0.35 0.73 -0.05 0.19 0.20 0.21 0.91
Q 0.01 -0.10 0.42 -0.27 0.45 -0.02 0.84 0.74 1.00 0.17

CHT2
k 0.00 0.09 -0.19 0.02 -0.18 0.00 -0.23 -0.25 -0.14 -0.05

EF -0.03 0.18 0.76 0.18 0.80 -0.01 0.32 0.30 0.35 0.91
Q 0.05 -0.04 0.62 -0.50 0.69 0.00 0.94 0.88 1 0.31

an exception concerning turbulent kinetic energy. In fact, the values listed in
Table 1 for CHT2 indicate almost zero correlations between k and the heat
transfer related variables, EF and q. Such result can be explained considering
that the CHT2 data set is built by assembling all those observations correspond-
ing to positive values of Q. Therefore, the values listed in Table 1 only indicate
that in the range of k compatible with the existence of CS, the heat flux span
an almost uniform range of values, leading to correlations close to zero.

Fig. 6 shows histograms of the structure of the first four rotated eigenvectors
of S, for the CHT1 and CHT2 data sets, respectively. The analysis of Fig. 6
clearly shows that the main eigenvector structure of the covariance matrix does
not significantly change switching from the CHT1 to the CHT2 data sets. It can
be observed that the first component is characterized by very large weights on V
and UV , and on Ω, S and Q, for both data sets. Such component can be then in-
terpreted as an indicator of organized coherent structures; moreover, it confirms
the relation between the latter and the vertical flow motion from the bulk to the
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wall and vice versa (V , UV ). Only a few differences can be emphasized when
comparing the two data sets. The CHT2 data set shows, in fact, non-negligible
weights for the correlations VW and WT , suggesting a non-negligible influence
of three-dimensional effects on the heat transfer process. The second rotated PC
is dominated by heat transfer related variables, EF and q (showing a correlation
of about 91%, Table 1), T and T , and the correlation V T , confirming the role
of the vertical velocity component on the heat transfer mechanism. Likewise the
first component, a major relevance of correlations related to three-dimensional
effects is observed when analyzing the CHT2 data set. As far as the third and

Fig. 6. Scree graph showing the main contribution to the original data variance

fourth PCs are concerned, these can be regarded as representative of the cor-
relation (UT ) between mean flow (U) and the heat transfer from the wall to
the bulk (T ), and of turbulent kinetic energy (k). It is interesting to have a
closer look at the third component and particularly at the relative weights of
the original variables. In fact, the sign of the coefficients within a PC specifies its
orientation in the original multidimensional space, thus clarifying the relation
between the original variables of the sample. Given this remark, it becomes clear
how the variance on this component is directed towards concordant (positive or
negative) values EF , UT , but discordant values of EF and Q, or EF and T .
This is in agreement with the observation that the coherent structures in the
bulk flow (large values of Q) dissipate at the wall (small values of Q), leading to
an increase of EF and heat exchange (UT ) and a local decrease of temperature.

4.2 Principal Component Rotation and Principal variables

Fig. 7 shows the distribution of the first four unrotated PCs over the fourth rib
(a-d) and the corresponding distribution of the state variables showing highest
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Fig. 7. Distribution of the principal component modes (a-d) and of the variables show-
ing the largest weights on the rotated components (Fig. 6) over the fourth rib. From
up to down: vorticity, EF , UT , k.

contribution with the PCs (e-h). It can be clearly observed that the selected
variables very well mimic the PC behaviour, indicating that VARIMAX rotation
is an effective method to disclose the physical meaning of the PC.

The analysis presented in the previous sections is completed with PV analysis,
carried out on the CHT2 data sets, applying PV methods M2 and MC2-MC3.
All the employed methods indicate the following variables as PVs: k, T , W ,
Q and EF . Therefore, PV analysis confirms the results provided by PCA and,
in particular, by the rotation of the PCs using the VARIMAX criterion, being
the selected variables coincident or highly correlated to the ones dominating the
rotated principal components.

5 Conclusions

PCA and PV analysis have been applied to the flow and thermal fields of a ribbed
square duct, heated through the ribbed wall. The analysis has shown that most
of the information contained in the original thermo-fluid-dynamic field, defined
by twenty state variables, can be represented by the first five eigenvectors of the
sample covariance matrix, defining the problem principal components. The ap-
plication of the VARIMAX rotation criterion to the set of principal components
allowed isolating the different groups of physical parameters controlling the over-
all process and to identify the most relevant variables within the initial set of
twenty state variables. Importantly, the role of the rotation-dominated regions
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(coherent structures) in the heat transfer mechanism from the heated wall to
the fluid bulk has been highlighted. The PCA analysis has been completed with
the application of PV algorithms for the extraction of the most relevant physical
quantities driving the process. The outcome of PV analysis fully supported PCA
findings, demonstrating the suitability of PCA and PV for the investigation of
complex physical processes, characterized by a very large number of potentially
relevant physical parameters.
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Abstract. Buckling of thin walled welded structures is one of the most common 
failure modes experienced by these structures in-service. The study of such 
buckling, to date, has been concentrated on experimental tests, empirical mod-
els and the use of numerical methods such as the Finite Element Method 
(FEM). Some researchers have combined the FEM with Artificial Neural Net-
works (ANN) to study both open and closed section structures but these studies 
have not considered imperfections such as holes, weld seams and residual 
stresses. In this paper, we have used a combination of FEM and ANN to obtain 
predictive models for the critical buckling load and lateral displacement of the 
center of the profile under compressive loading. The study was focused on or-
dinary Rectangular Hollow Sections (RHS) and on the influence of geometric 
imperfections while taking residual stresses into consideration. 

Keywords: Finite Element Method, ANN, Buckling, Geometric Imperfections. 

1 Introduction 

The collapse of structures or structural elements subjected to buckling normally has a 
common characteristic: the sudden onset of large displacement and/or deformation of 
the structure that is achieved once the critical load has been exceeded. Traditionally, 
the design of structural elements was made following the criterion of mechanical 
strength and considering that the element was safe if the maximum predicted stress was 
lower than the value of the characteristic yield strength of the material [1, 2]. In this 
way, it was certain that the material would not experience plastic, permanent deforma-
tion. Failure due to buckling, however, is in most cases, a design flaw by not properly 
assessed the critical buckling load. This critical load is greatly affected by geometric 
imperfections (holes, welding seams, and folds in the sheets) or the existence of resi-
dual stresses. By Eurocode 3 [3] and through the use of stress concentration factors for 
the various imperfections, theoretical critical loads are over-predicted, meaning that 
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structural members under compression are always overdesigned. Many researchers 
have made various mathematical approaches to the description of the phenomenon for 
generic scenarios, but today for specific design cases we generally employ numerical 
techniques such as the FEM in order to obtain a prediction more realistic of the failure. 
The FEM is a numerical method classified as a hard computing method and is widely 
used to design and optimize industrial products and processes. This method also has 
known disadvantages, including the large amount of time and computing power needed 
in each simulation, particularly if the Finite Element model (FE model) is nonlinear. 
FE models present some problems where buckling is worked since it tends to be very 
complex due to the large number of nonlinearities and furthermore requires more com-
putational time. The use of soft computing techniques (such as Neural Networks, Ge-
netic Algorithms and Fuzzy Logic) has also proven to be useful to solve complex and 
non-lineal problems [4, 5] in a more efficient and faster way.  

ANN can be used to help finding complicated dependencies among inputs (shape 
of the element: number of holes, buckling length, hole diameter) and outputs (critical 
buckling load, vertical displacement and horizontal displacement), since they have the 
ability to obtain nonlinear relationships among variables, without prior information 
about the process [6]. 

This paper shows how predictive models based on ANN are capable of predicting 
the value of the critical buckling load for Rectangular Hollow Sections (RHS) under 
compression by combining soft computing techniques and FEM. These predictive 
models based on Neural Networks are much simpler and more dependable, mainly 
due to the number and diameter of holes, as well as irregularities of the weld bead are 
taken into consideration unlike the current methodology (Eurocode 3, etc.). Further-
more, the rapidity with which the results obtained by ANN models against new para-
meters (diameter, number of holes, length) compared to FE models makes them much 
more efficient. The paper is organized as follows. Section 2 presents the proposed FE 
model. Section 3 presents the ANN models for critical load, vertical displacement and 
horizontal displacement. Finally, the conclusions are discussed in Section 4.  

2 Finite Element Modeling 

Usually, the calculation of the critical load of columns subjected to bend by FEM can 
be performed by a non-linear model or by a linear model (depending on the case stu-
died). In the linear model, the calculation of the critical load is based on the theory of 
Euler failure [7], while in the non-linear model can be based on the theory of Crisfield 
[8]. The Nonlinearities that require consideration are geometric nonlinearities, material 
nonlinearities and nonlinearities due to residual stresses. This paper is focused on Rec-
tangular Hollow Section (RHS) columns embedded in both ends (fixed-end column) 
subjected to a compressive loading, in order to study the lateral buckling and critical 
buckling load. The beam studied had a weld cord along its entire lateral length, which 
introduced a geometric imperfection. On the opposite side to the weld bead, the beam 
had a number of holes of varying diameter to simulate geometric imperfections. Beams 
of this type and with similar geometrical imperfections are very commonly used in 
pallet rack structures, commercial construction and transport industries. 
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2.1 Parameterized and Details of the Proposed FE Model 

The FE model was parameterized with the aim of making a study of the different 
variables. In this case, the studied lengths (L) were 600, 900 and 1200 mm and the 
holes, equidistant from each other, were of diameter 10, 15 and 20 mm respectively. 
The number of holes (N) ranged from 0 to 5, and the distance between holes (l) was 
calculated according to equation 1. 

1+
=

N

L
l      (1) 

In all cases, the FE models were formulated with three-dimensional shell elements 
in order to model correctly the bending. As shown in Table 1, results of 47 FE models 
simulated were part of the dataset used by ANNs. In this table are shown the number 
of holes (N Holes), the length of the sections (L), the diameter of the holes (Hole D), 
the critical load (Crit. L.), the horizontal displacement (Hor. D.) and vertical  
displacement (Vert. D.). 

Table 1. Data from some of the 47 FE models simulated  

N Holes 
L 

[mm] 
Hole D. 
[mm] 

Crit. L. [N] 
Hor. D. 
[mm] 

Vert. D. 
[mm] 

0 600 0 45678.12 0.412 1,024 
0 900 0 20840.50 0.902 0,758 
0 1200 0 11825.16 1.443 0,534 
- - - - - - 
5 600 10 44209.81 6.832 1.210 
5 900 15 19955.33 13.853 1.231 
5 1200 20 11156.80 20.864 1.437 

 
Moreover, Figure 1 show, from left to right, 1) a schematic of the parameterized 

FE model, 2) the longitudinal weld cord in the FE model, and 3) the FE model with 3 
holes of 20 mm diameter. 

2.2 Experimental Data and FE Validation  

The left side of Figure 2 shows the experimental test used to validate the FE model 
performed in a compression testing machine, which consists of a load cell with vertic-
al and horizontal gauges. The test was performed in order to obtain the buckling 
force, the displacement of the upper point and the horizontal displacement of the 
beam at its center point in order to validate the FE models proposed. In this case, only 
a profile of 600 mm length without holes was validated. The test results showed that 
buckling of the FE model was proposed quite accurately adjusted to reality.  
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Fig. 1. Parameterized FE model. Detail of the longitudinal weld cord and the FE model with 
three 20mm diameter holes. 

Likewise, the center of Figure 2 shows an image of the deformed beam once the 
buckling test has concluded. The corresponding deformed FE model is shown on the 
right of Figure 2. 

 

Fig. 2. Compression testing machine, specimen deformation sequence in the testing machine 
(1, 2, and 3) and deformation sequence in the FE model (4, 5, and 6) 

3 Artificial Neural Network Model 

ANNs are a powerful mathematical computationally intensive tool for modeling and 
finding patterns in data sets of material properties, based on the properties of 
biological neural systems and nervous systems.  

Neural network models are formed by a hidden layer, where each node that 
belongs to the hidden layer receives information from each of inputs, sums the inputs 
modified by a weight, and adds a constant, called bias, to later transform the result 
using an activation function like a sigmoid function or a tangential function that  
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allows more differentiation and least squares fitting to tune the weights more finely 
using the back propagation algorithm (Figure 3). The weights, that modify the input to 
each neuron, are trained by passing sets of input-output pairs through the model and 
adjusting the weights to minimize the error between the output of the model and the 
real value. 

 

Fig. 3. General structure of the artificial neural network 

Originally, the neuron was activated with a step function, however, sigmoid func-
tion (Equation 2) allows a more flexible differentiation and least squares fitting,  
leading to the back propagation algorithm and making it possible to tune the weights 
more finely. 

 

( ) ( )xe
xf

+
=

1

1
     (2) 

 
This equation is used because the calculation of derivatives has a high computa-

tional cost and this function produces almost the same output as an ordinary step 
function but is mathematically simpler. 

The combined use of ANN and FE models has been widely used by many 
researchers for the design and optimization of industrial processes and products. In 
the case of products subjected to structural buckling, this combination of techniques 
has been mainly used for open structural shapes, which have a greater geometric 
imperfection and therefore less critical buckling load [9, 10, 11]. In this case, a study 
of closed (RHS) profiles, welded by a lateral longitudinal cord on one side, and with 
circular holes on the opposing side, was conducted. 

3.1 Results of Built and Trained Models  

In the study case, ANNs are analyzed to predict critical buckling load, vertical dis-
placement and horizontal displacement. In order to improve the quality of the pre-
dicted models, initial data is normalized between 0 and 1. Once data is normalized, 
and using the 47 instances available from the experiments, 33 are chosen randomly  



274 R. Fernández-Martin

 

to build and train the mode
models are selected, 14 prev

A single hidden-layer, fe
function [12] in the R statis

The number of neurons s
sen the right number becau
too few neurons, it cannot b
the case the network has to
overtraining, and a high co
of the models. In this case
varying the number of neur
elements of the network dur

Trying to avoid finding 
randomness of the paramet
ing process. A total of 100
configurations of neurons 
weight decay of 0.00001 an

Figure 4 shows how the 
these initial random weight
this case on the critical buck

In order to choose the m
Mean Absolute Error (MAE
Squared Error (RRSE), an
trained using cross validat
mean RMSE, though taking

Fig. 4. Root Mean Squared E

nez et al. 

els using cross validation of 10 folds. And when the b
viously separated instances are used to test them. 
eed-forward neural network was constructed using the n
tical software environment v2.15.2 [13] for each case. 
selected in a hidden layer can be variable. It has to be c
use otherwise some problems can arise. If the network 
be flexible enough to make an accurate regression. And

oo many nodes, some problems like over-parameterizati
omputational cost can appear, thus losing the functiona
, a study of the behavior of different errors was made

rons in the hidden layer and varying the initial values of 
ring training. 
a local minimum error, the models were built varying 
ers that the network uses as initial weight during the tra
00 ANNs per configuration were trained, with 9 differ
(from 2 to 10 neurons) on the hidden layer, and usin

nd maximum number of iterations of 10,000 to converge
Root Mean Squared Error (RMSE) changes depending

ts and the number of neurons that the hidden layer has
kling load attribute.  
most accurate models, several criteria were selected [1
E), RMSE, Relative Absolute Error (RAE), Root Relat
nd correlation coefficient (CORR). From all the mod
tion, it was selected the configuration with the minim
g into account the other criteria.  

Error (RMSE) obtained from the total number of trained ANN

best 

nnet 

cho-
has 
d in 
ion, 
ality 
e by 
f the 

the 
ain-
rent 

ng a 
e.  
g on 
s, in 

14]: 
tive 
dels 

mum 

 

Ns 



 Modeling Structu

 

3.2 Artificial Neural Ne

Once the whole process of 
suitable number of neurons
buckling load, an ANN wi
accurate network (Figure 5)

This figure is a standard
black lines are positive we
ness is in proportion to m
layer is labeled as H1 throu
values to the nodes, similar
of all these elements are sho

Fig. 5. ANN

Table 2. Weights f

 Neuro
B1 0
I1 -0
I2 -0
I3 -1
  
  
  

3.3 Artificial Neural Ne

In the same way that in th
selected the best model to 
be the most accurate netwo
The hidden layer is labeled
apply constant values to t
network are shown in Table

 

ural Elements Subjected to Buckling Using Data Mining 

etwork Model Proposed for the Critical Load 

training was made, it was selected an ANN with the m
s in the hidden layer in each case. In the case of the crit
ith 3 neurons in the hidden layer resulted to be the m
). 
d illustration of the generated neural network model. T
eights and the grey lines are negative weights. Line thi

magnitude of the weight relative to all others. The hid
ugh H3, and B1 and B2 are bias layers that apply const
r to intercept terms in a regression model. All the weig
own in Table 2. 

N model proposed for the critical buckling load 

from the proposed model for the critical buckling load 

Hidden layer Output layer 

on 1 Neuron 2 Neuron 3  Output 1 
0.23 -0.95 0.48 B2 -0.06 
0.89 0.75 -0.26 H1 -1.12 
0.31 -1.48 -2.97 H2 1.03 
1.21 1.07 -0.51 H3 2.25 

  I1 -0.27 
  I2 0.36 
  I3 -0.37 

etwork Model Proposed for Vertical Displacement 

he case of the model proposed for the critical load, it w
predict the vertical displacement. The ANN that result
ork was the one with a 5 neurons hidden layer (Figure
d as H1 through H5, and B1 and B2 are bias layers t
the nodes. And the weights of all the elements of 
e 3. 

275 

most 
tical 
most 

The 
ick-

dden 
tant 
ghts 

 

was 
s to 

e 6). 
that 
this  



276 R. Fernández-Martin

 

Fig. 6. ANN

Table 3. Weights f

 Neuron 1 Neuro

B1 4.17 17
I1 3.30 16
I2 0.84 25
I3 2.42 -29
  
  
   
   
   

3.4 Artificial Neural Ne

And, as in the previous cas
displacement. The ANN tha
a 4 neurons hidden layer (F
hidden layer is labeled as H
constant values to the nodes

Fig. 7. ANN 

nez et al. 

N model proposed for the vertical displacement 

from the proposed model for the vertical displacement 

Hidden layer Output layer 
on 2 Neuron 3 Neuron 4 Neuron 5  Output 1 

7.84 -6.59 -12.92 -2.79 B2 -1.50 
6.13 -0.51 -10.47 0.02 H1 -1.59 
5.99 2.49 35.51 8.71 H2 3.98 
9.15 8.07 20.89 -0.27 H3 -0.59 

    H4 4.32 
    H5 -7.38 

   I1 0.00 
   I2 3.16 
   I3 -0.39 

etwork Model Proposed for Horizontal Displacemen

ses, it was selected the best model to predict the horizon
at results to be the most accurate network was the one w

Figure 7), with the weights that can be seen in Table 4. T
H1 through H4, and B1 and B2 are bias layers that ap
s. 

model proposed for the horizontal displacement 

 

nt 

ntal 
with 
The 
pply 

 



 Modeling Structural Elements Subjected to Buckling Using Data Mining 277 

 

Table 4. Weights from the proposed model for the horizontal displacement 

Hidden layer Output layer 
 Neuron 1 Neuron 2 Neuron 3 Neuron 4  Output 1 

B1 -0.93 3.01 3.61 -0.55 B2 -0.08 
I1 1.43 0.09 -0.09 0.29 H1 -0.88 
I2 -0.49 -1.16 0.03 -1.51 H2 -2.12 
I3 0.99 -2.56 -2.85 -0.06 H3 2.79 
     H4 -1.01 
     I1 0.41 
     I2 -0.47 
     I3 0.79 

3.5 Testing Results 

And finally, the selected models were tested to check the accuracy of the models with 
data not used on the training dataset. Table 5 shows the indices of the selected models 
in each case using the testing dataset. 

Table 5. Results obtained in selected models 

 Critical buckling load Vertical displacement Horizontal displacement 
MAE (%) 0.60 5.65 0.35 
RMSE (%) 0.99 6.65 0.43 
RAE (%) 1.68 9.81 2.35 
RRSE (%) 2.65 11.46 2.39 
CORR (%) 99.97 99.42 99.97 

4 Conclusions 

It is apparent that a neural network approach in combination with FEM to make a 
regression to predict some mechanical features is a powerful tool for problems such as 
this one. It is a very useful method for dealing with mechanical engineering problems 
because of their lack of restrictive assumptions and their ability to cope with combina-
tions of different types of data. In this paper it is shown how the combination of FEM 
with ANN models could be based a methodology for modeling structural elements 
subjected to buckling. Furthermore, this ANN models obtained deals properly with 
geometric nonlinearities such as holes, and welding seams. 
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Abstract. One of the fundamental requirements in the phases of design and 
manufacture of any welded product is the reduction of residual stresses and 
strains. These stresses and strains can cause substantial changes in the geometry 
of the finished products which often require subsequent machining in order to 
fit to the dimensions specified by the customer, and are usually caused by the 
contribution of an external heat flux in a small area. All welded joints contain 
welding seams with more or less regular geometry. This geometry gives the 
welded product the strength and quality required to support the mechanical de-
mands of the design, and is affected by the parameters controlling the welding 
process (speed, voltage and current). Some researchers have developed mathe-
matical models for predicting geometry based on the height, width and cord pe-
netration, but is a difficult task as many of the parameters affecting the quality 
and geometry of the cord are unknown. As the welded product becomes more 
and more complex, residual stresses and strains are more difficult to obtain and 
predict as they depend greatly on the sequence followed to manufacture the 
product. Over several decades, the Finite Element Method (FEM) has been used 
as a tool for the design and optimization of mechanical components despite re-
quiring validation with experimental data and high computational cost, and for 
this reason, the models based on FEM are currently not efficient. One of the po-
tential methodologies used for adjusting the Finite Element models (FE models) 
is Genetic Algorithms (GA). Likewise, Data Mining techniques have the poten-
tial to provide more accurate and more efficient models than those obtained by 
FEM alone. One of the more common Data Mining techniques is Model Trees 
(MT). This paper shows the combination of FEM, GA and MT for the design 
and optimization of complex welded products. 

Keywords: Genetic Algorithms, Optimization, Finite Element Method, Model 
Trees, Welding Process. 
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1 Introduction 

The welding process is a technique widely used in the manufacture of many industrial 
products. This process requires an external supply of heat flux concentrated in a small 
area at very high temperature. These high temperatures generate localized residual 
stresses and strains, which cause harmful defects in manufactured products. Likewise, 
poor selection of welding process parameters (speed, voltage and current) and a subop-
timal manufacturing sequence can further amplify these residual stresses and strains. 
The design and optimization of any welded product based solely on experimental anal-
ysis or trial-and-error results in unacceptable high costs. The advantages of using the 
Finite Element Method (FEM) to reduce such costs are well known [1]. FEM is classi-
fied as a hard computing method and can be used to design and optimize any product 
or process. This method has also known disadvantages, including the large amount of 
time and computational cost needed in each simulation especially if the FE model is 
nonlinear. Generally, FE models of welded product have to take into account the plas-
ticity of materials and must be made in 3D in order to capture the distribution of tem-
perature and residual stresses more accurately. On the other hand, the use of models 
based on soft computing methods has been proved to be useful to solve complex prob-
lems [2, 3]. Soft Computing includes a set of techniques based on handling of impre-
cise and uncertain information. Artificial Neural Networks (ANN) and Genetic  
Algorithms (GA) are known branches of soft computing, which can be combined with 
each other. Some researchers have used ANN models for predicting the geometry of 
the weld bead based on the parameters of the welding process. In this paper, the predic-
tion of weld bead geometry (width and height) was modeled with models trees (MT), 
some based on heuristic methods and some based on evolutionary algorithms, because 
these models had a higher accuracy and effectiveness than ANN in this case. This pa-
per shows the optimized design process based on the combination of Genetic Algo-
rithms (GA), Model Trees (MT) and Finite Element Method (FEM) for industrial 
products soldered with the Gas metal arc welding process (GMAW process). 

2 Proposed Methodology 

The proposed methodology for the optimized design process based on the combina-
tion of GA, MT and FEM for industrial products welded with GMAW is applied in 
the following steps (Figure 1).  

2.1 Experimental Data 

This first stage consists on the manufacture by GMAW of a number of specimens in 
order to generate data to make the models of the weld cord (with MT). Input Parame-
ters (voltage, current and speed) and Output Parameters (height and width of the cord) 
are taken into consideration to set up the experiments and in this way to obtain the 
models of the Weld Geometry. Moreover, during fabrication of the specimens, the 
temperatures of the cord and welded parts were recorded with a Thermographic  
camera in order to use the temperature data to validate the FE model. 
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Fig. 1. Proposed methodology for design and optimization of welded products 

2.2 Weld Bead Geometry 

All welded joints have welding seams with a more or less regular shape. These cords 
are attached to the parts forming the product manufactured and its geometry is af-
fected by the parameters controlling the welding process (speed, voltage and current) 
[4]. The geometry of the weld cord gives the welded product the strength and quality 
required to support mechanical demands of its design.   

• Modeling the Geometry of the Weld Bead 

Research papers discussing the modeling of welding processes are still relatively 
scarce probably because many of the parameters affecting the quality and geometry of 
the cord are still unknown. In this sense, some researchers [5] have developed ma-
thematical models for predicting linear cord geometry based on their height, width 
and cord penetration. Through the widespread use of artificial intelligence, the predic-
tion of the cord geometry has been performed using techniques based on ANN. For 
instance Srikanthan and Chandel [6] developed one of the first ANN models to pre-
dict with sufficiently accurate the bead geometry. More recently better ANN models 
have been developed to predict and optimize the width of the weld bead using two 
training algorithms [7].   

Other techniques like Regression Trees can be used for numeric prediction. In this 
methodology, it is going to be used three kinds of regression trees, two built by Heu-
ristic methods and one built by Soft Computing methods in order to determinate 
which of these machine learning techniques is more suitable to solve the study prob-
lem. The three regression trees are: 

• Based on a CART algorithm [8, 9] (TC1). 
• Based on Quinlan's M5 algorithm [10, 11] for inducing trees of regression 

models (TC2). 
• Based on search over the parameter space of trees using global optimization 

methods like evolutionary algorithms [12] (TC3). 
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The first method is based on a CART algorithm, which uses recursive partitioning 
methods to build the model in a forward stepwise search. This approach is known to 
be an efficient heuristic where splits are chosen to maximize homogeneity at the next 
step. Splitting is made in accordance with squared residuals minimization algorithm 
which implies that expected sum variances for two resulting nodes should be  
minimized.  

The second method improves the idea of a decision-tree induction algorithm using 
linear regression as a way of making quantitative predictions where a real-valued 
dependent variable y  is modeled as a linear function of several real-valued inde-

pendent variables nxxx ,...,, 21 , plus another variable that reflects the noise, ε   

(Equation 1). 

nn xxxy βββε ++++= ...2211             (1) 

In the regression tree M5’ each leaf contains a linear regression model based on 
some of the initial attribute values. In that way, it is combined a conventional decision 
tree with the possibility of linear regression functions at the nodes.  

The third kind of tree uses an alternative way to search over the parameter space of 
trees using global optimization methods, like evolutionary algorithms. In the first two 
methods the split rule at each internal node is selected to maximize the homogeneity 
of its child nodes, without consideration of nodes further down the tree, but using a 
computationally efficient greedy heuristic that often yields reasonably good results. 
Therefore in some cases it is interesting to use stochastic optimization methods like 
evolutionary algorithms, like in the case of evtree which implements an evolutionary 
algorithm for learning globally optimal classification. These algorithms are inspired 
by natural Darwinian and are used to optimize a fitness function, such as error rate, 
varying operators that are modifying the tree structure. In this case, accuracy is meas-
ured by Bayesian Information Criterion (BIC) (Equation 2) [13]. 

( )( ) ( )nKyLBIC log;ˆlog2 +−= ϑ              (2) 

These trees offer the ability to analyze which of the independent variables possess 
the strongest degree of influence on the tested data, ability that other techniques like 
artificial neural networks or support vector machines cannot offer. 

2.3 Adjustment of the FE Model 

One of the first FE models in which the welding process was simulated was in 1995 
[14]. The model was formulated in 3D and considered the plasticity of the material 
and generated the residual stresses and strains in the manufactured product. More 
recently and based on validation by deformation and strain gauges, a 3D FE model 
was created to calculate the temperatures, deformations and residual stresses in 
welded joints [15]. Other researchers [16] used the FEM to model a welding process, 
validating the model by angular deformations and temperatures measured with  
thermocouples. The FE model presented in this paper, was a model formulated  
in 3D, which considered the plasticity of the materials and was simulated as transient 
nonlinear thermo-mechanical problem. 
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• Validating the Proposed FE Model 

In this case the FE model was validated with the temperature values that were col-
lected by a Thermographic camera. The Weld Flux in the FE model was modeled 
according to the theory of double ellipsoidal shaped [17]. The FE model had 11 dif-
ferent parameters to adjust to allow for validation, so GA was used as the adjustment 
technique [18]. This adjustment process was conducted as follows: Firstly, a range for 
the 11 parameters was established. Subsequently, a number of individuals (i.e. FE 
models) from the initial generation or generation 0 were randomly generated. Once all 
the individuals were simulated, the objective function JT was applied (Equation 4). 
This objective function was defined as the average difference between the tempera-
ture obtained from the key nodes of the FE model and the temperature obtained from 
the thermal camera at each instant of time. The best individuals were those with the 
lowest value in the objective function and became the first generation or generation 0.  
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The next generation (first generation and subsequent generations) were generated 
using crossing and mutation. The new generation was made up as follows: 

• 25% comprised the best individuals from the previous generation (parents 
of the new generation). 

• 60% comprised individuals obtained by crossovers from selected parents. 
• The remaining 15% was obtained by random mutation, through a random 

number used to modify the chromosomes within the pre-determinated 
ranges.  

The aim was to find new solutions in areas not previously explored. 

2.4 Optimum Welding Sequence  

Since the majority of the mechanical component is complex to manufacturing, the 
final stresses, and temperature are more difficult to obtain and predict, and depend 
mainly by the manufacturing path used. Some researchers ([19, 20, 21]) have used 
experimental data and GA to optimize the welding sequence of complex welded 
products. This combination requires a significant amount of actual specimens to be 
welded with different sequences and welding parameters, so that the final cost is very 
high. In this paper, the combination of the FEM with GA was used to optimize the 
welding sequence in order that the welded products present the lowest state of stress 
and deformation possible.  

3 Results 

• Results of Weld Bead Geometry 

In the case studied in this work, classic trees, lineal regression trees and evolutionary 
algorithms trees to predict width and height properties in weld beads are used. In or-
der to improve the quality of the predicted models, the data is normalized between  
0 and 1. Once the data is normalized, and using the 33 instances available from the 
experiments, 23 are chosen randomly to train the model and 10 to test it. The trees are 
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4 Conclusions 

This paper demonstrates an efficient methodology that may be used to optimize the 
design of welded joints. An initial FE model is validated against experimental results 
with the assistance of genetic algorithms. The validated FE model may then be used 
to optimize more complex welding processes. By combining FEM, GA and MT tech-
niques, it has been shown that it is possible to optimize complex welding processes 
and to, potentially, automate this process. 
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Abstract. A challenging task in time series microarray data analysis is
to identify co-expressed groups of genes from a large input space. The
overall objective of this study is to obtain knowledge about the most
important genes and clusters related to production and growth rate in a
real-world microarray data analysis task. Various measures are engaged
to evaluate the importance of each gene and to group genes based on their
correlation with the output and each other. Some strategies for grouping
and selecting genes are integrated resulting in several models tested for
real biological data. All proposed models are tested on a real microarray
data analysis problem and the results obtained are throughtly presented
as well as interpreted from a biological perspective.

1 Introduction

Microarray data analysis (MDA) deals with a large number of features (genes)
and needs efficient tools and techniques for the identification and classification
of information [1–3]. The number of samples usually available is very low mainly
due to the cost associated. This issue combined with the high dimensionality
of the feature space make the task of extracting significant knowledge from mi-
croarray data an extremely difficult one. Time course (TC) microarray analysis
[4–7] aims to find the best gene subset that promotes a certain variable or event
when subsequent samples are taken from the same biological data at a certain
time rate.

In TC MDA, the overall objective is to provide groups of genes meaning-
fully correlated and a ranking for each group in some well specified conditions.
This paper focuses on a particular TC MDA problem with some specific require-
ments received from the biological experts. The input data consists of time series
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samples which contain the expression levels of 8848 genes of a certain bacteria
measured at 12 time points, each with 3 replicates. Three output values are
available for each sample as follows: (i) the production - a real value indicating
a production level in the studied bacteria, (ii) the production growth - a boolean
value indicating if production is produced or not in the current sample, and (iii)
the growth rate - a real value representing the level of growth in the bacteria.
The objective of the problem is to select and group those genes which are the
most relevant and related with the changes in the production and growth.

A related problem is that of gene expression classification where each sample
has a corresponding output class and the aim is to find the most relevant subset
of genes able to correctly classify new samples. A typical approach is to apply a
gene selection method in order to reduce dimensionality and then engage a clas-
sifier system to evaluate the accuracy of the classification based on the selected
genes [8–10]. In the MDA problem considered in this paper, the output does not
represent the class label for a sample and the aim is not to classify samples but
rather to group them in a meaningful way.

This paper presents framework for MDA that can be used in the case of time
course (TC) analysis [4–7] with certain restrictions: groups of genes have to
be identified so that genes in the same group are related with each other and
with some production or growth output (corresponding to each sample). The
proposed generic model to address this task includes three main steps as follows:
(i) gene sorting according to some information measures and correlation with
the output, (ii) formation of groups using a Markov Blanket (MB) approach,
and (iii) validation of groups based on rate of change from one time point to
another. Several algorithms result from this model according to the measures
(information based or statistic) used in grouping the genes and the strategy
selected for the validation step. All resulted methods are applied for a real MDA
problem and the experiments performed are discussed.

The paper is structured as follows: information and statistical measures com-
monly used in microarray analysis are briefly reviewed, a model for gene clus-
tering and selection based on infomation theory measures and new proposed
similarity measures are presented, and experiments and results obtained for sev-
eral model variants of the proposed approach are discussed.

2 Relevant Information Measures for Gene Ranking
and Selection

Measures coming from information theory are useful in several fields and often
engaged in feature selection [11]. Let X be a random variable and p(x) the
probability distribution of X . The entropy H(X) = − ∫

p(x) · log(p(x))dx is a
measure of the information the feature supports. Similarly, H(Y |X) denots the
entropy of a feature y provided the feature x.

The mutual information between two features x and y (denoted by I(X,Y ))
is defined by means of their probability distribution, as stated in Eq. 1. Higher
values of the mutual information between two features correspond to higher
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degrees of relevance between the two features. For our MDA problem, a naive
way to select genes would be to calculate the mututal information between each
gene and the output and then sort them in descending order. However, this
approach would only consider the individual gene contribution and correlation
with output.

I(X,Y ) =

∫ ∫
p(x, y) · log( p(x, y)

p(x) · p(y) )dxdy (1)

For feature selection, these measures lack the ability of choosing independent
features, particularly in high dimensional datasets. Let us consider two depen-
dent features: if one of them has a high information measure then the second
one does too. This results in a disadvantage of the above information metrics
that lead to the proposal of other information measures described below.

The Information Correlation Coefficient (ICC) measures how independent
two features are from each other (see Eq. 2). The higher the value the more
relevant the relationship is. This measure is reflexive, symmetric and monotonic.

ICC(X,Y ) =
I(X,Y )

H(Y |X)
(2)

If ICC(X,Y ) = 1 then the two variables X and Y are strictly dependent
whereas a value of 0 indicates that they are completely irrelevant to each other.

The Pearson’s Correlation Coefficient (PCC) measures the correlation be-
tween two features using statistics [12]. Let Y be the output feature and X is a
feature from the input space. Let (x,y) be a pair of values of features X and Y,
respectively. The PCC is calculated using Eq. 3.

PCC(X,Y ) =

∑
(x− x̂) · (y − ŷ)√∑
(x − x̂)2∑ (y − ŷ)2 (3)

3 Proposed Methods for Gene Clustering and Validation

The model proposed in this paper to approach the given MDA problem is based
on information theory measures engaged to facilitate clustering and a new pro-
posed measure mainly used in cluster validation. Genes are first grouped using
different information and statistical measures in connection with the Markov
blanket concept. In a second phase, groups are validated using a new measure
for evaluating the rate of change in time series.

3.1 Gene Clustering

The formation of gene groups has to take into account the degree of relevance
between each gene and the output as well as similar changes in gene expression
levels in the time series. The phase of gene clustering in the proposed model
addresses this problem with an emphasis on the first objective. The gene-output
and gene-gene relevant degrees are computed using information correlation mea-
sures. Two such measures are considered in this study as follows: Information
Correlation Coefficient (ICC) and Pearson Correlation Coefficient (PCC).
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As described in the previous section, ICC (see Eq. 2) measures the relevance
between two variables based on mutual information and joint entropy. ICC takes
values between 0 and 1. The higher the ICC value the more relevant the rela-
tionship between the two variables is. For instance, if ICC(X,Y) = 1 then X and
Y are strictly dependant and relevant. A correlation degree can be expressed by
stating that X is relevant to Y with degree ICC(X,Y).

On the other hand, PCC (see Eq. 3) is a statistical measure of the strength
of the association between the two variables. PCC values range from -1 to +1.
Positive correlation indicates that both variables increase or decrease together,
whereas negative correlation indicates that as one variable increases the other
decreases (and viceversa).

The basic procedure for gene clustering follows some ideas described in [8]. An
ensemble gene selection by grouping (EGSG) method has been proposed in [8]
for classification tasks in MDA. In the EGSG method, genes are first clustered
by approximate MB and then ensemble classifiers applied. In this study, we
adapt the first step from EGSG in order to group similar genes based on the
correlation with the production and growth output. Furthermore, clusters are
validated continously during their formation using a newly introduced rate of
change measure (detailed in the next subsection).

In the clustering phase, genes are first ranked according to the Correlation
Measure (CM) with the output. Both ICC and PCC are considered as CM in
different combinations for experiments. Groups of genes are formed starting from
the highest-ranked gene so that genes in each group are correlated with each
other and with the output based on the MB (Markov Blanket) strategy. The
CM is used in determining if one gene is the approximate MB of another gene.
The first gene added to a group is called the center of that group. A new gene g
is accepted in an existing group if the center of the group is the approximate MB
of g (otherwise, gene g forms a new group becoming the center of that group).
The number of groups emerges from this schema and does not have to be a-priori
known.

The main steps of the gene clustering phase are as follows:

A. For each gene gi, i = 1 . . .M calculate CM(gi, y) based on the formula of
ICC (Eq. 2) / PCC (Eq. 3).

B. Sort the gene set according to the calculated CM value (starting with the
highest value, meaning the most relevant genes to the output y are first in
the list). Let S be the sorted gene set.

C. Initialize the number of groups k = 1. Initialize the first group Gk with the
top ranked gene from S: Gk = {S[1]}.

D. For each gene gi, i = 2 . . .M do

– D.1. Grouping phase:

– – D.1.1 If none of the centers of any group is the approximate MB of gene
gi then create a new group for gi: k = k + 1; Gk = {gi}.
– – D.1.2 If there is a group Gh such that Gh[1] is the approximate MB of
gene gi then add gi to group Gh: Gh = Gh ∪ {gi}.
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– D.2. Validation phase: Check if the membership of gene gi to the chosen
group is validated from a rate of change similarity perspective. The strategy
used for validation is detailed in the next subsection.

E. The final number of groups is k and the resulting groups are G1 . . . Gk.

The first phase results in k groups of genes clustered based on the correlation
with the production output and each other.

3.2 Validation of Clusters

After a gene is added to an existing cluster (grouping phase - step D.1 de-
scribed in the previous subsection), the updated cluster is validated by checking
if the new gene has the same dynamics with the genes already present in the
group (step D.2 - validation phase). If the new gene does not actually fit with
the cluster then it is moved to a special group of ’unclustered’ genes (denoted
by G0).

The Rate of Change Similarity (RCS) measure is proposed to evaluate the
similarity of the dynamics between two genes. RCS is defined as the number of
significant changes that co-occur in two gene expression profiles. A percentage
of the gene span is considered as a parameter to assess if a change is significant
or not.

Let the span of a gene or of the output (production or growth) be the full
extend of the variable, that is, the difference between its maximum and minimum
values. Let τ be the parameter indicating a predefined percentage of the span. A
significant change of a variable a (denoted by φi(a) at sample i in the dataset) is
considered to occur when the difference of two consecutive values of that variable
is higher than the product τ · span (see Eq. 4). Then, given two variables a and
b, the RCS is calculated as stated in Eq. 5.

φi(a) =

{
1, |ai − ai−1| > τ · span(a)
0, otherwise

(4)

RCS(a, b) =

∑N
i=2 φi(a) ·maxj∈{i−1,i,i+1}φj(b)∑N

i=2 φi(a)
(5)

It should be noted that i = 2 or i = N represent special situations for Eq.
5. In these extreme situations, the strategy for finding a maximum φ value for
the second variable b has to be changed from considering three possible rates of
change to the only two actually available. In this way, when i = 2 the second
term in the sum is maxj∈{i,i+1}φj(b) while for i = N the maxj∈{i−1,i}φj(b) is
considered.

The online validation phase (carried out once a gene is selected to be added to
an existing cluster) determines if the new gene has a similar RCS to the output
as the most representative gene in the cluster and further between each other.
A parameter called δ is used to decide if the RCS for two different pairs of genes
(x1, y1) and (x2, y2) is similar. If |RCS(x1, y1) − RCS(x2, y2)| < δ then they
are considered similar. The validation phase checks the difference between the
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RCS of the center of group and the output with both RCS of the new gene and
the center of group and the RCS of the new gene and the output. As already
mentioned, if the new gene does not pass the validation step, it is added to a
special group G0 of unclustered genes.

The clustering and validation phase results in k meaningful groups of genes
as well as a special group G0 which contains those genes that have no similarity
to any cluster.

3.3 Summary of Proposed Methods

Several variants of the proposed model can be specified according to different
measures chosen for clustering and validation phases. In order to allow an ex-
tensive analysis, we have selected three different model variants with or without
validation and based on ICC, PCC or RCS in different combinations.

The following variants of the model have been selected for the study pre-
sented here: (i) ICC MB - genes are sorted and MB clustered based on ICC, (ii)
ICC MB PCC - genes are sorted and MB clustered based on ICC; validation
of clusters is based on PCC, and (iii) ICC MB RCS - genes are sorted and MB
clustered based on ICC; validation of clusters is based on RCS.

4 Computational Experiments

The dataset consists of 36 (3x12) samples and 8848 genes. A normalization and
an optional discretization step was applied to the dataset. Some experiments
use a discretization phase for the data which is applied after normalization. This
phase means that the gene expression values are discretized so that insignificant
changes are ignored. For this discretization phase, a parameter called d step is
used to decide a significant change.

4.1 Normalization

The normalization process was performed with the limma package [13]. Median
and none background correction methods were applied for all results reported
in this paper. Method none computes M and A values without normalization so
the corrected intensities are equal to foreground intensities. On the other hand,
method median substracts the weighted median of background intensities from
the M-values for each microarray.

4.2 Experiments Setup

Experiments consider the input dataset as follows: the mean value of the 3 sam-
ples at each time point providing a dataset of 12 samples with 12 set of outputs
(called Mean12 ). With each resulted dataset, the correlation with one of the
three available outputs i.e. the production growth output (Bool), the produc-
tion rate (RealProd) and the growth output (RealGrowth) can be considered in
the experiments.
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Therefore, experiments and results are grouped in the following categories:
Mean12 Bool, Mean12 RealProd and Mean12 RealGrowth. For each experiment
category, all three model variants described in the previous section (i.e. ICC MB,
ICC MB PCC and ICC MB RCS ) have been applied and the obtained results
are discussed in the following subsections.

The possible parameters in each method include d step (used in the discretiza-
tion phase), τ and δ (both used in the validation phase). Based on many exper-
iments performed and the results obtained, we selected the following values for
each parameter to discuss the results in this paper: d step ∈ {0, 0.001, 0.01, 0.1}
(d step = 0 corresponds to no discretization), τ ∈ {0.01, 0.1, 0.5} and δ ∈
{0.005, 0.05, 0.1, 0.25, 0.5, 0.75, 0.9}.

4.3 Results

Considering the mean value over 3 replicas and the boolean production output,
ICC MB groups all genes in the same cluster except when discretization with
step 0.1 is used in which case two clusters are obtained: one with 8830 genes and
the second one with 18 genes. ICC MB PCC and ICC MB RCS further produce
a group G0 for which the size depends on the δ value.

The results obtained considering the real value of production as output are
overall better compared to those obtained for the production growth boolean
value.

Without discretization, ICC MB puts all the genes in the same group (sim-
ilarly with ICC MB for Mean12 Bool). However, when d step = 0.1, ICC MB
reports 7 clusters where majority of genes is in the first cluster and the other
6 groups are formed by fewer genes. The result is still poor as the size of one
group is too large compared to the rest. This is emphasized by the validation
phase (particularly of ICC MB RCS) which results in a group G0 containing
many uncorrectly clustered genes from the big size cluster.

To be more specific, ICC MB PCC produces a G0 group which contains from
0 to 8604 genes depending on the value of δ. Again, for d step = 0.1 best results
are obtained: 7 clusters and G0 with 1590 genes.

ICC MB RCS also gives up to 7 clusters depending on parameters τ and δ used
in the RCS measure and the cluster validation. Furthemore, the discretization
step highly influences the results. When no discretization is used, all genes go in
one cluster and the size of G0 increases with lower values of δ. For discretization
step lower than 0.1, two clusters are formed: one with very high number of genes
(from 8837 to 8754) and the other with very low number of genes (from 11 to
94). For d step = 0.1 genes are grouped in 7 clusters and a G0 group for which
the size depends on δ (see Table 1).

From Table 1, it can be seen that for δ = 0.005 the size of G0 is rather large
at over 7500 genes whereas at δ 0.5 and 0.9 all clusters are validated by RCS
regardless the value of τ . The most balanced results are obtained for τ = 0.01
and δ = 0.1.
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Table 1. ICC MB RCS (d step = 0.1) results for Mean12 RealProd with different τ
and δ values

τ δ Clusters G0

G1 G2 G3 G4 G5 G6 G7

0.01 0.005 941 14 110 5 1 17 8 7752

0.01 0.1 4361 16 357 5 1 17 8 4083

0.01 0.5 8207 215 395 5 1 17 8 0

0.1 0.005 1130 73 97 1 1 5 8 7533

0.1 0.1 6832 195 273 5 1 7 8 1527

0.1 0.9 8207 215 395 5 1 17 8 0

Considering the relation of gene values with the growth value output results in
more clusters of genes in all methods compared to the Mean12 RealProd where
the real production value was considered.

Without discretization, ICC MB puts all the genes in the same group (same
as for Mean12 RealProd). When d step = 0.1, ICC MB reports 31 clusters (as
opposed to 7 clusters for Mean12 RealProd). The majority of genes go in the
first cluster and the other groups are formed by fewer genes (similar behavior
with ICC MB for Mean12 RealProd).

ICC MB PCC obtains similar results with ICC MB except that it also pro-
duces the G0 group which contains from 0 to 8584 genes depending on the value
of δ. Again, for d step = 0.1 best results seem to be obtained: 31 clusters and
G0 with 631 genes at δ = 0.25.

ICC MB RCS reports 1 to 31 clusters depending more on the discretization
step rather than on the τ parameter (used in the RCS measure) and δ (used
in the cluster validation). When no discretization is used, all genes go in one
cluster. For discretization step of 0.0001, three clusters are formed: one with very
high number of genes (8846) and the other two groups with one gene each. For
discretization step of 0.01, 12 clusters are formed: one with very high number of
genes (8818) and the other 11 groups having 1 to 8 genes each. For discretization
step of 0.1, 31 clusters are formed: one with high number of genes (7731) and
the other 30 groups having among 1 and 317 genes each.

4.4 Discussion and Biological Perspective on the Results

Experiments have shown that the model variant ICC MB is not able to provide
any clustering in most scenarios considered. The inclusion of a validation phase
(based on either RCS or PCC) is crucial in obtaining a more reliable clustering
result starting from ICC MB. Figure 1 emphasizes the different results obtained
by ICC MB compared to the ICC MB PCC where a validation phase is included
and also the difference in results between a validation based on PCC and the
other based on RCS. A triangular matrix is created as follows: for each pair
of genes (gi, gj) associate value 0 (corresponding to white color) if none of the
two methods grouped genes gi and gj together, value 0.5 (corresponding to grey
color) if only one of the methods put the two genes in the same group and a
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Fig. 1. Comparison of model variants with and without validation: (left) ICC MB vs.
ICC MB PCC, and (right) ICC MB RCS vs ICC MB PCC

value of 1 (corresponding to black color) if both methods produced the same
grouping result. Clearly, the RCS provides different kind of groups by checking
the rate of change in the gene expression values.

Although the computational results are encouraging, their biological utility is
limited due to the big size of resulting groups and the lack of co-expression be-
tween the genes of each group. It is known that functionally related genes tend to
have similar expression values [14] and hence, the possibility of obtaining groups
with a common expression profile is of great interest because it enhances the bio-
logical significance. However, it is important to emphasize that gene ranking and
selection measures help to identify genes that are involved in the production and
growth processes. Therefore, the combination of co-expression and gene ranking
approaches could be beneficial because (i) the size of groups is reduced based on a
co-expression measure, (ii) genes are ranked based on the growth and production
values and (iii) the biological significance is improved based on the assumption
in which related biological processes have similar expression patterns.

5 Conclusions and Future Work

The task of gene clustering and selection in connection with a real-world time
series microarray problem has been investigated. Several methods based on in-
formation theory methods are developed and analysed. Experiments show a poor
performance of measures such as ICC in the ability to meaningfully cluster the
genes in the considered dataset. However, the importance of validation by simi-
larity measures is clearly emphasized through the comparisons performed.

Future work focuses on development and investigation of methods able to
provide gene groups based on the distance between gene expression levels and
the correlation with the output.
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Abstract. Breast cancer remains a leading cause of death among women world-
wide. Mammography is one of the non-invasive methods to find breast tumors,
which is very useful in the detection of cancer. Microcalcifications are one of
the anomalies of this disease, and these appear as small white spots on the im-
ages. Several computer-aided systems (CAD) have been developed for the detec-
tion of anomalies related to the disease. However, one of the critical parts is the
segmentation process, as the rate of detection of anomalies in the breast by mam-
mography largely depends on this process. In addition, a low detection endan-
gers women’s lives, while a high detection of suspicious elements have excessive
cost. Hence, in this work we do a comparative study of segmentation algorithms,
specifically three of them derived from the family of c-Means, and we use the
NU (Non-Uniformity) measure as a quality indicator of segmentation results. For
the study we use 10 images of the MIAS database, and the algorithms are applied
to the regions of interest (ROI). Results are interesting, the novel method of sub-
segmentation allows continuous and gradual adjustment, which is better adapted
to the regions of micro calcification, and this results in smaller NU values. The
NU measure can be used as an indication of quality, which depends on the num-
ber of pixels and the homogeneity of the segmented regions, although it should
be put in the context of the application to avoid making misinterpretations.

1 Introduction

Microcalcifications (MCs) are anomalies in the breast of women, and are one of the
main indicators of cancer which can be identified through digital images. The digital
imaging is an invaluable tool in modern medicine among which we find the Magnetic
Resonance Imaging (MRI), the Computed Tomography (CT) and Digital Mammogra-
phy (DM) among others. This method is very effective as well as being non-invasive
and allows analysis of internal anatomy of a subject to identify any anomalies [1]. These
technologies have made a significant contribution in the prevention and cure of diseases
when detected at an early stage of development. Hence the interest in the development
of an automatic detection system, that can serve as a tool for medical support, or as tool
for a second opinion. In any case, it is the doctor who has the last word.

Á. Herrero et al. (eds.), International Joint Conference SOCO’13-CISIS’13-ICEUTE’13, 299
Advances in Intelligent Systems and Computing 239,
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However, the detection of anomalies through images is not so simple, as they often
have a very poor contrast and they can show different characteristics. The latter because
of the anatomy of the breast tissue density and hormonal conditions change, all of them
directly related to the age of patients. The risk that radiologists ignore some subtle
abnormalities exist, and in the case of a questionable diagnosis tend to be fairly cautious
to avoid any failure. So, in these cases the patient is subjected to invasive diagnosis,
as biopsy. The drawback of this method is the high number of unproductive biopsy
examinations (no cancer) and the high economic costs they have [2].

Then, images help doctors to do a better detection and localization of anomalies,
contributing to have more accurate medical diagnoses. The sensitivity in the diagnosis,
that is, the recognition accuracy of all malignancies and specificity, i.e. the possibility of
differentiating benign and malignant diseases, can be improved if each mammogram is
examined by two radiologists, with the consequence that the process can be inefficient
and reduce the productivity of individual specialist. An alternative is to replace one of
the radiologists for automatic detection system programmed into a computer. Hence,
the objective in the development of CAD systems is helping radiologists to identify all
lesions in a mammogram and improve the early diagnosis of breast cancer. In these
cases, CAD systems operate normally as a second opinion (automated) or as a dual
reading [3–5].

The MCs are small calcium deposits accumulated in breast tissue. They usually
appear on the mammogram as small bright embedded within an inhomogeneous back-
ground [6]. From certain characteristics such as: size, shape, density, distribution pattern
and number of MCs are associated with benign or malignant [18]. Malignant MCs have
generally a diameter less than 0.5 mm, fine structure, branching linear, star-shaped, in
addition to varying in shape and size. It is very common that the distribution pattern of
microcalcification covers more than three microcalcification [19].

Since image segmentation is an essential process in the identification of MCs, in
this work we make a comparative study of three segmentation algorithms, all based on
the family of c-Means. To do this we use images of MIAS database, and algorithms
applied to the ROIs. However, in order to improve the contrast in such images, be-
fore segmentation, is applied a pre-processing Top Hat transform, which facilitates the
identification of anomalies within the image studied. Furthermore, as also applies NU
(Non-Uniformity) thus provides an indicator of the quality of the segmentation obtained
in each case. As can be seen in the figures of MCs found, the results are interesting and
indicators like this can help set the detection threshold to improve the automatic identi-
fication of anomalies, or the sensitivity and specificity of detection.

The paper is structured as follows: Section 2 presents the proposed methodology, the
pre-processing method used, and the criteria for assessing the quality of segmentation.
In Section 3 shows a comparison of partitional clustering algorithms (k-means, FCM
and PFCM), while Section 4 presents some experimental results to identify MCs in the
ROIs of 10 images taken from the base MIAS data. Finally, Section 5 provides the main
conclusions of this work.
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2 Methodology

The problem of MCs identification is very complex and subjective; below there is a
description of some characteristics of the MCs. So, we realize a comparative analy-
sis using three partitional clustering algorithms applied to a set of 10 images ROI’s.
Besides, we evaluate the quality of the segmentation through the NU measure. MCs
characteristics: [16]:

– The objects of interest are very small. These are found as small and bright groups, very
difficult to identify on mammographies, and sometimes hidden in dense breast tissue.

– These objects, besides being small, are inhomogeneous. These limits applying a simple
threshold method for segmentation.

– Sometimes these objects have low contrast and can be interpreted as noise, especially when
the image background is not very homogeneous.

Therefore, in this paper evaluates the partitional clustering algorithms in the segmen-
tation process to determine the benefits and deficiencies in the detection of MCs. The
proposed methodology is as follows (see Fig. 1):

Quality assessment of image segmentation for ROI’s.

1. Get ROI’s images of mammograms.
2. Filter the image using Top-Hat transform (1) to enhance contrast.
3. Calculate the intensity distribution, or histogram, for the IT filtered image.
4. Segment the IT image with the clustering algorithms: k-Means, Fuzzy c-Means, and the

sub-segmentation method based on the PFCM.
5. Calculate the NU value for each image and each algorithm according to (2).

2.1 ROI’s Images

Mammograms used for this study were obtained from the database Mammographic
Image Analysis Society (MIAS), which contains 322 images of different cases of study,
and available as Portable Gray Map (PGM). For each image there are 1024x1024 pixels
and a resolution of 200μm/pixel. Furthermore, the database also contains information
regarding the location of anomalies, and this was used for the selection of the regions of
interest (ROI’s) with a size of 256x256 pixels. The 10 images selected from the MIAS
database, which have very different characteristics, are: mdb058, mdb170, mdb188,
mdb204, mdb209, mdb219, mdb223, mdb227, mdb248 and mdb249.

2.2 Enhancemente of Microcalcifications by Top-Hat Transform

In order to improve the results of the segmentation, a pre-processing has been applied
which consists in filtering the image using the Top Hat transformed; the result is a con-
trast enhancement between the objects of the image. This mathematical morphology
has been proposed by Matheron and Serra and later extended to the analysis of images
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[17]. All mathematical morphology operations work with two sets, one correspond-
ing to the original image to be analyzed, and the other corresponding to a structured
element. There exists two mathematical morphologies, the Top-Hat transform and the
Bottom-Hat transform. The first is used for bright objects on a background with unequal
intensity [19], and this is the one used in this work. This transform is defined by (1).

IT = Iin− [(I� SE)⊕ SE]. (1)

Where, IT is the input image, IT is the transformed image, SE is the structuring element,
� represents morphological erosion operation,⊕ represents morphological dilation op-
eration and - image subtraction operation. The term [(Iin� SE)⊕ SE] is also called
morphological opening operation. Fig (2b) shows the results of the Top Hat transform
used in this work.

2.3 Region Non-Uniformity (NU)

The NU measure [8] allows to set a reference about the quality of image segmentation,
with values within range (0, 1). The measure is defined as:

NU =
P ·σ2

P

R ·σ2 ; NU : 0< NU < 1. (2)

Where P and R are the numbers of microcalcifications and total number pixels in the
segmented images, σ2

P and σ2 are the variance of grey-scale values in the space mic-
ocrocalcification, and the total variance in the image.

3 Segmentation by Clustering Algorithms

Clustering algorithms are classification methods with unsupervised learning [10] [11],
used when available data are not labeled. So, they are based on the identification of
groups, although no information is available on the optimal number of groups. Hence
the goal of clustering algorithms is to partition a database, where data belonging to a
group must be as similar or close as possible, whereas these must be as dissimilar as
possible of data belonging to the other groups. Clustering techniques are widely used
for segmentation of digital images. The main difference to the proper segmentation
methods, is that these work in the spatial domain of the image, while the first work in
the space of features [18].

Since clustering algorithms work in the space of features, in this particular paper
with the gray level intensity of the pixels, they finish identifying prototypes near to
the salient points in the histogram, which represents the number of pixels according to
gray levels. For this reason, and due to the fact that generally no spatial information
is incorporated although there exist some proposals to do it, the segmentation by this
method is affected by noise and non-homogeneity of the image. However, as the objects
of interest are very small and the image has been enhanced using the Top-Hat transform,
spatial information is not considered so necessary for image segmentation.

In this paper the segmentation of mammograms is only based on gray levels. Thus,
an image can be represented as I(x,y), where x ∈ [1,Nx] and y ∈ [1,Ny] correspond
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Table 1. Comparison between partitional algorithms

Clustering al-
gorithms

Parameters Partition type Advantages Disadvantages

K-means [9]

– c= number of centers.
– vi= random centers.

Hard Partition

– Simple.
– Fast.
– Works well for dis-

joint classes

– Very sensitive to
fall into local min-
imum [12].

– Noise sensitive
– Starting sensitive

prototype

Fuzzy c-
means (FCM)
[14]

– c= = number of cen-
ters.

– vi= random centers.
– m(m > 1) = fuzzifier

exponent

Fuzzy partition

– Less sensitive to
local minimum.

– Best partition into
disjoint groups.

– More information
on ownership of
the datapoints

– Noise sensitive
– The sum of the de-

grees of member-
ship is equal to 1

Possibilistic
Fuzzy c-
means
(PFCM)
[15]

– c= number of centers.
– vi= random centers.
– m(m > 1) = fuzzifier

exponent (FCM)
– η(η > 1)
– a(a > 1) = constant

(influences the values
of membership and
tipicality)

– b(b > 1) = constant
(influences the values
of membership and
typicality)

– Fuzzy parti-
tion

– Possibilistic
partition

– Generates own-
ership matrix U
and the matrix of
typicality.

– Prevents cluster co-
incide as in the
PCM.

– You get more and
better information
about the member-
ship of the data-
points.

– It has several
adjustment param-
eters (a,b,m,η).

– It is necessary to
know the algorithm
to make a good
choice of their pa-
rameters.

to spatial indices, whereas i(x,y) quantized the gray level of a particular pixel. Since
digital image segmentation is to partition the total set of pixels S into subsets or regions
(S1, S2, . . .Sn), it must meet the following properties:

∪k=1,n Sk = I; (3)

Sk ∩S j = φ , k �= j ∈ [1,n]. (4)

Equation (3) indicates that all pixels of the image are associated to the subsets or
regions identified by clustering algorithms, while (4) indicates that each pixel is not
associated with more than one region.

In this paper we use the most popular clustering algorithms in the literature (k-
Means, FCM, and PFCM) for automatic detection of microcalcifications. Table 1
presents the main characteristics of such algorithms where, as you can see, each one
has its own peculiarities that make it interesting. The next section contains the results
of the application of these algorithms to the segmentation of ROI images.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 1. (a) ROI’s of the original images (mdb058, mdb170, mdb188, mdb204, mdb219, mdb223,
mdb227, mdb248 and mdb249). (b) Contrast enhancement with Top-Hat transform. Segmentation
results: (c) k-means, (d) FCM, (e) Sub-segmentation (PFCM). Identification of MCs by: (c) k-
means, (d) FCM, (e) Sub-segmentation based on (PFCM). Micro calcifications identified by (f)
k-means, (g) FCM, (h) Sub-segmentation (PFCM).

4 Results and Discussion

Initially 10 images from the MIAS database were selected (mdb058, mdb170, mdb188,
mdb204, mdb209, mdb219, mdb223, mdb227 mdb248 and mdb249), which have very
different characteristics as shown in Figure (1a). Once the ROI’s of the original 10
images were available, the next step was to apply the Top Hat transform, or a filtering,
in order to improve the contrast between the objects and increase the difference in gray
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levels between them. Equation (1) was used for this purpose with a structuring element
of 15x15 flat disk type. The results can be seen in Fig (1b).

As the Top Hat transform promotes compact groups according to the size of the struc-
turing element, the histogram of the original image is modified with more pronounced
peaks around the gray levels of the objects, where more pronounced peak usually occurs
very close to black color.

The algorithms selected for this comparative study are the k-Means, the FCM, and
the PFCM through the sub-segmentation method. Furthermore, we only have used the
gray level feature from the filtered image IT . Hence, in this case the feature space is
equal to the histogram of the image. The optimum number of regions (S1, S2, . . .Sn) in
which an image should be segmented is unknown, due to the different objects present in
the image, and the capacity of the clustering algorithms. However, for the mammograms
this value may be equal to three corresponding to: the background, the tissue, and the
MCs.

The partitional clustering algorithms work from prototypes and they fit to the spaces
where there is a greater distribution of pixels. Therefore, once the image has been seg-
mented, the prototypes are to be found close to the peaks in the histogram of the image,
where these points are concentrated in a larger number of pixels with respect to its
environment. However, only a small group of pixels represents the MCs, as they are
very small objects, and the number of regions has to be increased significantly until the
group of MCs remains more stable. From the experimental results, in this paper we set
to 5 the number of regions for image segmentation with the k-Means and the FCM. The
sub-segmentation, meanwhile, segment an image into two groups which divides into
two subgroups each one using a typicality threshold, where a subgroup corresponds to
MCs [20].

In Fig. (1c) contains the segmented images with the k-Means. The drawback of the
algorithm is its sensitive to initial values as it is easily trapped in local minima. For this
reason it was necessary to run it repeatedly until you get and verify good results. The
mdb223 image segmentation is an interesting case, as the preprocessing separates very
well the MCs from the rest of the image. This shows that the algorithm discriminates
very well the objects when these belong to disjoint groups.

In Fig. (1d) sshows the results of the image segmentation with FCM algorithm. As
can be seen in Fig. (2f) and Fig. (2g), the results are similar to those of the k-Means.
However, FCM algorithm is more stable and is less likely to fall into local minima.
Also, the FCM provides more information as it provides the degree of membership of
each pixel to each of the identified groups, while the k-Means only provides discrete
values on the membership or not to each of these groups.

The latter results in Fig. 2 correspond to those obtained by the sub-segmentation
method based on the PFCM. This algorithm first identifies two regions corresponding
to the background and the object of interest. Then, these two regions are subdivided
according to their degree of typicality with respect to the prototype of the group, and
it is precisely the atypical subregion of the object of interest that corresponds to the
MCs [21]. The values assigned to PFCM parameters are:(a = 1,b = 2,m = 2,η = 2).
Typically, a value of 2 is used for m and η , while b must be greater than a in order to
reduce the influence of noise [15], while the threshold typicality, which must be defined
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in the interval (0, 1), was α = 0.01 for all the images. As can be seen, in some cases the
results are very different and better than those obtained with the k-Means and the FCM.

With the sub-segmentation method we can continuously vary the threshold typicality,
which provides a gradual approach to the interest group. Moreover, the k-Means and the
FCM identify an integer number of groups, resulting in a discrete approximation, that
can lead to the identification of a large number of regions for the correct identification
of MCs. This, undoubtedly, contributes to the achievement of better results through sub-
segmentation. This is of great importance since an underestimate threatens the lives of
women, while an overestimation is very costly as it involves using invasive methods,
such as taking a biopsy, and other studies.

4.1 Comparative Analysis

The aim of this study is to conduct a comparative analysis of the segmentation results
of 10 mammograms images using three clustering algorithms, in addition to establish a
more quantitative criterion directly related to the quality of segmentation results. The
NU measure has been proposed for such purpose and it takes values in the interval (0,
1). This measure is related to the homogeneity and size of the overall image and the
segmented regions in particular; in this case with microcalcifications. Table 2 contains
the values of NU corresponding to each of the segmented images and algorithm used,
as well as the number of pixels in the region of the MCs.

Looking at the images in Fig. 2, particularly the filtered images or Fig. (2b), we
see that the number of pixels of the MCs in the total of pixels of the image is very
low. Therefore, in this type of applications the value of NU, although vary within the
range (0, 1), it will be found very close to zero. This can be noted looking at data
of Table 2, where the maximum value is less than 0.2. This value is also dependent
on the homogeneity of the segmented regions. Therefore, if one wants to further
reduce NU the number of segmented regions should be increased in the case of
k-Means and FCM, or the typicality threshold must be adjusted in the case of the
sub-segmentation. For example, for the mdb209 image we have a NU value of 0.0123
and 2266 pixels associated with the MCs for the k-Means, and 0.0181 and 3173 pixels
for the FCM, which is a lot of pixels in each case. In order to reduce the NU value
the number of segmented regions should be significantly increased. In the case of the
sub-segmentation the NU value was 0.00025 and only 90 pixels. In this case, if we
increase the threshold value α , also increases the number of pixels corresponding to
the group of MCs. In the images where MCs are clearly differentiated from the rest of
the objects is very easy to identify them with any segmentation method. As an example
of such cases we have the mdb170 and mdb204 images, where the results are very
similar between the different methods used. See Table 2. However, the results of the
sub-segmentation have been better in all cases.
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Table 2. Evaluation of segmentation results with NU

Numbers of pixels (MCs) Value of NU
ROI K-means FCM Sub-segmentation K-means FCM Sub-segmentation
058 4947 3397 19 0.0432 0.0326 0.0022
170 174 137 137 0.0208 0.0193 0.0193
188 1774 1774 88 0.0286 0.0286 0.0029
204 261 247 247 0.0165 0.0134 0.0134
209 2266 3173 90 0.0123 0.0181 0.00025
219 1326 3303 123 0.1092 0.1389 0.0335
223 42 1694 71 0.0106 0.1902 0.054
227 4597 3047 27 0.0387 0.0276 0.00032
248 1195 2955 69 0.0289 0.0434 0.0058
249 2251 2251 81 0.0569 0.0569 0.0044

5 Conclusions

The segmentation can be substantially improved with the preprocessing of the images,
as contrast enhancing filter as this achieves a greater separation between the objects
of interest and the background of the image. As has been noted, the identification of
MCs poses no particular problem when there is a high contrast among the objects
and the algorithms obtain good results. However, if a filtered image results with
a high homogeneity, the number of regions to be identified with the k-Means and
FCM should be increased significantly, and the changes of the MCs region should be
carefully observed as the value of NU decreases. In the case of the sub-segmentation,
the identification of the MCs were easier as the MCs are the atypical pixels, and the
method has been developed to find this type of data. Furthermore, a proper adjustment
of the typicality threshold allows most appropriate adjustment of the algorithm,
which offers the possibility to reduce the under or over-estimation of MCs with their
respective consequences. Since the number of pixels corresponding to MCs is very
small compared with the total pixels of the image, the value of NU is a low value and
very close to zero in all cases. However, within the range of values obtained for NU
it can be seen that the better identification of MCs is comparatively a value closer to
zero. In forthcoming papers we will use this measure to adjust the parameters of the
algorithms and establish a searching criterion for the best identification of objects in an
image.
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José Otero and Luciano Sánchez

Computer Science Department
Oviedo University

33204 Gijon
{jotero,luciano}@uniovi.es

Abstract. The use of stereo vision for 3D biological data gathering in
the field is affected by constrains in the position of the cameras, the
quality of the optical elements and the numerical algorithms for calibra-
tion and matching. A procedure for bounding the 3D errors within an
uncertainty volume is also lacking.

In this work, this is solved by implementing the whole set of compu-
tations, including calibration and triangulation, with interval data. This
is in contrast with previous works that rely on Direct Linear Transform
(DLT) as a camera model. To keep better with real lens aberrations, a
local iterative modification is proposed that provides an on-demand set
of calibration parameters for each 3D point, comprising the nearest ones
in 3D space. In this way, the estimated camera parameters are closely
related with camera aberrations at the lens area through which that 3D
point is imaged.

We use real data from previous works in related research areas to judge
whether our approach improves the accuracy of other crisp and interval-
valued estimations without degrading the precision, and conclude that
the new technique is able to improve the uncertainty volumes in a wide
range of practical cases.

1 Introduction

The major obstacles to 3D data gathering for biological study include cost, avail-
ability and the lack of suitable instrumentation for field studies [1]. According
to [2], only optical scanners can recover curved surfaces, and these devices have
a high cost. Alternative devices for 3D data capture may involve constraints on
positioning of the necessary instruments that are not suitable in the field.

Because of this, techniques from photogrammetry and computer vision are
seldom applied to biological systems. Notwithstanding, in [3] the applicability
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of these methods to reconstruct three-dimensional biological forms is discussed.
The authors conclude that the precision of stereo vision methods improve pho-
togrammetry by a large margin. Moreover, they assert that the lack of precision
in some of their experiments was mainly related to two causes: a) a less precise
camera calibration and b) the quality of the camera. To this it may be added
that a rigorous procedure for estimating the accuracy of stereo vision-based
measurements has not been established yet.

1.1 Sources of Uncertainty in Stereo Vision

The problems found by these authors are not exclusive from bioinformatics. Gen-
erally speaking, computer Vision Systems deal with measurement devices that,
to a certain extent, are subjected to different kinds of errors. There are many
works in this area that propose different models to understand how light refracts
through camera lenses. The most simple one is a plain projective model called
pin hole [4]. The estimation of the parameters of this model or “calibration”
consists in capturing images of an object with several landmarks at known po-
sitions. Let the image coordinates of a 3D point be w = (x, y, z), and let the
projection of this point at the image be m = (u, v); if a model f with parameters
p1...pn holds for this data, then f(w, (p1...pn)) = m. If the model parameters
are unknown at least n equations are needed thus n correspondences between
3D points and 2D points are needed. The standard procedure uses more than
n point correspondences, in order to partially cancel measurement errors, from
which an overconstrained system of equations is obtained.

Real lens depart from the ideal pin-hole camera model and thus, more elab-
orated models are needed in order to compute where a 3D point is projected
in a image when optical aberrations are taken into account. Some good sources
of information about available general purpose models are books like [5], [6].
Classical models are Tsai [7], Zhang [8] and Direct Linear Transform (with sev-
eral additional parameters that account for different kinds of lens imperfections)
[9]. More recently, new models have been developed, intended for lens that are
far apart ideal ones, like fish-eye lenses [10] [11] [12]. Finally, some papers are
devoted to the so called “generalized camera calibration” framework [13], [14]
and [11].

When a Computer Vision System comprises several cameras, each one cali-
brated using a suitable method, 3D points coordinates can be obtained from at
least 2D projections on each camera, as in stereo or trinocular system [15]. This
process is known as resection or triangulation. In some sense, the model of each
camera must be inverted and the subset of 3D space that projects on each 2D
point must be identified. Of course, from the geometry of the system, some ad-
ditional constraints can be obtained that help to solve the problem of matching
points between images (also called correspondence) [16], that is, finding pairs of
points (one from each camera) that are 2D projection from the same 3D point.

An important issue when dealing with a Computer Vision System is the as-
sessment of the accuracy of the provided measurements. There are some sources
of imprecision that lead to measurements with unknown error bounds. This work
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proposes an improvement of [17] in order to handle real optics. Prior work and
open problems are detailed in Section 2. In Section 3 the proposed approach is
shown. Some numerical results are provided in 4 and in 5 conclusions and future
work are mentioned.

2 Problem Statement and Related Work

Digital cameras have several sources of error and uncertainty:

– Lens imperfections lead to image distortions, blurriness, chromatic aberra-
tion and other defects. Usual camera models account for some of these issues,
but others are intrinsic to optics.

– Digital images are discrete by definition. Intensity values at each pixel and
colour channel and also sampled, usually along a grid evenly distributed in
x and y axis. It is commonly assumed that the center of each pixel is the 2D
projection of a given 3D point, however this is not entirely true.

– Camera sensor noise is noticed mostly when illumination conditions are not
optimal. Due to its stochastic nature, it is not possible to fully remove noise
from images.

There are several works in the literature that try to minimize the impact of
these sources of error in computer vision systems. In recent years, a plethora
of models that try to fit even the most extreme kinds of optics (like fish eye
lenses) have emerged [10] [11] [12]. A totally different approach is to provide
a generic framework for camera calibration decoupled from lens nature like in
[13], [14], [18] and [11]. The effect of digital images quantization has been covered
usually in connection with stereo, in works like [19] [20] [21] and [22] or (in lesser
extent) [23]. The third source of error, image acquisition noise, has received some
attention from Computer Vision comunity in works like [24] or [25].

None of the previously mentioned works tackle the problem of bounding the
errors that propagate from all the reported sources to the final goal of a Stereo
Computer Vision System: the 3D position estimation of a visible point in the
scene. A few examples that try to give some information about the tolerance of
3D measurements with stereoscopic systems are [26], [27] and [17].

Based in the latter references, an approach to the problem will be proposed
in Section 3 that builds a local interval valued estimation that encloses the 3D
volume where the 3D triangulation of two 2D interval valued image coordinates
are.

2.1 Interval-Valued Estimation of the Tolerance

In [17] both camera calibration and stereo triangulation (3D coordinates recovery
from at least two pairs of matched 2D coordinates) are addressed as an interval
valued problem. The authors propose the use of pinhole model in equation 1,
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where w = (x, y, z)T are 3D coordinates, m = (u, v)T 2D or image coordinates
and pi, i = 1 . . . 3 a 3× 4 full-rank matrix shown in equation 2.⎧⎨⎩u =

pT
1 w+p1,4

pT
3 w+p3,4

v =
pT
2 w+p2,4

pT
3 w+p3,4

(1) P =

⎛⎝pT1 p1,4pT2 p2,4
pT3 p3,4

⎞⎠ (2)

The values of this matrix are obtained using equation 3 where there are eleven
parameters (p3,4 = 1). In this equation one pair (ui, vi) (2D coordinates) is
related with a triplet wi = (x, y, z) (3D coordinates), that is, for each 2D to
3D correspondence, two equations are obtained. From this follows that at least
six 2D to 3D correspondences are needed in order to obtain a overconstrained
system of equations. Usually more than six correspondences will be used, in
order to overcome measurement errors.

(
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A stereoscopic system comprises two cameras, then the previous procedure
applied to both cameras yields to different parameter matrices, P and P ′. If two
2D coordinates (u, v) and (u′, v′), one from each image, are known to be the pro-
jection of the same (but with unknown coordinates) 3D point w, then replacing
the 2D coordinates and camera parameters for both images in equation 1 leads
to the system of equations in 4 with only three unknowns, the 3D coordinates
w, related with the known camera parameters and 2D coordinates from both
images. This system can be solved using any suitable overconstrained system
solution method.

⎛
⎜⎜⎝

(p1 − up3)
T

(p2 − vp3)
T

(p′1 − u′p′3)
T

(p′2 − v′p′3)
T

⎞
⎟⎟⎠w =

⎛
⎜⎜⎝

−p1,4 + up3,4
−p2,4 + vp3,4
−p′1,4 + u′p′3,4
−p′1,4 + v′p′3,4

⎞
⎟⎟⎠ (4)

In [17], the authors consider that 2D pixel coordinates are discrete and thus
that a rounding error of ±0.5 pixels may occur, that is, pixels are rectangles
instead of crisp points. If this is translated to equation 3, is obvious that a
interval valued system of linear equations is obtained and thus, P values will
be also intervals. The authors state that the numerical solution estimation of
interval valued systems of equations using the approach in [28] is the tightest
one for this problem. The estimated solution is the smallest hyperrectangle that
contains the actual solution. Thus, replacing pi,j , (u, v) and (u′, v′) crisp values
with intervals in equation 4 will lead to a interval valued w, in this case a
volume.



Local Iterative DLT for Interval-Valued Stereo Calibration 313

3 Local Iterative Calibration

A stated before, there are approaches in the literature that tackle optics non-
linearities and other issues with an approach called generalized calibration [13],
[14] and [11]. Basically, the most extreme case of such approaches handle the
problem using a different set of parameters for each image pixel. Given that
(usually) the measurement process does not involve all images pixels, we believe
that a clever approach could be using a different local camera model for each pixel
involved in the measurement process. In this way, the additional computational
cost is devoted solely to the points required to compute the measurements of
interest. In other words, the calibration process is no longer an off-line process
but instead, inseparable of the triangulation process.

The procedure is iterative, the number of steps is configurable for each camera.
In the following we restrict ourselves to two cameras, but the method is trivially
extended to any camera number. For the sake of simplicity, we will first explain
the crisp local iterative calibration procedure and then we will explain how to
extend the method using the interval valued approach in [17].

Suppose that we want to obtain the 3D position (x, y, z) of a point which
2D projection for the right camera is (u1, v1) and (u2, v2) for the left camera.
The first step consists on the usual DLT calibration procedure [9], using all the
available calibration points. This leads to an initial, coarse, guess for (x, y, z) as
(x̃0, ỹ0, z̃0), not valid for usual optics.

With the obtained global model for each camera, the distance from the 3D
point estimation (x̃0, ỹ0, z̃0), obtained from (u1, v1), (u2, v2) to each one of the 3D
calibration points can be computed. Now, we build a new calibration dataset that
comprises the N (a parameter of the local calibration process) closest calibration
points to (x̃0, ỹ0, z̃0). Using this calibration dataset, a new model is obtained for
each camera. Because the model is built using points that are closer to the
actual position of the 3D point the new 3D triangulation of (u1, v1) and (u2, v2),
(x̃1, ỹ1, z̃1) will be more precise. The procedure can be refined and a new subset
of calibration points can be computed again. This procedure can be repeated
until the Euclidean distance between 3D triangulation results for (u1, v1) and
(u2, v2) obtained in different successive steps (x̃i, ỹi, z̃i) and (x̃i+1, ỹi+1, z̃i+1)
falls bellow a threshold or after a pre-set number of iterations is completed.

The whole procedure is illustrated in figure 1, where the full calibration points
set comprises the points marked with a cross. From that set, a DLT model can
be obtained for each camera and for a point such as the one shown as a black
dot in left and right images, a 3D position like ’A’ can be obtained. After this,
the N closest calibration points to the computed 3D position can be selected, in
the figure those are surrounded by a circle. Using that subset of selected points,
a new DLT model can be computed, tightly adjusted to the properties of the
optics of each camera for the area of the image where the projection of the point
to be triangulated lies. In this way, a new triangulated position for that point
could be ’B’ in the same figure and the same process repeated again.
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Fig. 1. Calibration points subset selection iterative procedure

Until this point, the crisp local calibration procedure has been explained. It is
pretty straightforward to extend this method to interval valued data using the
method in [17]. We only need to define a distance from interval valued 3D points
to crisp 3D points (the calibration points). We will use the distance from the
centroid of the interval valued 3D point to each crisp 3D calibration point. In
this way the N closest 3D calibration points can be chosen from the whole set of
available points. During each iteration, the interval valued procedure explained
in section 2.1 will be applied.

4 Results

In this section, the proposed soft method for bounding the uncertainty of the
triangulation is tested using real data, using “off the shelf” non-expensive cam-
eras that clearly exhibit barrel distortion, thus the effect of the camera quality
in the 3D data gathering is properly accounted for.

4.1 Experimental Setup

We choose to build a portable, detachable calibration object made of pipes and
suitable junctions. With this set of elements, a sort of two wire-frame cubes

Fig. 2. Two views of the calibration object used in to calibrate several cameras. As
can be seen, barrel distortion is noticeable.
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composed structure was constructed. The dimensions of the cubes where 100×
100× 100 cm and the height of the structure was 200 cm. Placing that structure
at different points on the floor, equally spaced in a grid with 100 cm. gaps,
allowed us to cover the full 3D space of a room. In Figure 2 two pictures of
the wireframe in the same position, taken from two cameras, can be seen. Barrel
distortion can be noticed clearly at the left bottom part of the rightmost picture.
Note also that the cameras are much more apart than recommended for this kind
of application, in a worst-case scenario. In the left part of Figure 4 the obtained
3D points are shown. From the whole set of available 3D and 2D points that are
visible from the two analyzed cameras, we use use 50% of them for calibration
purposes and 50% of them for error measurement. Our error measurement for
real data is uncertainty volume and gravity center of this volume to control
points distance.

4.2 Numerical and Graphical Results

We will compare the size of the uncertainty volume for 3D test points, both
for the interval valued standard approach and for the localized approach. This
is intended to ascertain which of the approaches is more precise when dealing
with real imagery where optical aberration is noticeably better than the original
approach in [17].

In the left part of Figure 3 boxplots for uncertanty volumes obtained with
both approaches are shown. There are significant differences. Using the closest
calibration points to the actual 3D point being triangulated is more precise and
hence the bounds are tighter.

The next experiment is related with accuracy. We will measure this property
using the distance from each interval valued point gravity center to actual 3D
point position.

In the right part of Figure 3, boxplots of this distances are shown for both ap-
proaches. In this case the differences are smaller but clearly there is an accuracy
improvement with localized procedure.

In Figure 4 the interval valued estimation for all the test points is shown, using
both approaches. In right part of that figure, an example of the interval valued
results is shown. In that figure, the box enclosing the sphere that represents the
true location of the triangulated point is obtained using the proposed localized
approach, the other box is obtained using the standard interval valued approach.
A statistical test (Wilcoxon signed rank test) was performed with both center of
gravity to true location distance and volume data. Along with mean and standard
deviation values the obtained p-values are shown in table 1. The obtained p-
values are lower than 0.01 and thus the null hypothesis (there are no differences
between results) can be rejected.
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Fig. 3. Left:Uncertainty volume size boxplots for standard and localized approaches.
Right:Distances from Interval Valued points gravity center to actual 3D positions. Our
approach outperforms the standard approach using both metrics.
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Fig. 4. Left:3D points obtained from several calibration object placements. Center:
Interval valued estimation for all the test points using both approaches. Right: detail
from a single point interval valued 3D triangulation.

Table 1. Numerical results from both approaches. First two rows: each cell contains
the corresponding statistic for the column title measurement for both approaches, first
standard interval valued approach, then localized approach. Last row: p-values for
Wilcoxon signed rank test.

CoG Distance Uncert. Volume

Mean 4.289675, 2.36775 5.633381, 3.729344

SD 2.501068, 1.564342 4.742809, 5.18761

p-value 0.001158 0.008798



Local Iterative DLT for Interval-Valued Stereo Calibration 317

5 Concluding Remarks and Future Work

The use of stereo vision techniques for 3D biological data gathering is affected
by restrictions in the positioning of the cameras, the distortion of the optical
elements, the quantization of the sensors and the numerical algorithms of cali-
bration and triangulation. In this work we have shown an improvement of the
method proposed in [17], where an interval-valued procedure for camera calibra-
tion and point triangulation is shown. We had found that the mentioned work
relies in the DLT calibration method and thus assimilates any camera to a sim-
ple pin-hole. Real optics are more complex than a pin-hole and, to some extent,
exhibit some degree of optical aberrations, typically barrel type distortion. We
have replaced the DLT method with a procedure that interleaves calibration and
triangulation using an iterative algorithm. This algorithm selects the closest N
calibration points to the actual position of the 3D point being triangulated. In
this way, a localized DLT is computed for each point in each camera on-demand,
that is, just when needed to perform a given measurement. This is also a key
aspect of our approach when compared with the so called generalized calibra-
tion techniques, that use a different model for each pixel in the images. We have
demonstrated in our experiments that this approach outperforms the standard
Interval Valued approach in two important areas: size of the uncertainty volume
(related with precision) and distance of the triangulation to the actual position
of the 3D point (related with accuracy).
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Abstract. The specification of the nature of the lesion detected is a hard task for 
chest radiologists. While there are several studies reported in developing a 
Computer Aided Diagnostic system (CAD), they are limited to the distinction 
between the cancerous lesions from the non-cancerous. However, physicians 
need a system which is significantly analogous to a human judgment in the 
process of analysis and decision making. They need a classifier which can give 
an idea about the nature of the lesion. This paper presents a comparative analy-
sis between the classification results of the Fuzzy C Means (FCM) and the Sup-
port Vector Machines (SVM) algorithms. It discusses also the possibility to  
increase the interpretability of SVM classifier by its hybridization with the 
Fuzzy C  method. 

Keywords: Chest lesions, Clustering, Features, FCM, SVM. 

1 Introduction 

Radiography continues to be the most widely used imaging technique of the initial 
detection of chest diseases because of its low cost, simplicity, and low radiation dose. 
Though, uncertainty is widely present in data in this modality. Computer-assisted 
approaches may be helpful for handling this vagueness and as a support to diagnosis 
in this field. Therefore, the development of a reliable computer aided diagnosis 
(CAD) system for lung diseases is one of the most important research topics. Despite, 
lesion classification systems provide the fundation for lesions diagnosis and patient 
cure, the studies reported in developing a CAD application was limited to the distinc-
tion between the cancerous lesions from the non-cancerous. Physicians need a system 
which is significantly analogous to a human judgment in the process of analysis and 
decision making. The design of a classifier which can give an idea about the nature of 
the lesion, for example the lesion is of 50% an infection, 10% a cancer and 30% a 
tuberculosis etc… can help the radiologist to be suitable for handling a decision mak-
ing process concerning.  

To reach this goal, we propose a comparison study for chest lesions classification 
based on Fuzzy C Means (FCM) and Support Vector Machines (SVM) methods. 
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The paper is organized as follows: after considering related works in section 1, sec-
tion 2 describes the different classification systems and section 3 computerized 
schemes of our CAD system. Section 4 presents the results obtained on a real  
datasets. 

2 Related Works 

Many methods have been proposed in the literature for chest lesions classification and 
diagnosis utilizing a wide variety of algorithms. The majority of researches include 
the classification process under a description of whole Computer Aided Diagnosis 
systems. We can discern two main classes of studies concerning the classification of 
lesions in chest radiographs. The first class considers the classification process as 
distinction between true lesions and normal tissues in order improve radiologists' 
accuracy in detecting lung nodules. The work of [1] is an example. The second class 
adds to the first type of classification another one which distinguishes between the 
benign lesions and the malign ones. [2] proposed a system which automatically  
detects lung lesions from chest radiographs. The system extracts a set of candidate 
regions by applying to the radiograph three different multi-scale schemes. Support 
Vector Machines (SVMs), using as input different sets of features, has been success-
fully applied for the classification of chest lesions to benign and malign. [3] has used 
image processing algorithms for nodule classification to cancerous and non-cancerous 
tumors. We found that the majority of work in computer aided diagnosis systems in 
chest radiography has focused on lung cancerous nodule detection. Considering the 
load of lung diseases and the position of chest radiography in the diagnostic workflow 
of these diseases, we could argue that the classification of other type of lesions such 
as tuberculosis should receive more attention. We think also that an adapted frame-
work for extraction of the adopted features describing the different kinds of lesions is 
the missing part of the methods presented in the literature. 

3 Description of the Classification System 

The classification problem has been addressed in many computing applications such as 
medical diagnosis. In the literature we can find the term grouping or clustering instead 
of classification. Although these two terms are similar in terms of language, they are 
technically different. In fact, classification is a discriminant analysis that uses a super-
vised approach where we are provided with a collection of labeled data; the problem is 
to label a newly unlabeled data. Usually, the given training data is used to learn the 
descriptions of classes which in turn are used to label a new data. Among these me-
thods are bayes classifier, artificial neural networks, deformable models and support 
vector machines. Normally, clustering always refers to unsupervised framework which 
its problem is to group a given collection of unlabeled patterns into meaningful  
clusters. There is a whole family of unsupervised methods, including probabilistic 
ones, fuzzy ones, evidential ones. Especially, there are two variants of unsupervised  



 Classification of Chest Lesions with Using Fuzzy C-Means Algorithm 321 

 

classifiers: Classifiers are known as hard methods and fuzzy methods. The commonly 
used fuzzy clustering methods are: FCM Fuzzy C- Means and its variants.  

3.1 Fuzzy C-Means Algorithm 

In this context, the fuzzy diagnosis concept is widely applied [4]. Fuzzy classifiers 
have been proposed to deal with classification tasks in presence of uncertainty. Fuzzy 
c-means (FCM) is one of these methods. It is an algorithm of clustering which allows 
one piece of data to belong to two or more clusters. This method (developed by Dunn 
[5] and improved by Bezdek[6]) is frequently used in pattern recognition.  

The fuzzy c-means algorithm is an extension of the classic k-means algorithm [7] 
based on the minimization of the following objective function: ∑ ∑   , 1 ∞                     (1) 

Where N is the number of data points, C represents the number of cluster center, m is 
any real number greater than 1, uij is the degree of membership of xi in the clus-
ter j, xi is the ith of d-dimensional measured data, cj is the d-dimension center of the 
cluster, and ||*|| is any norm expressing the similarity between any measured data  
and the center. 

Fuzzy partitioning is carried out through an iterative optimization of the objective 
function shown above, with the update of membership uij and the cluster centers cj by: 

∑             , 
∑ . ∑                              (2) 

This iteration will stop when , where  is a termination 

criterion between 0 and 1, whereas k is the iteration number. This procedure  
converges to a local minimum or a saddle point of Jm. 

With the work of Bezdek, fuzzy clustering methods attain a certain maturity [8]. 
Other variants of these algorithms were then developed in order to increase perfor-
mance. These improved versions are often dedicated to a particular application, and 
still the FCM are generally useful in many situations. Some variants of FCM have 
been proposed to reduce the influence of data points which do not belong to a cluster. 

Recently, many researchers have brought forward new methods to improve the 
FCM algorithm [9]. The most popular is: Possibilistic C-Means algorithm. 

The Fuzzy C means algorithm can provide faster approximate solutions that are 
suitable for the treatment of issues related to understandability of models and incom-
plete and noisy data. This makes the technique effective in classification and very 
close to reasoning of physicians. 



322 D.B. Hassen et al. 

 

3.2 SVM Classification 

Support vector machines (SVM) represent a classifier that has been successfully used 
for chest lesions classification. Moreover, we possess labeled data and it is expected 
that a supervised classifier achieves a good accuracy.  

Let a set of data (x1 ,y1 ),…, (xm , ym)      1  where X={ x1, xm} a dataset 
in   where each x i is the feature vector of an image. In the nonlinear case, the idea 
is to use a kernel function k (x i, x j) , where k (x i, x j) satisfies the Mercer conditions 
[10]. Here, we used a Gaussian RBF kernel whose formula is: 

 , ′ exp   ′  2                           (3) 

 
Where .  indicates the Euclidean norm in   . 
Let Ω be a nonlinear function which transforms the space of entry   to an in-

tern   called a feature space.  Ω allows to perform a mapping to a large space in 
which the linear separation of data is possible [11]. 

 Ω:  ,  Ω x  Ω x  k x , x                          (4) 

 

 The H space is reproducing Kernel Hilbert space (RKHS). Thus, the dual problem 
is presented by a Lagrangian formulation as follows: 

max W α α  12 y y α α k x , x , i 1, … , m                  5,  

Under the following constraints: ∑ α y  0, 0 α C                            (6) 

They α  are called Lagrange multipliers and C is a regularization parameter which 
is used to allow classification errors. The decision function will be formulated as fol-
lows: f x sgn ∑ α  y k x, x b                        (7) 

We hence adopted one approach of multiclass classification: One-against-One. 
This method consists of creating a binary classification of each possible combination 
of classes, the result for K classes K (K -1) / 2 .  

4 Computerized Scheme for Classification of Lung Lesions 

Here, we only describe the final stage of our CAD system: The segmentation and the 
feature selection are discussed in our previous works [12] and [13] that are briefly 
presented in the next sections.  
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4.1 Preprocessing 

Preprocessing may lead to better results because it allows more flexibility. For exam-
ple, the contrast feature is almost meaningless in discriminating normal and lesion 
pixels, since lesions can occur in regions of both high and low contrast. However, 
combining this feature with image enhanced intensity can be used for much more 
effective discrimination. 

4.2 Segmentation 

We closely follow our previous work described in [12] which is an automatic chest 
radiography segmentation framework with integration of spatial relations. The algo-
rithm developed as the initial step of our system works under no assumption. The 
results obtained proving that this is an excellent initialization step for a CAD system 
aimed at lung lesions detection and recognition of their sites. The segmented lung 
area includes even those parts of the lungs which are usually excluded from the me-
thods presented in the literature. This decision is motivated by the recognition of the 
site of the lesion which can help in deducing its nature for example, “lesion is in the 
right apical” that means that the lesion is localized in the right upper lobe it’s an in-
fection. The segmented area is processed with a method that enhances the visibility of 
the lesions, and an extraction scheme is then applied to select potential features. 

4.3 Feature Extraction and Selection 

The purpose of features extraction and selection is to reduce the original data set by 
measuring certain properties that distinguish one input pattern from another pattern. 
The extracted feature should provide the characteristics of the input type to the clas-
sifier by considering the description of relevant properties of the image into a feature 
space. We believe that the calculation of features is a primordial step to well perform 
the task of classification. In fact, each pixel should have characteristics used for the 
differentiation between the lesion and the normal pixels nevertheless for the discrimi-
nation between malign and benign lesions. A great variety of features can be com-
puted for each image such that intensities and textures depending on the nature of 
problem. The description of features in works cited above is not very detailed. Almost 
features cited in the literature are classical. Between them those of Haralick, were 
used without really giving details about their meaning. However, it is difficult 
to  interpret what these features are. Based on characteristics given by service of med-
ical imaging of CHU Charles Nicolle (described in table 1), we selected 8 features 
(size, circularity,  x-fraction, y-fraction, skewness, kurtosis, homogeneity, correla-
tion)  that we believe are able to specify the nature of the lesion. 
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Table 1. Characteristics of principals lesions for radiologists   

 
LESION 

 

METASTASIS 

 

BENIGN 

TUMORS  

 

MALIGN 

TUMORS  

 

TUBERCULOSIS 

 

INFECTION  

 

UNIQUE 

Exceptional   indifferent Very  

common 

  

MULTIPLES Very  
common  

indifferent  rare  Common   

LOCALISATION Basal   Apical  

CONTOURS sharp sharp sharp blurred blurred 

FORME Rounded, 

ovalaire 

Rounded, 

ovalaire  

polylobed 

spiculated  Ill-defined 

 

Ill-defined 

or 

fissural 

limit 

OPACITY homogeneous homogeneous, 

dense 

heterogene-

ous +/- 

excavated 

heterogeneous 

+/- excavated 

homogene-

ous 

CALCIFICATIONS rare except 
metastasis of 
sarcoma  

frequent central 
lobulated  

rare Frequent in 
sequelae stage  

Very rare 

SIZE  < 1cm  > 1 cm    

5 Experimental Study 

The chest radiographs are taken from the JSRT database [14]. This is a publicly avail-
able database with 247 Posterior Anterior chest radiographs. 154 images contain  
exactly one pulmonary lung lesion. The other 93 images contain no lung lesions. 

First of all, we defined the number of clusters. We discussed with our collaborators 
in the service of medical imaging of the university hospital Charles Nicolle and we 
concluded the five important clusters which are: Lung cancer, Metastasis, Tuberculo-
sis, Infection, Benign tumors. 
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Table 2. Classes of diseases and number of samples in the database used for performance 
Evaluation 

Classes  Train Test Total number 

Cancer 61 30 91 

Metastasis 6 3 9 

Infection 16 8 24 

Tuberculosis 12 6 18 

Benign tumor 5 3 8 

 
The obtained feature vectors passed for the classification phase by using FCM and 

SVM’s.  
In the experiments of FCM, we have used a fuzziness coefficient m = 2.   

Step 1. Our dataset contains samples of features belonging to five diseases.  

Step 2. The data to be clustered is 8-dimensional data and represents features cited 
above. From each of the Five groups (Lung cancer Metastasis Tuberculosis Infection 
Benign tumors), two characteristics (for example, X-fraction vs. Y-fraction as shown 
in fig.1) of the lesion are plotted in a 2-dimensional plot. 

Step 3. Next, the parameters required for Fuzzy C-Means clustering such as number 
of clusters, exponent for the partition matrix, maximum number of iterations and min-
imum improvement are defined and set. 

Step 4. Fuzzy C-Means clustering is an iterative process. First, the initial fuzzy parti-
tion matrix is generated and the initial fuzzy cluster centers are calculated (show the 
centers in magenta in Fig. 1). In each step of the iteration, the cluster centers and the 
membership grade point are updated and the objective function is minimized to find 
the best location for the clusters. The process stops when the maximum number of 
iterations is reached, or when the objective function improvement between two con-
secutive iterations is less than the minimum amount of improvement specified.  

Table 3 presents the results obtained with fuzzy C Means algorithm. 
In table 3 also, we present the results obtained with SVM classifier with parameters 

C,  (2(1) ,2(-7)) settings of Gaussian RBF kernel. We have used the grid search which 
searches the optimal parameters values using cross validation. After learning phase, 
we test the test data. 
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Fig. 1. The two characteristics ( X-fraction vs. Y-fraction) of the lesion are plotted in a  
2-dimensional plot 

Table 3. Performances of FCM and SVM classifier 

Classes  Acccuracy (%) 

 

FCM         SVM 

SE(%) 

 

FCM         SVM 

SP(%) 

 

FCM       SVM 

Cancer 70.33 74.19 73.00 80.00 71.33 60.00 
Metastasis 60.25 50.94 63.88 66.66 61.56 50.00 
Infection 55.66 51.72 52.76 50.00 53.00 52.00 
Tuberculosis 60.23 56.56 55.85 53.33 57.00 51.88 
Benign tumors 53.33 52.00 54.67 51.45 53.89 50.00 

 
 

We judge the performance of our classification approach using several evaluation 
criteria often used in the literature. For a five class clustering problem, one can distin-
guish true positive (TP) (sample correctly classified), false positive (FP) (false sample 
classified as true sample), false negative (FN) (false sample classifier as false sam-
ple), and true negative (TN) (false sample classified as true sample). From these val-
ues, measures such as accuracy, sensitivity (SE) and specificity (SP) can be computed 
given by the following equations.                                                          (8) 

.                                                           9  

                                     10  
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The results in table 3 show that the clusters are identified well by the FCM  
algorithm. 

The clusters that contain more errors are those that contain fewer samples. The 
lung cancer is the cluster which is more clearly identified by the FCM algorithm 
(achieved an averaged accuracy rate of the order 70.33 % for cancer). 

The obtained results by SVM are satisfactory. Indeed, we reached a recognition 
rate of the order 74.19% for the cancer. We remark that the classification rate is less 
in the other classes because the fewer number of the train and the test data. 

We can conclude that the SVM can achieve better accuracy in our classification 
problem. However, the two methods cannot represent clusters of small size. 

The  Fuzzy C Means Algorithm uses a fuzzy clustering, in which the input vector 
x is pre-classified with different membership values. The outputs of the FCM algo-
rithm may present the input vector to the SVM classifier. This last will be used for the 
automatic recognition of disease. 

6 Conclusion and Future Works 

The intelligibility is the motive force behind the use of FCM algorithm for this prob-
lem. However, a compromise between interpretability and accuracy is met. On the 
other hand, we focused on a more accurate solution by using SVM. Then we risk 
losing the linguistic sense defining the fuzzy models. Indeed, we have experiment 
also the possibility to increase the interpretability of SVM classifier by the hybridiza-
tion with the clustering method Fuzzy C means.  
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Abstract. In this paper the implementation of RBF online learning algorithm on 
the Schneider Electric Quantum programmable automation controllers is pro-
posed. Online recursive mean square algorithm with different modifications is 
proposed for neural network parameter identification. All matrix operations, 
functions, algorithms and neural network general structure are programmed in 
the Structured Text programming language in Unity Pro XL software. The pro-
posed method and software implementation is verified on virtual hydraulic  
system with parameter identification and level control. 

Keywords: Neural network, RBF, online learning, programmable automation 
controllers. 

1 Introduction 

The most commonly used control systems in industry are programmable logic con-
troller (PLC) or programmable automation controllers (PAC). PAC is a compact con-
troller that has the characteristics of PLC and control systems running on PC. PAC is 
used generally for continuous control, data collection, remote monitoring, etc. They 
are able to provide data for process-level for application software and databases. PLC 
and PAC have the same objective, but it’s possible to program them differently. PLC 
is programmed mostly in the ladder diagram (ladder logic) and PAC can be pro-
grammed in more languages (also in higher languages). [10] Neural networks are 
currently used in various approaches  such as signal processing, image recognition, 
natural speech recognition, identification and others but they are missing from PLC 
libraries (instruction sets). [4], [6] The proposed paper has the main objective to dem-
onstrate the real deployment of Radial basis function (RBF) neural network for online 
learning and control in industrial practice. Online learning algorithm is demonstrated 
on a virtual laboratory hydraulic system implemented directly in PAC. 



330 L. Körösi et al. 

 

2 RBF Neural Network 

RBF neural network is an artificial neural network that uses radial basis functions as 
activation functions in hidden layer. The output of the network is a linear combination 
of radial basis functions of the hidden layer and neuron parameters. [1], [2], [9] The 
output of the network is a scalar function of the input vector: 

 ( ) ( )
=

−=
N

i
ii cxax

1

ϕ , (1) 

Where N is the number of neurons in the hidden layer, ci is the center vector for neu-
ron i, and ai is the weight of neuron i in the linear output neuron. The norm is typical-
ly the Euclidean distance and the radial basis function is commonly Gaussian  
functions. 
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Where ci and σi is the center and spread of the i-th neuron. 

3 Recursive Mean Square Training Algorithm 

The basic recursive mean square algorithm (RMSA) with different modifications 
(exponential forgetting factor, etc.) is used to train the RBF NN in PAC system. It’s 
an online learning method suitable for real-time applications. The basic RMSA can be 
summarized as follows: 

 ( )( ) ( ) ( ) ( )1ˆ1ˆ, −−=− kWkkykWk T
p φε  (3) 
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The RMSA minimizes the criteria function (3). For the identification of time-invariant 
systems, however, older measured values do not correspond to the current system; 
therefore this criterion is modified so that the older state values weights will have less 
weight in a criteria function. [5] The criteria function (3) and the update of weights 
(6) is the same as in basic RMSA. 

 ( )
=

−=
k

i

k
N WiJ

1

21' ,
2

1 ελ  (7) 
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1
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 ( ) ( ) ( ) ( ) ( )
λ

φ 11 −−−= kPkkKkP
kP

T

 (9) 

Forgetting is the faster when the value of λ is lower. If λ = 1, we will get the standard 
RMSA. 

4 Fuzzy c-Means Algorithm 

We proposed the Fuzzy c-means clustering (FCM) algorithm to find the optimal cen-
ters and spreads for the RBF neural network. This approach reduces the computation 
complexity for the online training algorithm in PAC system. In fuzzy clustering data 
elements can belong to more than one cluster, and associated with each element is a 
set of membership levels. These indicate the strength of the association between that 
data element and a particular cluster. Fuzzy clustering is a process of assigning these 
membership levels, and then using them to assign data elements to one or more clus-
ters. [8] Disadvantage of this method is that the results depend on the initial choice of 
weights. The algorithm was used for offline RBF parameter setup. The algorithm was 
designed in Matlab. 

5 Case Study 

Process Description 
 
The proposed methods are illustrated on a virtual hydraulic system for online model-
ing and control. Virtual model is based on real laboratory model (Fig. 1). The labora-
tory model is described in more detail in [7]. 
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Fig. 1. Block diagram of the real hydraulic system 

Consider an open tank with the inlet flow rate M1 and output flow rate M2, where 
the atmospheric pressure acts on water level (Fig. 2) 

 

 

Fig. 2. Hydraulic system with free outlet (S – water surface area [m2], S0 – cross sectional area 
of the hole [m2], m – mass of the liquid in the tank [kg], Mi -mass flow of fluid at the inlet and 
outlet of the tank [kg.s-1], h - water level [m]) 

The hydraulic model is based on the law of conservation of matter: 

 21 MM
dt

dV

dt

dm −== ρ , (8) 

 21 QQ
dt

dV −= , (9) 

Where V is the volume of liquid in the tank [m3], ρ is the density of the liquid [kg.m3], 
Qi is the volumetric liquid flow rate at the inlet and outlet of the tank [m3.s-1]. 



 RBF Neural Network for Identification and Control Using PAC 333 

 

We consider S=const. 

 21 QQ
dt

dh
S −=  (10) 

For water flow rate: 

 ghv 22 = , (11) 

Where g is the gravitational acceleration = 9.81 ms-2. 
Then 

 ghSvSQ 20222 μ== , (12) 

Where μ is the coefficient of outflow ϵ (0, 1), for water µ = 0.63, S2 is the cross beam of 
the outflowing fluid [m2]. 

 
Virtual Model Description 
 
The following relation describes the difference of the water level in the tank. 

 ( )ghSQ
Sdt

dh
2

1
01 μ−=  (13) 

Idealized virtual model (no dynamic of the pump was considered) was implemented in 
Unity Pro using Structured text programming language in discrete form. The parameters 
of the virtual model were: 
 
S = 1m2, s0 = 0.01m2, Ts = 1s, where Ts is the sampling time. 

 
Virtual Process Modeling Using RBF NN 
 
To verify the proposed solutions we used the NNARX (neural network auto-
regressive model with external input) model structure with a regression vector: 

 ( ) ( ) ( )[ ( )]Tkbkam nnkunknkykyky 1...u...1)( +−−−−−=  (14) 

In the first example the RBF NN had 5 input neurons (na - 4 past level measurements 
and nk - 1 past control action), 25 hidden neurons and one output neuron. The compar-
ison of the time responses of the virtual model and the online trained RBF NN in PAC 
system are show in Fig. 3 and Fig. 4. 

Increasing the number of input neurons of the RBF neural network improved the 
quality of the modeling for training samples. RBF NN with 6 input neurons (5 past 
level measurements and 1 past control action), 25 hidden neurons and one output 
neuron had the MSE for testing data 0.0000077851 and training data 0.0000075575. 
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Fig. 3. Comparison of time responses of RBF NN output and virtual model output – training 
data (Mean square error – MSE = 0.000084498) 

 

Fig. 4. Comparison of time responses of RBF NN output and virtual model output – testing 
data (MSE = 0.000070663) 
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Virtual Process Control Using RBF NN 
 

In this article the RBF NN is used as process model to predict the behavior of the 
water level according to the control signal. 

Standard criteria function includes square of the deviation and control increment: 

 ( ) ( )( ) ( ) ( )[ ]22 11
2

1
1

2

1 +−++−−= kykrkukuJ mr α , (15) 

where ym is the output of the ANN. 
The optimization block computes the control signal so that the predicted output of 

the RBF NN matches the process output. [3] This is an iteration process which has the 
form: 
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'
)()(

∂
∂−= β  (18) 

The results for different prediction horizons (affecting different control quality) are 
shown in the following figures. The parameters for all simulation were: 
 

- sampling time: 1sec, 
- reference signal: 0.5m, 
- RBF NN structure: 5 - 25 – 1, 
- number of control iterations: 1, 
- α = 0.01, 
- β = 1. 

 

 
Fig. 5. Time responses of the controlled virtual hydraulic system for different prediction hori-
zons 1, 5 and 10 (r = 0.5m) 
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Fig. 6. Time responses of the control variable for different prediction horizons 1, 5 and 10 

6 Conclusion 

In the presented paper we deal with implementation of PAC based online RBF neural 
network learning and control. Based on theoretical assumptions about RBF artificial 
neural networks we proposed and implemented a general RBF neural network struc-
ture. Using different online learning methods of RBF NN, we verified the imple-
mented optimal structure with the standard online learning algorithm (RMNS) on 
various input parameters of neural networks. It can be concluded, that in all cases the 
RBF NN proved sufficiently accurate approximation of the output signal of the hy-
draulic process. Proposed application is very convent for real time application of soft 
computing methods based on RBF NN structures. Based on the verification results is 
evident that we can achieve high performance for many industrial processes. 
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Abstract. The paper deals with the analysis of the effect of fuzzy clustering pa-
rameters on the setup of a good quality fuzzy model of a complex nonlinear 
system, such as, for example, an asynchronous motor. On basis of data meas-
ured from an analytical model of an asynchronous motor we developed its 
fuzzy model and then verified the quality of the courses of its individual state 
quantities in response to the selected input signal. The proposed procedure was 
applied in the development of a high quality dynamic fuzzy model of an asyn-
chronous motor. Its properties were verified by simulation in the MATLAB 
programme package. 

Keywords: Fuzzy modelling, fuzzy clustering, asynchronous motor. 

1 Introduction 

Fuzzy models of technological equipment and processes are becoming more widely 
employed in the application of intelligent process control[1]-[4]. The development of 
a good quality model of a nonlinear dynamic system only on basis of measured input-
output relations is in principle possible [5]-[6], however in some states such models 
may be very inaccurate and even unstable. This can be due to an insufficient and in-
consistent database of acquired data, or its unsuitable processing into qualitative  
information about the system being modeled.  

An asynchronous motor presents a typical example of a nonlinear system in which 
fuzzy model quality is to a significant extent dependent on the method of processing 
of the database of measured data, as this is a considerably oscillating system that also 
includes positive feedbacks[7]-[12]. 

The paper describes the process of development of an asynchronous motor fuzzy 
model; it specifies information that is important for the proposal of its fuzzy structures 
and deals with the verification of its quality on the courses of its internal modelled 
quantities.  
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2 Method of Asynchronous Motor Fuzzy Model Development 

A squirrel cage asynchronous motor can be described in a rotating x,y system for ex-
ample by the following equations [13]-[14]: 

 · · · ·  (1)  · · · ·  (2) 

 . ·  (3) 

 . ·  (4) 

 . ·  (5) 

 . ·  (6) 

 
. · . . ·  (7) 

where, for the sake of simplification, the following constants have been introduced: 

 1 .  (8) 

 .   ,  . .   , .  (9) 

List of the used symbols: 

i1x, i1y  componentsof stator currentvectori1 
Ψ1x, Ψ1y componentsof stator fluxvectorΨ1 
Ψ2x, Ψ2y componentsof rotor fluxvectorΨ2 
u1x, u1y componentsof stator voltagevectoru1 
R1  stator resistance 
R2´  rotor resistance converted to stator 
ωk  angular speed of stator voltage 
ω  rotor angular speed 
J  total moment of inertia 
mk  electric motor torque 
mz  load motor torque 
L1  stator inductance 
L2´  rotor inductance converted to stator 
Lh  magnetizing inductance 
p  number of poles pairs 
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The meaning and values of individual parameters are shown in Table 1. 

Table 1. Asynchronousmotorparametersformodelling 

Parameter Value Parameter Value 

PN 3 kW R1 1,8 Ω 
U1N 220 V R2’ 1,85 Ω 
I1N 6,9 A Lh 0,202 H 
MN 20 N.m L1σ = L2σ’ 0,0086 H 
nN 1430 ot.min-1 K11= K13 59,3514 H-1 
p 2 K12 56,9277 H-1 
J 0,1 kg.m2 ktr 0,1338 N.m.s 

 
For the following analysis we chose the state space representation of an asynchro-

nous motor supplied with normalized constant input signal securing a constant U1/f1 

ratio, as common in scalar control according to Fig. 1. 

 

Fig. 1. Selection of AM quantities for state space representation 

It applies for discrete dynamic systems that their state in a particular step depends 
on the state in the preceding step and the change of state according to equation  

 1  (6) 

where the change of the state vector  is generated by the effect of the current state 
and input  

 ,  (7) 

The structural diagram of the dynamic system fuzzy model after division of the 
state vector into individual components is shown in Fig. 2. 
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3 Analysis of AM Fuzzy Model Directly Connected to the 
Mains 

As the structure of the fuzzy model in Fig.2 is universal, it can be assumed that the 
inconvenient quality of the fuzzy model of AM in steady state is caused by unsuitable 
processing of the model´s input data database. Processing of the database of input 
data is carried out in the MATLAB programme environment by partitioning the data-
base into qualitatively significant clusters, i.e. by so called clustering. The individual 
parameters in clustering have the following meaning: 

• Range of influence: determines the range of influence of the cluster centre in each 
of the data dimensions (standardly 0.5) 

• Squash factor:  defines the acceptance of clusters according to mutual position, 
searching for also near or only distant clusters (standardly 1.25) 

• Accept ratio: determines the acceptance of points based on their potential of being 
centres of clusters (standardly 0.5) 

• Reject ratio: defines the rate of rejection of points without the potential to be cen-
tres of clusters (standardly 0.15) 

Fig.3 shows that in the development of the model´s FIS structure the data close to 
the steady state were probably rejected due to their weak potential of being cluster 
centers. It was therefore necessary to develop modified FIS structures of the model 
with Reject ratio clustering parameter equal to zero. These structures already have 
more rules (10 – 11), but their statistical deviation from the referential database is in 
the order of value 10-5 and the relevant fuzzy model of the AM shows very good 
dynamic properties within the whole assumed interval (in time 0 – 0.6s), as illustrated 
in Fig.4. 

4 Proposal of AM Fuzzy Model for the Entire Operating  
Space 

In general, the model of a nonlinear dynamic system cannot be built only on data of 
one single transition characteristic (one single response to a step change of input), as 
its performance is in principle also dependent on its preceding state. This is clear from 
Fig. 5, where after disconnection of the motor from the mains at time 0.6s the model 
completely deviated from the source dataset of the AM, because it entered an area of 
unidentified inputs space. 
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designed in this manner, in spite of its simplicity and simple computer oriented design 
procedure, can significantly improve the dynamic properties of also strongly nonlin-
ear higher order dynamic systems. 
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Modelling the Technological Part of a Line by Use  
of Neural Networks 
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Abstract. The paper deals with the applications of artificial neural networks in 
modelling and control of a continuous tinning line’s technological part. In the 
conclusion part of the paper, description of the whole model of the tinning line 
technological section together with the neural speed estimators is presented, 
along with an evaluation of the achieved simulation results. Training of indi-
vidual neural networks was performed off-line and adaptation of the network 
parameters was done by Levenberg-Marquardt’s modification of the back-
propagation algorithm. The DC drives were simulated in program Matlab with 
Simulink toolbox and neural networks were proposed in the Matlab environ-
ment by use of Neural Networks Toolbox.  

Keywords: Mathematical model, technological line, control, DC motor, neural 
network.  

1 Introduction 

Modelling is a method enabling the identification of the characteristics of the system 
under investigation. Using simulation we can then experiment with the model of the 
line similarly to the real system, without to need intervene in the real system, elimi-
nating the risk of emergency states. An advantage of neural networks is their ability to 
learn from examples, the ability of abstraction, so their applications are very useful 
for complex dynamical system modelling [2-5] and control [2,3,5-12], also. 

The continuous process line, the model of which we are going to deal with, is 
a steel strip tinning line producing tin-plated material used in the packaging industry. 
It is made up of three autonomous sections [1]: 

• the entry section, determined for accumulating a stock of material for the techno-
logical section and for reduction of traction in the strip, 

• the technological section, where electrolytic tinning of steel sheet takes place, ac-
cording to the technological formula for particular material options in the Ferrostan 
process technology, 

• the exit section, where coiling of the sheet material takes place. 
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The entry section of the process line includes the drive of the decoiler device that 
provides for the uncoiling of the strip at a required tension, independent from the coil 
diameter and the strip speed. The material is welded into an endless strip that pro-
ceeds into the tower accumulator. The subsequent drives of the entry section traction 
rolls ensure the required strip speed. The remaining drives are provided with traction 
control and secure the required strip tension over its entire length. Galvanic tinning of 
the steel strip is carried out in the middle section of the process line. The treated strip 
is then, at the exit section of the line, recoiled into coils of the specified diameter and 
width. 

The objective of this paper is the development of the neural model of the line tech-
nological section. Designing of the neural model of technological tinning lines is 
based on the mathematical description (of the line without considering a reel decoiler) 
because on the running production line was not possible to take measurements, but 
the description of technology and each devices of the line  has been known [1]. Since 
created mathematical model corresponds to the real process [1], the mathematical 
model was used for neural networks training sets obtaining and for verification neural 
model of the line under various conditions without limitation the production. 

2 The Line Technological Description and Mathematical Model 

Technology part of the continuous line consists of six controlled drives separately 
excited DC motors that allow independently controlling individual electrical, mechan-
ical and technological quantities so that the production technology would be strictly 
adhered to. Our intention was to use neural model of the line to observe strip speed at 
any particular section of the technological line. 

Present in the tinning line technology part are six drives: 

• drives of traction rolls No.2 (input, middle and output) situated past the tower ac-
cumulator and are stretching the strip that enters the middle part of the line, 

• drives traction rolls No.3 (input and output) maintain the desired output speed and 
the desired tension, 

• drives of ϕ  rolls, which are used to capture the strip when transiting to the coiler. 

The line control allows introducing the strip into the line and supports independent 
run of each section at desired speed. 

During introducing of a new coil, middle part of the line runs at a constant working 
speed, input part of the line is stopped and the strip is filled from the tower storage. 
After the input part of the line re-restart-up this part of the line accelerates to a speed 
about 25% higher than the operating speed of the middle part of the line. Once the 
tower storage is filled, speeds of them are synchronized. 

When designing a neural model of technological tinning lines we used mathemati-
cal description of this part of the line. 
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2.1 Mathematical Model of Middle Part of the Line 

Mathematical models of parts of the line along with controls were designed in Simu-
link, which is part of Matlab, and the line neuron model line was set up using Neural 
network toolbox of Matlab. 
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Fig. 1. Part of the continuous line with two motors 

 
To set up an accurate model binding system considered have to be two areas of the 

model utilization: 

• at zero traction, when developing between machines can be material loops, 
• at positive tensile stress, when the transportation rollers are mechanically bound 

together. 

In the next section, for more transparent derivation of mathematical expression of the 
middle part of the line, we are considering only two motors of the line, as illustrated 
in Fig.1.The part of the continuous line consisting of only two DC separately excited 
motors 1 and 2, according to Fig.1, can be described by a system of differential equa-
tions, in the order for the first drive (equation dynamics as to the driven machine 
shaft), for the section of the strip between, and the second drive: 

 111101121 .)( ωsJMrFFM z =−−+  (1) 

 121122
12

)( sFrr
l

SE =− ωω  (2) 
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 222212232 )( ωsJMrFFM z =−−+  (3) 

After supplementing these equations by the equation for the motor armature circuit 
for the two drives:  

 aiiiii ICjM φ=  (4) 

where  i=1,2 

 aiiiii
ai

aiaiai UCj
dt

dI
LIR =++ ωφ  (5) 

We are obtaining the mathematical model of the simplest continuous line, block dia-
gram of which is illustrated in Fig.2. The constant before the parenthesis in equation 
(2) presents the strip elasticity constant of the strip for the considered section: 

 
12

12 l

SE
K p =  (6) 

Whereas the strip material features besides elasticity also dampening effects that are 
reflected in KT dampening constant, expressed in % of constant Kp, equation (2) will 
take on the following form: 

 1211221122 )()( sFrrsKrrK Tp =−+− ωωωω  (7) 

Designed for all of the above-mentioned drives were controllers of the motor armature 
current and superior speed controllers. Basically, tension control equals controlling the 
armature current, which determines the motor torque. Direct traction controlling would 
require the quantity to be precision measured. Yet, the sensors are too expensive and 
once overloaded they come permanently deformed. Due to the fact, used these days is 
indirect traction control.  

Control is based on equality of mechanical and electrical outputs: 
 

 vFPmech .=  (8) 

 aiel IUP .=  (9) 
  

Assuming that the speed of the strip can be observed quantity and value of the in-
duced voltage Ui, and the armature current Ia will be measured, we can determine 
tension strength from these equations: 

 a
i I

v

U
F =  (10) 
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Fig. 2. Block diagram of a part of the continuous line – for two identical drives 

The DC motor armature controller maintains the current value Ia proportional to the 
tension force F and the excitation controller maintains a constant ratio Ui/v. Mathe-
matical models of individual parts of the line along with the control were designed in 
Simulink.  

3 Neural Model of Middle Part of the Line 

Neural model of individual parts of the line has been designed as a series-parallel 
model of drives, shown in Fig. 3. 

Whereas to detect speed of the strip, e.g. for determining the tension force, it is ne-
cessary to know the speed of the strip in each part of the line, we divided technologi-
cal line as described above into six parts and for each part of the line a separate neural 
model was created. Inputs of individual neural models u(k) present the desired values 
of the strip speed, armature current in the k-th, (k-1) and (k-2) steps for the drive and 
the observed value of the speed in the (k-1) step. 

Basic structure of the neural model of one part of the line approximates speed of 
the strip based on the following equation: 

 [ ]w),1(),2(),1(),(),()( −−−= kvkikikikvfkv saaažs


 (11) 
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Fig. 3. Block diagram of the series-parallel drive model 

Suggested to approximate the relation were two types of neural networks  
(Figs.4 and 5): 

• Multi-layer feed-forward network  
• Cascade feed-forward network 

 
Fig. 4. Neural feed-forward network 

Outputs of the first and second layers of the feed-forward network are determined 
based on relations: 

 
( ) ( )
( ) ( )( )212

11
biasjwkapurelinka

biasiwItansigka

+=

+=
 (12) 

where I is the input vector and w is vector of synaptic weights of the network.  

 

 
Fig. 5. Cascade feed-forward network 
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Outputs of the first and second layers of the cascade network are determined based on 
relations: 

 ( ) ( )11 biasiwItansigka +=
  

 ( ) ( )( )212 biasjwkakwIpurelinka ++=  (13) 

For both types of networks, used for the output layer neurons were linear activation 
functions, and for neurons in the hidden layer tansigmoid activation functions: 

 
)exp(1

1
)(

an
nf

−+
=  (14) 

where n is the value of the neuron inside activity and a is the slope parameter of the 
sigmoid. Training of individual networks was carried out off-line, and chosen for 
adapting the network parameters was the Levenberg-Marquardt modification of back-
propagation algorithm. 

The optimization objective was seen in minimizing the function (15): 

 ( ) −
21 '

qq vv
Q

=e  (15) 

where: Q - the number of trained samples 

  vq - is the q-value of the strip speed based on the given drive model 

  vq
'

- is the q-observed value of the network output. 

Synaptic weights adaptation was based on the relation:  

 ( ) eJIJJw TT 1−
+=Δ μ  (16) 

where: 
J  - is the Jacobian matrix, 

JJ T  -  is the approximated Hessian matrix, 

eJ T  - is the gradient vector, 
I  - is the unit matrix 
μ  - is the coefficient influencing the rate of adaptation of weights 

 
Neural model of the line middle part was set up using Neural Network Toolbox of 

Matlab. After comparing the results of testing both types of networks attained by 
feed-forward and cascade networks, chosen for all six parts was a three-layer cascade 
feed-forward network with ten neurons in the hidden layer. 
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Mathematical models of parts of the line along with controls were designed in 
Simulink, and the line neuron model was set up using Neural network toolbox.  

Based on easily measurable signals (11) it is possible, using neural model of the 
line, to observe the strip speed at any particular section of the technological line. 
Maximum errors that occurred at swift dynamic changes ranged from 0.5% at the 
strip speed at rolls ϕ up to maximum of 2% at traction roll No. 3 – the output one.  
The maximum errors in the other traction rolls and the tower accumulator were 
around 1%.  

As the simulations show, the characteristics of line neural model are similar to 
standard modeling results. The advantages of neural networks application are mainly in 
modeling of complex systems, where they allow, the approximation of any continuous 
function without the precise knowledge of the structure of the modeled system. In our 
case, the mathematical model of the line was used to obtain the training sets and verifi-
cation of the proposed neural model without limitation of production process. 
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Abstract. This paper deals with modelling stray currents in the concrete base of 
traction line post in one of the most frequent defects - short-circuit of the surge 
arrester. If these defects occur more frequently, the concrete may be degraded 
and the post base firmness may deteriorate. The results of the modelling will  
be subjected to further processing by Construction Material Laboratories at  
VSB - Technical University in Ostrava. 

Keywords: Numerical methods, FEM, COMSOL, railway traction. 

1 Introduction 

Most of the Czech Republic's DC traction lines feature positive potential connected to 
the trolley line while the negative pole is connected to the rail. The electric circuit is 
closed via the trolley, bus, engine, rails and back to the traction transformer. The rails 
are not perfectly insulated from the earth since they rest on frets in gravel bed. A part 
of the current flows into the earth and is limited by the cleanness of the gravel bed and 
the distance between the rail and the gravel bed. The volume of the current flowing 
into the earth ranges between 15 - 60 %. The Czech traction transformers have no-
minal voltage of 3.3 kV and nominal rated capacity of 5 - 10 MW. In peak values of 
current flowing along the traction line are 1,500 A to 3,000 A; therefore, the volume 
of the leak may reach 500 - 2,000 A. [2, 3] 

The posts carrying the traction line are connected to the rails with surge arresters. 
The surge arrester is a protective equipment which has a conductive connection with 
the traction line post and which is connected to the rail with a conductor of 10 square 
mm in diameter. In order to insulate the rail (jamming security equipment and other 
signals sent through the rails) we use only equipment whose insert will only release 
voltage higher than: 

1. 250 V - publicly accessible places 
2. 500 V - places not accessible for the public 

                                                           
* Corresponding author. 



360 L. Ivanek et al. 

 

It is used in areas endangered by the traction line where touch voltage may occur. In 
such an area it is essential that all conductive places be insulated: railway traction line 
posts, bridges, fences, drains and everything else which might lead electric current 
should a conductor touch it. The surge arrester is often defected in such a way that the 
potential of the rail is transferred to the post. Then, the stray current leaks in the earth 
not only from the rail, but also from the base of the post. This results in electrolytic 
processes in the post base concrete and a thermal load of the base. 

We have modelled this condition intending to identify places with the greatest cur-
rent density, i.e. places where the concrete may be damaged. In reality, the crumbling 
of the concrete does occur. 

Based on the manufacturer's documentation of masts, the following parameters 
were assigned: 

Bolts – iron material - μr = 4000, σ = 1,12*107 S.m-1 

Base plate – soft iron - μr– special characteristics of BH from the manufacturer's do-
cumentation, σ = 1*107 S.m-1 

Concrete - μr = 1, σ = 1,5 S·m-1 

Typical soil characteristics of Various terrains: 

TYPE OF TERRAIN        RESISTIVITY (Ωm) PERMITIVITY 

Agricultural plains, streams, richest loam soil 30                           20 

Pastoral, low hills, fertile soil   80                           15 

Flat, marshy, densely wooded in places  130                         13 

Pastoral, medium hills with forestation  270                         12 

Pastoral, heavy clay soils hills   250                         12 

Rocky soil, steep forested hills, streams  500                         10 

Rocky, sandy, some rainfall, some vegetation 500                           8 

Low-rise city suburbs, built-up areas, parks  1000                         6 

High-rise city centers, industrial areas  3000                         4 

Sand deserts, arid, no vegetation   >3000        3 

1.1 Description of the Post Used 

Our modelling took place in 3 kV DC railway traction system. We used a lattice post 
of steel profiles. The bottom of the post is welded to a steel board with openings for 
studs; the board is fastened to a stud basket embedded in the post base. The platform 
of the base is illustrated in Fig. 1. Picture 2 then presents the A-A section of the post 
base. 
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ig. 1. Ground plan of the post base [1] 

Fig. 2. Section of the post base [1] 
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1.2 Modelling in COMSOL 

The post base was modelled in COMSOL Multiphysic in the AC/DC Module physics. 
The Electric Currents interface was used to model DC electric current flow in conduc-
tive media. The interface solves a current conservation equation for the electric poten-
tial. The 3D model computed in approximately 720,000 knots. The 3D model of the 
area in question is presented in Fig. 3 in the most illustrative view. 

The conductivities of the individual sub-areas in question: 

• soil  σe = 0,01 S·m-1 

• concrete σc = 1,5 S·m-1 

• steel  σs = 1,12.107 S·m-1 

 

Fig. 3. Model of the area in question 

The current density at any point can be expressed on the grounds of knowledge of the 
electric field at this point. 

                                                          (1) 

And there is a simple relation between the intensity of the electric field E and the 
electric potential φ. 

        (2) 
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We selected an artificial boundary around the area of the pole base and the perimeter 
conditions of this boundary are presented in Fig. 4. The post, its flange and the upper 
surface of the studs were connected to DC potential against the earth of φ = 50 - 
200V. If, in the course of the approximation of the artificial boundary, the shape of 
the field did not change, we considered this boundary to be an artificial earth with a 
zero electric potential. This means that we considered the bottom and sides of the 
cubes of the boundary delimiting the selected area to be the earth with the zero elec-
tric potential. The calculations were made for different distances between the artificial 
boundary and the post. 

 
Fig. 4. Boundary conditions 

No current flows into the area of the air beyond the earth; therefore, the following 
condition was selected for the upper side of the cube 

 . 0 (3) 
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i.e. the derivation of the vector of the electric intensity in the direction of the normal 
to these sides is equal to zero 

 . . = 0                (4) 

 or                                       (5) 

The vectors of the current density in the base present: the artificial boundary being 
located 10 m from the axis of the post in Fig. 5 and the artificial boundary being 
located 5 m from the axis of the post (a number of vectors selected). Artificial 
boundaries were chosen from 5m to 20m. Up to 10m, the shape of current field did 
not change. This distance is therefore decisive. 5m distance was inserted for reference 
only. 
 

 

Fig. 5. Vectors of the current density for 10m boundary 
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Fig. 6. Vectors of the current density for 5m boundary 

2 Summary 

As is entailed in reports from the operators of railway systems, the bases of the posts 
are often damaged, especially whenever the surge arrester has been short-circuited for 
a long time. In this case, the voltage of the rails goes directly to the post and hence 
also to the studs at the base. We did several calculations for different input parame-
ters; e.g. the input voltage ranged between 50 and 500 V.  

Peak value of the current density: 

Table 1.  

Boundary 

10 m 

ϕ  = 10  
(V) 

ϕ = 20  
(V) 

ϕ = 50  
(V) 

ϕ = 100  
(V) 

ϕ = 150  
(V) 

ϕ = 200  
(V) 

ϕ = 500  
(V) 

Jmax 

(Am-2) 

1 1,9 4,8 9,7 14,6 19,5 49 

Jaxis 

(Am-2) 

0,65 1,3 3,4 6,5 9 13 34 
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We also altered the conductivity of the selected materials etc. Through modeling we 
discovered that bases which have sharp edges are really exposed to heavy current load-
ing at the edges - see the circled area in fig. 7. Values of current density loading at the 
edges of concrete are the same as the maximum current values in Table 1.However, the 
places of contact between the steel studs and the concrete are exposed to excess load. 
These places may cause the degradation of the concrete structure. The distribution of 
the current densities identified in the modelling will be forwarded to the Construction 
Material Laboratory of the Faculty of Civil Engineering of VSB - Technical University 
in Ostrava, where it will be used for further investigation of the influence of degrada-
tion of concrete under the load effect of direct current. 
 
 

 

Fig. 7. Places most exposed to load 

 
Rounded edges with a radius of 0.7 m, the maximum value of the current density at 

the edges is reduced by46%. 
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a) Jmax = 19,576 (Am-2)b) Jmax = 11,418 (Am-2) 

Fig. 8. Comparison of current density for sharp and rounded edges 
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Abstract. Renewable energy sources bring new challenges to power con-
sumption planning on all levels (household, city or region). In this paper,
we present a smart household appliance-level scheduling system, called
PAX. We describe the details of the PAX scheduling core and its us-
age for optimizing an appliance power consumption profile according to
actual power source regime.

The PAX system is tested on data sets from a one year measure-
ments of household appliances and renewable power sources, which are
described in detail in the text. These data form a basis for the PAX
exploitation in both simulated power system modeling and real-world
power consumption scheduling.

1 Introduction

With the world-wide growing demand for ecological sources of electrical energy,
there is also a growing number of new problems in the field of the electrical
energy distribution and consumption planning. The behaviour of new renewable
energy sources (RES) is in many aspects different from classical energy sources
[1]. Conventional power plants (coal, gas, nuclear) produce electrical energy in
a process which can be well controlled by the grid operators. On the other
hand RES use mostly unpredictable and non-controllable sources like wind or
sunshine. These sources are of cyclical nature and their power supply profile does
not fit well with the profile of (cumulated) power demand [2].

The negative influence of stochastic power sources can be diminished with
several approaches. The standard approach uses a backup of the RES with con-
ventional energy sources by usual power system auxiliary services to overcome
unpredictable outages of the renewable energy sources. An economic approach
uses an energy storage of the surplus energy for future use. The research in the
field of efficient energy storage is very intensive, but current technology is still
not mature enough for cost-effective usage in most of the real-world scenarios [3].

The approach presented in this paper sees the problem from the opposite
perspective: we accept the unpredictability and non-controllable nature of the
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370 M. Prýmek et al.

renewable sources and search for the needed flexibility on the demand side of
the power usage equation. Instead of trying to change the profile of the energy
production we try to change the demand/consumption profile. The current Smart
Grid concept had emerged from this approach. It is based on the idea of a
communication between power sources and power consumers with intelligent
control of their interaction using multi-agent approach. This can be achieved on
several levels – a household, municipality or the whole country region. A realistic
combined approach is the concept of a hierarchical structure where on each level
the aim of the control is to build a predictable entity for interaction with the
levels above it.

Besides the multi-agent approach, the RES energy consumption planning on
the demand side was solved by computational centralised techniques. For ex-
ample, Mohsenian-Rad in [4] employed the game theory to solve and formulate
an energy consumption scheduling game, where the players are the users and
their strategies are the daily schedules of their household appliances and loads.
Pedrasa [5] applied particle swarm optimization to schedule a significant number
of varied interruptible loads over 16 hours. Unlike these approaches, the system
presented in the following text aims at solving the problem with lightweight
scheduling rules using very low computational power and straightforward setup.

2 Smart Household Architecture

In the presented research, we have focused on the lowest level of the smart grid
structure – a household. The main aims of the control logic on this level are:

– control the operation of particular appliances according to the actual power
supply

– minimize demand peaks, make the overall consumption profile as fluent as
possible (by coordination of particular appliance operation)

– flexibly react to external effects (outage, brown-out, etc.) to minimize pos-
sible losses

– reach the given goals without a significant impact on user experience

In the following text, we describe the Priority-driven Appliances Control System
(PAX ). The PAX system is designed for small and cheap microcontrollers for
particular appliance control, yet flexible enough to fulfill the above-stated criteria
well. The controlling core of the system can mix real and virtual appliances, so
the system can be used as a smart home simulator as well as a real, physical
appliance controller. Later in the paper we describe how real world data are used
as a basis for smart home modeling.

2.1 Data Sources for Initial Testing

Several measurements were performed to collect real household data to test and
demonstrate PAX functionalities. Each household appliance in a selected real
household was monitored using power networks analyzer MDS-U [6] during a
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long time period. MDS-U is a power analyzer which is able to measure voltage,
current and power factor and calculate electrical quantities like active, reactive
and apparent power for selected time interval. In this case, one minute time in-
terval was used for data collection. Averaged power consumption curves were de-
fined based on long time power consumption data for 20 most common household
appliances (refrigerator, cook top, wall oven, personal computer, washer, dish-
washer, vacuum cleaner, etc.). During the long time measurement, the switching
scheme was evaluated for all monitored household appliances. Usual power con-
sumption for each time can be defined based on averaged power consumption
curves and the switching scheme for most common household appliances. The
power consumption curve of each household appliance are the fundamental data
for PAX testing.

Together with household appliances monitoring there were selected renewable
power sources monitored during 1 year time period. According to the actual
trends in renewable energy sources utilization, photovoltaic (PV) and wind power
plants (WPP) were chosen. PV consists of mono crystalline panels Aide Solar
(P MAX 180 W, I MP 5 A, V MP 36 V, I SC 5.2 A, V OS 45 V) and PV has
2 kWp rated power. WWP uses synchronous generator with permanent magnets
of 12 kVA, voltage 560 V, current 13,6 A, torque 780 Nm and 180 rpm. A detailed
description of the small off-grid power system test bed can be found in [7] or [8].

In the current PAX testing experiment, two data sources were used – a data set
of power consumption and a data set of power production. Both the mentioned
data sets are based on one year measurements of real data.

2.2 The PAX Implementation

The PAX system is developed using the Erlang programming language [9]. Er-
lang is excellent in dealing with large amounts of discrete data. It is a functional
language with no shared memory. The program consists of many autonomous
units which communicate with each other only by message passing. That is
why applications written in Erlang can be parallelized in natural way and run
easily on multi-core processors or even separated machines. The parallelization
scalability is almost linear. Erlang also has very good support for runtime code
compilation and loading which is used extensively for particular virtual appliance
control in the PAX system and for graphical user interface customizations.

As we have mentioned above, the PAX system is designed to support research
of the smart home automation from the simulation phase up to device control
in real-time. For the later usage scenario, the scheduler is driven by real-time
clock, the events are induced by external sources or occur at predefined times.

When used as a simulator, without connections to real devices, there is no need
to restrain the process with real-time clock. The (simulated) events should occur
and be processed as fast as possible to make mass data processing possible. For
this purpose, the PAX core implements an event queue. The queue is filled with
simulated or real-world measured data and the simulation consists of sequential
processing of the queue events. Each simulation step has several phases:
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1. fetch subsequent event from the event queue
2. deliver it to the appropriate agent
3. the agent receives the event and/or

(a) changes its inner state
(b) inserts a new event into the event queue

4. the simulation ends when the event queue is empty

Since the PAX core heavily depends on (asynchronous) message passing, it is
possible to convert almost any code sequence into a sequence of events in the
event queue without any special changes in the code. The same code can thus
be used for offline data processing (simulation) and online device control. With
this pure event-driven design, it is possible to implement arbitrary time precision
simulation and simulate every possible aspect of the control system.

2.3 From Real Devices to Virtual and Back

A development of a successful energy consumption control scheme consists in
several steps:

1. measure power consumption profiles of typical household appliances
2. pre-process the data to remove any non-significant fluctuation (at a desired

precision level)
3. convert the data into power consumption change events
4. test different consumption planning algorithms on the simulated appliances
5. test the best algorithm back on the real appliances

The main advantage of the PAX system is that the steps 2 to 5 can be done
using the same software system thus keeping the simulation results as close to
the real deployment as possible.

3 Model Construction – Accumulator Type Appliance

In this section, we will illustrate the above-described process of transferring real-
appliance measured data into a virtual appliance model suitable for the PAX
simulation.

Figure 1 shows parts of real power consumption profiles of a typical refriger-
ator and a personal computer, measured with one minute resolution. The black
line along the measured data (represented by a grey line) depicts the cleaned
data used for the model development.

The main objective of the data cleaning is to identify the consumption level
breaking points which can then be transformed to the consumption-change events
with specific time values and either converted into a repeating pattern or statis-
tically analyzed and reproduced on a random basis.
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refrigerator computer

Fig. 1. Measured power consumptions and preprocessed profiles of a refrigerator and
a computer

The consumption data preprocessing algorithm is as follows:

1. Set a relative threshold value (typically 1/5 of the maximal consumption).
2. Find the next time point where the difference between the last mean value

and an actual consumption exceeds the threshold (the next breaking point).
3. Compute the mean value between the last two breaking points.
4. Repeat until end of data.

The number of breaking points (and thus the similarity of original and prepro-
cessed curves) is determined by the chosen threshold, which is can be adapted
to achieve the desired accuracy of the model.

The power consumption profile of a refrigerator consists of periodic repeating
peaks of (nearly) the same length, height and distance. This behaviour is caused
by the thermostat which keeps the inner temperature of the refrigerator in given
limits. Generally, we consider the refrigerator to be an instance of a feedback-
controlled device which acts like a perpetual (small amount) energy accumulator
(see [10] for the PAX appliance types). Whenever the accumulated energy falls
below a given value, the device consumes the electrical power from the grid and
accumulates it up to the upper limit value.

A conventional refrigerator does not communicate with its environment and
simply repeats the accumulation cycle forever in the safe range. Such behaviour
brings two main disadvantages:

– If there are several appliances of this type, they produce unwanted random
consumption peaks when their accumulation phases overlap.
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– In case of an emergency state of the grid (blackout, brownout), such device
can only be switch on or off. There is no intermediate state which would not
substantially impact the device’s function (to keep the food cooled) while
lowering the load on the grid.

– the appliance cannot precede an anticipated/planned power loss.

To harness the potential of the smart grid concept, a PAX model of a smart
refrigerator derived from real data is presented further. The smart refrigerator
changes its behaviour according to the state of the grid and cooperates with
other power consuming devices.

In a virtual intelligent refrigerator model based on real data, we must first
identify the breaking points on the measured power profile of a real refrigerator
and fit the profile to the fluctuation of the controlled value (the inner temperature
or the accumulated energy). The measured refrigerator temperature oscillates
between 1 and 4◦C. At 4◦C the cooling system motor is switched on and works
for 10 minutes until the temperature of 1◦C is reached (see Figure 1). We can
approximate the cooling speed to be 0.005◦C per second. The motor-idle phase
then lasts 30 minutes. The heating speed can be approximated as 0.0017◦C
per second. Of course, the real speed of cooling and heating is not linear but
linearization is a sufficient approximation in this case.

As mentioned above, the PAX system consumption scheduling is based on pri-
orities of particular power consumption requests and sources (for details see [10]).
The conventional non-intelligent refrigerator operates steadily in the given tem-
perature range and therefore its consumption requests have only one given pri-
ority P . The appliance agent then periodically asks for power consumption of
64W with the priority P for 10 minutes. In the model input data, the measured
values from Figure 1 correspond to the following simulator events:

{{{2013,03,04},{0,3,0}},{set_consumption,fridge1,4,63.9043}}

{{{2013-03-04},{0,13,0}},{set_consumption,fridge1,0,0}}

{{{2013-03-04},{0,42,0}},{set_consumption,fridge1,4,63.4513}}

{{{2013-03-04},{0,53,0}},{set_consumption,fridge1,0,0}}

{{{2013-03-04},{1,21,0}},{set_consumption,fridge1,4,63.7587}}

{{{2013-03-04},{1,32,0}},{set_consumption,fridge1,0,0}}

For each time moment, the actual consumption of the appliance fridge1 is set to
the value of ≈ 64 watts with constant priority 4 or to the value of 0 watts (with
0 priority).

Representation of such a behaviour in a general device model (in pseudocode)
looks like:

1. start → insert event(Now,set consumption(4,64))
2. event set consumption( ,64) →

insert event(Now+10m,set consumption(0,0))
3. event set consumption( ,0) →

insert event(Now+30m,set consumption(0,64))

Now we have obtained a model of the standard refrigerator. With the inter-
appliance communication ability brought by the PAX smart grid, we turn it into



Smart Home Modeling with Real Appliances 375

Fig. 2. Priority ranges

a more flexible model of the refrigerator behaviour. The new model is based on
the idea that with decrease of the accumulated-energy value (in the refrigerator
case it equals the decrease of the inner temperature), the urgency of the power
consumption increases because of a risk of a malfunction. In the PAX model
this means that the priority of the consumption requests is proportional to the
temperature.

The temperature range is divided into priority zones according to the risk that
the device could miss its primary purpose (i.e. the risk of the food to rotten).
If we approximate the temperature change function as stated above, the device
agent can in each time interval estimate the time when the temperature crosses
the priority border (if the actual consumption does not change). The priority
ranges and the consumption prediction is illustrated in Figure 2.

The behaviour model of the smart refrigerator controlling agent is as follows:

1. start → make request
2. make request →

ConsumptionEnd=time to upper limit(Now,PrioNow),
request(Now,ConsumptionEnd,PrioNow,64)

3. request allowed(From,To,Prio,Amount)→
insert event(From,set consumption(PrioNow,64)),
insert event(To,set consumption(0,0))

4. request denied →
{Prio,ConsumptionStart}=time to lower limit(Now),
ConsumptionEnd=time to upper limit(ConsumptionStart,Prio),
request(ConsumptiontStart,ConsumptionEnd,Prio,64)

5. event set consumption( ,0) → make request

At start, the agent requests the standard consumption time frame from the sched-
uler. If this request is denied, the agent computes the time when (with no power
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supplied) the temperature will cross the next lower priority limit and requests the
consumption from that time with a new (increased) priority. If the requested con-
sumption frame is granted, the temperature crosses the upper priority boundary
and the next request will have a decreased priority.

3.1 The Effect of Appliance Optimization

The effect of priority-driven “self” organization of appliance power consumption
can be demonstrated on a concurrent run of several accumulator-like devices.
We have used three refrigerators with slightly different power consumptions and
cooling effectiveness.

The three appliances have constant consumption of 70, 60 and 50 watts and
constant cooling speed of 450, 500 and 300 seconds to lower the temperature
down one degree Celsius. The consumption priority ranges are > 7◦C: priority 5,
4–7◦C: prio.4, 1–4◦C: prio.3, 0–1◦C: prio.2 and < 0◦C: priority 0.

When there is no consumption limit, the appliances operate in the narrow
temperature range. Due to the different cooling effectiveness, each refrigerator
has different cycle length and therefore there are consumption peeks whenever
the operation of two or more refrigerators overlaps. The resulting summary con-
sumption profile can be very fuzzy even for constant consumption and only three
appliances (see Figure 3a).

In a limited capacity regime of the power source, the appliances cannot operate
simultaneously and only the highest priority consumption requests are approved
by the dispatcher. In the case of two or more concurrent requests with the same
priority, the lowest-power-amount requests are satisfied first. As stated above,
the request priority is a function of the refrigerator inner temperature hence the
refrigerators with the most urgent cooling need are served first. In the meantime,
the temperature in the other refrigerators increases, which automatically causes
higher priority requests from them in subsequents scheduling cycles.

This mechanism automatically leads to a flat consumption profile under the
given power source limit with regularly alternating consumption of particular
appliances. The result is illustrated in Figure 3b.

There is no need for an explicit plan or system state negotiation, or compli-
cated and hard-to-maintain rules. The fluency of the power consumption profile,
peak elimination and postponement of the consumption according to the amount
of available power, is the function of private priority-changing rules of particular
agents on the one hand and priority-driven scheduling of the consumption on
the other.

The process of “flattening” the consumption profile is automatically imposed
by decreased power source capacity and can therefore change dynamically as a
reaction to the actual power supply without any switching of consumption pro-
files, rules etc. We have demonstrated this effect on the appliance whose standard
operation is mostly regular. The priority-driven control process makes it more
or less irregular to fit better to the actual power supply. The control process
works in the same way for appliances with a naturally irregular power profile.
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a)

b)

Fig. 3. a) Original power consumption profile of three different refrigerators (each
appliance with different bar color), and b) the optimized form of this profile

The regular behaviour appliance was chosen for the purpose of a comprehensible
demonstration.

This intelligent self-organizing behaviour emerges from the interaction be-
tween the appliance controllers and the scheduler without the need to develop
complicated centralized rules for all the devices in the grid.

4 Conclusions

We have demonstrated the method of intelligent appliance-controlling rules in
the Priority-Driven Appliance Control System (PAX). The PAX system is based
on the multi-agent paradigm of autonomous “lightweight” agents keeping the
amount of knowledge about the surrounding world as low as possible. Every
appliance controller works with the information about its own state and the
power consumption urgency in the given time interval and in the near future.
The communication with other agents is based mainly on the request-answer
schema. Thanks to these two properties, particular appliance controllers can be
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implemented using really cheap and low computation power microcontrollers (for
details about the prototype hardware see [11]).

Another advantage of the presented system is that the system is usable for
real appliance control as well as pure simulation, or in a mixed-mode combining
online data from real appliance with the virtual ones. Thus the development
cycle from a simulation model to the real controller is as smooth and fast as
possible.
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10. Prýmek, M., Horák, A.: Priority-based smart household power control model. In:

Electrical Power and Energy Conference 2012, pp. 405–411. IEEE Computer Soci-
ety, London (2012)
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Abstract. The paper deals with application of the fuzzy logic in a control struc-
ture of A.C. drive with an induction motor. The paper shows the own authors´ 
approach in implementing fuzzy speed controller into a specific control system 
with digital signal processor. It was realized important simulations and experi-
ments which confirm the rightness of proposed structure and good behavior of 
developed fuzzy speed controller. Explanation of obtained results is described 
and main features of used implementation methods are also summarized. 

Keywords: Fuzzy logic, speed control, vector control, induction motor, A.C. 
drive, digital signal processor. 

1 Introduction 

Modern A.C. variable-speed drives (VSDs) have come a long way as an alternative 
solution to D.C. drives. Their development is characterized by process made in vari-
ous areas including electrical machines, power electronics, control systems etc. 

Initially, D.C. motors were used in the VSDs because they could easily achieve the 
required speed and torque without the need for sophisticated control methods and 
complicated electronics. However, the evolution of A.C. variable-speed drive tech-
nology was driven partly by the desire to emulate the excellent performance of the 
D.C. motor, such as fast torque response and speed accuracy [1]. 

Vector-controlled drives providing high-dynamic performance are finding in-
creased number of industrial applications. The induction motors are often preferred 
choice in variable-speed drive applications. Nowadays low cost digital signal proces-
sors (DSPs) enable the development of cost effective VSDs and the widespread avail-
ability of DSPs enable the development of new control methods. The applications of 
soft computing methods in electrical drives, which include fuzzy logic (FL) applica-
tions, discuss FL based speed or position controller applications. The FL controllers 
can lead to improved performance, enhanced tuning and adaptive capabilities [2]-[4]. 

In the first part of the paper there is described a basic issue of the speed control of 
the vector-controlled induction motor and its control structure. Next there is described 
used fuzzy controller and its implementation into the control system with a digital 
signal processor. 
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2 List of Symbols 

iSx, iSy  components of stator current space vector iS
 

vSx, vSy  components of stator voltage space vector vS 
im  magnetizing current 
iSxref   reference value of the magnetizing current component 
iSyref   reference value of the torque current component 
FCi  transfer function of the closed current control loop 
Foω  transfer function of current and speed control loop 
J  total moment of inertia 
KAD  transfer constant of the A/D converter 
KI, KIS  transfer constant of the current sensor and incremental sensor IS 
KT  torque constant 
Kp, Ki  proportional and integral gain of the PI controller 
KRω, TRω  parameters of the speed controller 
Lh  magnetizing inductance 
TSω  sampling period of the speed control loop 
TR  rotor time constant 
TL  load torque 
ωmref, ωm reference and real rotor angular speed 
eω, Δeω  speed error and speed error change 
ε  rotor angle 
γ  angle between real axes of coordinate system [α, β] and [x, y] 
σR  total and rotor leakage constant 

3 Speed Control Structure of Induction Motor 

For variable-speed drive with the induction motor (IM), a cascade structure is often 
used. The cascade control structure consists of several control loops, whereas the 
current control loops for the magnetizing and torque current components iSx, iSy are 
subordinate and the flux and speed control loops are superior loops (see Fig. 1). Using 
subordinate current control loop we ensure a quick response to its reference value, 
which comes from the superior flux and speed control loop. 

The speed controller determines the reference quantity iSyref for the current control-
ler. Its design is based on the motion equation: 
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The open speed control loop is described by transfer function: 
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For the speed control we can design PI controller with the parameters KRω and TRω: 
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The parameters of the classical PI controllers have been set by various mathemati-
cal and experimental methods. Modern design approaches include soft computing 
methods, such as application of neural networks, fuzzy logic, genetic algorithms, etc. 

 

Fig. 1. Speed control structure of induction motor with the fuzzy controller 

4 Fuzzy Speed Controller 

The fuzzy logic control is receiving great interest world-wide. There are various types 
of fuzzy logic systems. In the most frequently used fuzzy logic systems (FLS) there 
are three parts. There is a first transformation which converts crisp input values into 
fuzzy values, thus it is also called the fuzzification. This is followed by an inference 
engine which is simply a rule interpreter, and infers the output values using the inputs 
and linguistic expert rules. Finally there is a second transformation which converts 
fuzzy values into crisp output values, thus is also called the defuzzification. This part 
is most time-consuming part for implementation to DSP control system. There are 
three main types of fuzzy systems: Zadeh-Mamdani fuzzy system, Sugeno fuzzy sys-
tem and Tsukamoto fuzzy system [5], [6]. 

The main purpose of application fuzzy controllers is to reduce the tuning efforts 
associated with the controllers and also to obtain improved responses. It should  
be noted that, in general, fuzzy logic controller contains four main parts: fuzzifier, 
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knowledge base (rule base and data base), inference engine and defuzzifier. Real 
fuzzy logic controller (FLC) consists of preprocessing (matching input value) and 
post processing which is very important for example for tuning FLC. 

 

Fig. 2. Block structure of the fuzzy speed controller 

The basic structure of the fuzzy speed controller in closed control loop is shown in 
Fig. 2. In our case, the controlled variable is the rotor angular speed ωm. The input 
variables of the fuzzy speed controller are: speed error eω and speed error change 
Δeω.The output variable is a change of torque current component ΔiSyref: 

 ( ) ( ) ( )k mref k m keω ω ω= −  (4) 

 ( ) ( ) ( 1)k k ke e eω ω ω −Δ = −  (5) 

The classical PI speed controller for the induction motor drive can be expressed us-
ing proportional and integral gain Kp, Ki. The change of the torque current component 
in discrete form using sampling period TSω is described as follows: 

 ( ) ( ) ( 1) ( ) ( )Sy k Syref k Syref k p k i S ki i i K e K T eω ω ω−Δ = − = Δ +  (6) 

 ( ) ( 1) ( )Syref k Syref k Sy ki i i−= + Δ  (7) 

We can obtain a simplified description of the fuzzy speed controller using fuzzifi-
cation process F and defuzzification process D: 

 { }( ) ( ) ( ) ( 1)Sy k p k i S k Syref ki K e K T e iω ω ω − = Δ + + D F  (8) 

The shared disadvantage of such derived fuzzy controllers is the method of their 
setup. The primary crude setup is carried out by changing the scope of the universe 
for the speed error eω, speed error change Δeω and for the action quantity ΔiSyref. Fur-
ther debugging is then carried out by editing the table or shifting the membership 
functions. Setup is mostly intuitive, and there is no generally applicable method. 

To simplify design, it is a good idea to normalize the scopes of the universe for in-
put and output variables, for instance in the interval <-1; 1>. The input or output  
variable is then multiplied by a constant expressing the actual scope of the universe. 
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We introduce the scale m for the scope of the universe (m > 0). This scale will set the 
scope of the universe for the speed error eω and speed error change Δeω. By modify-
ing equation (8) we obtain the following equation: 

 ( ) ( ) ( ) ( 1)

1 1
Sy k p k i S k Syref ki m K e K T e i

m mω ω ω −
  = Δ + +    

D F  (9) 

The physical significance of the parameters in fuzzy PI controller is the same as in 
the classical PI controller, both for the controller gain and for the integration time 
constant. When setting up a fuzzy PI controller, one can follow the same steps used to 
set the parameters of the classical PI controller. If we use non-linear or asymmetrical 
distributions of membership functions, it is clear that the controller will become non-
linear. A suitable distribution of the membership functions in a specific case may lead 
to a control process which has more advantageous properties than when using a fuzzy 
regulator with an approximately linear distribution of the membership functions. 
Changing the membership functions or adjusting the rule basis usually also requires a 
change of the controller parameters [7]. 

5 Simulation Results 

Design of the fuzzy controller was carried out in Matlab - Simulink with an extension 
Fuzzy Logic Toolbox. One possible initial rule base which consists of 49 linguistic 
rules is shown in Tab. 1 and gives the change of torque current component ΔiSyref in 
terms of two inputs: the speed error eω and speed error change Δeω. 

Table 1. Fuzzy rule base with 49 rules 

Δeω\eω NB NM NS ZO PS PM PB 

PB ZO PS PM PB PB PB PB 
PM NS ZO PS PM PB PB PB 
PS NM NS ZO PS PM PB PB 
ZO NB NM NS ZO PS PM PB 
NS NB NB NM NS ZO PS PM 
NM NB NB NB NM NS ZO PS 
NB NB NB NB NB NM NS ZO 

 
In Tab.1, the following fuzzy sets are used: NB negative big, NM negative me-

dium, NS negative small, ZO zero, PS positive small, PM positive medium and PB 
positive big. For example, it follows from Tab. 1 that the following rules are: 

 IF eω is NS and Δeω is PB then ΔiSyref is PM (10) 

A number of simulations of the speed control structure with the fuzzy speed con-
troller (see Fig. 1.) were carried to verify functionality after setup and debugging.  
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The result of the designed fuzzy controller is a control surface which specifies the 
response of the output to a change of the input variables, which is then easier to im-
plement into a microcomputer control system, e.g. in the form of a table [7]. 

 

Fig. 3. Control surface of the fuzzy speed controller - 41x41 (left) and 77x77 elements (right) 

6 Implementation of Fuzzy Controller into Control System 

For implementation into DSP control system, three ways were used: implementation 
using a table, an approximated table and implementation using Sugeno FLS. The 
Sugeno FLS avoids the use of defuzzification, which is most time-consuming part for 
implementation to DSP [7]. 

6.1 Implementation Using the Table 

A basic prerequisite for implementation is the use of certain pre-obtained data for the 
creation of the table. A suitable example of this is the characteristic surface obtained 
by simulations, or as the result of practical realizations of the classical structure of the 
fuzzy controller containing the appropriate fuzzification, inference and defuzzification 
blocks and its debugging on a real controlled system. The latter method is more suita-
ble in cases where emphasis is placed on computation speed. 

Table 2. Part of the table resulting by the transfer of the control surface 

eω \Δeω -0.3 -0.2 -0.1 0 0.1 0.2 0.3 

-0.2 -0.4667 -0.4 -0.3429 -0.24 -0.0857 0 0.0667 
-0.1 -0.4286 -0.3429 -0.2571 -0.12 0 0.0857 0.1714 

0 -0.36 -0.24 -0.12 0 0.12 0.24 0.36 
0.1 -0.1714 -0.0857 0 0.12 0.2571 0.3429 0.4286 
0.2 -0.0667 0 0.0857 0.24 0.3429 0.4 0.4667 
0.3 0 0.0667 0.1714 0.36 0.4286 0.4667 0.4667 
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For the application, a combination of Sugeno type FLS with modified output 
membership functions to singletons is selected. This method then enables to create a 
table from the control surface. A further criterion of the table is its scale. By transfer 
of the control surface (see Fig. 3), the table of 41 x 41 elements is created, whose part 
is shown in Tab. 2. 

6.2 Implementation Using the Approximated Table 

This implementation method differs from the previous one by having a greater scope 
of the table due to searching the values for approximation. Linear 4-point approxima-
tion is used. A simplified diagram of the approximation is provided in Tab. 2 (gray 
marked part). First, we choose a coordinate which corresponds to the output values 
adjusted to the scope of the table, e.g. 0.24. Then the calculation of two values is  
carried out (basically the values between 0.12 and 0.2571, 0.24 and 0.3429). These 
values are then used to carry out the resulting approximation with adjustment  
corresponding to the necessary modification of the input deviation value. 

6.3 Implementation Using Sugeno FLS 

This implementation is based on the classical fuzzy logic scheme and its parts, such as 
fuzzification, inference and defuzzification. Fuzzification itself is carried out via tra-
pezoidal membership functions or any membership functions comprising straight-line 
segments. In this case, one may realize a membership function comprised of 3 straight 
lines entered by 4 points. Of course, it is also possible to use triangular membership 
functions. During fuzzification, no restrictions are placed here as long as the member-
ship functions are correctly entered - contrary to the restrictions e.g. in tables used to 
minimize the number of elements. The entered functions are only restricted by the 
scope of the data processed by the microcomputer. 

The MAX-MIN method modified for Sugeno FLS is used for inference, and the 
rules are written down in a table whose size copies the number of appropriate  
terms, or membership functions for individual input variables. The size of the action 
interference is then selected with respect to controller limits, which corresponds to the 
selection of a universe of appropriate singletons. For the input variables, we use a 
normalized scope of universes of input variables. Defuzzification is then carried  
out by computing the weighted average from the values obtained by the rules  
and individual correspondence scales. The method requires a significantly greater 
amount of computational time. Its advantage is that it does not need to know e.g. the 
characteristic control surface in advance. 

7 Experimental Results 

To verify the simulation models and principles as well as vector control, experimental 
laboratory workplace with the IM drive was created. The basic parts are machine set, 
frequency converter, control system with DSP, personal computer and the necessary 
measuring instruments. The IM is mechanically connected to the frame and together 
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with D.C. motor make up machine set. Both machines are mechanically connected by 
a flexible coupling. The D.C. motor is used as the load machine. In the control sys-
tem, a Texas Instruments DSP TMS320C40 is used. The DSP works with 32-bit data 
in floating-point arithmetic. The instruction cycle interval is 50 ns. 

The speed control of the vector controlled IM was tested in the different conditions 
of the rotor angular speed and load torque. The following figures show the time res-
ponses of important quantities of the IM drive with the vector control which were 
obtained by measurement on the laboratory stand with the active load unit. 

In the Figs. 4-6 there are time responses of quantities for the implementation using 
the table of 77x77 elements (left) and using the approximated table of 77x77 elements 
(right). The Fig. 7 and 8 show time responses of quantities for the implementation 
using Sugeno FLS [7]. 

 

Fig. 4. Reference and real speed, speed change 0 → 300 rpm without load, 
(CH1: ωmref = f(t), CH2: ωm = f(t), mω = 100 rpm/d, mt = 100 ms/d) 

 

Fig. 5. Reference and real torque current component, speed change 0 → 300 rpm without load, 
(CH1: iSyref = f(t), CH2: iSy = f(t), mi = 2 A/d, mt = 100 ms/d) 

 

Fig. 6. Speed error, speed change 0 → 300 rpm without load, 
(CH1: eω = f(t), me = 10 rpm/d, mt = 100 ms/d) 
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Fig. 7. Reference and real speed, speed change 0 → 300 rpm without load (left), jump of the 
load at 300 rpm (right), 

(CH1: ωmref = f(t), CH2: ωm = f(t), mω = 120 rpm/d, mt = 100 ms/d) 

 

Fig. 8. Reference and real torque current component, speed change 0 → 300 rpm without load 
(left), jump of the load at 300 rpm (right) 

(CH1: iSyref = f(t), CH2: iSy = f(t), mi = 2 A/d, mt = 100 ms/d) 

The following Tab. 3 shows computational complexity of implemented fuzzy con-
trollers expressed using the calculation period of the used DSP. The computational 
complexity of the algorithm influences the sampling period of the control loop [7]. 

Table 3. Computational complexity of implemented fuzzy controllers 

Implementation of the fuzzy controller 
Calculation period for DSP 

TMS320C40 [μs] 
Implementation using the table 6.0 
Implementation using the approximated table 7.8 
Implementation using Sugeno FLS 32.5 - 42.5 

8 Conclusion 

The experimental measurements carried out for three implementation variants allow 
us to evaluate individual variants. The first two variants are both relatively simple, 
and rely on transferring the characteristic control surface for the given controller into 
a table. The scope of the table should depend primarily on the complexity of the con-
trol surface. The number of elements in the table affects especially the first tested 
method, which does not approximate the table leading to a permanent control error in 
the stable state and, in some cases, a worse transition process than in the case of the 
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other two methods. However, this method is the easiest to apply and requires the least 
amount of computational time. 

The second implementation method uses linear approximation and differs from the 
first method by a zero deviation in the stable state, but this comes at a cost of more 
computational time. These two application methods could be used to design a compo-
site method, which compromises between the required amount of computational time 
and of microcomputer memory. 

The last applied fuzzy logic method is classic fuzzification, inference and defuzzi-
fication. This method requires the largest amount of time, but the amount of time 
required varies - the method does not have a fixed computation time. This is an inhe-
rent property of the process and of determining how many rules there are at a given 
point of time. In case of the activation of one term from each of the two input va-
riables, the lower of the specified times is used. In case of the activation of both terms 
from each variable, the greater of the specified times is used. With respect to setup 
and experimenting, this method is more suitable for practical realization, since it is 
relatively simple to setup the placement of individual terms in the universe and to 
change their shape. In the table version, it is always necessary to rewrite elements in 
the table, making this method useless if there are too many. It is thus recommended to 
use the classical fuzzy controller structure for experiments, and then carry out the 
final application e.g. via a table. 
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Abstract. This paper deals with the problem of designing an accurate
and computationally fast model of a particular real photovoltaic module.
There are a number of well known theoretical models, but they need the
fine tuning of several parameters, whose values are often is difficult or
impossible to estimate. The difficulty of these calibration processes has
driven the research into approximation models that can be trained from
data observed during the working operation of the plant, i.e. Artificial
Neural Network (ANN) models. In this paper we derive an accurate ANN
model of a real ATERSA A55 photovoltaic module, showing all the steps
and electrical devices needed to reach that objective.

Keywords: Photovoltaic module, Photovoltaic cell, Neural Network
Model, Atersa A55.

1 Introduction

The increasing world’s energy demands, and the need of revising the energy poli-
cies in order to fight against the emissions of CO2 and environmental pollution
are some reasons for the increasing interest in the development of renewable en-
ergy sources. This interest has motivated research and technological investments
devoted to improve energy efficiency and generation. Photovoltaic energy is a
clean energy, with long service life and high reliability. Thus, it has been con-
sidered as one of the most sustainable renewable energie sources. Photovoltaic
systems may be located close to the points of consumption, avoiding transmis-
sion losses and contributing to the reduction of CO2 emissions in urban centers.
However, due to the high cost and the low efficiency of commercial modules
(about 15%), it is essential to ensure that they work at their peak production
regime. To reach this objective it is neccesary to develop appropriate control
algorithms, and to have an accurate model of the real (not ideal) photovoltaic
elements behavior is mandatory. There are a number of theoretical photovoltaic
cell models [1,2,3,4,5], however they are not easily fit to a given real particular
cell, because parameter values are either unknown or difficult to estimate. Lack
of calibration thus render these models useless. The main objective of this paper
is to describe the process that to obtain a model based on artificial neural net-
works (ANN) training over acquired data of a real ATERSA A-55 photovoltaic
module.
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The paper is structured as follows. Section 2 gives a background on the most
used theoretical models of photovoltaic modules and on ANNs. Section 3 de-
scribes the experimental design that we have followed, detailing the photovoltaic
module characteristics, the electrical installation and the devices used to the data
capture and the ANNs training process. Section 4 discusses the experimental re-
sults and finally, section 5 summarizes our conclusions and future work.

2 Background

2.1 Ideal Photovoltaic Cell

The ideal photovoltaic cell can be modeled as an electric current source with an
anti-parallel diode, as shown in the sub-circuit enclosed by a dotted line on left
part of the Fig. 1. The direct electric current generated when the cell is exposed
to light varies linearly with the solar radiation. The whole circuit of the the
Fig. 1 shows an improved model that includes the effects of a shunt resistor and
the other one in series, where the involved physical magnitudes are: Iph is the
photogenerated current or photocurrent, Id is the current of the diode, IP is the
shunt current, RS is the series resistance (Ω) and Rp is the shunt resistance (Ω).
This equivalent circuit can be used either for an individual photovoltaic cell, for
a photovoltaic module that consists of several cells or for a photovoltaic matrix
that is composed of several modules.

Fig. 1. Basic and improved equivalent model of an ideal photovoltaic cell

2.2 Theoretical Photovoltaic Models

Typical Equation Model. Based on the ideal equivalent circuit of Fig. 1, we
can describe the relationship between the voltage (VPV ) and the current (IPV )
supplied by the photovoltaic cell by means of eq. (1)[6], so that expanding each
current we obtain eq. (2)[7]:

IPV = Iph − Id − IP , (1)
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IPV = Iph − I0
(
e

q(VPV +IPV RS)
aKT − 1

)
− VPV + IPV RS

RP
, (2)

where:
I0 is the saturation current of the diode (A),
q is the charge of the electron, 1.6× 10−19 (C),
a is the diode ideality constant,
K is the Boltzmann’s constant, 1.38× 10−23 (j/K),
T is the cell temperature (ï¿œC).
Since this is a theoretical model, we have to use an estimation of all the

involved parameters and this circumstance leads necessarily only to approximate
values when the study of a particular photovoltaic module is being carried out.

Characteristic Curves. Another theoretical model are the I-V curves pro-
vided by manufacturers. These curves give the manufacturer’s specification of
the relation between the current (IPV ) and the voltage (VPV ) supplied by a
particular photovoltaic module. In Fig. 2 the I-V curves of the ATERSA A-55
photovoltaic module are shown, at a specific temperature for a few irradiance
values. Temperature and irradiance are relevant magnitudes in the relation be-
tween IPV and VPV , but the construction a detailed 4-D graphical representation
is a task not undertaken by the manufacturing companies, therefore users and
researchers lack some detailed information that may be key to obtain efficient
control of the photovoltaic regime.

Fig. 2. I-V curve of the Atersa A-55 photovoltaic module
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2.3 Artificial Neural Networks

The use of ANNs is motivated by its ability to model systems [8]. These bio-
inspired computational devices have several advantages, and among others, these
are the most outstanding to our problem:

– Learning capabilities: If they are properly trained, they can learn complex
mathematical models. There are several well known training algorithms and
good and tested implementations of them. The main challenge concerning
this issue is to choose appropriate inputs and outputs to the black box model
and the internal structure.

– Generalization capabilities: Again, if they are properly trained and the train-
ing examples cover a variety of different situations, the response of a neural
network in unseen situations (i.e., with unseen inputs) will probably be ac-
ceptable and quite similar to the correct response. So it is said that they
have the generalization property.

– Real time capabilities: Once they are trained, and due to their parallel in-
ternal structure, their response is always very fast. Their internal structure
could be more or less complex, but in any case, all the internal operations
that must be done are several multiplications and additions if it is a linear
neural network. This fast response is independent of the complexity of the
learned models.

3 Experimental Design

In this section we describe the experimental design that we have followed, giving
the specifications of the photovoltaic module that has been used, the description
of the devices used to obtain measurements of all the magnitudes that charac-
terize its I-V curve, and the procedure that has been followed to train and test
an accurate neural network based model.

3.1 Photovoltaic Module

In this subsection we introduce the characteristics of the photovoltaic module of
which we are going to obtain an empirical ANN model. The module has been
manufactured by Atersa, a pioneer company in Spain within the photovoltaic
solar power sector, with more than 35 years of experience. This company offers
a 10 years mechanical and linear power warranty, because the long time perfor-
mance of the photovoltaic modules is a big issue. In this experiment we have
chosen the ATERSA A55 model, and several of these modules can be seen in
Fig. 3. The specifications of this module are shown in Table 1.

3.2 Electrical Installation for Data Capture

In this subsection we describe the electrical installation needed to obtain the
value of the magnitudes involved and the data logging system. On one hand,
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Fig. 3. ATERSA A55 photovoltaic modules

Table 1. ATERSA A55 photovoltaic module characteristics

Attribute Value
Model Atersa A-55

Cell type Monocrystalline
Maximum Power [W] 55

Open Circuit Voltage Voc [V] 20,5
Short circuit Current Isc [A] 3,7

Voltage, max power Vmpp [V] 16,2
Current, max power Impp [A] 3,4

Number of cells in series 36
Temp. Coeff. of Isc [mA/ï¿œC] 1,66
Temp. Coeff. of Voc [mV/ï¿œC] -84,08

Nominal Operation Cell Temp. [ï¿œC] 47,5

Fig. 4(a) shows the conceptual disposition of the measuring devices: the volt-
meter is placed in parallel with the module and the amperemeter in series. Be-
sides, there is a variable resistance to act as a variable load and obtain different
pairs of voltage and current with the same irradiance and temperature. The vari-
able resistance value is controlled according to our convenience, but the temper-
ature and the irradiance depends on the climatological conditions. On the other
hand, Fig. 4(b) shows the devices that have been used to capture the data. The
first device is the data logger Sineax CAM, and it was configured to generate
records with the irradiance and temperature of the environment and the volt-
age and current supplied by the photovoltaic module under those environmental
conditions. The second element is the multimeter TV809, which helps to isolate
the data logging device from the photovoltaic module and converts voltage and
current magnitudes to a predefined range. The third element is the irradiance
sensor Si-420TC-T-K. It is placed outside close to the photovoltaic module and
it is used to provide the irradiance and temperature conditions under which the
module is working outside. Finally, the fourth element of the figure are current
clamps Chauvin Arnous PAC12 used to measure direct currents provided by the
module.
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(a) Measurement schema (b) Measurement devices

Fig. 4. Real photovoltaic module data measurement

3.3 ANN Model Generation

In this subsection we provide a detailed specification of the process followed for
the training of the accurate approximation of the I-V curve by an ANN. The
trained ANNs are feedforward models, with one or two hidden layers and have
been trained with the classical backpropagation. The size of the hidden layers
was varying from 1 to 500 for the case of single layer, and from 1 to 100 for
each layer in the case of two hidden layers. For each network structure, two
activation functions of the neural units has been tested: linear and tan-sigmoid.
Five independent training/test processes have been performed for each network,
to assess its generalization. Training is performed applying Levenberg-Marquardt
algorithm for speed reasons. The model to learn by the ANNs is specified by three
single inputs, i.e., the environmental temperature, the environmental irradiance
and the voltage supplied by the module, while the output is the current supplied.
As summary, the input patterns are 3 dimensional real vectors, while output
patterns are 1 dimensional real vectors. This specification of the problem leads to
a single variable regression problem, and it involves strong no-linearities. Finally,
we have to determine which data and how they are used for the training process.
All the ANN input vectors are presented once per iteration in a batch. We have
used the raw data, i.e., without normalization. The input vectors and target
vectors have been divided into three sets using random indices as follows: 60%
are used for training (116 vectors), 20% are used for validation (39 vectors), and
finally, the last 20% (39 vectors) are used for testing.

4 Experimental Results

In this section we discuss the results that have been obtained once we have
carried out the experiments designed in section 3. In Fig. 5 we show a summary
of the learning of all trained ANNs. On one hand, Fig. 5(a) and Fig. 5(b) show
the mean squared error (MSE) for the training, validation and test sets of the
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best ANN model as a function of the number of hidden units using the linear and
the tan-sigmoid activation function, respectively. In these figures an overfitting
effect can be observed when the number of hidden nodes is larger than 101. On
the other hand, Fig. 5(c) and Fig. 5(d) show the mean squared error on the test
set for ANN with two hidden layers as a function of the number of hidden units in
each layer using the linear and the tan-sigmoid activation function, respectively.
Again, the number of hidden units per layer most appropriate is close to 101.
Anyway, from Fig. 5 it is clear that the ANNs with two hidden layers does not
have a better performance than the ANNs with one hidden layer. Moreover, the
training of these double layered networks is more complex and slower than that
of one layer, and the response time when they are in the exploitation phase is also
larger. Therefore, we will be using single hidden layer ANN with three hidden
units in the following, which gives good generalization and quick response in
the exploitation phase. Fig. 6 shows the performance of the best three hidden
neurons ANN. Fig. 6(a) and Fig. 6(b) show the original values to learn and the
output learned by the network overlapped with all patters and only with the test
patters respectively, while Fig. 6(c) and Fig. 6(d) show absolute error between
the original and learned values for the same previous cases.

Despite of the very good learning showed by the chosen network, we have
represented in Fig. 7 the correlation coefficient (R-value). Its value is over 0.996
for the total response and over 0.997 for the test dataset, and taking into account
that R = 1 means perfect correlation between the network response and the
values to learn, we can conclude that the model is very accurate.

(a) (b)

(c) (d)

Fig. 5. (a) Train, test and validation results of the linear ANN with 1 hidden layer, (b)
idem with tan-sigmoid activation, (c) Test results of the linear with 2 hidden layers,
(d) idem with tan-sigmoid activation
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(a) (b)

(c) (d)

Fig. 6. Test results of the best linear ANN with one hidden layer of three neurons. (a)
All patterns output, (b) Test patterns output, (c) All patterns error, (d) Test patterns
error.

Fig. 7. Accuracy of the selected network (3 hidden nodes)
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5 Conclusions and Future Work

In this paper we have discussed the problem that arises when we want to work (in
a wide sense, i.e., designing control algorithms) with a real photovoltaic module
but without having to use physically that module. In the background section we
have reviewed the two most used models to reach this objective, but they have
the problem that they are theoretical, lacking the accuracy needed in some cases
regarding to a particular module. To overcome this problem, our approach is to
train ANN models as approximations to the characteristic I-V curve of a given
module. This approach has shown several advantages. The first of them is the
correspondence with a particular module, not with an ideal and probably non-
existent module. Besides, after following the experimental design described in
this paper, the obtained models reached a MSE of 3.10−4 on independent dataset,
so the accuracy and generalization capability of the model has been verified. The
third advantage is that this model is built using a very simple network structure,
which gives its response very fast allowing extensive simulations in a reasonable
time.

For future work, we plan to gather more experimental data under a variety
of environmental conditions different from the winter conditions of the data
reported in this paper. A broader range of temperature and irradiance values
will improve generalization of the ANN model.
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Research Vicerectorship, Basque Country University (UPV/EHU).
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Abstract. Theoretical security of cryptographic systems does not guar-
antee its security in practice when those systems are implemented in
physical devices. In this work we present initial stages of a software
tool under development to carry out differential power analysis attacks
against smart cards. Once properly configured, the toolbox controls a
digital oscilloscope which acquires the power traces during the operation
of the device and automatically performs the necessary traces alignment.

1 Introduction

During the last years the use of different electronic devices which implement
cryptographic features to perform different operations (personal identification,
payment cards, etc.) has increased worldwide. Many of those uses are relevant
enough to require important security guarantees.

Until the publication in 1996 of the paper by Kocher ([1]), the cryptographic
community considered that the security of a cryptosystem lied in the strength of
the mathematical problem in which it was based on. For instance, the security
of the RSA algorithm is based on the difficulty of factorizing the two prime
numbers which are used, and the security can be enhanced by using larger prime
numbers, for example. With the quick and widespread development of portable
cryptographic tokens, typically smart cards, which usually have limited memory
and computational capabilities, several cryptosystems, as those based in elliptic
curves, have been developed; its main virtue is allowing the use of much shorter
keys to achieve a similar level of security to that of RSA ([2], [3, Ch.8]).

1.1 General Concepts about Attacks to Physical Devices

Kocher’s work demonstrated that it was possible to break the security of em-
bedded cryptographic systems, even easily, by means of an attack which, instead
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of trying to solve the underlying mathematical problem, took advantage of the
information which could be obtained by the fact that the cryptosystem was
physically implemented in a device.

In other cases, the information could be leaked by several side channels as
could be the power consumption —thus enabling Simple Power Analysis (SPA)
or Differential Power Analysis (DPA) attacks ([4], [5], [6])—, and the electromag-
netic field radiated by the device during its operation —enabling Simple Electro-
Magnetic Analysis (SEMA) or Differential ElectroMagnetic Analysis (DEMA)
([7], [8], [9])—. The hypothesis on which side channel attacks are based is that the
magnitudes of these characteristics directly depend on the instructions, math-
ematical operations, and data used by the processor during the cryptographic
operations. In this way, the cryptographic key used can be deduced by an ad-
equate analysis of the information obtained by measuring the leakage by these
side channels. The procedures to develop both a power analysis and a electro-
magnetic analysis attack are quite the same; the only difference is the measured
magnitude because, as it is well known, the electromagnetic field radiated by the
chip circuits are caused, according to Maxwell’s equations, by the displacement
of charges inside the circuits (the current), which are specially significant when
transistors switch their state ([8]).

The above mentioned attacks, which only capture the information leaked from
the device without altering it, are known as passive or non-invasive attacks.
Moreover, active attacks, invasive or semi-invasive, have also been developed
to tamper with the correct behaviour of the device in order to obtain secret
information (fault attacks); some of these attacks can alter or even destroy the
device ([10], [11]).

In physical attacks it is assumed, as in the case of classical cryptanalysis,
that Kerckhoffs’ ([12]) principle is verified, that is, the potential eavesdropper
has access to the device and knows the cryptographic algorithm that is running
in the chip, so as the details of the implementation; the only thing she doesn’t
know is the key. Furthermore, it is supposed that she can operate the device the
number of times she needs, choosing the input values, and obviously, that she
can interact with the device or measure certain parameters in its surroundings.

1.2 Example of a SPA Attack

One of the most widely used technique among all side channel attacks is power
analysis which employs power consumption traces measured during the opera-
tion of the cryptographic device. These traces are captured by using a digital
oscilloscope that measures the voltage across the resistor connected in serial to
the power source terminal of the device which communicate with the chip, or by
using specially designed measurement boards as shown in Figure 1.

By means of Simple Power Analysis (SPA) attacks, the attacker succeeds in
obtaining a cryptographic key after capturing a single trace, or a set of a few
traces, if he has a detailed knowledge of the algorithm which is being executed.
As an example, let’s consider the case of a RSA algorithm which executes a
modular exponentiation, y = xk mod n, where the key k is represented in binary
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Fig. 1. Picture of a board to measure the power consumption of a smart card

as k = (krkr−1 . . . k0)2. The modular exponentiation, computed with the square
and multiply algorithm, processing the bits from left to right, is:

1. y ← x.
2. For i from (r − 1) to 0 do:

(a) y ← y2 mod n.
(b) If (ki = 1) then y ← (y · x) mod n.

3. Return (y).

This way, if for example k = 23 = (10111)2, then x
k = x23 = (((x2)2x)2x)2x.

As can be observed, when the algorithm processes a ‘0’ bit, the multiplication
included in step 2(b) is not executed and, thus, the power consumption will be
lower than what would be needed for a ‘1’ bit. If an attacker knows that a smart
card is executing a RSA which implements the above algorithm and, measuring
the consumption, he captures the SPA trace represented in Figure 2, he would
easily identify the key k = 653642 = (10011111100101001010)2.

Without the adequate countermeasures, this kind of attack is very effective
and requires a small amount of resources. If the relationship between the con-
sumed power and the cryptographic key is not clear, the captured signal uses to
have a very low level as compared to noise, and SPA attacks are not feasible. In
those cases, statistical techniques are used in order to perform a DPA attack,
requiring a huge amount of data to be captured and processed.

In this work a software tool which is being developed to carry out DPA attacks
is presented. It is an open source project intended to provide a baseline from
where new techniques or approaches could be shared and reviewed. It is oriented
to be clear, user-friendly, and easy to understand, in order to easily choose
between different known techniques and options without the need of knowing its
internal characteristics. Another key feature is that it is modular because, being
DPA attacks a very active research field with different aspects (i.e., alignment
techniques, statistical analysis, etc.), the toolbox should provide the capability of
integrating new findings in an easy way. It should also be as efficient as possible
so as to minimize the resources needed to carry out the attack (main memory,
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Fig. 2. Power consumption during the execution of a RSA with a key k = 653642

cache usage, multithreading programming, etc.), being open to new optimization
techniques.

In the following section a description of the general procedure to develop a
DPA attack is outlined. In section 3, the classes currently included in the toolbox,
which allow the storage and alignment of traces for a DPA attack, are explained.
Finally, preliminary results and conclusions are presented.

2 Description of a DPA Attack

In order to obtain a secret key an eavesdropper must have the targeting device
and know or guess the model of power consumption (the better the guess, the
better the result); it is also assumed that she knows the type of cryptographic
algorithms which is being executed, the plaintexts or the ciphertexts, and can
measure all the power traces she needs.

To carry out a DPA attack, a large amount of plaintext are ciphered and the
corresponding power consumption traces are measured, stored and syncronized.
In other words, an alignment procedure is made with the traces captured by
means of the digital oscilloscope. The goal is to guarantee that a correct com-
parison between the traces is performed (the values of all traces must be com-
pared in their correct time instant, to ensure that they are caused by the same
operation) all along the execution of the algorithm ([13]). The procedure for a
DPA attack is:

1. Choose an intermediate result of the executed algorithm from a function
that uses as inputs part of the cryptographic key and known data, usually
the plaintext or ciphertext.

2. Create a power profile, measuring the power consumption for D encryp-
tion/decription operations with different plaintexts/ciphertexts. For each
run the power trace is created with T samples. Thus, a D× T matrix, P , is
obtained.
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3. Calculate a hypothetical intermediate value for every possible choice of the
key k. If K is the total number of possible choices for k, the result of this
step is a D ×K matrix, V .

4. Map the hypothetical intermediate values V to a matrix H of hypothetical
power consumption values which are simulated according to a certain power
model, commonly the Hamming-distance or the Hamming-weight model ([13,
§3.3]). These calculations result in a matrix H of size D×K which contains
these hypothetical power consumption values.

5. Compare the hypothetical power consumption values with the power traces
at each position. This results a K×T matrix R containing the results of the
comparison. Different algorithms are used for the comparison (difference or
distance of means, generalized maximum-likelihood testing, etc.).

If the statistical method uses a correlation coefficient, the attack is known as
Correlation Power Analysis (CPA). This kind of attack was first introduced in
[14]. Compared with DPA, CPA requires less number of power traces to launch a
successful attack because in DPA all unpredicted data bits contribute to generate
a worse Signal to Noise Ratio (SNR). The SNR of DPA could be improved if
multiple bits are used in prediction ([15]).

Figure 3 shows a power trace measured with our PicoScope 5204 digital os-
cilloscope with a Pintek DP-30HS high-sensitivity differential probe during the
execution of a DES in a NXP JCOP41/72k smart card. Thousands of simi-
lar traces are captured with our software tool and then processed to carry out a
DPA attack. DPA attacks can be generalized to Higher-Order Differential Power
Analysis (HODPA), where several points in a power trace are used instead of
a single one. Usually, a DPA attack of nth order uses n samples simultaneously
which correspond to n different intermediate values in the same captured trace.
HODPA are specially useful to break implementations which include counter-
measures ([16], [17], [18]).

Fig. 3. Power consumption captured during the execution of DES
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3 Toolbox Storage and Alignment Capabilities

Each trace is captured by the digital oscilloscope and is stored as a vector of
values for further processing. The main parameters that have to be properly ad-
justed when storing the traces are vertical sensitivity, sampling rate, resolution,
memory size and DC offset. The size of the elements of the vector depends on the
resolution of the voltage values provided by the oscilloscope. Once the capture of
the power values has finished, data are transferred from the oscilloscope memory
to the PC memory. If streaming mode is used, the data are transferred during
the capture process, although this is only possible with low sampling rates.

Being the data corresponding to the traces the biggest amount of information
that the toolbox has to deal with, all the rank of resolutions that the architecture
can manage (8 bits, 16 bits, 32 bits) must be provided. In this way, the toolbox
would be as versatile as possible and it would minimize the memory consumption
and cache usage (the internal representation of traces is a key factor determining
the performance).

As an example, for a sampling rate of 4 ns, a computation process that requires
25 ms by the crypto device would require a trace with 25·10−3/(4·105) = 62.5·105
sampled values. The memory needed to store 1000 traces in an 8-bit architecture
is 5.96 MB. The noisiest the signal is, the higher the number of traces that must
be measured. Thus, the internal trace representation can determine if a computer
can be used to carry out an attack or not.

In order to represent traces as objects, three possible options have been ana-
lyzed, either using C++ templates, objet oriented inheritance, or float values.

1. C++ templates: A class trace has been created that operates with a
generic type which specifies the resolution (i.e., uint8 t for 8 bits). As the
unique abstraction required for trace representation is the resolution of the
elements stored, it fits with the C++ template feature.

2. Objet oriented inheritance: Inheritance in object oriented programming
is one of the main building blocks together with encapsulation, polymor-
phism and abstraction. Inheritance provides an Is-a relationship between
objects. From this point of view, an “abstract” class CTrace has been cre-
ated. This class has a derived class for each resolution option. Using this
abstraction mechanism, other classes can use CTrace class without the need
of knowing which resolution is being used.

3. Float representation of values: Keeping the values as float does not
require abstraction between the different resolutions. Thus, values are repre-
sented as 32-bit floats and the internal values represent the voltage, that is,
conversion from raw values to voltage values is done only once, while traces
are being captured.

Currently the toolbox includes storage and alignment capabilities. The main
trace-related classes created so far are :

CTrace: This class is used as an abstraction to caller objects of the resolution of
the trace. It is implemented as CTrace8, CTrace16, or CTrace32, depending
on resolution of the values (8, 16, or 32 bits, respectively).
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CStatTrace: This class represents statistical data obtained from several traces
(i.e., mean, variance).

CTimeSlice: A time slice contains the values taken at a time point from several
traces. This class is used as an abstraction to caller objects of the resolu-
tion of the time slice. It is implemented as CTimeSlice8, CTimeSlice16, or
CTimeSlice32, depending on resolution of the values (8, 16, or 32 bits, re-
spectively).

CTraceSet : This class contains sets of traces of the same device taken with
the same timing, in order to do statistical analysis. Trace Sets can be in two
states Statistical Mode and Alignment Mode. Method availability or perfor-
mance may depend on the mode. It has a subclass, CPreProcTraceSet, with
the added property that the traces can be preprocessed: aligned, compressed,
etc. Traces alignment through least square matching pattern technique is
made by the subclass CAlignMatchSqrTraceSet —the displacement between
the pattern (first trace of the set) and the power trace is calculated—. For
traces alignment through integration, subclass CAlignSumTraceSet is used
—the displacement between the pattern (first trace of the set) and the power
trace is calculated—.

A schematic diagram of the above described classes is shown in Figure 4,
where two interface classes, CFileStorage (which specifies that the subclasses
can be stored in a file) and CGraphicable (which specifies that its subclasses can
be printed out if gnuplot is installed), are also included.

Fig. 4. Hierarchy of classes to manage trace acquisition and alignment

4 Results and Conclusions

This section discusses different implementation issues to optimize the toolbox.
Using C++ templates, type abstraction is resolved at compile time. Thus, the
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compilation time is longer but there is not need of solving polymorphism at
execution time that could impact the performance, but as it is one of the toolbox
objectives this option must be taken into account. Also templates are checked
at compile time for type consistency, so it avoids type errors at execution time.

Template definitions cannot be separated into a header (.h) and source file
(.cpp) because templates are instantiated at compile time, not at link time. Thus,
declaration and implementation must be located in the same file. The solution to
this problem is the explicit instantiation. When templates are explicitly instan-
tiated the programmer defines which possible values the type can acquire. With
this approach the compiler will create object code for each specified value and
neither compiler nor linker errors will appear. Although currently C++ allows
implicit template instantiation to be defined in a separated source file by using
the export keyword, this feature is not allowed by most C++ compilers.

Another important aspect which must be considered about using C++ tem-
plates is that the trace class is used to form other classes in the toolbox (i.e.,
CTraceSet). These must be able to deal with all possible type values that the
traces may acquire, but the only way to do that is to define such classes as tem-
plates as well. This imply that the templates will extend to many parts of the
toolbox source code, which would become less clear. As the toolbox is expected
to be used and modified by other developers, clearness of source code is essential.

Using inheritance, resolution operations are done at CTrace class level, so
other classes can be build without taking resolution into account. In this case,
the code is clear and easy to understand, an important advantage with respect
to templates. However, abstract methods are solved at execution time. Thus,
part of the processing time will be spent in the dynamic dispatch.

The option of creating an abstract class representing an unique data element
(voltage value) has also been evaluated. In case of using object inheritance, an
operation that affects the data elements of a trace requires to call an abstract
method for each data element instead of just calling the abstract method of the
CTrace class. As each call to an abstract method may be solved dynamically, it
requires much more computation than in the case of using templates.

As mentioned above, keeping the values as float does not require abstraction
between the different resolutions, simplifying source code. In addition, as values
stored are the voltage values themselves, conversion from raw to voltage values is
done once, while traces are being captured, requiring less computational power
than the previously analyzed options. However, the size of internal values is
32 bits. Usually, oscilloscopes offer a maximum resolution of 12 or 16 bits. In
those cases the memory and disk spent to store trace information is at least
twice the required. Also, storing values with a 32-bit size has a computational
disadvantage. Most toolbox operations access trace values sequentially. So, less
elements will be found at cache memory and the probability of finding the next
value in cache is low. Each time that a value is not found in cache (cache miss),
it has to be fetched from its original storage location (RAM memory) which
is comparatively slower. So, cache miss delays may counteract the benefits of
computing only once the conversion from raw to voltage values.
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Table 1. Dyn/Stat benchmark output

Time (s)

-O0 optimization -O3 optimization

Length (elements) Static Dynamic Static Dynamic

10 000 000 0.177548 0.189265 0.135924 0.120644

100 000 000 1.776202 1.891002 1.333785 1.201456

Performance has been analyzed by means of a benchmark, Dyn/Stat, which
has been designed to compare the computational time spent in executing the
same operations with the different approaches used to internally represent trace
values. The aim of Dyn/Stat is to check the performance differences between dy-
namic binding (binding is solved at execution time) and static binding (binding
is solved at compile time). Dynamic binding is done with object oriented inher-
itance with virtual classes (Object oriented inheritance approach), while static
binding is done when virtual classes are not used (C++ templates approach).

Traces are vectors, so the benchmark checks the performance of storing val-
ues in vectors and executing vectorial operations. It has been run in a Intel(R)
Core(TM)2 Quad CPU Q9550 @ 2.83GHz with GCC compiler version 4.4.3.
Dyn/Stat benchmark outputs the time of computation for assigning values to
two vectors for both approaches with different vector lengths and compilation
parameters. Results presented in Table 1 show that, when -O0 minimum opti-
mization is used, compilation time is reduced. In this case, the time penalty for
dynamic binding represents a 6.60% in case of a vector with 107 elements and
6.46% for 109 elements. Thus, it can be assumed that the number of elements
does not impact in the dynamic binding time penalty. For -O3 maximum op-
timization, all compiler optimizations are used. One of these optimizations is
-fdevirtualize that allows the compiler to convert the dynamic binding into
static binding. Devirtualization can be done when the subclass that implements
the virtual function can be defined at compilation time [19]. Thus, the virtual
(Dynamic in Table 1) solution is 12.67% faster in case of a vector with 107

elements and 11.01% for 109 elements.
It can be pointed out that the system works properly if the number of data

to process is increased, i.e., processing time grows linearly. Moreover, when the
minimum optimization is used (-O0), the virtual solution has a time penalty
of about 6.5%, whereas if maximum optimization (-O3) is considered, the time
spent in computations is about 11–12.7% shorter with respect to the template-
based solution, for vectors of length 107–109.
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Abstract. The Quality of Service in security networks systems is con-
stantly improved. The current paper propose a newly defense mechanism,
based on ant system, for different jamming attack on Wireless Sensor
Network (WSN). The sensitive ants react on attacks based on several
reliable parameters including their level of sensitivity. The information
in network is re-directed from the attacked node to its appropriate des-
tination node. The paper analyzes how are detected and isolated the
jamming attacks using mobile agents, ant systems in general and with
the newly ant-based sensitive approach in particular.

1 Introduction

Denial of Service (DoS) is preventing or is inhibiting the normal use or manage-
ment of communications in a network through flooding it with useless informa-
tion. Jamming attacks on wireless networks, special cases of DoS, are the attacks
that disturb the transceivers operations on wireless networks [1]. A Radio Fre-
quency (RF) signal emitted by a jammer corresponds to the useless information
received by the sensor nodes of a network.

Nowadays are several techniques used to reduce the effect of jamming attacks
in wireless networks. In [2] is proposed a traffic rerouting scheme for Wireless
Mesh Network (WMN). There are determined multiple candidates of a detour
path which are physically disjoint. In a stochastic way, is selected just one can-
didate path as a detour path to distribute traffic flows on different detour paths.
The mechanism on packet delivery ratio and end-to-end delay is improved when
compared with a conventional scheme.

In [3] is introduced Mitigating Colluding Collision Attacks (MCC) in Wireless
Sensor Networks. It is provided an analysis for the probability of isolating mali-
cious nodes from WSN indulging in packet dropping through colluding collision.
The MCC protocol redefines the notion of guards from Basic Local Monitor-
ing (BLM) [4]. At first extends the number of guards from only the common
neighbors of the relaying node and the next hop including all the neighbors of
the relaying node. Further, use a counter, at each node for each neighbor, for
counting the number of forwards by that neighbor. When compared with BLM,
MCC proved to be more efficient on detecting packet dropping through colluding
collision attacks.

Á. Herrero et al. (eds.), International Joint Conference SOCO’13-CISIS’13-ICEUTE’13, 409
Advances in Intelligent Systems and Computing 239,
DOI: 10.1007/978-3-319-01854-6_42, c© Springer International Publishing Switzerland 2014
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Securing WSNs against jamming attacks is a very important issue. Several se-
curity schemes proposed in the WSN literature are categorized in: detection tech-
niques, proactive countermeasures, reactive countermeasures and mobile agent-
based countermeasures. The advantages and disadvantages of each method are
described in [5]. Our current interest is in mobile agent-based solutions.

Artificial intelligence has today a great impact in all computational mod-
els. Multi-agent systems are used for solving difficult Artificial Intelligence
problems [6, 7]. Multi-agents characteristics includes organization, communi-
cation, negotiation, coordination, learning, dependability, learning and cooper-
ation [8, 6, 9]. Other features are their knowledge [10] and their actual/future
relation between self awareness and intelligence. There are also specific multi-
agents with their particular properties, as robots-agents [11, 12]. One of the
commonly paradigm used with MAS systems is the pheromone, in particular
cases artificial ants pheromone. Ant-based models are some of the most success-
fully nowadays techniques used to solve complex problems [13–15, 11, 16, 17].

Our goal is to improve the already existing ant systems on solving jamming
attacks on WSN using the ants sensitivity feature. The structure of the cur-
rent paper follows. The second section describes the already known mechanisms
of Jamming Attack on Wireless Sensor Network and the particular unjamming
techniques based on Artificial Intelligence. The next section is about ants sen-
sitivity. The section includes also the newly introduced sensitive ant-model for
detecting and isolated jamming in a WSN. Several discussions about the new
methods and the future works concludes the paper.

2 About Jamming Attack on Wireless Sensor Network
Using Artificial Intelligence

The current section describes the main concepts and the software already imple-
mented on Jamming Attack on Wireless Sensor Network including the Artificial
Intelligence models.

2.1 Jamming Attack on Wireless Sensor Network

Jamming attacks are particular cases of Denial of Service (DoS) attacks [18].
The main concepts related to this domain follows. At first several considerations
on Wireless Sensor Network (WSN).

Definition 1. A Wireless Sensor Network consists of hundreds/thousands of
sensor nodes randomly deployed in the field forming an infrastructure-less net-
work.

Definition 2. A sensor node of a WSN collects data and routes it back to the
Processing Element (PE) via ad-hoc connections with neighbor sensor nodes.

Definition 3. A Denial of Service attack is any event that diminishes or elim-
inates a networks capacity to perform its expected function.
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Definition 4. Jamming is defined as the emission of radio signals aiming at
disturbing the transceivers operation.

There are differences between jamming and radio frequency interference.

– the jamming attack is intentional and against a specific target;
– the radio frequency interference is unintentional, as a result of nearby trans-

mitters, transmitting in the same or very close frequencies levels.

An example of radio frequency interference is the coexistence of multiple wire-
less networks on the same area with the same frequency channel [5].

Definition 5. Noise is considered the undesirable accidental fluctuation of elec-
tromagnetic spectrum, collected by an antenna.

Definition 6. The Signal-to-Noise Ratio is

SNR =
Psignal

Pnoise

where P is the average power.

A jamming attack can be considered effective if the Signal-to-Noise Ra-
tio(SNR) is less than one (SNR < 1).

There are several jamming techniques [5]: Spot Jamming, Sweep Jamming,
Barrage Jamming and Deceptive Jamming shortly described in Table 1.

Definition 7. Jammer refers to the equipment and its capabilities that are ex-
ploited by the adversaries to achieve their goal.

There are several types of jammers, from simple transmitter or jamming stations
with special equipment, used against wireless networks.[19]

– the constant jammer - emitting totally random continuous radio signals;
target: keeping the WSNs channel busy; disrupting nodes communication;
causing interference to nodes that have already commenced data transfers
and corrupt their packets.

– the deceptive jammer;
– the random jammer - sleeps for a random time and jams for a random time;
– the reactive jammer - in case of activity in a WSN immediately sends out a

random signal to collide with the existing signal on the channel.

As a result of jamming attacks the transmitted packets of data from/to WSN
will be corrupted. Figure 1 illustrates a Jamming Attack on Wireless Sensor
Network and how are excluded the jammed nodes from the wireless network.

2.2 Artificial Intelligence in Jamming Attack on Wireless Sensor
Network

A short overview of the main artificial intelligent techniques already used and
their benefits for DoS and Jamming Attack on WSN follows.
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Table 1. A list of several jamming techniques [5] with their attack scheme, their main
characteristics and if there are / or not efficient ways to avoid or limit the attacks

Technique The attack Characteristics Avoiding possibility

override the original signal
Spot on the same frequency and very powerful; avoided: by changing
Jamming modulation that the target; to another frequency;

a jammers power changes is able to jam limited: does not affect
Sweep very fast from one multiple frequencies all the frequencies
Jamming frequency to another; in quick succession; at the same time;

limited: as the range of
Barrage a range of frequencies is jam many frequencies jammed frequencies grows,
Jamming jammed at the same time; at once to decrease the power of jamming

SNR of receivers; is reduced proportionally;

applied in a single floods WSN with
Deceptive frequency or in useless or fake data very dangerous,
Jamming a set of frequencies; without leaving traces; cannot be easily detected;

Fig. 1. Graphical symbolic illustration of avoiding Jamming Attack on Wireless Sensor
Network

A general overview of several research papers about critical issue of jamming
in WSNs is shown in [5]. The authors observed that there are still many open
research issues including mobile agents(MA) for defending against jamming at-
tacks is partially unexplored and some promising method are in [20, 21]. The
mobile agent (MA) term refers to “an autonomous program with the ability to
move from host to host and act on behalf of users towards the completion of an
assigned task” [22]. An example of using MAs under jamming attacks is that
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mobile agents can temporary remain on their current position and return to the
Processing Element with the collected data when they sense clear terrain.

In [20] is proposed Jam Avoidance Itinerary Design (JAID). The algorithm
first calculate near-optimal routes for agents as they visit the nodes and when
facing attacks, modify the routes of agents in order to avoid the jammed nodes.
The mobile agents will no longer visit the jammed areas. A disadvantage of the
model is that it cannot defend the WSN when the jamming attack is against
all nodes simultaneously. It has also several advantages as: the mobile agents
exclude the jammed nodes from the WSN itineraries and they will continue to
deliver in good condition the data from the working nodes to the PE; the JAID
technique minimize the energy cost needed for transmission when computes the
best routes for mobile agents.

In [21] is introduced the Jamming Attack Detection and Countermeasures in
WNS using Ant System. Ants are a particular class of mobile agents. At first, a
group of ants deposit an initial quantity of pheromone when traverse the WSN
nodes in a random manner. That is how they indirectly communicate with the
others ants, in a stigmergic manner [15].

The amount of pheromone left by the previous ant agents increases the proba-
bility that the same route is taken during the current iteration. Beside the several
parameters from ant-based systems [15] specific parameters of wireless networks
are: hops, energy, distance, packet loss, SNR, Bit Error Rate (BER) and packet
delivery. These parameters will affect the way is selected a specific route of ants
in WSN. As in all ant-based system, pheromone evaporation is preventing the
suboptimal solutions.

Some still “unknown” of ant-based system when unjamming a WSN are: the
the energy cost required by ants and how quickly the pheromone trails are able
to react to nimble attackers. It is possible that as in JAID algorithm, when a
wide area of the wireless sensor network is jammed then ants will not be able to
keep uninterrupted the rest of networks operations.

Several advantages [5] of ant-based mechanism against Jamming Attack on
Wireless Sensor Network are following.

– The ants are spread all over the WSN and have the control of the WSN;

– The ants try to find the best jamming-free routes for data transferring;

– The ants take into account crucial node;

– The ants take into account the network parameters, as nodes remaining
energy, packet loss, SNR.

– The ants can adapt more easily to a large-scale WSN jammed environment,
based on the pheromone indirect communication.

– An ant will not move from an attacked node until it finds a neighbor node
with a clear communication channel.

Both considered mobile agent techniques have a medium defense effective-
ness, a medium value of expected implementation deployment cost and have
compatibility with existing software and a low impact to energy efficiency.
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3 Sensitive Ant-Based Technique for Jamming Attack
on Wireless Sensor Network

The current section starts with several concepts on sensitive ants and include
the newly introduce technique based on sensitive artificial ants for solving the
Jamming Attack on Wireless Sensor Network (WSN).

3.1 About Sensitive Ants

The current section describes the concept of sensitive ants proposed in [23, 11].
Effective metaheuristics for complex problems, as large scale routing problems
(e.g. the Generalized Traveling Salesman Problem) based on sensitive ants are
illustrated in [8, 11, 23–25]. Several concepts are defined and described further.

Definition 8. Sensitive ants refers to artificial ants with a Pheromone Sensi-
tivity Level (PSL) expressed by a real number in the unit interval 0 ≤ PSL ≤ 1.

Definition 9. A pheromone blind ant is an ant completely ignoring stigmergic
information, with the smallest PSL value, zero.

Definition 10. A maximum pheromone sensitivity ant has the highest possible
PSL value, one.

Definition 11. The sensitive-explorer ants have small Pheromone Sensitivity
Level values indicating that they normally choose very high pheromone level
moves.

Definition 12. The sensitive-exploiter ants have high Pheromone Sensitivity
Level values indicating that they normally choose any pheromone marked move.

The sensitive-explorer ants are also called small PSL-ants, hPSL and sensitive-
exploiter ants are called high PSL-ants, hPSL. They intensively exploit the
promising search regions already identified by the sensitive-explorer ants. For
some particular problems the sensitivity level of hPSL ants have been consid-
ered to be distributed in the interval (0.5, 1) and for the sPSL ants the sensitivity
level in the interval (0, 0.5).

3.2 Newly Sensitive Ant Technique for Jamming Attack on WSN

Based on the already described notion in previous section 3.1, it is introduced a
new ant-based concept with sensitivity feature. The Sensitive Ant Algorithm for
Denial Jamming Attack on Wireless Sensor Network is further called Sensitive
Ant Denial Jamming on WSN algorithm.

As we know, not all ants react in the same way to pheromone trails and
their sensitivity levels are different there are used several groups of ants with
different levels of sensitivity. For an easy implementation are used just two
groups-colonies. The algorithm should be easily modified if there are used several
ant-colonies with specific pheromone levels.
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In [21] is firstly introduced an ant system for jamming attack detection on
WSN. The performance of the ant system is given by the node spacing and several
parameters: Q an arbitrary parameter, ρ trail memory, α power applied to the
pheromones in probability function and β power of the distance in probability
function.

It is considered aWSN in a two dimensional Euclidean space. There are several
key elements of AS for keeping the network robust and de-centralized. One is
the information on the resource availability on every node used to predict the
link for the ants next visit. Other key elements are the pheromones intensity and
dissipate energy of ants as they traverse the nodes based on path probabilities.
The key factor for making decisions in [21] is the transition probability (1).
In the newly Sensitive Ant Denial Jamming on WSN only the ants with small
pheromone level are using this probability.

Pij =
(ϕij · ηij)α · ( 1

Dij
)β∑

k(ϕik · ηik)α · ( 1
Dik

)β
(1)

where ηij is the normalized value (2) of Hop, Hij , Energy, Eij , Bit Error Rate,
Bij , Signal to Noise ratio, SNRij , Packet Delivery, Pdij and Packet Loss,
Plij [26].

ηij = Hij ·Eij ·Bij · SNRij · Pdij · Plij (2)

In the sensitive ant model the ants with high pheromone level are choosing the
next node based on (3) from the neighborhood J of node j.

j = argmaxu∈Jik
{(ϕiu · ηiu)α · ( 1

Diu
)β}. (3)

ϕij is the pheromone intensity between the source node i and destination node
j; The normalized value is the difference between total and actual value of the
performance parameters. The performance value is used to compute the transi-
tion probabilities in a route. The link being active or dead in a tour taken by an
ant is incorporated in the pheromone. The pheromone is globally updated [27]
following each complete tour by ant system with the update rule (4) is follow-
ing [21].

ϕij(t) = ρ(ϕij(t− 1)) +
Q

Dt · ηt (4)

whereDt is the total distance traveled by ants during the current tour. The trails
formed by the ant is dependent on the link factor. The tabu list includes now
updated values of the energy available in the nodes for a particular sub-optimal
route with high reachability. The pseudo-code description of the Sensitive Ant
Denial Jamming on WSN follows.
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Sensitive Ant Denial Jamming on WSN

Begin

Set parameters and place the ants randomly on network

For i=1 to Niter do

if (not (j<=hops)or(reached destination node))

if (jamming attack)

Compute probability transition (1) for each sPSL-ant

Compute the transition rule (2) for each hPSL-ant

else move ant to next node

endif

if (reached destination node)

node is penalized for t seconds

Compute probability transition (1) for each sPSL-ant

Compute the transition rule (3) for each hPSL-ant

endif

endif

Update pheromone (4)

Update tabu list: the distance, energy, SNR, number of hops

packet delivery, packet loss and bit error rate

Validate the best path

Communicate the jammed region to the Processing Element (PE)

Endfor

End

A run of the algorithm returns the valid path of the wireless network. That is
how the information in WSN is re-routed. Termination criteria is given by a
given number of iterations, Niter

3.3 Discussions about the Newly Concept

The performance of Sensitive Ant Denial Jamming on WSN is discussed in the
following. Sensitive ants with lower pheromone level are able to explore
the wireless network and the ants with high pheromone level intensively ex-
ploit the promising search regions already identified in the network. The ants
behavior emphasizes search intensification. The ants “learn” during their life-
time and are capable to improve their performances. That is how they modifies
their level of sensitivity: the PSL value increase or decrease based on the search
space topology encoded in the ants experience.

The s-PSL ants are more independent than h-PSL ants, with the potential
to autonomously discover new promising regions of the solution space. If the
current node of the sensitive ant is jammed, the ant will change its sensitivity
level, based on its experience and will move to another node from neighborhood.
The Processing Element (PE) considered, in addition to the initial ant system
for jamming attacks [21], is a special node of the wireless network. PE is aware
about jamming attack based on the indirect information of the ants from its
neighborhood. This lead to a re-routed information on WSN only on the valid
nodes.
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In the future numerical experiments to assess the performance of the new
algorithm will be provided. The introduced model Sensitive Ant Algorithm for
Denial Jamming Attack on WSN seems to have more chances to improve the
jamming attack detection and re-routing in wireless sensor network.

4 Conclusions

Jamming attacks are particular Denial of Service attacks. The paper shows the
main jamming attacks and several countermeasure. It is introduced a new Sen-
sitive Ant Denial Jamming on Wireless Sensor Network based on ant system.
Ant systems are a mobile-agents class, one of the security schemes proposed in
the literature. In general mobile agent techniques including ant models proved
to have a medium defense effectiveness, a medium cost but a good compatibility
with existing software. The introduced sensitive model brings a new feature that
improves the reactions of agents in the network in case of jamming attacks and
redirect the information also to the processing element in order to re-routing
information.
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Abstract. The use of new technologies along with the popularity of so-
cial networks has given the power of anonymity to the users. The ability
to create an alter-ego with no relation to the actual user, creates a situ-
ation in which no one can certify the match between a profile and a real
person. This problem generates situations, repeated daily, in which users
with fake accounts, or at least not related to their real identity, publish
news, reviews or multimedia material trying to discredit or attack other
people who may or may not be aware of the attack. These acts can have
great impact on the affected victims’ environment generating situations
in which virtual attacks escalate into fatal consequences in real life. In
this paper, we present a methodology to detect and associate fake profiles
on Twitter social network which are employed for defamatory activities
to a real profile within the same network by analysing the content of
comments generated by both profiles. Accompanying this approach we
also present a successful real life use case in which this methodology was
applied to detect and stop a cyberbullying situation in a real elementary
school.

Keywords: On-line Social Networks, Trolling, Information Retrieval,
Identity Theft, Cyberbullying.

1 Introduction

On-line Social Networks (OSNs) are some of the most frequently used Internet
services. There is not a generic definition of these platforms, although Boyd et
al [1] defined them as web services that allow an individual to do three things:
i) generate a public or semi-public profile in a specific system, ii) create a list of
users to interact with and browse through the list of contacts and iii) see what
was done by others within the system.

The massive presence that users have in this platforms and the relative eas-
iness to hide a user’s real identity implies that false profiles and “troll users”1

are spreading, becoming a nuisance to legitimate users of these services.

1 Users posting inflammatory, extraneous, or off-topic messages in an on-line
community.
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In some cases, these “malicious” users, use OSN platforms to commit crimes
like identity impersonation, defamation, opinion polarisation or cyberbullying.
Despite all of them present real and worrying dangers [2,3] the later, cyber-
bullying, has actually become one of the most hideous problems in our society,
generating even more side effects than “real life bullying” [4] due to the im-
pact and the permanent nature of the comments flooding OSN platforms. As a
hard to forget, but not isolated, example recently one teenager, Amanda Todd,
committed suicide due to harassment in the form of blackmailing, bullying, and
physical assaults2 using OSNs as the channel of abuse.

This hurtful event, which raised the discussion on criminalizing cyberbullying
in several areas, was kind of aided by the aforementioned possibility of easily
creating false profiles in social network platforms. Thanks to these anonymous
and not-linked-to-real-life profiles some twisted minded individuals are able to
torment their victims without even being brought to justice. In a similar vein,
it was recently brought to our attention an incident in an Spanish elementary
school where an alleged student was writing defamatory comments in Twitter
using a fake profile, causing anxiety attacks and depression episodes among the
affected students.

Some social platforms are trying to manually identify the real person behind
their profiles but, until the job is done, being able to correlate or link a false
profile to a real person within the network is the only option to fight the problem.

In light of this background, we present a methodology to associate a false
profile’s tweets with one real individual, provided he/she has another profile
created with real information. The assumption that the trolling user will have
another “real” profile is not fortuitous, it relies on the fact that these kind of
users like to interact with the fake identity and stay updated and participate in
parallel conversations. Moreover, we apply the presented methodology to a real
life cyberbullying situation inside an elementary school.

2 Background

2.1 On-Line Social Networks

On-line Social Networks (OSNs) are platforms that provide users with some
useful tools to interact with other users through connections. The connections
start by creating a profile in an OSN, which consists of a user’s representation
and can be private, semi-public or public.

The importance of the connections users make within these social platforms
resides on the amount of information, usually private, that is published in these
usually public profiles. Therefore, privacy in OSNs is a serious issue. Despite the
importance of this fact it is commonly ignored by the users of social platforms,
resulting in the publication of too much personal information, information which
can be (and in some cases is) used by sexual predators, criminals, large corpo-
rations and governmental bodies to generate personal and behavioural profiles
of the users.
2 http://en.wikipedia.org/wiki/Suicide_of_Amanda_Todd

http://en.wikipedia.org/wiki/Suicide_of_Amanda_Todd
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In fact, one of the currently most worrying problems in OSNs is cyberbullying.
This problem is a relatively new and widespread situation and most of the times
implies an emotional trauma for the victim. Teenagers use these platforms to
express their feelings and life experiences because they are not able to do it in
their real lives, while other users abuse and torment others with impunity [1].
This common misuse of OSNs, the emotional abuse, is commonly referred to as
trolling [5] and can happen in many different ways like defacement of deceased
person pages, name calling, controversial comments with the intention to cause
anger and cause arguments. To solve this type of problems, some OSNs have
chosen the approach of age verification systems with real ID cards, but not
always with successful results [6].

2.2 Cyberbullying

Cyberbullying, according to [7], refers to any harassment that occurs via the
internet, cell phones or other devices. This type of bullying uses communication
technologies to intentionally harm others through hostile behaviour such as send-
ing text messages and posting ugly comments on the Internet. But, usually, the
definition of this phenomenon starts using the traditional definition of bullying.

In the literature of cyberbullying detection, the main focus has been di-
rected towards the content of the conversations. For example using text min-
ing paradigms to identify on-line sexual predators [8] [9], vandalism detection
[10], spam detection [11] and detection of internet abuse and cyberterrorism [12].
This type of approaches are very promising, but not always applicable to every
aspect of cyberbullying detection because some attacks can only be detected by
analysing user’s contexts.

In a recent study on cyberbullying detection, Dinakar et al. [13] applied
a range of binary and multiclass classifiers on a manually labelled corpus of
YouTube comments. The results showed that a binary individual topic-sensitive
classifiers approach can outperform the detection of textual cyberbullying com-
pared to multiclass classifiers. They showed the application of common sense
knowledge in the design of social network software for detecting cyberbullying.
The authors treated each comment on its own and did not consider other aspects
to the problem as such the pragmatics of dialogue and conversation and the so-
cial networking graph. They concluded that taking into account such features
will be more useful on social networking websites and which could to a better
modelling of the problem.

3 Proposed Approach

The main idea underlying our approach is that every trolling profile is followed
by the real profile of the user behind the trolling one. This assumption is based
on the fact that this kind of users want to stay updated on the activity that
surrounds the fake profile. Besides, each individual writes in a characteristic
way. Studying different features of the written text is possible to determine the
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authorship of, for example, e-mails [14]. In this case, despite users behind fake
profiles may try to write in a different way to avoid detection, Twitter provides
other characteristics that, in conjunction with the text analysis, may be used to
link a trolling account to a real user’s profile.

Therefore, with these ideas in mind, we postulated the following hypothesis:
It is possible to link a trolling account to the corresponding real profile of the user
behind the fake account, analysing different features present in the profile, con-
nections’ data and tweets’ characteristics, including text, using machine learning
algorithms.

To prove the hypothesis, we first prepared the method to determine the au-
thorship of twitter profiles based on their published tweets and then applied
these techniques to a real cyberbullying situation in one elementary school.

The authorship identification step was performed studying a group of profiles
which have some kind of relation among them (to replicate to the best possible
extent the conditions of a classroom cyberbullying event). The methodology
would follow the next steps: i) select the profiles under study, ii) collect all the
information of the profile and its tweets, iii) select the features to be extracted
from the retrieved tweets and iv) apply machine learning methods to build the
models that will determine the authorship of the gathered tweets.

3.1 Selecting Different Profiles

The number of selected profiles for this study was 19. The idea was to gather
several profiles with social relations both inside the social network and in real
life. We wanted to avoid retrieving very different Twitter accounts, with respect
to their content, which would ease the task of determining the authorship. In
this way, the conditions found in cyberbullying situations, with respect to the
participants and conditions, are sufficiently replicated.

In order to select the profiles we checked that it was not private, the number of
own tweets (less than 50-100 samples would imply almost no activity), number
of followers and following users (no connections would show no interaction with
other users) and the relation between other selected profiles (we wanted the
selected accounts to be connected).

Therefore, the first selected profile was of one of the authors, and then we
continued analysing their followers and followings, keeping the desired ones. The
final dataset was varied, we had men and women, different ages, different studies
and different behaviours of their Twitter account.

3.2 Collecting Profiles Data and Tweets

It is important to notice that there is one important limitation imposed by the
Twitter API. The number of requests could not exceed 350 per hour, which
limits considerably the possibility to retrieve a large amount of samples, so we
had to use several accounts to gather them.

Our Java-based collecting method obtained, from the selected profiles, the
users’ ID and the timeline tweets, until having at least 100 genuine tweets.
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A genuine tweet is the tweet that is generated by the user itself (i.e., written by
itself) and is not one retweet of another user’s tweet.

3.3 Features

Our dataset contains the following features extracted from each of the profiles
the tweets, time of publication, language, geoposition and Twitter client. The
first feature, the tweet, is the text published by the user, which gives us the
possibility of determine a writing style, very characteristic of each individual.
The time of publication helps determining the moments of the day in which
the users interact in the social network. The language and geoposition also help
filtering and determining the authorship because users have certain behaviours
which can be extrapolated analysing these features. Finally, despite being possi-
ble that users have several devices from where they tweet (e.g., PC, smartphone
or tablet), they usually choose to do it using their favourite Twitter client, which
gives us another filtering mechanism.

3.4 Supervised Learning

Once we have the profile data, user’s tweets and the chosen features, the next
step is to generate an ARFF [15] file (i.e., Attribute Relation File Format) to
classify the profiles according to the writing style of the tweets using WEKA
(i.e., the Waikato Enviroment for Knowledge Analysis) [16].

In this experiment, we have chosen to compare the performance of different
classification algorithms included in WEKA: i) Random Forest, ii) J48 (WEKA’s
C4.5 implementation), iii) K-Nearest Neighbor (KNN), iv) Sequential Minimal
Optimization (SMO) and v) Bayes Theorem-based algorithms.

To optimize the results, before training the classifiers, we filtered the tweets
text with stopwords [17] in Spanish3.

To validate the suitability of the results, we employed K-fold cross-validation
[18], a technique which consists on dividing the dataset into K folds, using the
instances corresponding toK−1 folds for training the model, and the instances in
the remaining fold for testing. K training rounds are performed using a different
fold for testing each time, and thus, training and testing the model with every
possible instance in the dataset.

At last, to evaluate the results, we used True Positive Ratio (TPR), False
Positive Ratio (FPR) and Area Under ROC Curve (AUC).

4 Experiments

To evaluate the capabilities of the method to assign the correct authorship to
the Twitter profiles, we used a dataset comprising 1,900 tweets corresponding
to 19 different twitter accounts (100 tweets per profile).

3 http://paginaspersonales.deusto.es/claorden/resources/

SpanishStopWords.txt

http://paginaspersonales.deusto.es/claorden/resources/SpanishStopWords.txt
http://paginaspersonales.deusto.es/claorden/resources/SpanishStopWords.txt
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For the experiments, we modelled the tweets using the Vector Space Model
(VSM) [19]. VSM is an algebraic approach for Information Filtering (IF), Infor-
mation Retrieval (IR), indexing and ranking. This model represents natural lan-
guage documents mathematically by vectors in a multidimensional space where
the axes are terms within messages. We used the Term Frequency – Inverse Doc-
ument Frequency (TF–IDF) [19] weighting schema, where the weight of the ith

term in the jth document, denoted by weight(i, j), is defined by weight(i, j) =
tfi,j · idfi where term frequency tfi,j is defined as tfi,j = ni,j/

∑
k nk,j where

ni,j is the number of times the term ti,j appears in a document d, and
∑

k nk,j
is the total number of terms in the document d. The inverse term frequency idfi
is defined as idfi = |D||D : ti ∈ d| where |D| is the total number of documents
and |D : ti ∈ d| is the number of documents containing the term ti.

Moreover, VSM requires a pre-processing step in which messages are divided
into tokens by separator characters (e.g., space, tab, colon, semicolon, or comma).
The tokenisation, the process of breaking the stream of text into the minimal
units of features (i.e., the tokens) [19], was based in an n-gram selection with
sizes of n = 1, n = 2 and n = 3. This process is performed to construct the VSM
representation of the messages and it is required for the learning and testing of
classifiers [20].

Table 1 shows the results obtained after applying the selected algorithms to
our dataset, measured in Accuracy, FPR, TPR and AUC.

Table 1. Obtained results for the selected machine learning algorithms. It must
be noted that we applied the default configurations under WEKA for each of the
algorithms.

Algorithm Accuracy FPR TPR AUC

SMO-PolyKernel 68.47 0.02 0.68 0.96
J48 65.81 0.02 0.66 0.94

SMO-NormalizedPolyKernel 65.29 0.02 0.65 0.94
RandomForest 66.48 0.02 0.66 0.93
KNN k = 10 59.79 0.02 0.60 0.92
KNN k = 3 59.7 0.02 0.60 0.90
KNN k = 5 59.39 0.02 0.59 0.90
NaiveBayes 33.91 0.04 0.34 0.90
KNN k = 2 61.06 0.02 0.61 0.89

The results show that SMO and Decision Trees are the most appropriate
algorithms. More precisely, the best results are obtained using a PolyKernel with
68.47% accuracy and 0.96 of AUC. In second and third position, very close, we
have J48 with 65.81% accuracy and 0.94 and NormalizedPolyKernel with 65.29%
accuracy and 0.94 of AUC. Random Forest, in fourth position, obtains 66.48%
accuracy and 0.93 AUC. Finally, KNN and Naive Bayes algorithms do not have
remarkable results, with values from 59.39% to 61.06% of accuracy for KNN
and of 33.91 for Naive Bayes in terms of accuracy and from 0.89 to 0.92 and 0.90
respectively in terms of AUC.
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5 Real Case Study

The proposed methodology, has been tested in a real situation. In one school
in the city of Bilbao (Spain), some students were implicated in a cyberbullying
situation. The staff of this school proposed to us whether it was possible to find
which of the students had been the author/s behind the trolling profile or not.

In this case the profile was named “Gossip”, in a clear reference to the popular
TV Show Gossip Girl, and, for two weeks, the student using this profile com-
mented personal indiscretions about his/her classmates. Initially, it was only the
publication of not hurtful tweets. These comments included events or facts such
as one student not doing the assigned homework.

Two weeks later, the profile started publishing things a little more private
but not very important. At that moment, all the classmates were following that
profile and in the school hallways the students theorised about who could be the
responsible but never had the certainty to prove it.

Then, the teachers at the school started to fear the relevance of what at first
seemed as a childish game, but that had evolved into a serious problem. They
did not know what they could do with it and decided it was time to ask for help.

Once we were introduced in the situation, we first analysed the trolling profile,
the published comments and the interaction with other profiles. We noticed a
repeated behaviour, most of the contents were referred to a particular girl and
had a lot of personal and school related information. Those facts revealed that
the author behind the fake profile had to be a member of the same school or even
the same class. Moreover, we took the assumption that the real person behind
the “Gossip Girl” was following the fake profile, which is consistent with the
theory that most of these users want to keep track of the activities and parallel
conversations surrounding the trolling profile.

With these considerations in mind, we retrieved all the tweets from the “gos-
sip profile” and their followers and followings profiles. The idea was to train
our classifiers with the tweets published by all the users interacting with the
trolling profile and then try to identify the authorship of Gossip’s tweets using
the acquired knowledge.

As a result, we obtained 17,536 tweets corresponding to the 92 users who
were followers and/or followings of Gossip Girl, and 43 tweets from the trolling
profile, Gossip Girl.

Table 2 offers the results of the authorship identification carried out by
the best four classifiers analysed in Section 4: SMO-PolyKernel, J48, SMO-
NormalizedPolyKernel and RandomForest.

The table shows the level of authorship attributed to each subject from the
whole collection of messages (43 tweets) published by Gossip Girl. It can be
appreciated that three subjects appear among the top 4 in the fourth classifiers
(highlighted cells). These results made us realise that those three subjects had
a great probability of being the responsible ones behind the trolling profile. It
is interesting to add, that what seemed to be a one-person misbehaviour had
turned, apparently, into a group abuse.
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Table 2. Results of the authorship identification for the 92 users followers and/or
followings of Gossip Girl’s trolling profile. The profile name of the account has been
replaced with a subject number due to anonymity issues. The authorship percentage
corresponds to the number of tweets published as Gossip Girl, out of the total 43 tweets
from the trolling profile, that have been related to the subject. Note that only 20 of
the subjects are presented in this table, as most of them have absolutely no indication
of being behind the trolling profile.

SMO PolyKernel
J48

SMO NormalizePolykernel Random
PolyKernel NormalizePolykernel Forest

Sub.# Authorship Sub.# Authorship Sub.# Authorship Sub.# Authorship

34 23% 34 21% 34 21% 42 21%
66 19% 42 16% 42 14% 34 16%
42 14% 87 14% 66 14% 87 14%
87 14% 46 12% 87 14% 46 12%
8 12% 8 7% 30 12% 31 7%
31 5% 50 7% 31 7% 50 7%
63 2% 31 5% 33 5% 8 2%
20 2% 83 5% 50 2% 14 2%
29 2% 14 2% 8 2% 39 2%
53 2% 39 2% 20 2% 53 2%
83 2% 53 2% 29 2% 83 2%
91 2% 29 2% 53 2% 20 2%
33 0% 30 2% 63 2% 29 2%
49 0% 91 2% 24 0% 44 2%
52 0% 33 0% 28 0% 48 2%
1 0% 48 0% 49 0% 63 2%
2 0% 66 0% 52 0% 6 0%
3 0% 6 0% 1 0% 49 0%
4 0% 57 0% 2 0% 56 0%
5 0% 63 0% 3 0% 66 0%

After the analysis, we reported our findings to the school’s staff. With the
knowledge of the three names of the alleged abusers the managing office in the
school summoned all the students, warning them about the consequences of this
misconduct, trying to reduce the impact of their acts, should they confess before
it was too late. With fear in the body, the perpetrators revealed their identity,
which matched with the three names we identified.

Finally the staff of the school did not reported the event but required them
to publicly apologize.

6 Conclusions

More and more children are nowadays connected to the Internet. Although this
communication channel provides a lot of important advantages, in many cases,
because of the anonymity, different kind of abuses may arise, being one of them
the cyberbullying. A rapid identification of this type of users on the Internet is
crucial, giving a lot of importance to the systems and/or tools able to identify
these threats, in order to protect this population segment on the Internet.

Therefore, we consider that the hereby proposed methodology offers a safe
way to identify the real user or users behind a trolling account given some pre-
vious conditions: i) the real user/s behind the fake profile has/have a “real” and
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active account in the social network, ii) the real account of the user/s behind
the fake profile is/are somehow connected to the fake profile. These conditions
are in theory easy to fulfil due to the assumption that a real person behind a
trolling profile wants to keep track of the activities and parallel conversations
surrounding the trolling profile.

However, the proposed mechanisms have several limitations. First, despite we
assume the previous conditions will be fulfilled, there could be the case in which a
user behind a trolling account has no relation with the fake profile to avoid rising
suspicions. In this case, it would be necessary to enlarge the circle of users to be
analysed or even find a more specific circle based on specific characteristics of
the trolling profile. Second, expert abusive users can intentionally change their
writing style and/or behaviour to avoid detection. Being the behaviour (e.g.,
device, time, location) the most difficult to change due to the unconsciousness
nature of most human acts, it would also be a really effective way of avoiding
detection with no clear solution. On the other hand, the change on writing style
could be tackled by analysing the language in more depth, finding for example
the use of synonyms or word alterations.

Therefore, as future work, it would be interesting to expand this work in three
main directions. Firstly, we would like to analyse different language characteris-
tics and semantics present in the tweets. That analysis could/should include more
NLP techniques such as language phenomena study (e.g., synonymity, metonymy
or homography), Word Sense Disambiguation (WSD) or Opinion Mining, among
others. Besides, given the nature of social networks, it is “easy” to hide among
the bast number of users populating these platforms. A possible approach would
be to create a kind of writing style/behaviour signature able to identify twitter
users by the published content. In case of detecting an abuse, that information
could be used to reduce the number of users to be further analysed. Finally, we
would like to adopt this work to other social networks, chat rooms, and similar
environments.
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E., Redondo, C., Alonso, Á. (eds.) Computational Intelligence in Security for In-
formation Systems 2010. AISC, vol. 85, pp. 135–142. Springer, Heidelberg (2010)

4. Smith, P.K., Mahdavi, J., Carvalho, M., Fisher, S., Russell, S., Tippett, N.: Cy-
berbullying: Its nature and impact in secondary school pupils. Journal of Child
Psychology and Psychiatry 49(4), 376–385 (2008)

5. Bishop, J.: Scope and limitations in the government of wales act 2006 for tackling
internet abuses in the form of ‘flame trolling’. Statute Law Review 33(2), 207–216
(2012)



428 P. Galán-Garćıa et al.
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Abstract. A deterministic tableau decision procedure via reductions, TK, for
verification of validity of modal logic K is presented. The system TK is a de-
terministic tableau decision procedure defined in the original methodology of
tableau systems which does not use any additional kind of branching (apart from
the required branching for disjunctions) nor any external techniques such as back-
tracking, backjumping, loop-checking, etc. A nice feature of system TK is its
uniqueness; given a formula it generates in a deterministic way only one tableau
tree for it.

Keywords: modal logics, tableau methods, decision procedures, prefixed tableau
systems.

1 Introduction

Modal logics are extensions of classical propositional logic with modal operators such
as it is possible that, it is necessary that, it will be always the case that, an agent
knows (believes) that, etc. In the last fifty years modal logics have become very popular
and extremely useful in many areas of computer science. These areas include security
for information systems, knowledge and belief representation, database theory and dis-
tributed systems, program verification, cryptography and agent based systems, compu-
tational linguistics, and nonmonotonic formalisms. Thus, many efforts have been made
to design deduction systems for modal logics, and – in the case of decidable logics – to
design effective and simple-to-use decision procedures (cf. [1–3]).

There are several approaches for logics in security for information systems. For in-
stance, in [4], a logic for specifying and reasoning about secure distributed systems is
described; this logic combines modalities for knowledge and time with modalities for
permission and obligation. In [5], some of the concepts, protocols, and algorithms for
access control in distributed systems from a logical perspective are studied. In [6], the
influence of trust on the assimilation of acquired information into an agent’s belief is
considered by using modal logic. More recently, in [7], a formal language with modal
logic to prevent unauthorized and malicious access to information systems is proposed,
where knowledge related modal operators are employed to represent agents’ knowledge
in reasoning. Furthermore, in [8], a version of distributed temporal logic is introduced,
that is well-suited both for verifying security protocols and as a metalogic for reasoning
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about different security protocol models. Recent advances in the area of security for
information systems can be found, for instance, in [9, 10].

Let us focus on modal logic K. It is the minimal decidable modal logic and its tableau
system is the core of all tableau systems for normal modal logics. As a consequence, it
can be considered as a basis for many logic based approaches in security for information
systems. A comprehensive survey on tableau methods for modal logics can be found
in [1, 2, 11], among others. The famous tableau system for K is Fitting’s tableau (see
e.g., [12, 13]). It is the extension of the tableau for the classical propositional calculus
with two rules (ϑ) and (κ) which are nondeterministic. As an example, consider a
tableau tree with the formula �p∧♦p∧♦¬p at its root. First, we apply the rule (∧) and
we obtain the node with the formulas �p,♦p,♦¬p. Then, if we apply the rule (ϑ) and
(κ) to ♦p, we will obtain an unclosed one-branching tree with a formula p. However, if
we apply (ϑ) and (κ) to ♦¬p, we will obtain a closed tree with formulas p and¬p. Thus,
valid formula ¬(�p ∧ ♦p ∧ ♦¬p) has at least two different tableau trees, and one of
them is closed, while the other is not closed. Therefore, in order to verify satisfiability of
that formula, it does not suffice to construct any tableau tree as in classical calculus. We
must check all possible tableau trees, until we find a closed one, but the tableau does not
include any rules for finding the proper tree. Within the framework of Fitting’s tableau
calculus it is impossible to avoid this nondeterminism. To solve this problem, the prover
needs to backtrack over the choices of ♦-formulas. Whenever there is more than one
♦-formula on a branch one systematically has to consider the application of (κ) rule to
each of them. However, the Fitting’s tableau has also another kind of nondeterminism.
We must care not only to which formula we apply the rules, but also at which state we
do so, since the preceding application of the rules might delete information which is
necessary for finding a closed tree. Hence, one of the main challenges in designing a
generic tableau prover is to identify and to remove the nondeterminism implicit in the
pen-and-paper formulation of tableau systems.

The aim of this paper is to present a new tableau system TK for modal logic K. The
motivation for considering the system TK is rather theoretical than practical. We are
interested in a tableau which is not only a base for an algorithm verifying validity of
a formula, but is itself a deterministic decision procedure. To be precise, by a tableau
we mean a system determined by rules and axioms, where comma in the rules repre-
sents conjunction and branching represents disjunction. Having this notion of a tableau
system, any extension of a tableau with another kind of branching, for example with
and-branching as it is in some decision procedures for K, is not a tableau in our sense.
The same holds for any extension of tableaux with external techniques, such as back-
tracking, backjumping or simplifications. Second, by a decision procedure we mean
an algorithm which in finite number of steps decides whether a formula is valid or not.
Thus, we are interested in the ‘traditional’ tableau (with one kind of branching and with-
out external techniques) which is itself an algorithm for deciding validity of formulas.
That is, the tableau algorithm has to be of the following type: construct any proof tree in
the tableau and then you will know the answer whether a formula is valid or not. With
these assumptions, any extension of tableaux with other kind of branching or external
techniques is in our terminology a decision procedure based on tableaux. Of course,
we are aware that the elimination of additional tools in the construction of a decision
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procedure may increase the space complexity. It is the cost of limitations on the con-
struction of an algorithm to the pure tableau methodology. That is, if additional tools are
allowed (i.e., and-branching or external techniques), a possible algorithm may be better
than that constructed with the use of weaker tools. However, our aim is not to construct
any tableau-based decision procedure, possibly with the best space complexity. Our aim
is to construct the best possible tableau decision procedure in a sense explained above.
The problem of existence of such a decision procedure with good space complexity is
interesting enough from theoretical point of view. However, it may be also noteworthy
for practical reasons, since in practice deterministic decision procedures may be more
effective than non-deterministic ones.

The paper is organized as follows. In Section 2 we present the syntax and semantics
of our approach. Section 3 is the main part of the paper where the system TK which
is a deterministic tableau decision procedure for validity of K-formulas is presented.
First, we present with details the system TK. We show that every finite set of clauses
has a finite unique tableau tree. Then, we show the soundness and completeness of the
system and explain how our system works on the basis of an example. Final remarks
and prospects of future work are described in Section 4.

2 Syntax and Semantics

The language of logic K consists of the symbols from the following pairwise disjoint
sets: V = {p1, p2, p3, . . .} – an ordered countable infinite set of propositional variables
indexed with natural numbers; {¬,∨} – the set of classical propositional operations
of negation (¬) and disjunction (∨); {�} – the set consisting of modal propositional
operation called the necessity operation. The set of K-formulas is the smallest set in-
cluding the set of propositional variables and closed with respect to all the propositional
operations.

A K-model is a structureM = (U,R,m) such that U is a non-empty set (of states),
R is a binary relation on U , andm is a meaning function such thatm(p) ⊆ U , for any
propositional variable p ∈ V. The relation R is referred to as the accessibility relation.
The satisfaction relation is defined as usual in modal logics. Recall that for �-formulas
it is defined as:

M, w |= �ϕ if and only if for all w′ ∈ U , (w,w′) ∈ R impliesM, w′ |= ϕ.

A K-formula ϕ is said to be true in a K-model M = (U,R,m), M |= ϕ, whenever
for every w ∈ U , M, w |= ϕ, and it is K-valid whenever it is true in all K-models.
A formulaϕ is said to be K-satisfiable whenever there exist a K-modelM = (U,R,m)
andw ∈ U such thatM, w |= ϕ. A finite set Φ of K-formulas is said to be K-satisfiable
whenever there exist a K-modelM = (U,R,m) and w ∈ U such that for every ϕ ∈ Φ,
M, w |= ϕ. A finite set Φ of K-formulas is true in a K-modelMwhenever each formula
from Φ is true inM.

From now on, we will call formulas of the form p or ¬p classical literals and we
use letters like a, b, c (possible with indices) as their meta-representations. By ¬a we
denote the formula ¬p if a = p, and p if a = ¬p. A simple modal clause, or simply
a simple clause, is a K-formula either of the form: δm = a1∨· · ·∨am, �a∨b, ¬�a∨b,
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or ¬�a, where a, b, a1, . . . , am are classical literals andm ≥ 1. Simple clauses of the
form a1 ∨ . . . ∨ am, m ≥ 2, �a ∨ b, ¬�a ∨ b are referred to as disjunctive clauses.
A modal clause or simply a clause is a K-formula of the form �sφ, where φ is a simple
clause and s ≥ 0. In what follows ϕ ∨ ψ denotes any disjunctive clause, where clauses
of the form a1∨· · · ∨am, form ≥ 2, are meant as a1∨ (a2 ∨ (. . .∨ (am−1 ∨ am) . . . ).

The following result states equisatisfiablity between a K-formula and its correspond-
ing set of clauses. In fact, it is true for any normal modal logic (cf. [14–16]).

Proposition 1. For every K-formula ϕ there exists a finite set of clauses {φ1, . . . , φr}
such that ϕ is K-satisfiable if and only if {φ1, . . . , φr} is K-satisfiable. Moreover, the
set {φ1, . . . , φr} can be obtained in quadratic time.

Now, we extend the language of K to prefixed K-formulas for which the system TK is
defined. A prefixed K-formula is a formula of the form X : φ, where φ is a K-clause
and X is a finite non-empty subset of natural numbers. Given a prefixed K-formula
X : φ, the set X is referred to as its prefix set. The informal idea of this notation is
that a formula prefixed with a set of natural numbers asserts that it is satisfied at all
the worlds named by the natural numbers of its prefix set. A prefixed K-formula of the
formX : a, whereX is a prefix set and a is a classical literal, is referred to as a prefixed
K-literal. Similarly, a prefixed K-formula the formX : φ, whereX is a prefix set and φ
is a simple clause (resp. disjunctive clause) is referred to as a prefixed simple K-clause
(resp. prefixed disjunctive K-clause).

Let M = (U,R,m) be a K-model. A valuation in M is a function v : N → U .
The satisfaction relation between prefixed K-formulas and K-models and valuations is
defined as:

M, v |= X : φ if and only if for every i ∈ X ,M, v(i) |= φ.

A prefixed K-formulaX : φ is said to be true in a K-modelM = (U,R,m) whenever
for every valuation v in M, M, v |= X : φ, and it is K-valid whenever it is true in all
K-models. A formulaX : φ is said to be K-satisfiable whenever there exist a K-model
M = (U,R,m) and a valuation v in M such that M, v |= X : φ. A finite set Φ of
K-formulas is said to be K-satisfiable whenever there exist a K-modelM = (U,R,m)
and a valuation v in M such that M, v |= X : φ, for every X : φ ∈ Φ. Clearly, we
have the following:

Proposition 2. For every K-formula ϕ there exists a finite set of clauses {φ1, . . . , φr}
such that formula ϕ is K-satisfiable if and only if the set {{1} : φ1, . . . , {1} : φr} is
K-satisfiable.

Now, we define a kind of lexicographical order on the set of all clauses. The order will
be used in the rules to guarantee uniqueness of their conclusions. Although any order on
clauses will suffice, the order defined below seems to be one of natural possibilities to
ensure good effectiveness for future implementations of the system TK. The main mo-
tivation for this kind of order is an observation that decompositions of simpler formulas
first gives in many cases shorter proof trees.
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Let a and b be classical literals. Then a < b whenever either of the following holds:

– a = pi and b = pj and i < j
– a = pi and b = ¬pj
– a = ¬pi and b = ¬pj and i < j,

where pi, pj are propositional variables and i, j ∈ N.

Letm, k > 1 and let δm = a1 ∨ . . .∨ am and δk = b1 ∨ . . .∨ bk be disjunctive clauses.
Then, δm < δk whenever eitherm < k or bothm = k and there exists i ∈ {1, . . . ,m}
such that ai < bi and aj = bj for all j < i.

For all classical literals a, b, c, and d, we define:

�a ∨ b < �c ∨ d (resp. ¬�a ∨ b < ¬�c ∨ d) if either a < c or both a = c and b < d.

Letm ≥ 1. For all classical literals a0, a1, . . . , am, a, b, c, d, and e:

a0 < a1 ∨ . . . ∨ am < ¬�a < �b ∨ c < ¬�d ∨ e.
Finally, let si, sj ≥ 0 and let φi, φj be simple clauses. Then:

�siφi < �sjφj iff either si < sj or both si = sj and φi < φj .

LetX and Y be finite non-empty subsets ofN. Then,X < Y whenever either card(X) <
card(Y ) or both card(X) = card(Y ) and there exists x ∈ X such that for every y ∈ Y ,
x < y. Now, we extend the order< to all prefixed K-clauses. We define:

X : φ < Y : ψ if and only if eitherX < Y or bothX = Y and φ < ψ.

The following proposition is a direct consequence of definition of <.

Proposition 3. The set of all prefixed K-clauses is linearly ordered by <.

If Φ is a finite set of prefixed K-formulas, then a prefixed disjunctive K-clause X : φ
is said to be minimal with respect to Φ whenever X : φ ≤ Y : ψ, for all prefixed
disjunctive K-clauses Y : ψ ∈ Φ.

Now, we introduce notions used in the construction of the system TK presented in the
next section. Let Φ = {Xi : �siφi}i∈I ∪ {Yj : ¬�aj}j∈J be a set of prefixed K-
clauses such that J is a non-empty set of indexes and for every i ∈ I , si ≥ 1. Let
N =

⋃
i∈I Xi ∪

⋃
j∈J Yj and let k, k′ ∈ N be such that k �= k′. Then, k ∈ N is said

to be a subcopy of k′ ∈ N with respect to j ∈ J whenever k, k′ ∈ Yj , for every i ∈ I ,
if k ∈ Xi, then k′ ∈ Xi, and in addition, if for all i ∈ I , k ∈ Xi iff k′ ∈ Xi, then
k > k′. An element k ∈ N is essential with respect to j ∈ J whenever k ∈ Yj and it
is not a subcopy with respect to j of any element in N . Thus, for every k ∈ N and for
every j ∈ J , either k /∈ Yj or k is a subcopy of some element in Yj or k is essential
with respect to j.

For i ∈ I and j ∈ J , we define:

– red(Xi ∩ Yj) df
= {k ∈ Xi ∩ Yj | k is essential with respect to j}

– red(Yj)
df
= {k ∈ Yj | k is essential with respect to j}.

Let Φ = {Xi : �siφi}i∈I ∪ {Yj : ¬�aj}j∈J be a set of prefixed K-clauses such that J
is a non-empty set of indexes and for every i ∈ I , si ≥ 1. LetN =

⋃
i∈I Xi∪

⋃
j∈J Yj .

Let us define:
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red(Φ)
df
= {⋃j∈J red(Xi ∩ Yj) : �siφi}i∈I ∪ {red(Yj) : ¬�aj}j∈J .

In the above, we assume that if
⋃

j∈J red(Xi ∩ Yj) = ∅, for some i ∈ I , then �siφi
does not belong to red(Φ). Furthermore, for every j ∈ J , there is a function σj :
Yj \ red(Yj)→ red(Yj) such that for every k ∈ Yj \ red(Yj) it satisfies the following:
σj(k) is the smallest number in red(Yj) such that k is its subcopy with respect to j.

3 Tableau System TK

In this section, we present tableau system TK for the modal logic K. The tableau system
TK belongs to the family of prefixed tableaux. Prefixed tableaux provide additional
machinery to retain information about the worlds during the construction of the proof.
Namely, each prefix occurring at some stage of the proof contains some information
about part of the current proof. Prefixed tableau systems were introduced in [17]. Their
present modular form can be found in [13, 18].

The system TK is defined for formulas prefixed with sets of natural numbers. It is
determined by axiomatic sets of K-clauses prefixed with sets and rules which apply to
finite sets of K-clauses prefixed with sets.

A finite set of prefixed K-formulas is said to be TK-axiomatic whenever it is a super-
set of {X : φ, Y : ¬φ}, for a K-formula φ and for any non-empty sets X,Y ⊂ N such
that X ∩ Y �= ∅. Clearly, every TK-axiomatic set is K-unsatisfiable. Sets of formulas
which are not axiomatic are referred to as non-axiomatic. Clearly, every non-axiomatic
set of prefixed K-literals is K-satisfiable.

The rules of TK-system are of the form (∗) Γ
Γ1 | ... |Γn

, where Γ, Γ1, . . . , Γn, n ≥ 1,
are finite non-empty sets of prefixed K-formulas. A rule of the form (∗) is applicable
to a finite set Y if and only if Y = Γ . If n > 1, then a rule of the form (∗) is an n-fold
branching rule. In a rule, the set above the line is referred to as its premise and the set(s)
below the line is(are) its conclusion(s).

Below we list the rules of the system TK, which are the rules (∨) and (K). In what
follows, if φ is a K-formula andX is empty, then {X : φ} denotes the empty set.

The rule (∨) for disjunctive clauses:

(∨) F ∪ {X : (φ ∨ ψ)} ∪ {Y : φ, Y ′ : ψ}
F ∪DZ1 | . . . |F ∪DZn

, where

– F is a finite (possibly empty) set of prefixed K-formulas.
– X : (φ ∨ ψ) is a prefixed K-disjunctive clause that is minimal with respect to F .
– {Y : φ, Y ′ : ψ} is a (possibly empty) set of prefixed K-formulas.

– n = 2card(X).
– For every 1 ≤ i ≤ n, Zi is the i-th subset of X with respect to the lexicographical order on

the set of all subsets of X with the usual ordering on natural numbers.

– DZi

df
= {Y ∪ Zi : φ} ∪ {Y ′ ∪ (X \ Zi) : ψ}, for every 1 ≤ i ≤ n.

The rule (∨) behaves as the classical rule for disjunction. Indeed, we may treat the set
DZi defined above as the result of maximal decomposition of the set {i : (φ ∨ ψ) |
i ∈ X} ∪ {i : φ | i ∈ Y } ∪ {i : ψ | i ∈ Y ′}. Moreover, observe that any choice of
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a set Zi ⊆ X is uniquely determined. Thus, conclusions of the rule (∨) are uniquely
ordered.

The rule (K):

(K)
L ∪ {Xi : �siφi}i∈I ∪ {Yj : ¬�aj}j∈J⋃

i∈I,j∈J(Gi ∪Hj)
, where

– L is a finite (possibly empty) non-axiomatic set of prefixed K-literals.
– {Xi : �siφi}i∈I is a finite (possibly empty) set of prefixed K-clauses, where si ≥ 1 and

I is an ordered set of indexes such that i < i′ iff (Xi : �siφi) < (Xi′ : �si′φi′), for all
i, i′ ∈ I .

– {Yj : ¬�aj}j∈J is a finite non-empty set of prefixed simple K-clauses, where J is an
ordered set of indexes such that j < j′ iff (Yj : ¬�aj) < (Yj′ : ¬�aj′), for all j, j′ ∈ J .

– We define the set N
df
= {nkj | j ∈ J, k ∈ red(Yj)} as a set of natural numbers such that:

• Its smallest element n is the smallest natural number that does not occur in any prefix
set of the premise of the rule (K),

• For each x ∈ N, if n �= x, then there exists y ∈ N, such that x = y + 1,
• For all nkj , nk′j′ ∈ N, nkj < nk′j′ iff either j < j′ or both j = j′ and k < k′.

– For every i ∈ I such that for all j ∈ J , �si−1φi �= ¬aj , a set Gi has the form:

Gi
df
= {Zi : �si−1φi}, where Zi

df
= {nkj | j ∈ J and k ∈ red(Xi ∩ Yj)} ⊆ N.

– For every j ∈ J such that for all i ∈ I , ¬aj �= �si−1φi, a set Hj has the form:

Hj
df
= {Zj : ¬aj}, where Zj

df
= {nkj | k ∈ red(Yj)} ⊆ N.

– For all i ∈ I, j ∈ J such that �si−1φi = ¬aj :

Gi = Hj = {Zi ∪ Zj : ¬aj}, where Zi and Zj are defined as above.

Note that each prefix set of the conclusion of rule (K) is included in the set N which is
the set of new natural numbers, i.e., numbers that do not occur in any prefix set of the
premise. The order on N guarantees uniqueness of the conclusion of the rule (K).

As usual in tableau systems, given a finite set of prefixed K-formulas, successive
applications of the rules of TK-system result in a tree whose nodes consist of finite sets
of prefixed K-formulas. Let ϕ be a K-formula and let {φ1, . . . , φr} be a set of clauses
equisatisfiable with ¬ϕ as ensured in Proposition 1. A TK-proof tree of ϕ is a tree with
the following properties: (1) The formulas {1} : φ1, {1} : φ2, . . . , {1} : φr are at the
root of the tree; (2) Each node except the root is obtained by an application of a TK-
rule to its predecessor node; (3) A node does not have successors whenever its set of
prefixed formulas is TK-axiomatic or none of the rules applies to it.

A branch of a TK-proof tree is closed if it contains a node with a TK-axiomatic set
of prefixed formulas. A TK-proof tree is closed if and only if all of its branches are
closed. A K-formula ϕ is TK-provable whenever there is a closed TK-proof tree of it,
which is then referred to as its TK-proof. The rules of TK-tableau guarantee that:

Theorem 1. For every finite set Φ = {{1} : φ1, . . . , {1} : φr} of K-clauses there exists
exactly one finite TK-proof tree with Φ at the root.
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Example 1. Consider the following set Φ of prefixed K-clauses:

Φ = {{1} : ¬�p2, {1} : ¬�¬p2, {1} : �(�p1 ∨ p2), {1} : �(¬�p1 ∨ ¬p2)}

To fix the notation, letX1 = X2 = Y1 = Y2 = {1} and let:

– X1 : �(�p1 ∨ p2) denotes the formula {1} : �(�p1 ∨ p2)
– X2 : �(¬�p1 ∨ ¬p2) denotes the formula {1} : �(¬�p1 ∨ ¬p2)
– Y1 : ¬�p2 denotes the formula {1} : ¬�p2
– Y2 : ¬�¬p2 denotes the formula {1} : ¬�¬p2

Observe that red(Yj) = red(Xi ∩ Yj) = {1}, for all i, j ∈ {1, 2}. Thus, after the
application of the rule (K) to Φ we obtain the node with the set

⋃
i,j∈{1,2}Gi ∪ Hj ,

where:

– G1 = {{n11, n12} : (�p1 ∨ p2)} and G2 = {{n11, n12} : (¬�p1 ∨ ¬p2)}
– H1 = {{n11} : ¬p2} andH2 = {{n12} : p2}
– 2 = n11 < n12 = 3.

Thus, the conclusion of Φ is:

Φ1 = {{2} : ¬p2, {3} : p2, {2, 3} : (�p1 ∨ p2), {2, 3} : (¬�p1 ∨ ¬p2)}.

Now, we apply to Φ1 the rule (∨). Note that the minimal disjunctive clause in Φ1 is
{2, 3} : (�p1 ∨ p2). Let D = Φ1 \ {{2, 3} : (�p1 ∨ p2)}. The application of the rule
(∨) to Φ1 results with the following four conclusions:

– D1 = (D \ {3 : p2}) ∪ {{2, 3} : p2} – axiomatic, since it contains {2, 3} : p2 and
{2} : ¬p2

– D2 = (D \ {3 : p2}) ∪ {{2} : �p1, {3} : p2}
– D3 = D ∪ {{3} : �p1, {2} : p2} – axiomatic, since it contains {2} : p2 and
{2} : ¬p2

– D4 = D ∪ {{2, 3} : �p1}

Thus, two of four conclusions of Φ1, namelyD2 and D4, are still not closed. The only
rule that applies toD2 andD4 is the rule (∨). Let S = D2 \ {{2, 3} : (�p1 ∨ p2)} and
S′ = D4 \ {{2, 3} : (�p1 ∨ p2)}. First, we decomposeD4. It has four conclusions of
the following forms:

– S′
1 = (S′ \ {2 : ¬p2}) ∪ {{2, 3} : ¬p2} – axiomatic, since it contains {2, 3} : ¬p2

and {3} : p2
– S′

2 = S′ ∪ {{2} : ¬�p1, {3} : ¬p2} – axiomatic, since it contains {3} : ¬p2 and
{3} : p2

– S′
3 = (S′ \ {2 : ¬p2}) ∪ {{3} : ¬�p1, {2} : ¬p2} – axiomatic, since it contains
{3} : ¬�p1 and {2, 3} : �p1

– S′
4 = S′ ∪ {{2, 3} : ¬�p1} – axiomatic, since it contains {2, 3} : ¬�p1 and
{2, 3} : �p1
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Hence, all the conclusions of D4 are closed. Now, we decompose D2 and we get the
following conclusions:

– S1 = (S \ {2 : ¬p2}) ∪ {{2, 3} : ¬p2} – axiomatic, since it contains {2, 3} : ¬p2
and {3} : p2

– S2 = (S \ {2 : ¬p2}) ∪ {{2} : ¬�p1, {2, 3} : ¬p2} – axiomatic, since it contains
{3} : ¬p2 and {3} : p2

– S3 = (S \ {2 : ¬p2}) ∪ {{3} : ¬�p1, {2} : ¬p2}
– S4 = S ∪ {{2, 3} : ¬�p1} – axiomatic, since it contains {2, 3} : ¬�p1 and
{2} : �p1

Three of four conclusions ofD2 are closed. Still we have one node with a non-axiomatic
set T = {{2} : ¬p2, {3} : p2, {2} : �p1, {3} : ¬�p1}. The only rule that applies to T
is the rule (K). Since {2} ∩ {3} = ∅, we have N = {n1 = 4}. Thus, the conclusion of
T is the set {{4} : ¬p1}, which is not axiomatic and to which none of the rules applies.
Finally, we may conclude that the tree for Φ is not closed.

In order to obtain the soundness and completeness of our system, we show that the rules
of TK-tableau preserve satisfiability of sets of their premises. Formally, a rule is said to
be TK-correct whenever K-satisfiability of its premise implies K-satisfiability of some
of its conclusions.

Proposition 4
1. The TK-axiomatic sets of prefixed K-formulas are K-unsatisfiable.
2. The TK-rules are TK-correct.

TK-rules have a stronger property. In fact, they are K-invertible, that is they preserve
and reflect K-unsatisfiability of their premises and conclusions. For space reasons, we
omit the proof. As a consequence, we have the following result.

Theorem 2. The system TK is a sound and complete deterministic decision procedure
for the logic K.

4 Conclusions and Future Work

We have presented a sound and complete tableau decision procedures TK for modal
logic K. The system TK is deterministic. It does not use any external technique such
as backtracking, backjumping, etc., and what is more important, it is defined in the
original methodology of tableau systems with one kind of branching representing a
decomposition of disjunctions.

We are already working on the implementation of TK (see [19]) and its comparison
with similar provers (e.g., [20–22]), together with a study about how the prover scales
as the problem size increases. The other natural problem for future work is whether
TK-system could be extended to decision procedures of other normal modal logics and
its applications to Description Logics.
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14. Goré, R., Nguyen, L.A.: Clausal tableaux for multimodal logics of belief. Fundamenta Infor-
maticae 94(1), 21–40 (2009)

15. Mints, G.: Gentzen-type systems and resolution rules part i propositional logic. In: Martin-
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Abstract. We are proposing a new, heterogeneous approach to per-
forming malicious code detection in intrusion detection systems using
an innovative hybrid implementation of the Aho-Corasick automaton,
commonly used in pattern-matching applications. We are introducing
and defining the Aho-Corasick polymorphic automaton, a new type of
automaton which can change its nodes and transitions in real-time on
adequate hardware, using an approach we designed for heterogeneous
hardware and which easily scales to hybrid heterogeneous systems with
multiple CPUs and GPUs. Using as a test-bed a set of the latest virus sig-
natures from the ClamAV database, we analyze the performance impact
of several different types of heuristics on the new type of automata and
discuss its feasibility and potential applications in real-time intelligent
malicious code detection.

Keywords: aho-corasick, intelligent malicious code detection, heteroge-
neous hardware, parallel algorithm.

1 Introduction

Intelligent malicious code detection nowadays is primarily focused on two im-
portant aspects in modern intrusion detection systems (IDS): static approaches
(usually equivalent to matching virus signatures in the static analysis process,
or to finding malicious data packets sent through the network based on different
aspects) and dynamic approaches (usually referring to intelligently deducting
whether a running program is behaving maliciously, or whether incoming data
packets through a network may cause potential damage to the software or to the
hardware of the system involved).

While multiple pattern-matching algorithms have existed for a long time now,
and various types of algorithms are used for different types of applications, the
Aho-Corasick algorithm [1] is still preferred due to its simplicity and speed in var-
ious fields of research: intrusion detection systems (including regular expression
matching), bioinformatics (DNA matching), language processing (approximate
string matching), etc.
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We are proposing a new approach to implementing custom heuristics for
malicious code detection on top of the Aho-Corasick automaton, by efficiently
constructing, storing and parallelizing it on heterogeneous hardware and by em-
ploying different types of heuristics to the pattern-matching stage throughout
the process. We discuss related work in section 2 of this paper, describing the
architecture and methodology involved in applying it to the problem of mali-
cious code detection in section 3. Finally, we present experimental results of our
architecture and implementation process in section 4.

2 Related Work

The problem of pattern-matching is widely spread in most IDS systems nowa-
days, both in the static, signature-based approaches (for antivirus engines in
[2] and [3], as well as network IDS in [4] and [5]) as well as in heuristic-based
approaches to supervised and unsupervised learning stages for dynamic analysis
(using system-call analysis in [6], supervised-learning approaches in the cloud in
[7], pattern recognition approaches in [8], along with decision trees and stochastic
models in [9]). It is also worth mentioning that the approach is widely spread in
literature for solving several other related problems, such as approximate string
searching [10] or data recovery in digital forensics [11].

One important limitation of all approaches we know of to date using the
Aho-Corasick automaton in pattern-matching applications is the inability to
rapidly rebuild the automaton, a necessity for adaptive heuristics (heuristics
which change or alter the nodes/transitions of the automaton during processing,
e.g. when performing an update to an antivirus engine which requires some
signatures - considered to be false positives - to be removed, or others to be
added; when removing certain keywords from the automaton during dynamic
analysis because of user confirmation that they are false positives; when inserting
new keywords in the automaton as a result of the analysis of the behavior of a
program known to be malicious, etc.). So far, this has been a significant challenge,
especially in real-time systems where such automata need to be rebuilt as fast
as possible to continue the processing.

Our main paper’s contributions are: a) implementing a parallel version of the
Aho-Corasick automaton for pattern matching which accepts custom heuristics
on different layers of the processing stages involved (both when constructing and
parsing the automaton); b) proposing a new software architecture for heteroge-
neous systems for implementing custom heuristics aimed at detecting malicious
code, based on our own parallel implementation of the Aho-Corasick automa-
ton, along with an an efficient storage model for it in both CPU (central pro-
cessing unit) and GPU (graphics processing unit) memory; c) implementing a
real-time approach to rebuilding the automaton when using adaptive heuristics;
d) proposing efficient methods (performance-wise) of running different heuris-
tics on hybrid, heterogeneous hardware systems, on top of the pattern-matching
process implemented in the previous steps.
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2.1 The Aho-Corasick Algorithm

The Aho-Corasick algorithm is based on the trie tree concept and represents an
automaton which adds, in addition to the usual transitions present in the trie
tree, an additional failure transition which gets called whenever a mismatch on a
node occurs. This ensures that mismatches are spread throughout the automaton
properly, minimizing the parsing of the automaton as much as possible and
therefore increasing processing speed. The failure transition is computed as being
the longest suffix of the word at the current node, which also exists in the
automaton; if there is no suffix with such a property, the failure transition simply
points to the root of the automaton (Figure 1). It is easy to observe that failures
for all level 0 and 1 nodes are always pointing back to the root.

Fig. 1. An Aho-Corasick automaton for the input set {abc, abd, ac, ad, bca, bce, cb,
cd}. Dashes transitions are failure pointers. [12]

We define a polymorphic automaton as being an Aho-Corasick automaton
which can be created/reconstructed/adapted in real-time, either as a result of
an insertion/removal of one or more patterns, or as a result of a modification of
these. Adaptive heuristics are the ones usually altering the automaton to ensure
that the supervised/unsupervised learning processes are properly carried out.

2.2 The CUDA Architecture

The CUDA (Compute Unified Device Architecture) was introduced by NVIDIA
back in 2007 as a parallel computing platform, as well as a programming frame-
work, which allows executing custom-built code easily on the GPU. GPUs are
comprised usually of one or more stream processors, which are operating on
SIMD (Single Instruction Multiple Data) programs. Programs issued by the
host computer to the GPU are called kernels and are executed on the device
as one or more threads, organized in one or more blocks. Each multiprocessor
executes one or more thread blocks, those active containing the same number of
threads and being scheduled internally.
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2.3 Automaton Compression

Automaton compression is a common approach to reducing the storage space
required for storing the automaton. While some techniques used in the process,
such as path compression, significantly increase the processing time and also
decrease performance when executed on GPUs by increasing memory divergence,
others, such as limiting the automaton in depth, introduce false positives (which
may be still desired in the case of approximate string searching) or increase the
processing required to accurately find a match (for exact string matching).

A very efficient automaton compression technique through serialization was
proposed in [13] and was designed for heterogeneous systems. It uses a stack of
nodes (Figure 3a) in order to construct a compact storage model which could be
easily transferred between the host (CPU) and the device (GPU) at maximum
bandwidth. In this approach, all child nodes of a parent node are stored in
consecutive offsets in the stack, with the stack being transferred between the
host and the device in a single burst. We are using the same approach in this
paper, where pointers to other nodes in the automaton are therefore replaced by
a simple offset in the stack, with each node storing a bitmapped field specifying
the total number of transitions possible for that node (computing popcount for
each bit returns the position in the offset stack), and a failure offset which points
to the node we are jumping to in case of a mismatch. The automaton can be
compressed this way using either a pre-order or post-order parsing of the Aho-
Corasick tree.

Fig. 2. The proposed architecture
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3 Implementation

Heterogeneous hardware systems use one or more CPUs and GPUs to work and
perform multiple tasks concurrently, as much as possible. A CPU-GPU combi-
nation is mostly preferred nowadays, since it is found in most computers and
furthermore, GPU-executed code can be ran in parallel with the CPU code.
Additionally, on systems with interchangeable graphics (e.g. with both an inte-
grated and a dedicated graphics solution), such approaches are practically ideal
for huge computational tasks. There are however specific constraints here, such
as those related to GPU processing, or to the scalability of the work performed
on multiple CPU cores. In essence, we are discussing as follows two types of
heterogeneity for the malicious code detection problem: the first on a software
level (for implementing both the static and dynamic analysis processes discussed
earlier), and the second on a hardware level (for efficiently transferring informa-
tion between the CPU and the GPU, ensuring optimal load balancing between
the same two elements, and efficiently implementing our architecture to solve
the problem at hand). We will discuss both aspects as follows.

3.1 Proposed Architecture

Our proposed architecture is based on the simple observation that the primary
bottleneck when constructing the Aho-Corasick automaton for performing the
pattern-matching process lies in the computation of the failure function. The
more nodes the automaton has, the longer it takes to compute the failure func-
tion for all of them, especially when the automaton is comprised of tens or
hundreds of millions of nodes. As they stand, such approaches are not feasible
for implementation in real-time systems simply because of their long response
time when having to reconfigure the automaton, either by removing, adding or
modifying nodes and/or arcs.

Our proposed architecture is the first we know of to explore the full parallel
potential of GPU architectures for implementing polymorphic automata. The
overall layout of the architecture is present in Figure 2. The CPU is used to
construct the trie tree for the automaton, after which a parsing of the automaton
creates the stack of nodes and copies them to the GPU memory in one single
burst (using the full bandwidth of the PCI-Express architecture). We define a
unique suffix in the automaton as being the longest suffix of a pattern for which
the corresponding nodes in the automaton have at most one direct child node.
Any patterns being added or removed from the automaton at this stage may
result in the stack of sequential nodes being modified, as follows: in case of an
addition, a new unique suffix will be added to the automaton, which requires a
relocation of the nodes in the automaton (inserting at least one node somewhere
inside the stack, and relocating the following nodes to the right of this one and
rebuilding the offsets of the nodes; to avoid the offset computation stage, we
add an additional 2 empty nodes for all lists of direct children of nodes having
a depth of at most 10 in the automaton); deletion requires a unique suffix to be
deleted, which does not necessarily require a relocation (similar to a file-system,



444 C. Pungila and V. Negru

Fig. 3. a) The stack-based representation of very large Aho-Corasick automata as
presented in [12]. b) An example of the stack of nodes, the 16-bit hashing technique
and the Aho-Corasick trie.

we can leave the removed node areas unoccupied, until a new pattern, which fits
in those spots, is added).

We have implemented two different approaches to the failure re-computation
stage of the Aho-Corasick automaton: the first, which we call the “no-hash”
technique, is taking advantage of the linear disposal of nodes in the stack in
GPU memory, and assigns a thread in the GPU to each node. This way, a
thread runs a kernel which handles, for a particular node, the re-computation of
the failure offset. This has the advantage that it does not require any additional
memory, at the expense of processing all nodes in the automaton. The second
approach (which we call ”16-bit hashing”, see Figure 3b) uses a 2×log2N -bit
hash, where N is the size of the alphabet (e.g. N = 256 for our experiments using
the ASCII charset) and the key represents a two-character suffix in the pattern,
pointing to the list of nodes of depth 2 or more, which have this suffix (we call
this a ”look-ahead” hash). Since the failure offset re-computation stage involves
finding the longest suffix of a word which also exists in the tree, whenever we
add/remove a pattern we actually insert or delete a unique suffix, and since the
only nodes affected are those who end in the suffixes of the affected nodes, all
we have to do is recompute these nodes’ failure offsets, leaving the others alone).
This significantly reduces the computation stage since it reduces the amount of
nodes required to have the offset recomputed, but additionally requires memory
for our hash and also depends on the pattern configuration. For example, if
removing the unique suffix cd from the pattern abcd, all nodes in the stacks
corresponding to the hash values of bc, cd will be affected and will need to have
the failure offset recomputed. Larger hashes may of course be used to reduce the
processing time even further, at the higher expense of more memory required in
the GPU.
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3.2 Experimental Testbed

We have performed our testing using a mobile quad-core Ivy-Bridge i7 3610QM
CPU (built in the 22nm process), clocked at 2.3 GHz, and an average GPU card
based on the new Kepler architecture that NVIDIA released not long ago, the
GT650M, backed up by 2 GB of RAM GDDR5. The GDDR5-based GT650M is
built in the 28nm process and has a peak memory bandwidth of 64 GB/s, with
a peak of 564.5 GLFOPS, while the i7 CPU has a peak memory bandwidth of
25.6 GB/s and 77.74 GFLOPS. These numbers, as also pointed out by Lee at al
[14], reflect the actual performance of the GPU vs. that of the CPU in real-world
situations. Our GPU implementation used a number of 128 threads per block
and always assigned a single thread to each node whose failure offset needed to
be computed.

We used different sets of virus signatures (of 104, 2× 104, 5× 104, 9× 104 and
11×104 patterns, average signature length was 250 bytes in each) from the latest
up-to-date ClamAV [15] database in order to create a very large automaton (the
actual number of patterns and the resulting number of nodes in the automaton
are shown in Figure 4a). We then began to evaluate the no-hash implementation
on both the CPU (single-core) and the GPU, after which we moved to the 16-
bit hash implementation applied for adding and removing 1, 5 and 10 patterns,
consecutively. Each experiment was reproduced three times and the average
times were computed, to ensure a better evaluation of the outcome. For real-
time activity, we are mostly interested in the performance applied to a single
pattern (for instance, it is common to remove a false positive from a list of
patterns, or to add a new pattern when a new potential threat is found), but we
also evaluated the same approach for 5 and then 10 patterns.

In order to efficiently assess the performance of our proposed architecture, we
have used several different types of heuristics applied to the patterns in order
to evaluate the reconstruction time needed for the automaton. Our experiments
included both additions to the automaton, as well as removals. The heuristics
were chosen in order to select the best candidate(s) for removal, while additions

Fig. 4. a) Number of nodes resulting from the different set of patterns used in the
automaton during testing. b) The no-hash running times of the algorithm on both the
CPU and the GPU.
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were performed through direct insertion in the automaton. Since the heuristics
depend on the type of application and are therefore not the subject of the paper
(e.g. for system-call analysis as pointed out in [6], required to assess the threat
potential of an application in real-time, a heuristic may be used to compare
different sequences of system-calls and remove those considered to be false posi-
tives, or to add new threats to the database if a sequence call is very similar with
another existing one which is known to be malicious), for removals, we picked a
random signature from the database, we introduced additional noise to a random
percentage of up to 50%, and then compared the similarity of this new obtained
signature to the others existing, using the Hamming[16], Needleman-Wunsch[17]
and Bray-Curtis[18] distances. Finally, we picked the best candidate(s) from the
resulting set, meaning the best candidates with the closest resemblance to the
modified signature and removed them. For additions, we followed the same ap-
proach of randomly generating up to 10 signatures, adding them after the process
to the automaton.

Fig. 5. Speed-ups achieved for the 16-bit hash implementation on the GPU, relative
to the no-hash single-core CPU implementation

3.3 Results

The first results are related to no-hash the GPU vs. CPU implementation and
are listed in Figure 4b. The speed-ups observed here are consistent with the
bandwidth capabilities of the hardware involved, and ranges from a 8.1x for
10,000 patterns, to a peak of 9.5x for 90,000 patterns.
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After implementing the 16-bit hash support in the architecture, we were able
to dramatically reduce the processing times to just a few milliseconds, obtaining,
for a single-pattern operation for instance, a speed-up of the GPU 16-bit hash
implementation of over 700 times (Figure 5) vs. the CPU no-hash variant (for
50,000 patterns). The average running times obtained on the GPU were 15,
16, 31, 73 and 94 milliseconds for the five sets of patterns used, making the
approach highly feasible for real-time implementations. As expected, the 16-
bit hash significantly reduced the number of nodes per stack which need to be
processed and for which the failure computation needs to take place, by a factor
varying from 25x to 88x. It is however important to note that the actual numbers
depend on several decisive factors, as pointed out earlier: the length of the unique
suffixes of the patterns being added/removed and the density of the characters
in the alphabet from these unique suffixes, as computed by the 16-bit hash.

4 Conclusion

We have proposed an innovative and highly-efficient architecture for implement-
ing real-time polymorphic Aho-Corasick pattern-matching automata on hybrid
hardware, which makes full use of the massive parallelism offered by GPUs nowa-
days, in order to significantly reduce the processing time required to reconstruct
the automaton when adding or removing patterns, as a result of applying one
or more heuristics. Our experimental results have shown that the speed-ups
achieved using the 16-bit hashing technique we proposed are reducing processing
time dramatically (by a few hundred times on average) even on moderate GPU
hardware, making our implementation highly feasible for real-time processing ap-
plications on heterogeneous hardware. Future research we are undertaking looks
into even better hashing techniques, potentially using textured memory which
is cached and much faster, and efficient ways to parallelize different heuristics in
GPU implementations which reduce memory divergence as much as possible.
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Abstract. Twitter has become one of the most used social networks.
And, as happens with every popular media, it is prone to misuse. In
this context, spam in Twitter has emerged in the last years, becoming
an important problem for the users. In the last years, several approaches
have appeared that are able to determine whether an user is a spammer or
not. However, these blacklisting systems cannot filter every spam message
and a spammer may create another account and restart sending spam. In
this paper, we propose a content-based approach to filter spam tweets.
We have used the text in the tweet and machine learning and compression
algorithms to filter those undesired tweets.

Keywords: spam filtering, Twitter, social networks, machine learning,
text classification.

1 Introduction

Similarly as happened with e-mail, online social networks have emerged and be-
come a powerful communication media, where users can share links, discuss and
connect with each other. In particular, Twitter is one of the most used social net-
works, a very popular social system that serves also as a powerful communication
channel, a popular news source; and as happens with every powerful channel, it
is prone to misuse and, therefore, a spam marketplace has been created.

This new type of spam has several particularities (such as the limitation of 140
characters) and, despite the Twitter’s effort to combat these spam operations,
there is still no a proper solution to this problem [1]. And it is known that
spam is not only very annoying to every-day users, but also constitutes a major
computer security problem that costs billions of dollars in productivity losses [2].
It can also be used as a medium for phishing (i.e., attacks that seek to acquire
sensitive information from end-users) [3] and the spread of malicious software
(e.g., computer viruses, Trojan horses, spyware and Internet worms) [2].

Regarding Twitter spam filtering, there has been an increment in the research
activity in the last years. In particular, several methods have appeared to detect
spammer accounts in Twitter. Benevenuto et al. [4] developed a system to detect
spammers in Twitter by using the properties of the text of the users’ tweets and
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user behavioural attributes, being able to detect about a 70% of the spammer
accounts. Grier et al. [5] proposed a schema based on URL blacklisting. Wang
[6] proposed a new approach that employed features from the social graph from
Twitter users to detect and filter spam. Gao et al. [7] presented a generic On-
line Social Network spam filtering system that they tested using Facebook and
Twitter data. Their approach used several features using clustering to detect
spam campaigns. Similarly, Ahmed and Abulaish [8] presented a new approach
to identify spammer accounts using classic statistical methods.

Although these approaches are able to deal with the problem, a new spammer
account may emerge to substitute the filtered accounts. Hence, these blacklist-
ing systems, similarly as happens with e-mails, should be complemented with
content-based approaches commonly used in e-mail spam filtering. In this con-
text, a recent work by Martinez-Romo and Araujo proposed a method for de-
tecting spam tweets in real time using different language models and measuring
the divergences [9].

Against this background, we present here a study of how classic e-mail content-
based techniques can filter spam in Twitter. To this end, we have comprised a
dataset (publicly available) of spam and ham (not spam) tweets. Using these
data, we have tested several content-based spam filtering methods. In particular,
we have tested statistical methods based on the bag of word models, and also
compression-based text classification algorithms.

In summary, we advance the state of the art through the following contri-
butions: (i) a new and public dataset of Twitter spam, to serve as evaluation
of Twitter spam filtering systems; (ii) we adapt content-based spam filtering to
Twitter; (iii) we present a new compression-based text filtering library for the
well-known machine-learning tool WEKA; and (iv) we show that the proposed
method achieves high filtering rates, even on completely new, previously un-
seen spam, discussing the weakness of the proposed model and explain possible
enhancements.

The remainder of this paper is organised as follows. Section 2 explains the
methods used in this study. Section 3 details the process to build the dataset,
the experiments performed and presents the results. Section 4 discusses the main
shortcomings of the proposed method and proposes possible improvements, out-
lining avenues for future work.

2 Content-Based Spam Filtering Methods

In order to find a solution to the problem of spam, the research community has un-
dertaken a huge amount of work. Becausemachine learning approaches have suc-
ceeded in text categorisation problems [10], these techniques have been adopted in
spam filtering systems. Consequently, substantial work has been dedicated to the
Näıve Bayes classifier [11], with studies in anti-spam filtering confirming its effec-
tiveness [12–14]. Another broadly embraced machine-learning-based technique is
Support Vector Machines (SVM) [15]. The advantage of SVM is that its accuracy
does not degrade even with many features [16]. Therefore, such approaches have
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been applied to spam filtering [17, 18]. Likewise, Decision Trees that classify by
means of automatically learned rule-sets [19], have also been used for spam filter-
ing [20]. All of these machine-learning-based spam filtering approaches are termed
statistical approaches [21].

Machine learning approaches model e-mail messages using the Vector Space
Model (VSM) [22], an algebraic approach for Information Filtering (IF), In-
formation Retrieval (IR), indexing and ranking. This model represents natural
language documents in a mathematical manner through vectors in a multidi-
mensional space.

However, this method has its shortcomings. For instance, in spam filtering,
Good Words Attack is a method that modifies the term statistics by appending
a set of words that are characteristic of legitimate e-mails. In a similar vein,
tokenisation attacks work against the feature selection of the message by splitting
or modifying key message features rendering the term-representation no longer
feasible [23]. Compression-based text classification methods have been applied
for spam filtering [2], with good results solving this issue.

In the remainder of this section, we detail the methods we have employed.

2.1 Machine-Learning Classification

Machine-learning is an active research area within Artificial Intelligence (AI)
that focuses on the design and development of new algorithms that allow com-
puters to reason and decide based on data (i.e. computer learning). We use
supervised machine-learning; however, in the future, we would also like to test
unsupervised methods for spam filtering. In the remainder of this section, we
review several supervised machine-learning approaches that have succeeded in
similar domains.

– Bayesian Networks: Bayesian Networks [24] are based on Bayes’ Theo-
rem [25]. They are defined as graphical probabilistic models for multivariate
analysis. Specifically, they are directed acyclic graphs that have an associated
probability distribution function [26]. Nodes within the directed graph rep-
resent problem variables (they can be either a premise or a conclusion) and
the edges represent conditional dependencies between such variables. More-
over, the probability function illustrates the strength of these relationships
in the graph [26].

– Decision Trees: These models are a type of machine-learning classifiers that
are graphically represented as trees. Internal nodes represent conditions re-
garding the variables of a problem, whereas final nodes or leaves represent
the ultimate decision of the algorithm [19]. Different training methods are
typically used for learning the graph structure of these models from a la-
belled dataset. We used Random Forest, an ensemble (i.e., combination of
weak classifiers) of different randomly-built decision trees [27], and J48, the
WEKA [28] implementation of the C4.5 algorithm [29].

– K-Nearest Neighbour: The K-Nearest Neighbour (KNN) [30] classifier
is one of the simplest supervised machine learning models. This method
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classifies an unknown specimen based on the class of the instances closest
to it in the training space by measuring the distance between the training
instances and the unknown instance. Even though several methods to choose
the class of the unknown sample exist, the most common technique is to
simply classify the unknown instance as the most common class amongst
the K-nearest neighbours.

– Support Vector Machines (SVM): SVM algorithm divide the data space
into two regions using a hyperplane. This hyperplane always maximises the
margin between those two regions or classes. The margin is defined by the
farthest distance between the examples of the two classes and computed
based on the distance between the closest instances of both classes, which
are called supporting vectors [15]. Instead of using linear hyperplanes, it is
common to use the so-called kernel functions. These kernel functions lead
to non-linear classification surfaces, such as polynomial, radial or sigmoid
surfaces [31].

2.2 Compression-Based Text Classifier

In this section, we describe how we have performed the text classification using
the compression models. In particular, given a set of training documents D, we
can generate a compression model M using these documents.

The training documents are previously labelled in n different classes, dividing
our training documentsD in n different document setsD = (D1,D2, ...,Dn−1,Dn)
depending on their labelled class (in our task 2: spam or ham, that is Dspam and
Dham)). In this way, we generate n different compression models M, one for
each class:M = (M1,M2, ...,Mn−1,Mn).

When a training document di,j , where i denotes the class and j denotes the
document number, is analysed, we add it to the compression model of its class
Mi, training and updating the compression model. In this way, if we proceed
with the training of every document in D, each model will be trained with
documents of that class, therefore being adapted and prepared to compress only
documents of that particular class.

In particular, for the compression models used, each model is given a training
sequence in order to learn the model M that provides each future outcome a
probability value for each future symbol. The prediction performance is usually
measured by the average log-loss [32] �(M̂, xT1 ) that given a test sequence dT1 =
(d1, d2, ..., dn−1, dn):

�(M̂, xT1 ) =
1

T
logM̂(di|d1, d2, ..., di−1) (1)

A small average log-loss over a test sequence means that the sequence is going
to be well compressed. In this way, the mean of the log-loss of each model M
achieves the best possible entropy:

LogEval(d,M) =
1

T

T∑
i=1

logM(di|di−1
1 ) (2)
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In this case, it is also possible to adapt the model with the symbols di of the
test sequence, generating another way of measuring considering the sample of
the type of data generated by the model:

LogEval(d,M) =
1

T

T∑
i=1

logM′(di|di−1
1 )) (3)

where M ′ is the model adapted with the di−1 symbol.
In both cases, the class of tested document is selected as the minimal value of

each compression model tested. When a testing document d arrives, our system
can also evaluate the probability of a document belonging to a class using each
compression modelMi and then we generate a probability with values between
0 and 1, using the next formula:

P (d ∈Mi) =

1
LogEval(d,Mi)∑n

j=1
1

LogEval(d,Mi)

(4)

Similarly, we may use the minimum value of LogEval:

Mi(d) = argmin
Mi∈M

LogEval(d,Mi) (5)

Using the implementation of Prediction by Partial Matching (PPM) [33],
Lempel-Ziv 78 (LZ78) [34], an improved LZ78 algorithm (LZ-MS) [35], Binary
Context Tree Weighting Method (BI-CTW) [36], Decomposed Context Tree
Weighting (DE-CTW) [37], Probabilistic Suffix Trees (PST) [38], presented in
[32]1 and adapting the original version of DMC [39]2, we have adapted these mod-
els and provided aWEKA[28] 3.7 package3 named CompressionTextClassifier
used in this paper.

We briefly describe the 2 compression models used for Twitter spam filtering.
We used DMC and PPM because they have been the most used ones in e-mail
spam filtering:

– Dynamic Markov Chain (DMC): DMC [39] models information with a
finite state machine. Associations are built between every possible symbol
in the source alphabet and the probability distribution over those symbols.
This probability distribution is used to predict the next binary digit. The
DMC method starts in an already defined state, changing the state when
new bits are read from the entry. The frequency of the transitions to either
0 or 1 are summed when a new symbol arrives. The structure can also be
updated using a state cloning method. DMC has been previously used in
e-mail spam filtering tasks [2] and in SMS spam filtering [40, 41] obtaining
high filtering rates.

1 Available at: http://www.cs.technion.ac.il/~ronbeg/vmm/code_index.html
2 Available at: http://www.jjj.de/crs4/dmc.c
3 Available at: http://paginaspersonales.deusto.es/isantos/Resources/
CompressionTextClassifier-0.4.3.zip

http://www.cs.technion.ac.il/~ronbeg/vmm/code_index.html
http://www.jjj.de/crs4/dmc.c
http://paginaspersonales.deusto.es/isantos/Resources/CompressionTextClassifier-0.4.3.zip
http://paginaspersonales.deusto.es/isantos/Resources/CompressionTextClassifier-0.4.3.zip
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– Prediction by Partial Match (PPM): Prediction by partial matching
(PPM) algorithm [33] is one of the best lossless compression algorithms.
The implementation is based on a prefix tree [32]. In this way, using the
training character string, the algorithm constructs the tree. In a similar vein
as the LZ78 prefix tree, each node within the tree represents a symbol and
has a counter of occurrences. The tree starts with a root symbol node for
an empty sequence. It parses each symbol of the training sequence and the
parsed symbol and its context, allowing the model to define a potential path
in the tree. Once the tree is generated, the resultant data structure can be
used to predict each symbol and context, transversing the tree according to
the longest suffix of the testing sequence.

3 Evaluation

To evaluate the proposed method, we constructed a dataset comprising 31,457
tweets retrieved from a total of 223 user accounts, from which 143 were spam
accounts verified in the TweetSpike site4 while 80 were randomly selected among
legitimate users. Besides, the accounts were manually checked to determine if
they were correctly classified. Regarding the tweets, after removing all the dupli-
cated instances, the final dataset used for evaluation of the proposed algorithms
had 25,846, from which 11,617 correspond to spam tweets and 14,229 to legiti-
mate tweets5.

– Cross Validation: In order to evaluate the performance of machine-learning
classifiers, k-fold cross validation is commonly used in machine-learning ex-
periments.
For each classifier tested, we performed a k-fold cross validation with k =

10. In this way, our dataset was split 10 times into 10 different sets of learning
sets (90% of the total dataset) and testing sets (10% of the total data).

– Learning the Model: For each fold, we performed the learning phase for
each of the algorithms presented in Section 2.1 with each training dataset,
applying different parameters or learning algorithms depending on the con-
crete classifier. If not specified, the default ones in WEKA were used.
To evaluate each classifier’s capability we measured accuracy, which is the
total number of the classifier’s hits divided by the number of messages in
the whole dataset (shown in equation 6).

Accuracy(%) =
TP + TN

TP + FP + FN + TN
· 100 (6)

where TP is the amount of correctly classified spam (i.e., true positives), FN
is the amount of spam misclassified as legitimate mails (i.e., false negatives),

4 Available at: http://www.tweetspike.org
5 Available online at: http://paginaspersonales.deusto.es/isantos/resources/
twitterspamdataset.csv

http://www.tweetspike.org
http://paginaspersonales.deusto.es/isantos/resources/twitterspamdataset.csv
http://paginaspersonales.deusto.es/isantos/resources/twitterspamdataset.csv
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FP is the amount of legitimate mail incorrectly detected as spam, and TN
is the number of legitimate mail correctly classified.

Furthermore, we measured the precision of the spam identification as the
number of correctly classified spam e-mails divided by the number of cor-
rectly classified spam e-mails and the number of legitimate e-mails misclas-
sified as spam:

SP =
Ns→s

Ns→s +Nl→s
(7)

where Ns→s is the number of correctly classified spam messages and Nl→s

is the number of legitimate e-mails misclassified as spam.

Additionally, we measured the recall of the spam e-mail messages, which is
the number of correctly classified spam e-mails divided by the number of cor-
rectly classified spam e-mails and the number of spam e-mails misclassified
as legitimate:

SR =
Ns→s

Ns→s +Ns→l
(8)

We also computed the F-measure, which is the harmonic mean of both the
precision and recall, as follows:

F -measure =
2Ns→s

2Ns→s +Ns→l +Nl→s
(9)

Finally, we measured the Area Under the ROC Curve (AUC), which estab-
lishes the relation between false negatives and false positives. The ROC curve
is represented by plotting the rate of true positives (TPR) against the rate
of false positives (FPR).

Table 1 shows the results obtained with both the common machine-learning
algorithms and the compression models proposed. On the one hand, we can
appreciate how one of the most used classifiers in e-mail spam filtering, Naive
Bayes, performs poorly when compared to the rest of the models, obtaining a
0.76 of AUC. In a similar vein, PPM with adaptation obtains a 0.86 of AUC
against the 0.92-0.99 of the rest of the classifiers. Later SVM, with different
kernels, and KNN algorithms, obtain a lowest value of AUC of 0.92 for SVM
with Radial Basis Function and a highest value of AUC of 0.97 for KNN with a
k of 3. The decision tree C4.5 also obtains a 0.97 of AUC but improving every
other measure when compared to the previous algorithms. On the next scale,
there are algorithms with 0.98-0.99 of AUC. Amongst them, Random Forest are
the ones with the best behaviour, obtaining not only a 0.99 of AUC but also
significant results in the other measures. The only algorithms with the same
performance are DMC and PPM, both without adaptation, that also obtain a
0.99 of AUC. Finally, with 0.98 of AUC we can find the rest of the Bayes-based
algorithms and DMC with adaptation.
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Table 1. Results of the evaluation of common machine learning classifiers and the
compression models

Classifier Acc. SP SR F −Measure AUC

Random Forest N=50 96.42 0.98 0.94 0.96 0.99
Random Forest N=30 96.41 0.98 0.94 0.96 0.99
DMC without Adaptation 95.99 0.96 0.95 0.96 0.99
Random Forest N=10 95.96 0.97 0.94 0.95 0.99
PPM without Adaptation 94.80 0.97 0.91 0.94 0.99
Naive Bayes Multinomial Word Frequency 94.94 0.95 0.93 0.94 0.98
Naive Bayes Multinomial Boolean 94.75 0.95 0.93 0.94 0.98
Bayes K2 94.12 0.99 0.88 0.93 0.98
DMC with Adaptation 93.11 0.94 0.90 0.92 0.98
C4.5 95.79 0.98 0.92 0.95 0.97
KNN K=3 93.71 0.97 0.89 0.93 0.97
KNN K=5 92.61 0.97 0.86 0.91 0.97
SVM PVK 95.81 0.97 0.93 0.95 0.96
KNN K=1 94.22 0.95 0.92 0.93 0.96
SVM Lineal 94.38 0.92 0.96 0.94 0.95
SVM RBF 93.20 0.99 0.85 0.92 0.92
PPM with Adaptation 76.50 0.78 0.69 0.72 0.86
Naive Bayes 72.72 0.64 0.89 0.75 0.76

4 Conclusions

In this paper, we presented a study of how classic e-mail content-based techniques
can filter Twitter spam, adapting the algorithms to Twitter’s peculiarities, but,
while analysing the text of the messages has proven as a great approach to
identifying the type of the communications. In particular: (i) we have compiled a
new and public dataset of spam in Twitter, (ii) we evaluated the classic content-
based spam filtering techniques to this type of spam, and (iii) as a technical
contribution, we have presented a new and free software compression-based text
filtering library for the well-known machine-learning tool WEKA.

Future versions of this spam filtering system will move in two main directions.
First, we will enhance this approach using social network features. Second, we
plan to enhance the semantic capabilities, as already studied in e-mail spam
filtering [42, 43], by studying the linguistic relationships in tweets.
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Abstract. In this paper we propose a content-based image authentica-
tion mechanism using SOM trajectories and local features extracted from
the image. The features computed are used as input to the SOM which
computes a number of prototypes. Then, the prototypes corresponding
to each image block define a trajectory in the SOM space which is used
to define the hash. Moreover, modifications in the texture of intensity
distribution can be identified as they impose changes in hash.

1 Introduction

Digital communications allow the distribution and interchange of digital images.
Currently, there is an increasing utilization of digital images obtained (legally
or illegally) from repositories or by searching in Internet. Since many of those
images are subject to copyright licenses it is very important to provide authen-
tication tools in order to verify the integrity and the authorship of the images.

The traditional cryptographic techniques used to provide authentication are
mainly based on conventional hash functions, such as MD5 or SHA-1, in which
the modification of one bit in the input message leads to a different output. In
this way, the modification of only one pixel of the image produces a completely
different hash value, and consequently, the original image and the 1-pixel mod-
ified version will be considered distinct although perceptually identical. In this
paper, we propose an image authentication mechanism that allows the owner to
recognize the authorship of an image when it is applied to a modified or altered
version of the original. The algorithm follows the general scheme of content-
based authentication mechanisms [1], which contains an image feature extraction
phase and a secret key-dependent hash computation. Considering H an image
hash function, the value h = HK(I) is the hash value of the image I computed
by means of H using the secret key K.

The image authentication algorithm proposed in this paper produces similar
or identical hash values for perceptually similar images, but different hash values
for perceptually dissimilar images, as it is shown in Section 7. Moreover, only
the holder of the secret key K employed to produce the hash value h will be able
to verify the ownership of the images. Sections 2 deals with the pre-computation
phase. Sections 3 gives the details about SOM trajectories computation and
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how they are used for hash calculation. Section 4 presents the security aspects
included in the algorithm proposed. Section 5 describes the experimental results
and section 6 shows the conclusions.

2 Preprocessing and Feature Extraction

In this section, preprocessing and feature extraction stages are described. Fea-
ture space composed as presented here are used in the next section for hash
calculation.

2.1 Preprocessing

Preprocessing stage aims to normalize the images and homogeneize the intensity,
minimizing the probability of abrupt changes in the image histogram. This way,
the image is resized to 150x150 pixels, ensuring the same number of blocks are
extracted regardless of the image resolution. Moreover, a 3x3 gaussian smoothing
filter is applied in order to avoid noise effects, avoiding abrupt changes in the
histogram. The small size of the gaussian kernel (3x3) removes noise while yields
only a slight blurring effect on the image.

2.2 Feature Extraction

In this work we does not use the intensity value as features but local features
extracted from image blocks. Thus, the image is divided into blocks of 25x25
pixels. This block size is enough to capture textural properties locally as well
as moment invariants which provide rotation and scaling invariance. Features
extracted can be grouped into three categories:

Local Gradients. This feature consist in computing the two principal direc-
tions in which the variation of the intensity is maximum. This is computed by
means of the local intensity gradients, calculating the partial derivative of the
image in x and y directions. Let I(x, y) be the intensity of the image at co-
ordinates (x, y). Thus, the direction of maximum variation can be computed
as

∇(I) =

(
∂I(x, y)

∂x
,
∂I(x, y)

∂y

)
(1)

However, as I(x, y) is a discrete function, partial derivatives can be only cal-
culated at some coordinates (x, y). Thus, the equation 1 can be rewritten using
the difference between contiguous pixels:

∂I(x, y)

∂x
=
I(x+ 1, y)− I(x− 1, y)

∂x
(2)

∂I(x, y)

∂y
=
I(x+ 1, y)− I(x− 1, y)

∂y
(3)
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In addition, Equation 1 can be expressed in polar coordinated to compute the
magnitude and direction (angle) of maximum variation. In this work we com-
puted the two principal directions for maximum intensity variation (i.e. maxi-
mum gradient magnitude).

Moment Invariant. The second group of features extracted from the im-
age aims to provide translation, scaling and rotation invariance. It is achieved
through the HU moments [2,3] computed over each image block. Hu invariants
are derived from the central moments [3]. Mathematical details on the moment
calculation can be found in [2].

Histogram Features. Histogram features extracted from each image block aim
to describe the distribution of the gray levels on that block. This is addressed by
computing mean, variance, kurtosis and entropy of the local histogram. These
features are described in equations 4, 5, 6 and 7, respectively.

μ =
1

N

N∑
i=1

li (4)

σ2 =
1

N

N∑
i=1

(li − μ)2 (5)

Kurtosis =

∑N
i=1(li − μ)4
(N − 1)σ4

(6)

Entropy = −
N∑
i=1

lilog(li) (7)

3 Clustering the Feature Space with SOM

Self-Organizing Maps (SOM) [4] is one of the most used artificial neural net-
work models for unsupervised learning and inspired in the animal brain. The
main purpose of SOM is to group the similar data instances close in into a low
dimensional lattice (output map), while the topology is preserved. Thus, data
instances which are far away in the feature space will be apart in the output
space.

This is addressed in SOM during the training phase, by measuring the Eu-
clidean distance between an input vector and the weights associated to the units
on the output map. Thus, the unit Uω(t), closer to the input vector x(t) is re-
ferred as winning unit and the associated weight ωi is updated. Moreover, the
weights of the units in the neighbour of the winning unit (hUωi

) are also updated
as in Equation 9. The neighbour function defines the shape of the neighbourhood
and usually, a Gaussian function which shrinks in each iteration is used as shown
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in Equation 10. This deals with a competitive process in which the winning neu-
ron on each iteration is called Best Matching Unit (BMU). At map convergence,
the weights of the map units will not change significantly with iterations.

Uω(t) = argmini‖x(t)− ωi(t)‖ (8)

ωi(t+ 1) = ωi(t) + αi(t)hUi(t)
(
x(t) − ωi(t)

)
(9)

hUi(t) = e
−‖rU−ri‖

2σ(t)2 (10)

3.1 Clustering the SOM

SOM can be seen as a clustering method as it quantizes the feature space by
a number of prototypes, and each prototype can be considered as the most
representative vector of a class. On the other hand, the prototypes are projected
onto a two or three dimensional space while topology (i.e. distribution of SOM
units in the projection space) is preserved and each unit acts as a single cluster.
However, this simple model that considers each unit as a different cluster does
not exploit valuable information contained in SOMs. Indeed, SOM provides extra
advantages over classical clustering algorithms if more than one unit represents
the same class, and a range of SOM units act as BMU for a subset of the data
manifold. This add flexibility to the clustering algorithm and allows to compute
a set of prototype vectors for the same class. Nevertheless, since each cluster
can be prototyped by a set of model vectors, grouping SOM units is necessary
to define cluster borders [5]. Although specific algorithms such as [6] have been
developed for clustering the SOM, in this work we use the k-means algorithm
[7] over the prototypes ωi for simplicity.

3.2 Trajectory Calculation

During the training process, a sequence of inputs are applied to SOM. This
yields a BMU-trajectory, which is a projection of the feature sequence onto the
low dimensional map. However, as dimensionality reduction is performed, some
information is lost. This problem can be mitigated considering groups of winner
units or even the whole activation map instead a single BMU for computing the
trajectory [8]. In this work we address this problem by replacing single BMUs by
groups of winner units in order to preserve more information. Groups of BMUs
are computed by clustering the SOM as commented before. On the other hand,
clustering the SOM has additional advantages as described previously.

Thus, the original BMU sequence

fs = {ω1, ω2, ..., ωk} (11)
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is replaced by

fg = {ζ1, ζ2, ..., ζl} (12)

where ζi denotes the i-cluster computed in the SOM layer.
As an example, Figure 1 shows the trajectory of the first 15 BMUs in the

map, with 3 clusters.
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Fig. 1. Trajectories on the SOM map for (a) original image and (b) image cropped at
30%

3.3 Distance between Sequences

The process described in previous sections can be summarized as a projection
method which maps a set of features computed from each image block to a low
dimensional map (i.e. SOM). Moreover, these features are treated as a sequence
in the feature space and therefore, a sequence in the low dimensional projection
space is obtained for each image. Thereby, image similarity can be addressed
by measuring similarity between sequences, and deviations from the original
trajectory can be assessed by measuring distances between BMUs sequences. In
this work we used the Levenshtein or edit distance which can be considered as
a generalization of the Hamming distance, and defined as

levab(|a|, |b|) =

⎧⎪⎪⎨⎪⎪⎩
max(|a|, |b|) min(|a|, |b|) = 0

min

⎧⎨⎩
leva,b(|a| − 1, |b|) + 1
leva,b(|a|, |b| − 1) + 1 else
leva,b(|a| − 1, |b| − 1) + [ai �= bj ]

(13)
for two sequences a and b. This measure deals with differences between sequences
regarding deletion, insertion or substitution of a single element at different
positions in the sequence.
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3.4 Hash Calculation Using SOM Trajectory

Once the SOM has been trained, the units are clustered into three groups. Thus,
SOM trajectory can be seen as transitions among three states.

Fig. 2. States diagram for hash calculation from SOM trajectories

Hence, SOM trajectories can be turned into state transitions codified by 4
bits each. As an example, the cluster sequence ACCACAAABAACAAAA is
converted to 839891145189111, that is, 1000 0011 1001 1000 1001 0001 0001
0100 0101 0001 1000 1001 0001 0001 0001.

4 Providing Security

As it is defined in previous sections, the content-based image authentication
produces a user key-dependent hash value, in such a way that the same image
produces different hash values for different values of the key K. Since K is a
secret key, known only by the image owner, the effect of modifications on the
original image cannot be quantified by the potential attackers from the hash
values. Security is provided in the present image authentication method once the
pre-computation phase has been performed. Figure 3 shows the pre-computation
phase, in which the input image is normalized to a 150 x 150 pixels image, and
then divided into 36 blocks of 25 x 25 pixels.

Fig. 3. Pre-computation phase
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The image features are extracted sequentially from the 36 blocks. Each block
produces a feature vector of 24 components, corresponding to the features de-
scribed in subsection 2.2. In this step, the image owner uses his key K to shuffle
the features by means of a permutation applied on the feature vector. This
permutation affects also to the SOM, which is trained taking the permutation
into account, determining different winning units (BMU) and finally, different
trajectories, as it is presented in section 3.2.

Since features are represented as 24-dimensional elements, there exists 24!
distinct permutations to be selected by the image owner. Thus, the length of the
key Kf used to select the permutation is log2(24!) ≈ 79 bits.

The permutated feature vectors corresponding to each block constitute the
sequence of inputs applied to the SOM. The output is the sequence of clusters
to which belongs the BMU produced by the 36 image blocks. Since three clus-
ters have been considered, the output is a ternary sequence represented by the
symbols A, B and C (see Figure 1).

The last operation is the binary codification of the ternary sequence. This
sequence can also be represented as the sequence of state transitions, following
the diagram of Figure 2. The image owner selects at this step the identification of
state transition; that is, the numbers in Figure 2 assigned to transitions are not
static, but depends on the user key. The 9 state transitions can be identified by 9
symbols (1 to 9) in 9! different forms. So, the length of the key Kt used to select
the identification is log2(9!) ≈ 18 bits. Finally, the sequence of 35 transitions is
codified to binary form spreading each symbol to 4 bits. This yields to a binary
hash value of 140 bits.

The user key K in Figure 4 corresponds to the concatenation of Kf and
Kt. The total length is 97 bits. This length could be increased by selecting
more features than those described in subsection 2.2. In this way, the number of
possible permutation increases and consequently, the length of Kf .

Fig. 4. Key-dependent hash generation
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5 Experimental Results

Experiments using three representative images from the USC-SIPI [9] database
were conducted to test stability and robustness of the proposed method. In the
experiments performed, SOM prototypes have been initialized along the two
directions indicated by the two principal eigenvectors of the training data. This
avoids differences in the results due to random effects in the initialization process.
As it is described earlier, SOM used in the experiments is composed of 10 x 10
units connected in an hexagonal lattice. All the experiments were performed
using matlab [10] and som toolbox [11].

These three images are shown in Figure 5.

(a) (b) (c)

Fig. 5. Test images from the USC-SIPI database, (a) Baboon, (b) Lena, (c), Pepper

Hash robustness has been assessed using two different image transformations.
The first one consists in scaling the image by 2%, 5%, 20% and 30%. Thus,
image hash has been computed for the original image and the rest of images,
and distance between different hash results allows identifying the image. As
shown in Figure 6 distance between scaled versions of the image is 0 in all the
cases. This indicates that hash computed from the original image matches the
hash of each scaled version. The second transformation applied to the original
image consist in cropping the images. Figure 7. This causes a noticeable effect
in the image as some relevant objects may be removed.

However, hash distance among original and cropped versions is high enough
to separate them as shown in Figure 7. Moreover, the distance between hash
results can be used as a similarity measurement between images.

In Figures 6 and 7, distance of 0 indicates no difference between the original
image and the scaled or cropped version, respectively. These results show that
the proposed method support scaling as it yields a distance of 0 for the tested
scale rates. On the other hand, although distance between the original image
and its cropped versions is not always 0, it is possible to differentiate between
images as the distance is always smaller for the cropped versions of the original
image than for cropped versions of other images.
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Fig. 6. Distances between hash sequences for scaled images(a) Baboon, (b) Lena, (c),
Pepper
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Fig. 7. Distances between hash sequences for cropped images(a) Baboon, (b) Lena,
(c), Pepper

6 Conclusions and Future Work

In this paper we present an image hashing method based on local features ex-
tracted from the image and the BMU trajectory on SOM. The static problem
can be turned into temporal if each block is treated as a new image. Thus,
training the self organizing map with all blocks composing an image provide a
sequence of BMUs defining a trajectory which can be used to identify differences
between different versions of the same image. In addition, trajectory identifying
an image is used to derive a 140-bit hash. As a future work we plan to include
more SOM levels in order to reduce distance between transformed versions of
the same image (specially for morphological transformations) and increase the
distance between transformed versions of different images. This will also allow
avoiding wining units at cluster borders increasing system robustness.
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Abstract. The usage of mobile phones has increased in our lives be-
cause they offer nearly the same functionality as a personal computer.
Specifically, Android is one of the most widespread mobile operating sys-
tems. Indeed, its app store is one of the most visited and the number of
applications available for this platform has also increased. However, as it
happens with any popular service, it is prone to misuse, and the number
of malware samples has increased dramatically in the last months. Thus,
we propose a new method based on anomaly detection that extracts the
strings contained in application files in order to detect malware.

Keywords: malware detection, anomaly detection, Android, mobile
malware.

1 Introduction

Smartphones have become extremely useful gadgets, very rich in functionality.
Their operating systems have evolved, becoming closer to the desktop ones. We
can read our email, browse the Internet or play games with our friends, wherever
we are. In addition, the smartphone functionality can be enhanced, similarly to
desktop computers, through the installation of software applications.

In recent years, a new approach to distribute applications has gained popular-
ity: application stores. These stores, which distribute software and manage the
payments, have become very successful. Apple’s AppStore was the first online
store to bring this new paradigm to users and now offers more than 800,000 ap-
plications1. In a similar way, Google’s Play Store, Android’s official application
store, hosts 675,000 apps2.

Nevertheless, this success has also drawn attention to criminals and many
malware samples have emerged. According to Kaspersky, more than 35,000 new
samples were identified in 2012, which represents six times the number detected
in 2011.

1 http://www.apple.com/pr/library/2013/01/28Apple-Updates-iOS-to-6-1.html
2 http://officialandroid.blogspot.com.es/search?q=675000
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Several approaches have been proposed to deal with this issue. Crowdroid [1] is
an approach that analyses the behaviour of the applications through device usage
features. Blasing et al. created AASandbox [2], which is a hybrid (i.e., dynamic
and static) approximation. The approach is based on the analysis of the logs for
the low-level interactions obtained during execution. Shabtai and Elovici [3] also
proposed a Host-Based Intrusion Detection System (HIDS) which used machine
learning methods to determine whether the application is malware or not. Google
itself has also deployed a framework for the supervision of applications called
Bouncer. Oberheide and Miller 20123 revealed how the system works: it is based
in QEMU and performs both static and dynamic analysis. In previous work, we
used permissions to train machine-learning algorithms in order to detect malware
[4], obtaining more than 86% accuracy and 0.92 of Area Under ROC curve.

However, machine-learning classifiers (or supervised-learning methods) re-
quire a high number of labelled applications for each of the classes (i.e., malware
or benign applications) to train the different models. Unfortunately, it is quite
difficult to acquire this amount of labelled data for a real-world problem such as
malware detection. In order to compose such data-set, a time-consuming process
of analysis is mandatory that renders in a cost increment.

In light of this background, we present an anomaly detection method for the
detection of malware in Android. This method employs the strings contained
in the disassembled Android applications, constructing a bag of words model in
order to generate an anomaly detection model that measures deviations from
normality (i.e., legitimate applications).

In summary, our main contributions are: (i) we present a new technique for the
representation of Android applications, based on the bag of words model formed
by the strings contained in the disassembled applications; (ii) we propose a new
anomaly-based malware detection method for Android; and (iii) we show that
this approach can provide detection of malicious applications in Android using
the strings contained in the disassembled application as features.

The remainder of this paper is organised as follows. Section 2 presents and
details our approach to represent applications in order to detect malware in
Android. Section 3 describes the anomaly detection techniques that our approach
is using. Section 4 describes the empirical evaluation of our method. Finally,
section 5 concludes and outlines the avenues of further work in this area.

2 Representation of Applications Using String Analysis

One of the most widely-used techniques for classic malware detection is the usage
of strings contained in the files [5,6]. This technique extracts every printable
string within an executable file. The information that may be found in these
strings can be, for example, options in the menus of the application or malicious
URLs to connect to. In this way, by means of an analysis of these data, it
is possible to extract valuable information in order to determine whether an
application is malicious or not.

3 http://jon.oberheide.org/files/summercon12-bouncer.pdf

http://jon.oberheide.org/files/summercon12-bouncer.pdf
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The process adopted in our approach is the following. First, we disassemble
the application using the open-source Android disassembler smali4. Afterwards,
we search for the const-string operational code within the disassembled code.

Using this disassembler, the representation of Android binaries is semanti-
cally richer than common desktop binaries. For example, the strings extraction
in desktop binaries is complex and, usually, malware writers use obfuscation
techniques to hide relevant information. Instead, the obfuscation of strings in
Android binaries is more difficult, given the internal structure of binaries in this
platform.

In order to conform the strings, we tokenise the symbols found using the classic
separators (e.g., dot, comma, colon, semi-colon, blank space, tab, etc.). In this
way, we construct a text representation of an executable E , which is formed by
strings si, such that E = (s1, s2, ..., sn−1, sn) where n is the number of strings
within a file.
C is the set of Android executables E , {E : {s1, s2, ...sn}}, each compris-

ing n strings s1, s2, . . . , sn. We define the weight wi,j as the number of times
the string si appears in the executable Ej ; if si is not present in E , wi,j = 0.
Therefore, an application Ej can be represented as the vector of weights Ej =
(w1,j , w2,j , ...wn,j).

In order to represent a string collection, a common approach in text classifi-
cation is to use the Vector Space Model (VSM) [7], which represents documents
algebraically, as vectors in a multidimensional space.

This space consists only of positive axis intercepts. Executables are repre-
sented by a string-by-executable matrix, where the (i, j)th element illustrates
the association between the ith string and the jth executable. This association
reflects the occurrence of the ith string in the executable j. Strings can be indi-
vidually weighted, allowing the strings to become more or less important within
a given executable or the executable collection C as a whole.

We used the Term Frequency – Inverse Document Frequency (TF–IDF) [8]
weighting schema, where the weight of the ith string in the jth executable, de-
noted by weight(i, j), is defined by:

weight(i, j) = tfi,j · idfi (1)

where term frequency tfi,j is defined as:

tfi,j =
ni,j∑
k nk,j

(2)

where ni,j is the number of times the string si appears in a executable Ej , and∑
k nk,j is the total number of strings in the executable Ej. The inverse term

frequency idfi is defined as:

idfi = log

( |C|
|C : ti ∈ E|

)
(3)

where |C| is the total number of executables and |C : si ∈ E| is the number of
executables containing the string si.

4 http://code.google.com/p/smali/

http://code.google.com/p/smali/
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3 Anomaly Detection Techniques

Anomaly detection models what it is a normal application and every deviation
to this model is considered anomalous. Our method represents Android applica-
tions as points in the feature space, using the method described in the previous
section. When an application is being inspected, our method starts by comput-
ing the values of the points in the feature space. This point is then compared
with the previously calculated points of the legitimate applications. To this end,
distance measures are required. In this study, we have used the following distance
measures:

– Manhattan Distance: This distance between two points x and y is the sum
of the lengths of the projections of the line segment between the points onto
the coordinate axes:

d(x, y) =
n∑

i=0

|xi − yi| (4)

where x is the first point; y is the second point and xi and yi are the ith

component of the first and second point, respectively.
– Euclidean Distance: This distance is the length of the line segment connect-

ing two points. It is calculated as:

d(x, y) =

n∑
i=0

√
v2i − u2i (5)

where x is the first point; y is the second point and xi and yi are the ith

component of the first and second point, respectively.
– Cosine Similarity: It consists of measuring the similarity between two vectors

by finding the cosine of the angle between them [9]. Since we are measuring
distance and not similarity, we have used 1−CosineSimilarity as a distance
measure:

d(x, y) = 1− cos(θ) = 1− v · u
||v||·||u|| (6)

where v is the vector from the origin of the feature space to the first point
x, u is the vector from the origin of the feature space to the second point y,
v ·u is the inner product of v and u. ||v||·||v|| is the cross product of v and
u. This distance ranges from 0 to 1, where 1 means that the two evidences
are completely different and 0 means that the evidences are the same (i.e.,
the vectors are orthogonal between them).

By means of these measures, we can compute the deviation of an application
with respect to a set of benign ones.
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Since we have to compute this measure with the points representing valid
apps, a combination metric is required in order to obtain a final distance value
which considers every measure performed. To this end, our system employs 3
simplistic rules: (i) select the mean value, (ii) select the lowest distance value
and (iii) select the highest value of the computed distances.

In this way, when our method inspects an application, a final distance value
is acquired, which will depend on both the chosen distance measure and a com-
bination rule.

4 Empirical Validation

To evaluate our method, we used a dataset composed of 666 samples: 333 mali-
cious applications and 333 legitimate apps. Malicious applications were gathered
from the company VirusTotal5. VirusTotal offers a series of services called Virus-
Total Malware Intelligence Services, which allow researchers to obtain samples
from their databases.

To evaluate our anomaly-based approach, we followed the next configuration
for the empirical validation:

1. Cross validation: We performed a 5-fold cross-validation over benign samples
to divide them into 5 different divisions of the data into training and test
sets.

2. Computation of distances and combination rules : We extracted the strings
from the applications and used the 3 different measures and the 3 different
combination rules described in Section 3 to obtain a final measure of devi-
ation for each testing evidence. More accurately, we applied the following
distances: (i) the Manhattan distance, (ii) the Euclidean distance and (iii)
the Cosine distance. For the combination rules, we tested the following ones:
(i) the mean value, (ii) the lowest distance and (iii) the highest value.

3. Defining thresholds : For each measure and combination rule, we established
10 different thresholds to determine whether a sample is valid or not.

4. Testing the method : We evaluated the method by measuring these parame-
ters:
– True Positive Ratio (TPR), also known as sensitivity.

TPR =
TP

(TP + FN)
(7)

where TP is the number of applications correctly classified as malware
and FN is the number of applications misclassified as benign software.

– False Positive Ratio (FPR), which is the number of legitimate applica-
tions misclassified as malware.

FPR =
FP

(FP + TN)
(8)

where FP is the number of valid applications incorrectly detected as
malicious and TN is the number of valid applications correctly classified.

5 http://www.virustotal.com

http://www.virustotal.com
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Table 1. Results for the different combination measures using Manhattan Distance.
The results in bold are the best for each combination rule and distance measure.

Comb. Thres. TPR FPR AUC Acc.

Average

1042516.95554 1.00000 1.00000

0.29121

50.00%
1297301.02116 0.56456 0.89189 33.63%
1552085.08679 0.47988 0.82282 32.85%
1806869.15241 0.37117 0.73273 31.92%
2061653.21803 0.23964 0.55856 34.05%
2316437.28365 0.15856 0.34835 40.51%
2571221.34927 0.11051 0.17117 46.97%

2826005.41490 0.07568 0.03303 52.13%
3080789.48052 0.00240 0.02102 49.07%
3335573.54614 0.00000 0.00300 49.85%

Max.

2115684.24601 1.00000 1.00000

0.30224

49.85%
2386946.41796 0.90871 0.98198 50.00%
2658208.58992 0.54294 0.87387 46.34%
2929470.76187 0.43724 0.79880 33.45%
3200732.93383 0.30931 0.67868 31.92%
3471995.10578 0.21201 0.43243 31.53%
3743257.27774 0.14114 0.19520 38.98%
4014519.44969 0.08468 0.07207 47.30%
4285781.62165 0.06006 0.00601 50.63%

4557043.79360 0.00000 0.00000 52.70%

Min.

0.00000 1.00000 1.00000

0.29987

50.00%
274472.12573 0.54655 0.85285 50.00%
548944.25146 0.44805 0.75976 34.68%
823416.37718 0.33333 0.64565 34.41%

1097888.50291 0.20721 0.50751 34.38%
1372360.62864 0.14114 0.32733 34.98%
1646832.75437 0.09610 0.15315 40.69%
1921304.88009 0.00300 0.03604 47.15%
2195777.00582 0.00000 0.02102 48.35%
2470249.13155 0.00000 0.00000 48.95%

– Accuracy, which is the total number of hits divided by the number of
instances in the dataset.

Accuracy =
TP + TN

(TP + FP + TN + FN)
(9)

– Area Under ROC Curve [10], establishes the relation between FNR and
FPR for the different thresholds stablished.

Table 1 shows the results obtained using the Manhattan distance, Table 2
shows the results for the Euclidean distance and Table 3 shows the results for
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Table 2. Results for the different combination measures using Euclidean Distance.
The results in bold are the best for each combination rule and distance measure.

Comb. Thres. TPR FPR AUC Acc.

Average

1292555.44 0.99880 1.00000

0.321240159

49.94%
1494979.97 0.53814 0.86787 33.51%
1697404.49 0.39880 0.76577 31.65%
1899829.02 0.27327 0.56757 35.29%
2102253.55 0.19700 0.25526 47.09%
2304678.08 0.12613 0.13213 49.70%

2507102.61 0.10511 0.04805 52.85%
2709527.14 0.02402 0.01802 50.30%
2911951.67 0.01502 0.00601 50.45%
3114376.19 0.00000 0.00000 50.00%

Max.

2486071.46 1.00000 1.00000

0.326824121

50.00%
2643030.09 0.88829 0.95796 46.52%
2799988.72 0.49189 0.82282 33.45%
2956947.35 0.28889 0.63664 32.61%
3113905.98 0.19339 0.30030 44.65%

3270864.60 0.13874 0.10811 51.53%
3427823.23 0.08889 0.06306 51.29%
3584781.86 0.02222 0.01201 50.51%
3741740.49 0.01201 0.00000 50.60%
3898699.12 0.00000 0.00000 50.00%

Min.

0.00 1.00000 1.00000

0.320127335

50.00%
308138.33 0.59760 0.91892 33.93%
616276.67 0.53754 0.84384 34.68%
924415.01 0.43664 0.75676 33.99%

1232553.35 0.29730 0.60961 34.38%
1540691.69 0.21021 0.35135 42.94%
1848830.03 0.12613 0.12312 50.15%

2156968.37 0.10511 0.02703 53.90%
2465106.71 0.01502 0.00601 50.45%
2773245.05 0.00000 0.00000 50.00%

the Cosine distance. In this way, both the Manhattan and Euclidean distances
achieved very low accuracy results. However, the results of our anomaly-based
system using the Cosine similarity are considerably sounder. In particular, it
obtained a best result of 83.51% of accuracy, with an FPR of 27% and a TPR
of 94%, using the average combination rule.
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Table 3. Results for the different combination measures using Cosine Distance. The
results in bold are the best for each combination rule and distance measure.

Comb. Thres. TPR FPR AUC Acc.

Average

0.83693246 1.00 1.00

0.884413242

50.00%
0.85505219 0.99 1.00 49.70%
0.87317191 0.99 1.00 49.61%
0.89129164 0.98 1.00 49.13%
0.90941137 0.98 0.96 50.90%
0.92753109 0.98 0.80 58.86%
0.94565082 0.97 0.52 72.40%

0.96377055 0.94 0.27 83.51%
0.98189027 0.77 0.11 82.79%
1.00001000 0.00 0.00 50.00%

Max.

1.00000000 1.00 1.00

0.5

50.00%
1.00000111 0.00 0.00 50.00%
1.00000222 0.00 0.00 50.00%
1.00000333 0.00 0.00 50.00%
1.00000444 0.00 0.00 50.00%
1.00000556 0.00 0.00 50.00%
1.00000667 0.00 0.00 50.00%
1.00000778 0.00 0.00 50.00%
1.00000889 0.00 0.00 50.00%
1.00001000 0.00 0.00 50.00%

Min.

0.00000000 1.00 1.00

0.854307461

50.00%
0.11111222 1.00 0.98 51.20%
0.22222444 1.00 0.95 52.70%
0.33333667 1.00 0.92 53.75%
0.44444889 1.00 0.84 57.69%
0.55556111 0.94 0.70 61.98%
0.66667333 0.87 0.33 76.94%

0.77778556 0.58 0.04 77.30%
0.88889778 0.41 0.02 69.64%
1.00001000 0.00 0.00 50.00%

5 Conclusions and Future Work

Smartphones and tablets are flooding both consumer and business markets and,
therefore, manage a large amount of information. For this reason, malware writ-
ers have found in these devices a new source of income and therefore the number
of malware samples has grown exponentially in these platforms.

In this paper, we present a new malicious software detection approach that
is inspired on anomaly detection systems. In contrast to other approaches, this
method only needs to previously label goodware and measures the deviation of
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a new sample with respect to normality (applications without malicious inten-
tions). Although anomaly detection systems tend to produce high error rates
(specially, false positives), our experimental results show low FPR values. The
number of samples that exist today is assumable by existing systems, but is grow-
ing very rapidly. This approach reduces the necessity to collect malware samples
and is trained using benign ones. In addition, our method is based on features
that are extracted from string analysis of the application, making possible to
prevent the installation of malicious software.

However, this approach also has several limitations. Through an internet con-
nection, a benign application can download a malicious payload and change its
behaviour. To detect these kind of changes, a dynamic approach is necessary
to monitor the behaviour of the applications. Nevertheless, these approaches
require considerable computational effort.

Future work is oriented in three main directions. First, there are other fea-
tures that could be used to improve the detection ratio. These features could be
obtained from the AndroidManifest.xml file. Second, other distance measure-
ments and combination rules could be tested. Finally, the effectiveness of the
method relies on the appropriate choice of the thresholds, making necessary to
improve these metrics.
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Abstract.The Secure Shell Protocol (SSH) is a well-known standard protocol 
for remote login and used as well for other secure network services over an in-
secure network. It is mainly used for remotely accessing shell accounts on 
Unix-liked operating systems to perform administrative tasks. For this reason, 
the SSH service has been for years an attractive target for attackers, aiming to 
guess root passwords performing dictionary attacks, or to directly exploit the 
service itself. To test the classification performance of different classifiers and 
combinations of them, this study gathers and analyze SSH data coming from  
a honeynet and then it is analysed by means of a wide range of classifiers.  
The high-rate classification results lead to positive conclusions about the  
identification of malicious SSH connections. 

Keywords: Secure Shell Protocol, SSH, Honeynet, Honeypot, Intrusion  
Detection, Classifier, Ensemble. 

1 Introduction 

A network attack or intrusion will inevitably violate one of the three computer secu-
rity principles -availability, integrity and confidentiality- by exploiting certain vulner-
abilities such as Denial of Service, Modification and Destruction [1]. One of the most 
harmful issues of attacks and intrusions, which increases the difficulty of protecting 
computer systems, is precisely the ever-changing nature of attack technologies and 
strategies. 

Intrusion Detection Systems (IDSs) [2-4] have become an essential asset in  
addition to the computer security infrastructure of most organizations. In the context 
of computer networks, an IDS can roughly be defined as a tool designed to detect 
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suspicious patterns that may be related to a network or system attack. Intrusion Detec-
tion (ID) is therefore a field that focuses on the identification of attempted or ongoing 
attacks on a computer system (Host IDS - HIDS) or network (Network IDS - NIDS). 

ID has been approached from several different points of view up to now; many dif-
ferent Computational Intelligence techniques - such as Genetic Programming [5], 
Data Mining [6-8], Expert Systems [9], Fuzzy Logic [10], or Neural Networks  
[11-13] among others - together with statistical [14] and signature verification [15] 
techniques have been applied mainly to perform a 2-class classification (normal/ 
anomalous or intrusive/non-intrusive). 

The Secure Shell Protocol (SSH) is a standard protocol for remote login and used 
as well for other secure network services over an insecure network. It is an Applica-
tion Layer protocol under the TCP/IP stack. The SSH protocol consists of three major 
components: The Transport Layer Protocol that provides server authentication, confi-
dentiality, and integrity with perfect forward secrecy. TheUser Authentication Proto-
col which authenticates the client to the server. And the Connection Protocol that 
multiplexes the encrypted tunnel into several logical channels.  

The main usage of SSH protocol is for remotely accessing shell accounts on Unix-
liked operating systems with administrative purposes. For this reason, the SSH service 
has been for years an attractive service for attackers, aiming to guess root passwords 
performing dictionary attacks, or to directly exploit the service itself. The SANS Insti-
tute’s Internet Storm Center [16] keeps monitoring an average of 100,000 targets 
being attacked every day in Internet. Being able of distinguishing among malicious 
SSH packets and benign SSH traffic for server administration may play an indispen-
sable role in defending system administrators against malicious adversaries.  

The aim of the present study is to assess classifiers and ensembles in the useful 
task of identifying bad-intentioned SSH connections. To do so, real data, coming from 
the Euskalerthoneynet is analysed as described in the remaining sections of the paper. 
In this contribution, section 2 presents the proposed models that are applied to SSH 
data as described in section 3, together wit the obtained results. Some conclusions and 
lines of future work are introduced in section 4. 

1.1 SSH and Honeynets 

A honeypot has no authorised function or productive value within the corporate net-
work other than to be explored, attacked or compromised [17]. Thus, a honeypot 
should not receive any traffic at all. Any connection attempt with a honeypot is then 
an attack or attempt to compromise the device or services that it is offering- is by 
default illegitimate traffic. From the security point of view, there is a great deal of 
information that may be learnt from a honeypot about a hacker’s tools and methods in 
order to improve the protection of information systems.  

In a honeynet, all the traffic received by the sensors is suspicious by default. Thus 
every packet should be considered as an attack or at least as a piece of a multi-step 
attack. Numerous studies propose the use of honeypots to detect automatic large scale 
attacks; honeyd [18] and nepenthes [19] among others. The first Internet traffic moni-
tors known as Network Telescopes, Black Holes or Internet Sinks were presented by 
Moore et al. [20]. 
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The Euskalerthoneynet [21] has been monitoring attacks against well-known ser-
vices, including SSH. Furthermore, the sensors have recorded the SSH sessions used 
to administer and maintain the different devices of the infrastructure.   

Having both malicious and real administrative SSH traffic recorded, we perform a 
classification of such traffic to detect attacks against the SSH service.  

1.2 Previous Work 

Attacks to SSH service have attracted researchers’ attention for a long time. Song  
et al. [22] analysed timing and keystroke attacks. Researchers have also used honey-
pots to study and analyse attacks to this protocol, focusing on login attempts and dic-
tionary attacks [23], [24]. In [24] authors analyse SSH attacks on honeypots focusing 
on visualisation of the data gathered. The honeypots collect real attacks, making ex-
periments and analysis results applicable to real deployments. 

Considering the data capture, as previously introduced, the present study takes ad-
vantage of the Euskalert project [21]. It has deployed a network of honeypots in the 
Basque Country (northern Spain) where eight companies and institutions have in-
stalled one of the project’s sensors behind the firewalls of their corporate networks. 
The honeypot sensor transmits all the traffic received to a database via a secure com-
munication channel. These partners can consult information relative to their sensor 
(after a login process) as well as general statistics in the project’s website. Once the 
system is fully established, the information available can be used to analyse attacks 
suffered by the honeynet at network and application level. Euskalert is a distributed 
honeypot network based on a Honeynet GenIII architecture [25]. 

2 Proposal 

One of the most interesting features of IDSs would be their capability to automatically 
detect whether a portion of the traffic circulating the network is an attack or normal 
traffic. This task is more challenging when confronting brand-new bad intentioned 
activities with no previous examples. Automated learning models(classifiers) [26] are 
well-known algorithms designed specifically for the purpose of deciding about previ-
ously-unseen data. This issue makes them suitable for the IDS task. Going one step 
further, ensemble methods [27] combine multiple algorithms into one usually more 
accurate than the best of its components. So, the main idea behind ensemble learning 
is taking advantage of classification algorithms diversity to face more complex data. 
For this reason, present study proposes the combination of classifiers to get more 
accurate results when detecting anomalous and intrusive events. 

A wide variety of automated learning techniques have been applied in this study  
to classify SSH connections. Several base classifiers as well as different ways of  
combining them have been considered for the analysis of Euskalert data. 35 base clas-
sifiers have been applied in present study, comprising neural models such as the Mul-
tiLayer Perceptron and Voted-Perceptron [28], decision trees such as CART [31] or 
REP-Tree [32], and traditionalclustering algorithms such as the k-Nearest Neighbours 
(K-NN) [30]. 
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These base classifiers have been combined according to the ensemble paradigm by 
19 different strategies. The applied ensemble schemes range from basic ones such as 
Bagging [33] orboosting-based [34] (Adaboost) to some other, more modern algo-
rithms such as the LogitBoost [35] or the  StackingC [36]. As results prove, ensemble 
learning adds an important value to the analysis, as almost all variants consistently 
improve results obtained by the single classifier. 

3 Experimental Validation on Real Data 

As previously mentioned, the performance of automated learning techniques have 
been assessed using real datasets, coming from the Euskalert project. The detailed 
information about the data and the run experiments is provided in this section.  

3.1 Datasets 

We have performed the experimental study by extracting SSH data related to 34 
months of real attacks and administration tasks that reached the 8 sensors of the 
Euskalert project [25]. Data from a so long time period guarantees that a broad variety 
of situations are considered. 

This honeynet system receives 4,000 packets a month on average. The complete 
dataset contains a total of 2,647,074 packets, including TCP, UDP and ICMP traffic 
received by the distributed honeypot sensors. For this experiment, we have analysed 
SSH connections happened between May 2008 and March 2011. First, we have fil-
tered out traffic containing real attacks to the SSH port (22), and SSH connections to 
the system management port (2399). 

Then, the traffic has been processed in order to obtain the Secure Shell sessions out of 
the packets. Two different approaches have been used in order to identify the sessions: 

The approach for defining an SSH session was based on the TCP logic, using 
packets with the same source IP, same destination IP and a common source port. This 
last value is a non-privileged port number that remains the same during any TCP ses-
sion.Out of the 2,647,074 packets, the TCP-based dataset was summarized as 8,478 
attack sessions and 82 administration sections. 

The features that were extracted from each one of the sessions in the dataset are 
described in table 1. 

Table 1. Features for SSH sessions 

Feature Description 

Src IP address of the source host 
Time duration of the session 
Numpac number of packets that the source host sent 
Minlen minimum size of the packets 
Maxlen maximum size of the packets 

Avglen average size of the packets 

Numflags amount of different flags used 
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Table 2 shows the range of each feature, depending on the nature of the session 
(administrator or attack). 

Table 2. Range of features for SSH sessions 

Feature Type Attack Administrator 

Src inet --- --- 
Time interval 00:00:00 – 352 days 

09:48:19.891 
00:00:00.004 – 519 
days 18:24:05.446 

Numpac integer 1 - 95 1 - 23 
Minlen integer 40 - 64 40 - 380 
Maxlen integer 40 - 220 40 - 380 

Avglen numeric(8,2) 40 - 96 40 - 380 

Numflags integer 1 - 6 1 - 4 

3.2 Practical Settings 

The experimentation has been based on the performance of 1,534 tests, carried out 
through 35 different classifiers (such as "NaiveBayes", "Ibk", "LinearRegression", 
"JRip", "RBFNetwork", "SMO", etc.) combined by means of the following ensem-
bles: Base classifier, Bagging, Adaboost, MultiBoostAB, RandomSubSpace,  
Dagging, Decorate, MultiClassClassifier, CVParameterSelection, AttributeSelected-
Classifier, ThresholdSelector, Vote, FilteredClassifier, Grading, MultiScheme, Ordi-
nalClassClassifier, RotationForest, Stacking, and StackingC. 

For testing purposes, each ensemble processes a combination of 10 same type base 
classifiers. The data sets were trained and classified with ensembles and classifiers by 
means of WEKA software [37]. 

3.3 Results 

To summarize the results data, only the classification rate from the base classifier and 
the highest rate from the different ensembles are shown below in Table 3 (comprising 
training results) and Table 4 (comprising classification results). 

From Table 4, it can be seen that the best classification result (1) is obtained by the 
DecisionTable classifier combined by the Adaboost ensemble. 
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Table 3. Training results on SSH sessions 

# Classifier Base Classifier Max 
1 MultilayerPerceptron 0,99325 0,998053 
2 NaiveBayes 0,992861 0,99325 
3 K-nn IBK 0,997793 0,997923 
4 DecisiontreeSImpleCart 0,993899 0,998053 

5 Rule InductionJrip 0,995846 0,998183 

6 RBF network 0,994159 0,996495 

7 REPTree 0,995717 0,997274 

8 NaiveBayesMultinomial 0,870457 0,990395 
9 IB1 0,997923 0,997923 

10 PART  0,996885 0,997923 

11 ZeroR 0,990395 0,990395 

12 BayesianLogisticRegression 0,990395 0,991044 

13 ComplementNaiveBayes 0,754154 0,990395 

14 DMNBtext 0,990395 0,990395 
15 NaiveBayesMultinomialUpdateable 0,872144 0,990395 

16 NaiveBayesUpdateable 0,992861 0,99325 

17 Logistic 0,992082 0,997534 

18 SMO        0,990524 0,998183 

19 SPegasos 0,990395 0,990395 

20 VotedPerceptron 0,990395 0,997664 
21 DTNB 0,997534 0,998053 

22 DecisionTable 0,998053 0,998183 

23 NNge 0,995976 0,997274 

24 OneR 0,997534 0,997793 

25 Ridor 0,996625 0,997534 

26 ADTree 0,996366 0,998183 
27 BFTree 0,99338 0,998183 

28 DecisionStump 0,99351 0,995457 

29 FT 0,994548 0,997793 

30 J48 0,995846 0,998183 

31 LADTree 0,995846 0,997923 

32 LMT 0,995067 0,997923 
33 NBTree 0,994029 0,997923 

34 RandomForest 0,996885 0,997793 

35 RandomTree 0,996495 0,997404 
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Table 4. Classification results on SSH sessions 

# Classifier Base Classifier Max 
1 MultilayerPerceptron 0,992982 0,997661 
2 NaiveBayes 0,992982 0,992982 
3 K-nn IBK 0,996491 0,997661 
4 DecisiontreeSImpleCart 0,994152 0,997661 

5 Rule InductionJrip 0,995322 0,997661 

6 RBF network 0,992982 0,996491 
7 REPTree 0,994152 0,997661 

8 NaiveBayesMultinomial 0,854971 0,990643 

9 IB1 0,996491 0,997661 

10 PART  0,997661 0,99883 

11 ZeroR 0,990643 0,990643 

12 BayesianLogisticRegression 0,990643 0,991813 
13 ComplementNaiveBayes 0,753216 0,990643 

14 DMNBtext 0,990643 0,990643 

15 NaiveBayesMultinomialUpdateable 0,85614 0,990643 

16 NaiveBayesUpdateable 0,992982 0,992982 

17 Logistic 0,991813 0,997661 

18 SMO        0,990643 0,997661 
19 SPegasos 0,990643 0,997661 

20 VotedPerceptron 0,990643 0,997661 

21 DTNB 0,997661 0,997661 

22 DecisionTable 0,997661 1 
23 NNge 0,996491 0,997661 

24 OneR 0,997661 0,99883 
25 Ridor 0,997661 0,997661 

26 ADTree 0,995322 0,997661 

27 BFTree 0,994152 0,997661 

28 DecisionStump 0,992982 0,995322 

29 FT 0,992982 0,997661 

30 J48 0,995322 0,99883 
31 LADTree 0,994152 0,997661 

32 LMT 0,991813 0,997661 

33 NBTree 0,992982 0,997661 

34 RandomForest 0,997661 0,997661 

35 RandomTree 0,997661 0,99883 
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4 Conclusions and Future Work 

Classification of benign and malicious SSH sessions is extremely valuable for pre-
venting unauthorized users to access production networks. The successful classifica-
tion results obtained in this study can efficiently discover a malicious connection 
attempt and make possible to discard the session before a dictionary attack becomes a 
major problem to the network assets. 

It has been shown how base classifiers provide good results in differentiating real 
administering SSH sessions from attacks, but the use of ensemble classifiers even 
improve the effectiveness up to a 100% in at least one case. 

This may be due to the fact that a real SSH session can be comprised by an increas-
ing number of different bash commands, generated by few different IP addresses 
(administrators). This would derive in a more specific behaviour than the rest of SSH 
attacks gathered by the honeynet. 

Those exceptional classification results obtained by ensemble classifiers can be ap-
plied to other protocols and services of the attacks received by the honeynets, such as 
HTTP, SNMTP, or even FTP, learning from the honeypots classification models that  
will later prevent detected attacks surpass the organization networks causing any 
damage. 
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Abstract. Group Key Agreement (GKA) allows multiple users to col-
laboratively compute a common secret key. Motivated by the very few
existing GKA protocols based on secret sharing with formal security
proofs, we propose a new method to build such protocols. We base our
construction on secret n-sharing, an untraditional perspective of secret
sharing that brings several advantages. Our proposal achieves better se-
curity than the existing work while it maintains a constant number of
communication rounds regardless the group size.

Keywords: group key agreement, secret sharing, provable security.

1 Introduction

Besides popular examples like chat, digital conferences or file sharing, group ap-
plications have rapidly grown as (computational intelligent) distributed systems:
grids, distributed artificial intelligence, collaborative problem solving, multi-
agent systems, peer-to-peer networks. Reliable communication (as secure conver-
sation between agents) represents a critical aspect of group applications, which
may rely on a private common key obtained by all qualified participants to a
Group Key Establishment (GKE) protocol. GKE divides into Group Key Trans-
fer (GKT) - a privileged party selects the key and securely distributes it to the
other members - and Group Key Agreement (GKA) - all participants collaborate
to compute the key. The current work restricts to GKE based on secret sharing.

1.1 Related Work

Secret Sharing Schemes. Secret sharing was introduced by Blakley [1] and
Shamir [18] as a solution to backup cryptographic keys. From the multitude of
existing work we recall a single secret sharing scheme, which we will later use in
this paper: Karnin et al.’s scheme that permits secret reconstruction by perform-
ing a sum modulo a prime [11]. Traditionally in the literature, each participant
receives a share and the secret can be recovered only when an authorized set
of shares belonging to distinct users are combined together. Recently, Sun et
al. proposed a different approach: to split the same secret multiple times and
give each user a qualified set of shares (under the appropriate circumstances)
[19]. Although their construction is insecure [14], we show that their idea can be
successfully used to build strong GKE protocols.

Á. Herrero et al. (eds.), International Joint Conference SOCO’13-CISIS’13-ICEUTE’13, 489
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GKE Protocols Based on Secret Sharing. Pieprzyk and Li showed the
benefits of using secret sharing in GKE protocols and gave a couple of exam-
ples based on Shamir’s scheme [16]. Recently, Harn and Lin [9] and Yuan et.
al. [20] also used Shamir’s scheme for GKT. Some other examples from the cur-
rent literature include: Sáez’s protocol [17] (based on a family of vector space
secret sharing schemes), Hsu et al.’s protocol [10] (based on linear secret shar-
ing schemes) and Sun et al.’s protocol [19] (based on the different approach on
secret sharing we have previously mentioned). We remind Bresson and Catalano
[2] and Cao et al.’s [7] as protocols based on secret sharing with formal security
proofs.

Provable Secure GKE. The first security model for GKE (BCPQ) [5] repre-
sents a generalization of the models designed for two or three party protocols.
It was further improved to allow dynamic groups (BCP) [3] and strong cor-
ruption (BCP+) [4]. Katz and Shin were the first to consider the existence of
malicious participants within the Universally Composability (UC) framework
[12]. At PKC’09, Gorantla, Boyd and Nieto described a stronger model (GBG1)
that stands against key compromise impersonation (KCI) attacks [8]. Two years
later, Zhao et al. extended their model (eGBG) and considered ephemeral key
leakage (EKL) to derive the session key [21].

Unfortunately, recent GKE protocols based on secret sharing lack formal secu-
rity proofs and hence become susceptible to vulnerabilities: Nam et al. revealed
a replay attack on Harn et Lin’s protocol [13], Olimid exposed an insider attack
and a known key attack on Sun et al.’s construction [14] and Olimid reported
an insider attack on Yuan et al.’s scheme [15].

1.2 Our Contribution

Although secret sharing brings several advantages as a building block of GKE,
not much research has been done on the formal security of such protocols. This
motivates our work: we give a method to build secure GKA protocols based on
secret sharing in the GBG model [8]. To the best of our knowledge, no other
construction was proved secure in a similar or stronger security model. In addi-
tion, our protocol maintains a constant number of rounds regardless the number
of participants and its performance is comparable with the existing work.

We base our protocol on the untraditional perspective on secret sharing in-
spired by the work of Sun et al. [19], which we call secret n-sharing. We define
the notion of perfect secret n-sharing as a natural generalization of perfect secret
sharing.

Secret n-sharing brings several advantages to GKE protocols: users commu-
nicate through broadcast channels only, key computation is efficient, key confir-
mation is achieved by default, the number of rounds remains constant regardless
of the group size, each participant restores the key from his own shares.

1 We adopt the notation from [21].
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2 Preliminaries

2.1 Background

We assume that the reader is familiar with the following notions, but (informally)
remind them to introduce the notations that we will use for the rest of the paper.

Let {U1, . . . , Un} be the set of n users that may take part in the GKE pro-
tocol. We denote by (pki, ski) the public-private key pair an user Ui, i = 1 . . . n
uses for signing under a signature scheme Σ = (Gen, Sign,Verify), where: G(1k) is
a randomized algorithm that on input a security parameter k outputs a public-
private key pair (pki, ski); Sign(ski, ·) is a randomized signing algorithm under
the private key pair ski; Verify(pki, ·, ·) is a deterministic algorithm that outputs
1 for a valid message-signature pair and 0 otherwise. We require that Σ is un-
forgeable under chosen message attack (UF-CMA) and denote by AdvUF−CMA

A,Σ

the advantage of an adversary A to win the UF-CMA game.
Let F = (G,F,F−1) be a trapdoor function, where: G(1k) is a randomized

algorithm that on input a security parameter k outputs a public-private key pair
(pk, sk); F(pk, ·) is a deterministic function depending on pk; F−1(sk, ·) inverts
F(pk, ·). We require that F is secure and denote by AdvA,F the advantage of an
adversary A to invert F(pk, ·) without the knowledge of sk.

Let H : {0, 1}l → {0, 1}k be a collision resistant hash function modeled as a
random oracle and qr the maximum number of possible queries to H.

2.2 GBG Model

In the GBG model [8], each user U has multiple instances (oracles) denoted by
Πs

U , where U participates in the sth run of the protocol (session) that is unique
identified by the session id sidsU . Let qs be the upper bound for the number of
sessions. Every instance Πs

U computes a session key Ks
U and enters an accepted

state or terminates without computing a session key. The partner id pidsU of an
oracle Πs

U is the set of parties to whom U wishes to establish a common session
key, including himself. Each party Ui, i = 1, . . . , n owns a public-private long-
term key pair (pki, ski) known to all instances Πsi

Ui
and maintains an internal

state that contains all private ephemeral information used during the session.
An adversaryA is a PPT (Probabilistic Polynomial Time) algorithm with full

control over the communication channel (he can modify, delete or insert mes-
sages) that interacts with the group members by asking queries (Execute, Send,
RevealKey, RevealState, Corrupt, Test). The model introduces revised notions of
AKE (Authenticated Key Exchange) security, MA (Mutual Authentication) se-
curity and contributiveness (key unpredictability by equal contribution of the
parties to the key establishment). We denote by AdvAKEA , AdvMA

A , AdvConA the ad-
vantage of an adversaryA to win the AKE security game, MA security game and
respectively the contributiveness game. We skip the definitions2, but strongly in-
vite the reader to address the original paper [8].

2 Because lack of space.
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S ∈ Zq, q > 2 prime, n = 2, m = 2.
Share 1 - The dealer: Share 2 -The dealer:

1. chooses s11 ←R
Zq; 1. chooses s21 ←R

Zq;
2. computes s12 = S − s11 (mod q); 2. computes s22 = S − s21 (mod q);

Rec 1 Rec 2
S = s11 + s12 (mod q); S = s21 + s22 (mod q);

AS1 = {{s11, s12}} AS2 = {{s21, s22}}
AS = {{s11, s12}, {s21, s22}} = AS1 ∪AS2

Fig. 1. Perfect Secret 2-Sharing Scheme based on Karnin et al.’s scheme

2.3 Secret n-Sharing Schemes

Let SS = (Share,Rec) be a secret sharing scheme, where: Share(S,m) is a
randomized sharing algorithm that splits a secret S into m shares s1, . . . , sm;
Rec(si1 , . . . , sit), t ≤ m is a deterministic reconstruction algorithm from shares
that outputs S if {si1 , . . . , sit} is an authorized subset and halts otherwise.

The set of all authorized subsets is called access structure. The access structure
of an (m,m) all-or-nothing secret sharing scheme consists of the single set with
cardinality m. A secret sharing scheme is perfect if it provides no information
about the secret to unauthorized subsets.

We follow the idea of Sun et al. [19] and extend secret sharing schemes: a
secret n-sharing scheme is a scheme that splits a secret n times into the same
number of shares m using the same Share algorithm. In other words, it runs a
secret sharing scheme n times on the same input. Let AS be the access structure
of a secret n-sharing scheme and ASi, i = 1, . . . , n, be the access structure of
the i-th run of the scheme which is based on. It is immediate that an authorized
subset in any of the n splits remains authorized in the extended construction:

AS1 ∪ . . . ∪ ASn ⊆ AS. (1)

Definition 1. (Perfect Secret n-Sharing) A secret n-sharing scheme is called
perfect if the following conditions hold: (1) its access structure is AS = AS1 ∪
. . .∪ASn; (2) it provides no information about the secret to unauthorized subsets.

Definition 1 states that no authorized subsets exist except the ones already
authorized within the n perfect sharing instances and that combining shares
originating from distinct runs give no additional information about the secret.

We affirm that perfect secret n-sharing exists. In order to support our claim
we introduce in Fig.1 an example based on Karnin et al.’s scheme [11].

3 Our Proposal

We introduce a new GKA protocol based on perfect secret n-sharing in Fig.2.
The main idea is that each user Ui uniformly selects a random ri (later a

share in a (2, 2) all-or-nothing scheme) and broadcasts its secured value through
a trapdoor function F (Rounds 1 and 2). The initiator (U1, without loss of
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Round 1 - User U1:

1.1. runs F .G(1k) to obtain a public-private key pair (pk, sk);
1.2. chooses r1 ←R {0, 1}k;
1.3. broadcatsts U1 →∗: (U , pk,F(pk, r1), σ = Σ.Sign(sk1,U||pk||F(pk, r1)));

Round 2 - Each user Ui, i = 2, . . . , n:
2.1. checks if Σ.Verify(pk1, U||pk||F(pk, r1), σ) = 1.

If the equality does not hold, he quits;
2.2. chooses ri ←R {0, 1}k;
2.3. broadcasts Ui →∗: (F(pk, ri), σi = Σ.Sign(ski,U||pk||F(pk, ri)));

Round 3 - User U1:
3.1. checks if Σ.Verify(pki,U||pk||F(pk, ri), σi) = 1, i = 2, . . . , n.

If at least one equality does not hold, he restarts the protocol;
3.2. computes sidU1 = F(pk, r1)|| . . . ||F(pk, rn), ri = F−1(sk,F(pk, ri)), the session key

K = H(sidU1 ||r1||r2|| . . . ||rn) and r′i such that SS.Share(K, 2) = {ri, r′i}, i = 2, . . . , n;
3.3. broadcasts U1 →∗: (r′2, . . . r

′
n, σ

′ = Σ.Sign(sk1,U||pk||r′2|| . . . ||r′n||sidU1);
Key Computation - Each user Ui, i = 2, . . . , n:

4.1. checks if Σ.Verify(pkj ,U||pk||F(pk, rj), σj) = 1, j = 2, . . . n, j �= i.
If at least one equality does not hold, he quits;

4.2. computes sidUi = F(pk, r1)|| . . . ||F(pk, rn) and K = SS.Rec(ri, r′i);
4.3. checks if Σ.Verify(pk1,U||pk||r′2|| . . . ||r′n||sidUi , σ

′) = 1.
If the equality holds, he accepts the key K; otherwise he quits;

Key Confirmation - Each user Ui, i = 2, . . . , n:
5.1. computes rj such that SS.Share(K, 2) = {rj , r′j}, j = 2, . . . n, j �= i;
5.2. checks if F(pk, rj) equals the one sent in step 2.3.

If at least one equality does not hold, he quits.

Fig. 2. GKA Protocol based on Secret n-Sharing

generality) computes the session key K based on the received values and the
session id, invokes secret n-sharing on inputs K and r2, . . . , rn and extracts the
second shares r′2, . . . , r

′
n, which he then broadcasts (Round 3). Each user Ui

can recover the agreed session key K from only his own shares ri and r
′
i (Key

Computation).
Key confirmation is achieved by default due to secret n-sharing: Ui eavesdrops

r′j (step 3.3), computes the corresponding rj such that {rj , r′j} represents a valid
set of shares for K (step 5.1) and verifies that rj is the genuine value chosen
by Uj (step 5.2). Hence, Ui is sure that Uj uses the correct values {rj , r′j} as
inputs for the reconstruction algorithm and obtains the same key. However, an
adversary may prevent the last broadcast message (step 3.3) to arrive to one
or more users, who become unable to recover the key. This represents a DoS
(Denial of Service) attack, which is always detected, but leads to the futility of
the protocol. We do not consider this as a weakness of our proposal, since GKE
security models ignore DoS scenarios [6] and therefore all existing provable secure
GKA protocols are susceptible to such attacks.

The construction requires a secret n-sharing scheme that given as input a se-
cret K and the shares r2, . . . , rn permits to compute the second shares r′2, . . . , r′n
such that Share(K, 2) = {ri, r′i} (or, equivalent Rec(ri, r

′
i) = K), i = 2, . . . , n.

We emphasize that this does not restrict the applicability, since efficient schemes
with such property exist - for example the secret n-sharing scheme in Fig.1.
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4 Security Proofs

Theorem 1. (AKE Security) If the signature scheme Σ is UF-CMA, the
trapdoor function F is secure, the hash function H is a random oracle and the
secret n-sharing scheme SS is perfect then our protocol is AKE secure and

AdvAKEA ≤ 2n2AdvUF−CMA
A,Σ +

(qs + qr)
2

2k−1
+

(n+ 1)qs
2

2k−1
+ 2AdvA,F .

Proof. We prove by a sequence of games. Let WinAKEi be the event that the
adversary A wins Game i, i = 0, . . . , 4.

Let Game 0 be the original AKE security game. By definition, we have:

AdvAKEA = |2Pr[WinAKE0 ]− 1|. (2)

Let Game 1 be the same as Game 0, except that the simulation fails if an
event Forge occurs, where Forge simulates a successful forgery on an honest user
signature. We follow the idea from [8] to estimate Pr[Forge] and obtain:

|Pr[WinAKE1 ]− Pr[WinAKE0 ]| ≤ Pr[Forge] ≤ n2AdvUF−CMA
A,Σ . (3)

Let Game 2 be the same as Game 1, except that the simulation fails if an
event Collision occurs, meaning that the random oracle H produces a collision for
any of its inputs. Since the total number of random oracle queries is bounded
by qs + qr:

|Pr[WinAKE2 ]− Pr[WinAKE1 ]| ≤ Pr[Collision] ≤ (qs + qr)
2

2k
. (4)

Let Game 3 be the same as Game 2, except that the simulation fails if an
event Repeat occurs, where Repeat simulates a replay attack: it appears when the
same public-private key pair (pk, sk) is used in different sessions (event bounded
by q2s/2

k) or when a party uses the same value ri in different sessions (event
bounded by nq2s/2

k). Hence, we get:

|Pr[WinAKE3 ]− Pr[WinAKE2 ]| ≤ Pr[Repeat] ≤ (n+ 1)qs
2

2k
. (5)

Note that this last game eliminates forgeries and replay attacks.
Let Game 4 be the same as Game 3, except that the simulation fails if A is

able to compute at least one value ri, i = 1, . . . , n. Hence:

|Pr[WinAKE4 ]− Pr[WinAKE3 ]| ≤ AdvA,F . (6)

Since only r′i, i = 2, . . . , n are available for the adversary in this last game and
SS is perfect, A has no advantage in finding the secret and |Pr[WinAKE4 ]| = 0.

We conclude by combining (2) - (6).

Theorem 2. (MA Security) If the signature scheme Σ is UF-CMA and the
hash function H is a random oracle then our protocol is MA secure and
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AdvMA
A ≤ n2AdvUF−CMA

A,Σ +
(qs + qr)

2

2k
+

(n+ 1)qs
2

2k
.

Proof. We prove by a sequence of games. Let WinMA
i be the event that the

adversary A wins Game i, i = 0, . . . , 3.
Let Game 0 be the original MA security game. By definition, we have:

AdvMA
A = Pr[WinMA

0 ]. (7)

Let Game 1 be the same as Game 0, except that the simulation fails if the
event Forge defined in Game 1 of Theorem 1 occurs:

|Pr[WinMA
1 ]− Pr[WinMA

0 ]| ≤ Pr[Forge] ≤ n2AdvUF−CMA
A,Σ . (8)

Let Game 2 be the same as Game 1, except that the simulation fails if the
event Collision defined in Game 2 of Theorem 1 occurs:

|Pr[WinMA
2 ]− Pr[WinMA

1 ]| ≤ Pr[Collision] ≤ (qs + qr)
2

2k
. (9)

Let Game 3 be the same as Game 2, except that the simulation fails if the
event Repeat defined in Game 3 of Theorem 1 occurs:

|Pr[WinMA
3 ]− Pr[WinMA

2 ]| ≤ Pr[Repeat] ≤ (n+ 1)qs
2

2k
. (10)

This last game excludes both forgeries and replay attacks. If Game 3 does
not aboard, it is impossible for honest partnered parties to accept with different
keys. Hence Pr[WinMA

3 ] = 0.
We conclude by combing (7) - (10).

Theorem 3. (Contributiveness) If the trapdoor function F is secure and the
hash function H is a random oracle then our protocol is contributive and

AdvConA ≤ (n+ 1)qs
2

2k
+
qr
2k
.

Proof. We prove by a sequence of games. Let WinConi be the event that the
adversary A wins Game i, i = 0 . . . 2.

Let Game 0 be the original contributiveness game. By definition, we have:

AdvConA = Pr[WinCon0 ]. (11)

Let Game 1 be the same as Game 0, except that the simulation fails if the
event Repeat defined in Game 3 of Theorem 1 occurs:

|Pr[WinCon1 ]− Pr[WinCon0 ]| ≤ Pr[Repeat] ≤ (n+ 1)qs
2

2k
. (12)
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Let Game 2 be the same as Game 1, except that the simulation fails if A can
find a collision for K = H(sidU1 ||r1||r2|| . . . ||rn) on an input ri, i = 1, . . . , n:

|Pr[WinCon2 ]− Pr[WinCon1 ]| ≤ qr
2k
. (13)

If Game 2 does not abort, the output of the random oracle is uniformly dis-
tributed. Hence Pr[WinCon2 ] = 0.

We conclude by combining (11) - (13).

5 Protocol Analysis and Future Work

Table 1 analysis the complexity of the proposed protocol from three different
perspectives: storage, computational cost and overall transmission cost. Let lx
be the length (in bits) of x and cy be the cost to execute y. First, our proposal
is storage efficient: each user maintains his long-lived secret key and a session
ephemeral value ri; in addition, the initiator keeps secret a session trapdoor
key. Second, the computational cost is acceptable for a regular party. In case
Key Confirmation phase is performed, extra cost is required. However, we stress
that cSS.Share and cSS.Rec can be neglected as they reduce to a sum modulo a
prime when the scheme in Fig.1 is used. We also remark that the untraditional
perspective on secret n-sharing scheme permits the parties to efficiently recover
the key by themselves (with no need to interact with the other parties in Key
Computation Phase). Third, the overall dimension of the exchanged messages
during one session of the protocol is cost-efficient.

Our proposal introduces different storage and computational costs for the
initiator and the rest of the users - a property of GKT rather than GKA pro-
tocols. This suggests to introduce an online high performance entity that runs
the computation instead of the initiator, while the initiator plays the role of a
regular party (after he requests the key establishment). Therefore, the costs of
the initiator become lower, while key contributiveness is maintained.

Table 2 compares our proposal with the existing work (we restrict the com-
parison to GKA protocols based on secret sharing with formal security proofs).

Our protocol maintains a constant number of rounds regardless the group size,
while it achieves better security: Bresson and Catalano [2] miss the strong cor-
ruption (the adversary is not allowed to reveal private internal state information
of participants) and Cao et al. [7] miss a contributiveness proof. Our proposal is
secure in the GBG model and hence it stands against KCI attacks.3

We emphasize two more advantages of our work: the session id is computed at
runtime (the environment of the protocol does not generate it in advance) and
participants communicate through broadcast channels only (highly appreciated
in distributed and multi-agent systems as well as ad-hoc mobile networks due to
concurrency increase and transmission overhead reduction).

We consider as topics for further research the improvements of the protocol
such that it admits dynamic groups, anonymity and robustness.

3 We are confident that it can be improved to become secure in the eGBG model;
because of space limitations we consider this for an extended version of the paper.
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Table 1. Complexity Analysis of the Proposed Protocol

Storage Computation Transmission

U1 lsk + lsk1 + k
cF.G + cF + (n− 1)cF−1 + cH

lU + lpk + nlF+
+(n+1)lΣ.Sign +(n− 1)k

2cΣ.Sign + (n− 1)cΣ.Verify + (n− 1)cSS.Share

Ui
lski + k

cF + cΣ.Sign + ncΣ.Verify + cSS.Rec

(i �= 1) (+(n− 2)cSS.Share)

Table 2. Comparison to the Existing Work

No. of Transmission Group sid Security
Rounds Type Type Generation Model

Our Protocol 3 broadcast static at runtime GBG / ROM
Bresson and Catalano [2] 3 unicast, broadcast static in advance BCP / ROM
Cao et al. [7] 3 broadcast static in advance UC / ROM

6 Conclusions

We proposed a new method to build GKA protocols based on secret sharing.
We relied our construction on a slightly different perspective of secret sharing
inspired by the idea of Sun et al. [19], which we call secret n-sharing. We in-
troduced the notion of perfect n-sharing as a natural generalization of perfect
sharing. Secret n-sharing brings several advantages as a building block of GKA
protocols: broadcast communication is sufficient, key computation is efficient,
key confirmation is achieved by default, users recover the key from their own
shares. Our protocol achieves better security than the existing work, while it
maintains the same number of communication rounds regardless the number of
participants.

Acknowledgments. This paper is supported by the Sectorial Operational Pro-
gram Human Resources Development (SOP HRD), financed from the European
Social Fund and by the Romanian Government under the contract number SOP
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Abstract. The fourth generation of cell phones, marketed as 4G/LTE (Long-
Term Evolution) is being quickly adopted worldwide. Given the mobile and 
wireless nature of the involved communications, security is crucial. This paper 
includes both a theoretical study and a practical analysis of the SNOW 3G gen-
erator, included in such a standard for protecting confidentiality and integrity. 
From its implementation and performance evaluation in mobile devices, several 
conclusions about how to improve its efficiency are obtained.  

Keywords: 4G/LTE encryption, stream cipher, SNOW 3G.  

1 Introduction 

The large increase of mobile data use and the emergence of broadband demanding 
applications and services are the main motivations for the proposal of progressive 
substitution of 3G/UMTS by 4G/LTE technology. Nowadays, commercial LTE net-
works have been launched in many countries. In particular they include: four coun-
tries of Africa, between 2012 and 2013; eleven countries of America, including USA 
from 2010; nineteen countries in Asia, where Japan was the main technology pro-
moter; twenty-nine countries in Europe, excluding Spain even though being one of the 
largest countries; and two countries in Oceania. 

In general, each evolution of telecommunications systems has involved the im-
provement of security features thanks to the learning from weaknesses and attacks 
suffered by their predecessors. Regarding the encryption systems used to protect con-
fidentiality in mobile phone conversations, the evolution has been the following. First, 
the stream cipher A5/1 and its A5/2 version were developed for the 2G/GSM cell 
phone standard. Serious weaknesses in both ciphers were identified so the encryption 
system listed in the 3G/UMTS standard substituted them by a completely different 
scheme, the Kasumi block cipher. In 2010, Kasumi was broken with very modest 
computational resources. Consequently, again the encryption system was changed in 
the new standard 4G/LTE, where the stream cipher SNOW 3G is used for protecting 
confidentiality and integrity.  
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The main issue of this work is the practical analysis of the SNOW 3G generator, 
which is the core of both the confidentiality algorithm UEA2 and the integrity algo-
rithm UIA2, published in 2006 by the 3GPP Task Force [1]. Its choice allows higher 
speed data rates in cell phones thanks to its efficiency when implemented in devices 
with limited resources. The theoretical analysis of the security level of the SNOW 3G 
is out of the scope of this paper. 

This work is organized as follows. A brief discussion on related work is included 
in Section 2. Then, Section 3 introduces the main concepts and notations used 
throughout this work, together with a theoretical description of the SNOW 3G genera-
tor. Section 4 gives some details of the implementation carried out in the iPhone Op-
erating System (iOS), and its performance evaluation. Finally, Section 5 closes this 
paper with some conclusions and future work. 

2 Related Work 

The predecessors of SNOW 3G are SNOW 1.0 [2] and SNOW 2.0 [3].  
The original version, SNOW 1.0, was submitted to the NESSIE project, but soon a 

few attacks were reported. One of the first published attacks was a key recovery re-
quiring a known output sequence of length 295, with expected complexity 2224 [4]. 
Another cryptanalysis was a distinguishing attack [5], also requiring a known output 
sequence of length 295 and about the same complexity.  

Those and other attacks demonstrated some weaknesses in the design of SNOW 
1.0, so a more secure version called SNOW 2.0, was proposed. SNOW 2.0 is nowa-
days one of two stream ciphers chosen for the ISO/IEC standard IS 18033-4 [6]. Also, 
SNOW 2.0 uses similar design principles to the stream cipher called SOSEMANUK, 
which is one of the final four Profile 1 (software) ciphers selected for the eSTREAM 
Portfolio [7]. 

Afterwards, during its evaluation by the European Telecommunications Standards 
Institute (ETSI), the design of SNOW 2.0 was further modified to increase its resis-
tance against algebraic attacks [8] with the result named SNOW 3G. Full evaluation 
of the design of SNOW 3G has not been made public, but a survey of it is given by 
ETSI in [9].  

The designers and external reviewers show that SNOW 3G has remarkable resis-
tance against linear distinguishing attacks [10, 11], but SNOW 3G have suffered other 
types of attacks. One of the first and simplest cryptanalytic attempts was the fault 
attack proposed in [12]. An approach to face that problem includes employing nonlin-
ear error detecting codes. A cache-timing attack [13] on SNOW 3G, based on empiri-
cal timing data, allows recovering the full cipher state in seconds without the need of 
any known keystream. Such an attack is based on the fact that operations like the 
permutations and multiplications by the constant α and its inverse are actually imple-
mented using lookup tables. The work [14] describes a study of the resynchronization 
mechanism of SNOW 3G using multiset collision attacks, showing a simple 13-round 
multiset distinguisher with complexity of 28 steps.  

The SNOW 3G generator has been subject of a few review works [15, 16]. The 
present paper provides a new study, more focused on a practical view. 
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Since α is a root of the primitive GF(28)[x] polynomial x4 + β23x3 + β245x2 + β48x + 
β239, the finite extension field GF(232) can be generated through successive powers of 
α so that {0, 1, α, α 2, α 3, …, α } is the entire field GF(232). Thus, we can repre-
sent any element of GF(232) either with a polynomial in GF(28)[x] of degree less than 
4, or with a word of 4 bytes corresponding to the 4 coefficients in such a polynomial. 
Operations in GF(232) correspond to operations with polynomials modulo x4 + β23x3 + 
β245x2 + β48x + β239. This means that, in particular, the multiplication of α  and any 4-
byte word (c3, c2, c1, c0) in GF(232) results from the multiplication of x and the poly-
nomial c3x

3 + c2x
2 + c1x + c0, which is then divided by the polynomial x4 + β23x3 + 

β245x2 + β48x + β239, so that the resulting output is the remainder (c2+c3β23) x3 + 
(c1+c3β245) x2 + (c0+c3β48) x + c3β239, or equivalently,  the 4-byte word (c2+c3β23, 
c1+c3β245, c0+c3β48, c3β239). Thus, a fast binary implementation of this operation can be 
based on precomputed tables (cβ23, cβ245, cβ48, cβ239), ∀c∈GF(28). Similarly, the mul-
tiplication of α-1 and any 4-byte word (c3, c2, c1, c0) in GF(232) results from the multi-
plication of x-1 and the polynomial c3x

3 + c2x
2 + c1x + c0, which is c3x

2 + c2x + c1 + c0 
x-1. Since xx-1=1 and β255 =1, x-1 can be expressed as β255-239x3 + β255-239+23x2 + β255-

239+245x + β255-239+48 = β16x3 + β39x2 + β6x + β64. Thus, the resulting output of the prod-
uct is the remainder (c0β16)x3+(c3+c0β39)x2+(c2+c0β6)x+(c1+c0β64), or equivalently,  
the 4-byte word (c0β16, c3+c0β39, c2+c0β6, c1+c0β64). Thus, a fast binary implementa-
tion of this operation can be based on precomputed tables (cβ16, cβ39, cβ6, cβ64), 
∀c∈GF(28). 

4 iOS Implementation and Evaluation 

This work analyses a software implementation of SNOW 3G in cell phone platform. 
In particular, we have implemented it for iOS platform and the used programming 
language has been Objective C. 

The first aspect we have taken into account is that LFSRs have been traditionally 
designed to operate over the binary Galois field GF(2). This approach is appropriate 
for hardware implementations but its software efficiency is quite low. Since micro-
processors of most cell phones have a word length of 32 bits, the LFSR implementa-
tion is expected to be more efficient for extended fields GF(232). Thus, since the  
implementation of SNOW 3G is over the finite field GF(232), it is more suitable for 
the architecture that supports current cell phones. The second aspect is related to 
arithmetic operations and specifically, the multiplication on extension fields of GF(2) 
because the feedback function in SNOW 3G involves several additions and multipli-
cations, and the multiplication is the most computationally expensive operation.  

In this section, we study and compare different software implementation in order 
to find the optimal one for devices with limited resources, such as smartphones. We 
have performed several studies on an iPhone 3GS whose main characteristics are 
described in Table 1.  
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Table 1. Device used for the evaluation 

iPhone 3GS 

Architecture CPU Frequency Cache L1I/L1D/L2 RAM 

Armv7-A 600 MHz 16 Kb/16 Kb/256 Kb 256 MB 

 
 

All the results shown in this work have been obtained using Instruments, which is a 
tool for analysis and testing of performance of OS X and iOS code. It is a flexible and 
powerful tool that lets track one or more processes and examine the collected data. The 
tests correspond to the average of 10 runs in which 107 bytes of keystream sequence 
are generated using the platform described above. Table 2 shows the total time (in 
milliseconds) for each SNOW 3G function explained below. The evidences indicate 
that the multiplication is the most expensive function. The second most expensive 
function is the shift register, which is performed in each clock pulse.  

Below we study two different techniques to perform multiplications and several 
techniques for LFSR software implementation proposed in [11]. 

Table 2. Function Performance in Recursive Mode 

Summary 

Function Time(ms) % 

MULxPow 29054,9 92,88 

ClockLFSRKeyStreamMode 572 1,77 

DIValpha 356,6 1,1 

main 264,7 0,8 

MULalpha 326,8 0,99 

GenerateKeystream 243,8 0,73 

ClockFSM 180,3 0,54 

S2 128,1 0,34 

S1 129,9 0,37 

Generator 1,3 0 

Total Time 30258,5 

4.1 Multiplication 

As shown in Table 2, according to the implementation proposed in [1] the most con-
suming time function in SNOW 3G is the MULxPow used in both the multiplication 
by α and by α-1. Each multiplication can be implemented either as a series of recursive 
byte shifts plus additional XORs, or as a lookup table with precomputed results. In 
each clocking of the LFSR, the feedback polynomial uses two functions MULα and 
DIVα which are defined as: 

 , 23,0xA9  || , 245,0xA9    , 48,0xA9  || , 239,0xA9   
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, 16,0xA9  || , 39,0xA9    , 6,0xA9  || , 64,0xA9   
 

The first method might be more appropriate for systems with limited memory re-
sources, as it does not require a large storage. However, as we can see in Table 2, it has 
a significant computational cost.  

The second method involving precomputed tables provides optimal time results, as 
can be seen in Table 3. Indeed, it can be considered the fastest procedure for multipli-
cation because it results in an improvement of 96% in time consumption with respect 
to the first recursive method. However, one of the biggest problems with this proposal 
could be the needed storage in devices with limited resources. In particular, for SNOW 
3G, the table has 256 elements, each of 32 bits, what results in a total of 32*256 bits. 
Furthermore, the implementation uses the two functions MULα and DIVα, so it in-
volves two tables, what means a total of 2048 bytes. Consequently, this method seems 
quite adequate for the characteristics of the chosen device.  

Table 3. Function Performance With precomputed tables 

Computational Cost 

Function Time(ms) % 

ClockLFSRKeyStreamMode 347,3 28,69 
main 277,2 22,35 
ClockFSM 182,2 14,95 
S1 146 12,01 
S2  138 11,3 
GenerateKeystream 107,3 8,84 
Generator 1,3 0,04 
Total Time 1199,4 

4.2 LFSR  

The LFSR structures are difficult to implement efficiently in software. The main rea-
son is the shift of each position during each clock pulse. This shift in hardware im-
plementation occurs simultaneously, so the whole process can be performed in a  
single clock pulse. However, in software implementation, the process is iterative and 
costly. 

As we saw in Table 3, once optimized the multiplication, it is the ClockLFSRKey-
StreamMode function the most time consuming. Thus, we have used different soft-
ware optimization techniques, proposed in [17] together with the hardcode technique 
presented in the specifications in order to improve the LFSR's final performance.  

The hardcode method consists in embedding the data directly into the source code, 
instead of using loops or indices as the rest of techniques do. The cost of this proposal 
corresponds to 15 assignments. This technique, despite being longer, seems to require 
less time. Below is the implementation of this method. 
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void ClockLFSRKeyStreamMode() 
{ 
 u32 v = ( ( (LFSR_S0 << 8) & 0xffffff00 ) ^ 
 ( MULalpha( (u8)((LFSR_S0>>24) & 0xff) ) ) ^ 
 ( LFSR_S2 ) ^ 
 ( (LFSR_S11 >> 8) & 0x00ffffff ) ^ 
 ( DIValpha( (u8)( ( LFSR_S11) & 0xff ) ) ) 
 ); 
 LFSR_S0 = LFSR_S1; 
 LFSR_S1 = LFSR_S2; 
 LFSR_S2 = LFSR_S3; 
 LFSR_S3 = LFSR_S4; 
 LFSR_S4 = LFSR_S5; 
 LFSR_S5 = LFSR_S6; 
 LFSR_S6 = LFSR_S7; 
 LFSR_S7 = LFSR_S8; 
 LFSR_S8 = LFSR_S9; 
 LFSR_S9 = LFSR_S10; 
 LFSR_S10 = LFSR_S11; 
 LFSR_S11 = LFSR_S12; 
 LFSR_S12 = LFSR_S13; 
 LFSR_S13 = LFSR_S14; 
 LFSR_S14 = LFSR_S15; 
 LFSR_S15 = v; 
} 

The analysis carried out with the precomputed multiplication method involves an 
experiment to assess 107 bytes of the keystream generated by the LFSR proposed for 
SNOW 3G. The result values are summarized in Table 4, which shows the functions’ 
time and the total implementation time.  

The results show that the hardcode method is not the best implementation. Al-
though it represents an 11% of improvement over the traditional method, the sliding 
windows method presents an improvement of 29% with respect to the traditional, and 
20% compared to the hardcode method.  

Table 4. Performance of Different LFSR Implementation Methods  

 Traditional HardCode Circular Buffers 
Sliding  

Windows 
Loop Unrolling 

Function Time (ms) Time (ms) Time (ms) Time (ms) Time (ms) 

ClockLFSRKeyStreamMode 491,1 342,5 834 184,1 291,3 

Generator 1,4 1,3 1,3 1,8 1,1 

GenerateKeystream 65,8 65,8 198,3 88,2 68,4 

main 246,6 306,8 296,8 297 294,4 

Total Time 804,9 716,4 1330,4 571,1 655,2 
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From the obtained results, we conclude that the circular buffer method is not appli-
cable because the update of different indices involves modular arithmetic, which is 
not very efficient. 

The new LFSR proposal can affect other SNOW 3G parts like the FSM. For this 
reason our main aim is to determine whether improving LFSR shift times negatively 
affects other code parts, and in that case to state the improvement that can be 
achieved. In order to do it, we have implemented in SNOW 3G with precomputed 
tables using sliding windows for shift register, Table 5 shows the summary of the 
results. If we compare them with the results of Table 3, it is clear that this implemen-
tation improves the time for the ClockLFSRKeyStreamMode, S1 and GenerateKey. 
However, other functions like ClockFSM, S2, GenerateKeystream have increased 
slightly their values. The function with the worst time result is S2, as its value has 
increase 26% related to the previous proposal. Moreover, the greatest improvement 
has been in ClockLFSRKeyStreamMode function, with a 47%. All this results in  
an overall improvement of 10% compared to the implementation proposed in the 
specifications. 

Table 5. Function Performance in optimized Mode 

Computational Cost 

Function Time(ms) % 

ClockLFSRKeyStreamMode 184,7 15,28 
main 282,3 22,23 
ClockFSM 195,4 17,68 
S1 135,9 12,65 
S2  163,4 16,33 
GenerateKeystream 118,2 10,95 
Generator 1,2 1,07 
Total Time 1081,1 

5 Conclusions and Future Work 

This paper has provided an analysis both from a theoretical and practical point of 
view, of the generator used for the protection of confidentiality and integrity in the 
4G/LTE generation of mobile phones. In particular, after an introduction to the theo-
retical basis of the SNOW 3G generator, the implementation of the generator on the 
iOS mobile platform and several experiments have been carried out, obtaining from a 
comparison with similar software, several interesting conclusions on how to improve 
efficiency through the optimization of the software. Since this is an on-going work, 
there are still many open problems such as the analysis of other parameters not yet 
analyzed in this work, the implementation using different architectures and a compar-
ative study. Also other future works are the proposal of a lightweight version of the 
SNOW 3G generator for devices with limited resources, and the analysis of several 
theoretical properties of the generator. 
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Abstract. Recently, Antequera and López-Ramos have proposed an improve-
ment on the secure multicast protocol based on the extended Euclidean algo-
rithm in order to overcome the weaknesses and breaches detected by Peinado 
and Ortiz. The improvement defines a new authentication scheme based on the 
Chinese Remainder Theorem. However, we show in this work that the protocol 
is still vulnerable to impersonation attack due to the relationships between the 
authentication message of different multicast keys. 

Keywords: Cryptanalysis, Key refreshment, Key Distribution, Multicast. 

1 Introduction 

In 2010, Naranjo et al proposed a key refreshment scheme [1] for multicast networks 
composed by several protocols. The security of that scheme relied mainly on the Ex-
tended Euclidean (EE) algorithm. The scheme was composed by the key refreshment 
procedure itself, an authentication protocol to verify the keys and a zero-knowledge 
protocol to authenticate nodes trying to detect illegal peers. 

In 2011, Peinado and Ortiz presented a cryptanalysis [5] showing several weak-
nesses and vulnerabilities of the scheme [1] and its later applications [2], [3]. That 
cryptanalysis reveals three main breaches: a) the legal members can impersonate the 
Key server against the rest of users; b) the authentication protocol fails because forged 
refreshments are not detected; c) the secret keys (tickets) of the members can be re-
covered by other members using the zero-knowledge protocol originally proposed to 
detect illegal peers. 

Furthermore, Peinado and Ortiz presented in [6] the practical cryptanalysis of the 
examples proposed in [1], using genetic algorithm, in which the secret keys are recov-
ered by factorization of integers composed by 64 bits prime factors. 

Antequera and López-Ramos, co-authors of the original scheme [1], have pre-
sented several improvements to overcome the vulnerabilities [7]. The main improve-
ment resides on the modification of the authentication protocol. The new scheme 
employs one more key per user to apply the Chinese Remainder Theorem. However, 
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we show in this work that the new authentication protocol does not avoid impersona-
tion attacks, allowing dishonest users to cheat the rest of users. 

The next section describes the key refreshment defined in [1]. Section 3 deals with 
the cryptanalysis in [5,6] showing the main weakness of the scheme. Section 4 de-
scribes the improved authentication protocol defined in [7] to detect forged refresh-
ments. In section 5, the cryptanalysis of the new authentication mechanism is pre-
sented. Finally, conclusions appear in section 6. 

2 Key Refreshment Scheme 

The original key refreshment scheme is presented in this section. Let r be the symme-
tric encryption key to be multicast, and let n be the number of members at a given 
time. The process can be divided in several phases. 

Phase 1. Member Ticket Assignment. When a member i enters the system, he joins the 
group and a member ticket xi is assigned by the Key server. Every ticket xi is a large 
prime and is transmitted to the corresponding member under a secure channel. It is 
important to note that this communication is performed once per member only, in 
such a way that the ticket xi is used by the member i for the whole time he is in the 
group. Furthermore, all tickets must be different from each other. 

Therefore, xi is only known by its owner and the Key server, while r will be shared 
by all group members and the Key server. 

Phase 2. Distribution. This phase is performed by several steps. 

Step 1. The Key server selects the parameters of the system to generate the encryption 
key r. It selects: 

• Two large prime numbers, m and p, such that p divides m - 1. 
• δ < xi for every i = 1, ..., n 
• k such that δ = k + p. 
• g such that gp = 1 mod m. 

The encryption key r is computed as r = gk mod m.  

Step 2. The Key server calculates 

 ∏ =
= n

i ixL
1

 (1) 

The parameter L is kept private in the Key server. 

Step 3. The Key server computes u and v by means of the Extended Euclidean algo-
rithm [4], such that 

 u·δ + v·L = 1 (2) 
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Step 4. The Key server multicasts g, m and u in plain text. 

Step 5. Each member i calculates δ = u-1 mod xi to obtain the encryption key r by 
means of the equation 

 gδ mod m = gk mod m = r (3) 

Each refreshment of the encryption key r, implies the generation of new values for 
m, g, p and/or k. As a consequence, δ, u and v will be also refreshed. 

Phase 3. Arrival of a Member j. In this case, the ticket xj is assigned to member j by 
the Key server. Then, the ticket is included in the encryption key generation by means 
of equation 1, since the parameter L is the product of all the tickets. In this way, the 
encryption key r does not change, and thus the rest of the members do not need to 
refresh the key. The only operation the Key server must perform is a multiplication to 
obtain the new value for L. 

Phase 4. Departure of a Member j. When a member leaves the group, he should not 
be able to decrypt contents anymore. Hence, a key refreshment is mandatory. This is 
achieved by dividing L by the ticket xj, and generating a new encryption key after-
wards. In this case, the new key must be distributed to every member using the proce-
dure of phase 2. 

Phase 5. Other Refreshments. For security reasons, the Key server might decide to 
refresh the encryption key r after a given period of time with no arrivals or departures. 
This refreshment is performed by the procedure of phase 2. 

3 Vulnerability of the Key Refreshment Scheme 

We recall here the main vulnerability of the original key refreshment, since the im-
proved version presented in [7] does not modify substantially the scheme. Let us con-
sider a legal member h which receives the key refreshment parameters (g, m and u) in 
a regular way. He performs the distribution phase, as described in section 2. Since the 
member h computes δ = u-1 mod xh, he can obtain a multiple of L by the following 
equation 

 v·L  = 1 - u·δ (4) 

The knowledge of that multiple allows the member h to impersonate the server. 
The only thing he has to do is the following 

Step 1. Member h generates a new value δ' < δ, and computes u' and v' applying the 
extended Euclidean algorithm, such that 

 u'·δ' + v'·(v·L) = 1 (5) 
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Step 2. Member h sends g, m and u' to the other members. Those members will obtain 
the new value δ' = u'-1 mod xi, and compute the refreshed key by equation 3. The ef-
fect of this fake refreshment is a malfunctioning of the system (DoS attack), since the 
legal members cannot identify legal refreshments. 

Although the knowledge of a multiple of L is enough to impersonate the server, the 
member h could obtain the parameter L when a new refreshment arrives, as it is ex-
plained in detail in [5,6]. Hence, anyone who knows a multiple of L could generate 
arbitrary values m’, p’, g’, k’ and δ’ for the parameters and computes u’. This way the 
legal users agree on a fake key r’ = g’k’ mod m. 

It is important to note that the knowledge of a multiple of L does not allow the re-
covering of the tickets xi and the exponent k. 

4 Authentication Protocol 

The authentication protocol proposed in [1] to verify the multicast key was broken in 
[5,6]. As a countermeasure, Antequera and López-Ramos have proposed in [7] a new 
scheme based on the Chinese Remainder Theorem. It is as follows. 

Every legal user holds a ticket xi as before and a new secret non-negative value bi < 
xi. The session key to be distributed is r = gk mod m, since the key generation and 
distribution has not been modified. The authentication protocol is divided into two 
steps. 

Step 1. The Key server computes s = (gk)-1 mod L. Then the server chooses a random 
number a, such that a < xi, for every xi, and computes h(a), for h a hash function, as in 
[1]. Finally, the server solves the system of congruences x = a·s + bi mod xi, i=1,…,n, 
getting a solution S. 

The authenticating message corresponding to the key r is (S,h(a)). 

Step 2. Every member i receives the authentication message and computes the value  

 Si = S-bi mod xi (6) 

Then she verifies the equation 

 h(Si·g
k mod xi) = h(a). (7) 

If the equation holds true, then the r is considered authentic. 

5 Breaking the Authentication Protocol 

As it is described in section 3, the main weakness of the key refreshment scheme 
proposed in [1] resides on the fact that any user could impersonate the server, generat-
ing forged refreshment messages, from the knowledge of a multiple of L. The proto-
col presented in [7] still suffers from the same weakness because the key generation 
and distribution phases have not been modified (see Steps 1-3 in section 2). So, every 
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legal member knows u, δ and is able to compute a multiple v·L. With these parameters 
any user could impersonate the server and generate a fake key, following the steps 
described in section 3. 

The new authentication protocol proposed in [7] has been designed to avoid the 
server impersonation attack. This is one of the most relevant modifications presented 
in [7] of the original scheme in [1]. However, we show that the new authentication 
protocol is also insecure. To do so, we consider that the attack will be performed by a 
legal member of the system based on the following facts. 

Fact 1. The verification equation defined in (7) to check the validity of the authentica-
tion message received by the users presents an inconsistency. The users are not able to 
compute gk, since k is kept secret by the Key Server, and consequently the verification 
process could not be performed. Instead, we rewrite equation (7) as 

 h(Si·r mod xi) = h(a) (8) 

where r = gk mod m is the multicast key computed by the users. Otherwise, the au-
thentication protocol in [7] could not be performed. 

Fact 2. Each legal member knows u, δ and is able to compute a multiple v·L of L. 

Fact 3. Parameters S and h(a) are public. Those parameters constitute the authentica-
tion message of a given secret key r (see Step 1 in section 4). 

Fact 4. Each legal member knows a, since he has to compute it to verify the authenti-
cation message as it is stated in equations (7) and (8) . Hence,  

 a = Si·r mod xi = Si·(g
k mod m) mod xi (9) 

Fact 5. Each legal member knows gk mod m, but not the parameter k.  
 
Taking into account those facts, the impersonation attack will be performed in two 
steps: the generation of the false key and the falsification of the authentication mes-
sage corresponding to the false key.  

5.1 Generation of the False Key  

The attacker (a legal user j) computes a false key r’ = gk’ mod m related to a previous 
valid multicast key r = gk mod m in the following way. 

Step 1. The attacker chooses a new value δ' such that 

 δ' = δ + Δ (10) 

Note that from step 1 in section 2 this implies that k' = k + Δ, although k is not 
known, since m and p are not modified. 
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Step 2. The attacker applies the extended Euclidean algorithm to compute u' and v' 
such that equation (5) is satisfied. 

Step 3. The attacker impersonates the server and multicasts the message (u', g, m) as 
in the original protocol. 

Step 4. The members of the system compute the key r' applying the regular equations. 
Let us consider user i. Then, δ' = u' -1 mod xi and  

 r' = gδ' mod m = gδ + Δ mod m = gk + Δ mod m = gk' mod m (11) 

5.2 Falsification of the Authentication Message 

The attacker (a legal user j) generates the parameters S’ and a’ as follows 

 S’ = S + βr'-1 mod v·L (12) 

 a’ = aα + β, (13) 

where β is an integer and α is also integer such that 

 r' = rα  mod v·L (14) 

It is important to note that a' must be less than xi for i = 1, ... , n. The attacker does not 
know the tickets xi. However, he knows the values of a, sent in previous authentica-
tions. Since a is always less than xi for i = 1, ... , n, the attacker uses the highest value 
of a (named amax) instead of the unknown tickets as the upper bound of equation (13). 
In order to facilitate that condition, the attacker selects a small value of a to compute 
a'. Note that when the attacker selects a value of a, he is really selecting the tuple 
(a,S,r,g,m). 

On the other hand, α  always exist for any value of r and r'. However, the attacker 
has to check if α satisfied the upper bound imposed to equation (13). 

Next, the attacker broadcasts S’ and h(a’) impersonating the server. 
Finally, the users verify the key r' using the authentication message (S’ , h(a’)) apply-
ing the equation (8) 

 h((S’- bi)r' mod xi) = h((S + βr'-1 - bi)r' mod xi)  

                                 = h((S  - bi)r' +βr'-1r' mod xi)  

                                                           = h(asrα +β mod xi) 

                                                           = h(aα +β mod xi) 

                                    =h(a’)          (15) 
 

As one can observe from equations (12) and (13), there exists a relationship be-
tween all authentication messages corresponding to every distinct key. The reason 
resides upon the fact that any two distinct keys r ≠ r' are related by α mod vL.  
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A very important result can be derived from the case β = 0. If the attacker selects β 
= 0, then the authentication message corresponding to r' ≠ r can be computed from  

 S’ = S (16) 

 a’ = aα (17) 

This implies that the same value of S is used to authenticate every possible key 
such that aα < xi for i = 1, ... , n, where r' = rα mod vL. 

6 Conclusions 

We prove that the authentication protocol proposed in [7] to overcome the weak-
nesses detected in [1] is not secure. On one hand, the definition of the protocol 
presents an inconsistency turning it into non-implementable. Considering that the 
inconsistency could be derived from a typographical mistake, the protocol produces, 
for every multicast key, an authentication message which can be easily forged. That 
is, the attacker could select new false keys and compute the corresponding authentica-
tion message. The users would accept those keys as valid. 

This attack is a server impersonation attack performed by a legal user. However, 
the information known by the users allow them to perform the attack later, when  
they have left the system. The effect of this attack is a desynchronization or denial of 
service. 

On the other hand, we prove an important weakness derived from the fact that the 
authentication messages are related to each other. Hence, if the attacker knows the 
authentication message of a given key, he can compute the authentication message of 
any other key. 
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Abstract. In recent years, the use of Virtual Learning Environments
(VLEs) has greatly increased. Due to the requirements stated by the
Bologna process, many European universities are changing their educa-
tion systems to new ones based on information and communication tech-
nologies. The use of web environments makes their security an important
issue, which must be taken into full consideration. Services or assets of
the e-learning systems must be protected from any threats to guaran-
tee the confidentiality of users’ data. In this contribution, we provide an
initial overview of the most important attacks and countermeasures in
Moodle, one of the most widely used VLEs, and then we focus on a type
of attack that allows illegitimate users to obtain the username and pass-
word of other users when making a course backup in specific versions of
Moodle. In order to illustrate this information we provide the details of
a real attack in a Moodle 1.9.2 installation.

Keywords: Cryptography, Learning Environment, Moodle, Secure
Communications, Web Security

1 Introduction

The educational model in many European universities is changing to a new qual-
ification system in accordance with the proposals of the Bologna Process. This
Process aims to create since 2010 a European Higher Education Area (EHEA),
and it is based on cooperation between ministries, higher education institu-
tions, and students from 47 European countries [1]. The Bologna agreement has
supposed a lot of changes in higher education, more specifically in the quality
assurance, the contents of the subjects, the duration of the bachelor’s degree,
and the education model itself.

Universities have started the implementation of the new teaching-learning
techniques moving from a blackboard-based education to a computer-based one,
and from a teaching system, where teachers were basically lecturers, to a new

Á. Herrero et al. (eds.), International Joint Conference SOCO’13-CISIS’13-ICEUTE’13, 517
Advances in Intelligent Systems and Computing 239,
DOI: 10.1007/978-3-319-01854-6_53, c© Springer International Publishing Switzerland 2014



518 V. Gayoso Mart́ınez et al.

teaching-learning system, where students must plan their education and training
carefully. In this sense, the use of computers and online platforms becomes an
essential tool for the student [2].

There are several platforms in the market that offer the features needed for on-
line education. Sometimes they are used as the sole instrument for teaching, but
in other cases they are used to support courses combining online and traditional
classes [3]. These type of products are usually known as Course Management
System (CMS), Learning Management System (LMS) or Virtual Learning En-
vironment (VLE). In particular, a report about the VLEs used by the Spanish
universities, published in 2009, includes a comparative analysis of the situation
regarding online platforms in each university [4]. In that report, it is stated that
55.55% of the universities used Moodle as their corporate platform for classes in
2008, 30% of the universities used no platform, and the rest used Dokeos, Sakai,
LRN, and Illias in different small percentages.

Moodle (Modular Object-Oriented Dynamic Learning Environment) is an e-
learning software platform whose first version was released in August 2002 [5].
Moodle was originally developed by Martin Dougiamas to help educators cre-
ate online courses with a focus on interaction and collaborative construction of
contents, and is provided freely as open source software under the GNU General
Public License. As of April 2013, it had a user base of almost 80,000 registered
sites across 232 countries [6], serving more than 7 million courses. In addition
to the standard features of Moodle, developers can extend its functionality by
creating specific plugins [7]. Due to all its features, Moodle is probably the most
popular platform for online education.

Moodle can be run on Windows, Mac, and Linux operating systems. The most
widely used version of Moodle is 1.9.x, and the latest stable version as of April
2013 is 2.4.3. Moodle is one of the most used platforms in the world, specially in
USA, Spain, and Brazil [6]. For this reason, its security is a crucial aspect which
must be analyzed in depth.

The information stored at the Moodle platform includes elements such as
user profiles, students’ results and grades, examination and assessment ques-
tions, discussion forums contents, assignments submitted by the students, news
and announcements, wikis, etc. This information is critical, and so it must be
protected accordingly to its importance.

After presenting several security aspects related to the use of Moodle, this
contribution focuses in one of the most important threats, the information dis-
closure. This disclosure is even more serious in education institutions where users
access several services and information (e-mail, payroll data, student’s grades)
with the same password that they use in Moodle.

In particular, we have analyzed the possibility of obtaining the usernames and
passwords of users in specific versions of Moodle which are currently installed
in many educational centres and institutions. In fact, we prove that is very easy
to obtain such information and get access, impersonating other users, to the
system where those specific versions of Moodle are being used, unless the site
administrators have taken the appropriate measures to avoid this risk.
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The rest of the paper is organized as follows: In Section 2, we provide some
information about the security of the VLEs in general and, more specifically,
we describe some potential vulnerabilities of Moodle. A practical attack against
some versions of Moodle is presented in Section 3. Finally, we summarize our
conclusions in Section 4.

2 Moodle Security

The proliferation of VLEs and the use of computers as part of daily classes in
most levels of the educational system implied the necessity of providing com-
munications between users and protecting the information delivered through
those communication channels. VLE systems allow to share information and
data among all the users, and they often manage one-to-many and many-to-
many communications, providing powerful capabilities for learning [8].

E-learning can be considered as a special form of e-business, where its digital
content has to be distributed, maintained, and updated. Moreover, these contents
have to be adequately protected from unauthorized use and modification. At the
same time, they must be available to the students in a flexible way [9].

Discussions about how to protect web applications and the e-learning content
from being used without permission, including the authentication system, and
different types of availability, integrity, and confidentiality attacks, are presented
in [10], [11], and [12].

Moodle, as any other VLE, is open to attacks if vulnerabilities are found
and they are not revised by the developers [13, 14]. Fortunately, most of the
vulnerabilities of Moodle have already been satisfactorily corrected with the
latest versions. At the Moodle website, the history of each version can be found,
as well as the new features included in them [15].

A particularization to Moodle security vulnerabilities using the AICA model
(whose name refers to the concepts of Availability, Integrity, Confidentiality, and
Authentication) is analyzed in [16]. After this analysis, the authors recommend
some security and privacy protection mechanisms in order to minimize the vul-
nerabilities found. The suggestions about the setting configuration are intended
for Moodle administrators, but there are no recommendations in that article for
end-users. Given that Moodle is managed as a corporative tool, teachers are not
typically allowed to change settings or to decide upon any other change that
could make the VLE secure against external or internal threats.

From a broader point of view, some of the attacks against Moodle and the
measures that must be taken into account in order to secure the virtual environ-
ment installation are presented in the following paragraphs [17].

An organization’s servers provide a wide variety of services to internal and
external users, and they typically store and process sensitive information for the
organization. Servers are frequently targeted by attackers because of the value of
their data and services [18]. Some of the practical countermeasures to the most
common attacks on servers are: using firewalls, updating the operating system
and software, and removing unnecessary software packages.
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The term authentication refers to the means and processes used to corrobo-
rate the identity of a person, a computer terminal, a credit card, etc. Some of the
threats related to the authentication phase in Moodle are the following: using
weak passwords, maintaining the same password for a long time, undistinguish-
ing authentication roles, and session hijacking.

Internet bots are software applications that run automated tasks applied to
any content publicly available on the Internet. They usually perform tasks that
are repetitive and trivial at a much higher speed than any human being can do.
So, it is important to protect Moodle from unwanted search bots, against spam
bots, and against brute force attacks.

In confidentiality attacks, the main purpose of an attacker is not data modi-
fication, but data access and dissemination. This flaw is based on the fact that
sensitive information does not have an appropriate encryption.

Regarding this threat, a new solution, named VAST, was proposed in 2005.
VAST uses large, structured files to improve the secure storage of secret data,
and preserves both the confidentiality and integrity of the data [19]. The VAST
storage system uses extremely large (e.g., terabyte-sized) files to store secret
information. A secret is broken into shares distributed over a large file, so that
no single portion of the file holds recoverable information.

3 A Practical Attack

Data backup and recovery are essential parts of any professional service oper-
ation, as they permit to recover information from a loss originated by either
human error or infrastructure failure.

The backup procedure implemented in Moodle allows to save in a compressed
file all the relevant information pertaining to a certain course. This is an im-
portant feature as teachers might need to move their courses to another server,
backup the courses before an upgrade, or just protect the course contents against
potential errors. This procedure is typically managed by administrators or by the
teachers themselves, who can select the specific elements that will be included
in the backup bundle by using a web menu.

The output of the backup process is a compressed file that, among other
elements, includes the file moodle backup.xml (or moodle.xml, depending on
the version used). Though there is no official Moodle documentation about
moodle backup.xml, we will explain the structure and contents of this XML
file.

The first level of information of the XML file is formed by the elements INFO,
ROLES, and COURSE, whose meaning is described next:

– INFO includes the name of the backup file (NAME), the Moodle version and
release (MOODLE VERSION and MOODLE RELEASE, respectively), the
date of the backup (DATE), the backup tool version (BACKUP VERSION)
and release (BACKUP RELEASE), the storage method for the backup (ZIP
METHOD), the URL of the site (ORIGINAL WWWROOT), and general
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information about a set of elements included in the course such as assign-
ments, quizzes, forums, lessons, resources, surveys, wikis, etc. (DETAILS),
each one presented as a MOD element.

– ROLES is composed of several ROLE items. Each ROLE element gathers
the information about the capabilities possessed by users of a certain type
(e.g. teachers, students, etc.).

– COURSE is where the actual information about the course is located, and
it is comprised of several elements: HEADER includes general information
about the course (e.g. official name, starting date, etc.), BLOCKS informs
about the different modules that can be accessed in the course web page,
SECTION presents the information about several elements of the course
(questionnaires, etc.), USERS includes important data about the users of
the course (e-mail address, etc.), QUESTION CATEGORIES includes infor-
mation about the questions developed by the teacher that must be answered
by the students, LOGS records the details of every user access (user ID, IP
of the computer from which the user connected, etc.), GRADEBOOK stores
the students’ grades, and finally, MODULES includes information such as
the resources (files uploaded by the teacher, etc.), and the posts published
at the forums.

In order to illustrate the previous information, Figure 1 shows the folded tree
with the XML structure of the moodle backup.xml file of one of our courses.

Next, we will analyze in more detail the USERS module, which contains crit-
ical information that a potential hacker would like to obtain. Within USERS,
information about each user of the course is stored inside a USER element.

Figure 2 presents the content related to one of the USER elements of the
example file moodle backup.xml that we have used as the target of the attack,
and that has been obtained from a real Moodle 1.9.2 installation.

Among this information, we can find the following items:

– USERNAME: The name that uniquely identifies any user in a particular
Moodle deployment (the actual value of the username used in our attack is
not displayed for security reasons).

– PASSWORD: The hash of the user’s access code computed with the MD5
algorithm.

– IDNUMBER: An identification number provided to the system for each user,
for example, the national identity number, a corporate identification number,
etc. (the actual value of this field is not displayed in this contribution for
security reasons).

– FIRSTNAME: Given name of the user as registered in Moodle.
– LASTNAME: Family name of the user as registered in Moodle.
– EMAIL: User’s e-mail address.

It is very important to point out that passwords are stored in Moodle as
hashes processed by the MD5 algorithm, a 128-bit hash function designed by
Ron Rivest in 1992 and published as a RFC (Request for Comments) document
by the IETF (Internet Engineering Task Force) [20].
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Fig. 1. XML structure of the moodle backup.xml file

We recall that hash functions do not encrypt data as they use no keys; in
other words, they only determine a summary (digest) of the data [21].

Before Moodle v1.9.7 (November 2009), hashed passwords were automatically
stored in the backup files of the courses (nevertheless, in the configuration it is
possible to select items not to be included in the backup). Starting in version
1.9.7, this feature was disabled, so in the latest versions hashed passwords are
not stored as part of the backup process. In fact, if a course is restored to a
new site, users will need to reset their password the first time they connect. We
have checked this problem in a Moodle 1.9.8 backup from another education
centre and, as it was expected, the hashed passwords are not included in the
backup file.
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Fig. 2. User information in the moodle backup.xml file used in the attack

The problem with MD5 is that it has been proved that it is a weak algorithm.
Several attacks have shown that nowadays it is not a secure choice for a hashing
algorithm [22–24]. On the internet there exist several websites that can retrieve
the original text or message related to a given MD5 hash, either directly as an
online service (e.g. [25]), or as a downloadable binary application (e.g. hashcat
[26], a free tool to recover plain text strings for a variety of hashing methods).

Almost 25% of Moodle versions deployed in education institutions are 1.8.x or
previous [6]. Though no statistics are available about the exact version of Moodle
that has been installed at the different registered sites, taking into account that
the latest 1.9.x version was 1.9.18, and that the Moodle versions vulnerable to
this problem are versions previous to 1.9.7, it is reasonable to expect that a
proportion of 1.9.x sites are vulnerable, though with the available data it is not
possible to provide an exact figure. In summary, with the data publicly available
at [6], it can be stated that the percentage of affected sites could range from
25% to almost 80%. Figure 3 shows the distribution of all Moodle registrations
by version as of April 2013.

Going back to the presented attack, Table 1 and Table 2 show the information
about two different users whose details are stored in the moodle backup.xml

target file.
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Fig. 3. Moodle registrations by version (source: Moodle website)

Table 1. Data from user 1 retrieved from the moodle backup.xml target file

Backup data User 1 information

USERNAME X12345 (fictitious)
PASSWORD ef73781effc5774100f87fe2f437a435

FIRSTNAME Alice (fictitious)
LASTNAME Smith (fictitious)
EMAIL alice@edu.com (fictitious)

Table 2. Data from user 2 retrieved from the moodle backup.xml target file

Backup data User 2 information

USERNAME X54321 (fictitious)
PASSWORD 8fe87226333c05d4996c46a0d4165cb7

FIRSTNAME Bob (fictitious)
LASTNAME Smith (fictitious)
EMAIL bob@edu.com (fictitious)

If we take the passwords and feed one of the MD5 cracking tools with that
information, we will obtain almost immediately the actual passwords. Table 3
present the real passwords recovered using this method.

Table 3. Actual passwords retrieved with a MD5 cracking tool

Password Decrypted

ef73781effc5774100f87fe2f437a435 1234abcd
8fe87226333c05d4996c46a0d4165cb7 maria08

In other words, in general, each teacher in a Moodle course is able to create a
backup file that will include all the previously mentioned information from other
teachers involved in the course and from the students attending the course.
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As a result of this research, we have proved that the possibility of accessing the
backup files of some versions of Moodle permits an attacker to obtain the MD5
hashed passwords, which is a very important weakness. In fact, such information
allows the attacker to disclose the password of any user in a very simple way.

This risk is even greater in education institutions where users have the same
password not only to login into Moodle, but also to login into the e-mail service,
to get the payroll data, or to grade the students’ work, to name just a few
examples.

4 Conclusions

One of the most widely used e-learning platforms, particularly in North Ameri-
can, Spanish, and Brazilian educational centres, is the Virtual Learning Environ-
ment Moodle. This virtual campus allows online interactions between teachers
and students, either as a complement of traditional education or as the teaching
tool for distance learning.

This type of services through the Internet must be completely secure, since
the information exchanged between users is usually confidential, and the data
stored at the platform can be used to validate the students’ grades.

In this paper we have analyzed the security of Moodle regarding a specific type
of data storage attack which can lead to valid authentications from illegitimate
users. The example that illustrates this attack shows that it is very easy for
a teacher to create a backup file from a course and obtain the username and
password of other users.

As a result of that research, we have proved that a significant proportion of
Moodle installations are vulnerable to this attack, so it is of paramount impor-
tance that Moodle administrators update their installations at least to version
1.9.7, or that they configure the backup file in order to avoid sensible information
be included in it.
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Abstract. This work includes a review of two cases study of mobile applica-
tions that use Identity-Based Cryptography (IBC) to protect communications. It 
also describes a proposal of a new mobile application that combines the use of 
IBC for Wi-Fi or Bluetooth communication between smartphones, with the 
promising Near Field Communication (NFC) technology for secure authentica-
tion. The proposed scheme involves NFC pairing to establish as public key a 
piece of information linked to the device, such as the phone number, so that this 
information is then used in an IBC scheme for peer-to-peer communication. 
This is a work in progress, so the implementation of a prototype based on 
smartphones is still being improved.  

Keywords: Identity-Based Cryptography, Mobile Application, Near Field 
Communication. 

1 Introduction 

The use of smartphones has been increasing rapidly worldwide for the last years so 
that they have overtaken computers. Moreover, the figures say that this tendency is to 
be accelerated in the next future [1]. Smartphones are nowadays used for everything: 
checking email, social networking, paying tickets, communication between peers, 
data sharing, etc. However, in general they have lower computing capabilities than a 
standard computer, as well as power and battery limitations. Thus, every operation  
or computation in a smartphone must be implemented taking into account these  
constraints, maximizing efficiency and memory usage in order to avoid possible prob-
lems. In spite of these difficulties, still secure communication mechanisms and proto-
cols need to be provided in different layers and applications in order to offer security 
to end users in a transparent way so that they can find functional mobile applications 
both user-friendly and robust. 

The so-called Identity-Based Cryptography (IBC) may be seen as an evolution of 
Public-Key Cryptography (PKC) because IBC gets rid of most of the problems of 
traditional Public-Key Infrastructures (PKIs), as they are usually related to certifi-
cates. Furthermore, it provides the same security level, but using shorter encryption 
keys and more efficient algorithms. In the past decade, IBC has been subject of inten-
sive study, and many different encryption, signature, key agreement and signcryption 
schemes have been proposed [2, 3, 4].  
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Near Field Communication (NFC) is a short-range high frequency wireless commu-
nication technology [5] that enables simple and safe interactions between electronic 
devices at a few centimeters, allowing consumers to perform contactless transactions, 
access digital content, and connect electronic devices with a single touch. 

This paper aims to review some mobile applications based on mechanisms and pro-
tocols that use IBC to provide security, and to propose a new NFC-based mobile ap-
plication for Bluetooth/Wi-Fi pairing for peer-to-peer communication whose security 
is based on IBC. The characteristics of these schemes perfectly fit with the demand 
and requirements of not only smartphones but also backend applications and servers 
in terms of simplicity, security, efficiency and scalability. In particular, two known 
proposals are here analyzed and discussed. The first one aims to protect information 
sharing among mobile devices in dynamic groups whereas the second one proposes a 
secure protocol for communications in social networks, both using Identity Based 
Cryptography as the main security mechanism.  

The remainder of this paper is organized as follows. In Section 2 a brief introduc-
tion to the cryptographic primitives used throughout the document is included. Then, 
Section 3 reviews the two mobile applications chosen for being studied. Section 4 
presents the proposed scheme and discusses its design, security and implementation. 
Finally, Section 5 concludes the paper, including some future work. 

2 Background  

Identity-Based Cryptography is a type of public-key cryptography where a public 
piece of information linked to a node is used as its public key. Such information may 
be an e-mail address, domain name, physical IP address, phone number, or a combi-
nation of any of them. Shamir described in [6] the first implementation of IBC. In 
particular, such a proposal is an identity-based signature that allows verifying digital 
signatures by using only public information such as the user's identifier. Shamir also 
proposed identity-based encryption, which appeared particularly attractive since there 
was no need to acquire an identity's public key prior to encryption. However, he was 
unable to come up with a concrete solution, and identity-based encryption remained 
an open problem for many years.  

2.1 Identity-Based Encryption 

Identity-Based Encryption (IBE) is a public cryptographic scheme where any piece of 
information linked to an identity can act as a valid public key. A Trusted Third Party 
(TTP) server, the so-called Private Key Generator (PKG), first stores a secret master 
key used to generate a set of public parameters and the corresponding users’ private 
keys. After a user’s registration, it receives the public parameters and its private key. 
Then, a secure communication channel can be established without involving the PKG. 
Boneh and Franklin proposed in [2] the first provable secure IBE scheme. Its security 
is based on the hardness of the Bilinear Diffie-Hellman Problem [7].  
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IBE schemes are usually divided into four main steps: 

1 Setup: This phase is executed by the PKG just once in order to create the whole 
IBE environment. The master key is kept secret and used to obtain users' private 
keys, while the remaining system parameters are made public. 

2 Extract: The PKG performs this phase when a user requests a private key. The 
verification of the authenticity of the requestor and the secure transport of the 
private key are problems with which IBE protocols do not deal.  

3 Encrypt: This step is run by any user who wants to encrypt a message M in order 
to send the encrypted message C to a user whose public identity is ID. 

4 Decrypt: Any user that receives an encrypted message C runs this phase to de-
crypt it using its private key d and recovering the original message M.  

2.2 Hierarchical Identity-Based Encryption 

Hierarchical Identity-Based Encryption (HIBE) may be seen as a generalization of 
IBE that reflects an organizational hierarchy. Thus, it is an organizational-hierarchy 
oriented generalization of IBE [8][9]. It lets a root PKG distribute the workload by 
delegating private key generation and identity authentication to lower-level PKGs, 
improving scalability. In this way, a possible disclosure of a domain PKG’s secret 
does not compromise the secrets of higher-level PKGs.  

2.3 Attribute-Based Encryption 

Attribute-Based Encryption (ABE) is a type of public-key encryption in which a us-
er’s public key or a ciphertext is associated with a set of attributes (e.g. the country 
the user lives in, the kind of subscription the user has, etc.). This scheme provides 
complete access control on encrypted data by setting up policies and attributes on 
ciphertexts or keys. Two different types of ABE can be distinguished: Ciphertext 
Policies ABE (CP-ABE) and Key Policies ABE (KP-ABE). In CP-ABE the decryp-
tion of a ciphertext is only possible if the set of attributes of the user key matches the 
attributes of the ciphertext [10]. On the other hand, in KP-ABE, ciphertexts are la-
beled with sets of attributes, and private keys are associated with access structures 
that control which ciphertexts a user is able to decrypt [11]. 

3 Two Cases Study 

Through the following description of two-cases study, it is demonstrated that the im-
plementation of Identity-Based Cryptosystems, which have many advantages over 
traditional PKIs, is possible, practical and efficient not only in smartphones but  
in everyday applications such as social networks, securing users communications 
transparently. 
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3.1 Secure Information Sharing in Mobile Groups 

The work [12] proposes an application for mobile devices that can be used to share 
information in groups thanks to a combination of HIBE and ABE, and describes its 
implementation for the Android operating system. In particular, it describes a protocol 
called Trusted Group-based Information Sharing (TGIS) to establish group-based 
trust relationships in order to share information within a group or among groups. 
TGIS defines a cryptographic access control scheme to provide secure communica-
tion among mobile devices of collaborators who belong to the same or different or-
ganizations, and/or with different ranks or privileges. It assumes that each device 
belongs to an organization that has implemented some hierarchical system, what al-
lows deploying credentials that can be used as public keys to distribute group keys. 
On the other hand, for controlling information shared within a group, secure access 
control is based on attributes. With this application, groups can be created dynamical-
ly and by any user, who acts as group leader in charge of generating the correspond-
ing private key for each group member. Thus, since these members can be from  
different organizations, the group leader in fact acts as group PKG. 

An interesting use case of this application is in emergency situations such as an 
earthquake or a volcanic eruption because in this kind of environments many groups 
from very different types need to communicate and collaborate in order to reach a 
common goal. Police officers, emergency services and firefighters may have to share 
information, data, locations, etc. without making this knowledge publicly available.  

Going into detail, TGIS protocol is divided into six phases.  

1. The first stage, named Domain Setup, is when each user registers its device with 
an identity in its organization’s hierarchical domain, in order to receive a HIBE 
private key from a PKG. The PKG makes public a set of parameters used to gen-
erate HIBE public keys from user identities, and keeps secret the master private 
key used to generate each user’s HIBE private key.  

2. The second stage, named Group Setup, starts when a group has to be created be-
cause peers need to share information. Then, one of these users becomes the group 
leader in order to generate a public/private key pair and a set of group attributes 
for the group and signs with its HIBE private key the generated public key and the 
group attributes so that other users can verify this message using the group lead-
er’s HIBE identity.  

3. Once a group has been created, the third phase, named User Enrollment, begins. 
Whenever a user wants to join a group, the leader decides what privileges it will 
have, assigns privileges to the group set of attributes, creates the group private key 
for the new user and sends it securely using the new user’s HIBE identity. 

4. When a group has been created, information can be shared among members, so 
the fourth phase, called Intra-Group Communication, can be executed. Users can 
share data and decrypt them complying with the group access policies defined in 
the group setup phase, so that only group members with the proper permissions 
can access the shared information. When a user encrypts a message, it defines 
which attributes can decrypt it using the group public key and an access tree de-
scribing these policies.  
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5. Communication among different groups can be achieved through the fifth phase 
called Inter-Group Collaboration, where every group leader makes available the 
group public key and the set of attributes. 

6. Finally, in order to achieve message authentication in the sixth defined phase, 
every message exchanged within a group or among groups must be signed using 
an identity-based signature scheme. 

In order to generate trust in dynamic collaborative groups for exchanging informa-
tion between mobile devices, the described work proposed a distributed security pro-
tocol based on HIBE to provide flexible and secure access control. Such a proposal 
was implemented and evaluated in Android phones, what proves that this type of 
cryptography may be used in different applications. 

3.2 Secure Smartphone-Based Social Networking 

Given the use of social networks nowadays and the lack of secure mechanisms to 
allow communication among users of different social providers, if a user’s account 
gets compromised, all their contacts get indirectly compromised and could become 
victims of different attacks such as phishing. There are a few applications [13, 14, 15] 
that prevent users from being scammed, provide access control, etc., but usually cur-
rent social networks security schemes assume third parties are honest-but-curious and 
so they are not as scalable as current social networks demand. In [16] a security-
transparent smartphone-based solution to this problem is presented. This approach 
uses IBC as mechanism to protect data, which can be applied in any third-party social 
network provider. An Android implementation of such a scheme is presented as a 
mobile application using WeChat [17]. 

In every social network scheme usually many different parts are involved. They 
are: a social network provider, a PKG to which users connect in order to get their 
private keys based on their public ID (mostly phone number) and users, who send 
and/or receive data from other users through their smartphone (in which they can 
perform reasonable computing operations efficiently). In order to gain access control, 
before sending data, the user must encrypt them using the receiver’s identity. On the 
other side of the channel, when the user receives data, they must get their private key 
from the PKG in order to be able to decrypt data. 

Given that an adversary can compromise a server or a PKG, in the security model 
of this scheme, certain assumptions are made. A compromised social network provid-
er might tamper the communication, inserting, deleting or impersonating any user. 
However, a compromised PKG is assumed to be honest, i.e. it has no intention of 
starting a Man-In-the-Middle Attack (MIMA). 

The steps towards secured social networking in the described scheme are as fol-
lows. If two users A and B want to securely share data through the proposed applica-
tion, when the third party social networking application is started, its Application 
Programming Interfaces (APIs) are hooked with the described method, allowing users 
to encrypt data transparently. Whenever the application quits, original APIs are  
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re-established so that user A can start communicating, but before sending any data, a 
secure channel needs to be set up by generating a session key. In order to do so a  
protocol integrating IBE and Diffie-Hellman key exchange is used. Both users A and 
B can then check whether the process was right by encrypting the peers ID and re-
ceived messages using the session key. If one of the users is offline, a session key 
cannot be established so the initiator sets the session key by their choice. 

As aforementioned, this scheme is not secure against a MIMA attack initiated by a 
malicious PKG, but this is supposed in the work that it will not to happen. Thanks to 
the use of IBE, non-PKG adversaries cannot start a MIMA attack. Furthermore, 
thanks to the use of Diffie-Hellman protocol, they neither can retrieve the session key. 

The scheme proposed in that work includes a concrete application in which the de-
scribed scheme is used. It was implemented for Android smartphones, using WeChat, 
and based on the Pairing-Based Cryptography library [18]. 

4 Proposal of NFC Authentication for IBE Communication  

Bluetooth is a great technology, but experience so far has shown some of its weak-
nesses, which should be solved for a better use. One of its main drawbacks is the pair-
ing process [19], because pairing two unknown devices requires over ten seconds, 
what makes that the user loses time in this operation. Furthermore, such a procedure 
should be transparent, letting the users focus on what they want to do and not on pain-
ful side operations. In conclusion, Bluetooth pairing lacks user-friendliness. In this 
regard, NFC is a breath of fresh air because it can be used for Bluetooth secure pair-
ing [5]. In the following we propose a scheme using NFC-based Bluetooth pairing for 
providing a communication channel between smartphones, which is more secure than 
others described in previous works based on E0 or E1 stream ciphers [20]. In particu-
lar, the scheme here described applies IBE using phone numbers as public identities 
to deploy secure communication between devices. 

Let us suppose that two users A and B want to securely share information through 
the Bluetooth of their smartphones. Assuming the existence of a TTP playing the role 
of the PKG server, which can register them as users of the system and provide them 
with corresponding private keys matching their identities, our protocol is divided into 
two main phases, whose main characteristics are show in Figures 1 and 2. 

1. Setup phase. As soon as users tap their mobile phones, the pairing process begins. 
Following the NFC forum recommendation, smartphones transparently share their 
Bluetooth addresses, device names, and any other relevant information needed for 
the pairing process in an NFC Data Exchange Format (NDEF) message according 
to the Extended Inquiry Response (EIR) format specified in the Bluetooth Core 
Specification. Another important piece of information, the phone numbers, is also 
shared within this phase because they will be used as public identities later on in 
the scheme. Once finished this initial data transmission, the Bluetooth channel is 
already set up so that any information can be exchanged between the devices.  
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aforementioned extract step. In the encrypt step, the sender A chooses a Content En-
cryption Key (CEK) and uses it to encrypt the message M, encrypts the CEK with the 
public key of the recipient B, and then sends to B both the encrypted message C and 
the encrypted CEK. In the decrypt step, B uses to decrypt the CEK its private key 
securely obtained from the PKG after a successful authentication, which is then used 
to decrypt the encrypted message C. 
 

 

Fig. 2. Communication Phase 

Regarding the elliptic curves used in the IBE schemes, the implementation of the 
application is based on type-1 curves E of the form y2=x3+1 defined over Fp for 
primes p congruent to 11 modulo 12, mainly because these curves can be easily gen-
erated at random. The algorithm uses both the group E(Fp) of points (x,y) satisfying 
the curve equation with affine coordinates x,y in Fp, and the group E(Fp

2) of points 
(x,y) satisfying the curve equation with affine coordinates x,y in Fp

2, and with corres-
ponding Jacobian projective coordinates X,Y,Z also in Fp

2.  
Under the aforementioned conditions, the Tate pairing e takes as input two points P 

and Q in E(Fp), and produces as output an integer in Fp
2. Thus, the Tate pairing is the 

core of the implemented IBE because it is a map that is hard to invert, but efficiently 
computable using Miller’s algorithm and Solinas primes, thanks to its linearity in both 
arguments. However, when implementing it with smartphones, we found that al-
though pairing in the projective system is faster than in the affine system, the cost is 
still very high in some cases, so pre-computation of some intermediate results, such as 
lambda for the sum of points, was used as solution to speed-up the whole process. 
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According to the implemented BF IBE, during the setup stage the PKG computes 
the master key as an integer s, and the public system parameters such as a prime p, a 
hash function h, the elliptic curve E, a point P in E(F p) and another point obtained by 
multiplying s times the point P. Afterwards, from the set of public parameters each 
public key is obtained by each user with phone number ID as a point QID in E(F p). 
During the extract step, the PKG returns to each applicant user with phone number 
ID, its private key in the form of another point SID in E(Fp). In this way, the encryp-
tion of a message M with the public key of a receiver whose phone number is ID, 
involves both a multiple rP of the point P (being r a randomly chosen integer) and the 
XOR of M and the hash of the r-power of the pairing result on both the public key QID 
and the public identity ID. In this way, the decryption of C is possible by adding to its 
second element, the hash of the pairing result of the private key and its first element. 

The implementation of the proposed scheme has taken advantage of many primi-
tives included in the pairing-based cryptographic library [8] because it is fully func-
tional and ready-to-use. A few details concerning the technical features of the  
preliminary implementation of the proposed application are provided below.  

The first implementation has been in the Windows Phone platform [23], and in par-
ticular in Windows Phone 8. We have used the Windows Phone 8 SDK, together with 
Visual Studio Ultimate 2012. All tests have been run either in the WP emulator or in a 
Nokia Lumia 920 smartphone. The specifications for the used smartphone are: pro-
cessor is Qualcomm Snapdragon™ S4, processor type is Dual-core 1.5 GHz, 1 GB of 
RAM, and Bluetooth 3.0. The external libraries used in the Windows implementation 
have been: 32feet.NET.Phone, which is a shared source library to simplify Bluetooth 
development; and Bouncy Castle, which is a lightweight cryptography API for Java 
and C#. The average times obtained with the Nokia device are shown below: 

Message size (bytes) Time to encrypt Time to decrypt 
128 7497,198 ms 7368,289 ms 
512 7498,221 ms 6998,858 ms 

The implementation of the prototype is still being improved but, as shown above, 
the preliminary results obtained till now are promising.  

5 Conclusions and Future Work 

The general objective of this work has been the development of new ways to secure 
direct communications between smartphones, keeping them simple, efficient, energy-
saving, functional and practical. Identity-Based Cryptography is perfect for that goal. 
Thus, the particular main aim of this paper has been to review known IBC-based pro-
tocols for mobile devices, in order to propose a new Bluetooth/Wi-Fi scheme using 
NFC for pairing and IBE for communications. Current work in progress is aimed at 
implementing the proposal in different testing environments and platforms, and at 
doing an in-depth analysis of its security. Our future research will focus on develop-
ing extensions such as signcryption and practical applications.  
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Abstract. In the last years, with the advent of the Internet, cyberwarfare opera-
tions moved from the battlefield to the cyberspace, locally or remotely execut-
ing sabotage or espionage operations in order to weaken the enemy. Among the 
technologies and methods used during cyberwarfare actions, Denial of Service 
attacks are executed to reduce the availability of a particular service on a net-
work. In this paper we present a Denial of Service tool that belongs to the Slow 
DoS Attacks category. We describe in detail the attack functioning and we 
compare the proposed threat with a similar one known as slowloris, showing the 
enhancements provided by the proposed tool. 

Keywords: slow dos attack, denial of service, cyberwarfare.  

1 Introduction 

The Internet network is today the most important communication medium, since it 
provides a worldwide communication to billions of computers around the world. In 
the last years, the spread of devices able to connect to the Internet emphasized com-
munication as a need for users. Because of this, the Internet has to be kept a safe 
place, protecting it from malicious operations. 

In addition, cyberwarfare operations are radically changing modus-operandi, 
bringing the attack operations from the battle field to the cyberspace [1]. This increas-
ing phenomenon executes politically motivated hacking to conduct military opera-
tions, such as sabotage or espionage, against an informative system owned by the 
adversary. It is known that governments are crossing this street, allowing them to 
become a more relevant threat without having to be a superpower, equipping their 
attack resources with computer and software weapons [2]. For instance, Stuxnet mal-
ware has been designed to affect Iranian nuclear facilities, silently spying and subvert-
ing industrial systems, causing real-world physical damage [3]. 

There are several technologies used for cyberwarfare operations and the choice of 
the technology is bounded to the operation the attacker has to accomplish. Among  
the available techniques, Denial of Service (DoS) attacks represent an interesting 
solution, since they consume the victim’s resources with the malicious objective of 
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reduce availability for a particular service to legitimate users. For example, during the 
Iranian presidential election in 2009, slowloris emerged as a prominent tool for Denial 
of Service attacks execution. 

In the arena of DoS attacks, a first evolution of such menaces consisted in the am-
plification of the attack, to the so called Distributed Denial of Service (DDoS) attacks. 
A DDoS attack involves more attacking machines, which collaborate (voluntarily or 
not) to the same operation, thus causing a more relevant damage and hardening the 
attack mitigation. 

Although there are several attacks/approaches which could lead to a DoS (i.e. 
physical, exploit, flooding, etc…), we are interested in analyzing Slow DoS Attacks 
(SDAs), which use low bandwidth rate to accomplish a Denial of Service. Since they 
could also affect the application layer of the victim host, SDAs are more difficult to 
counter, in relation to flooding DoS attacks. Indeed, unlike flooding based DoS, 
SDAs make use of reduced attack bandwidth, allowing to take down a particular serv-
er even by a single attacking host, using minimal resources. 

In the last years, after the birth of hacktivist groups such as Anonymous, Denial of 
Service attacks are also considered as a relevant menace for Internet services, enter-
prises, organizations, and governments. Indeed, this kind of attacks may lead to finan-
cial and economical losses or create personal damage to the targeted victim. 

For instance, in March 2013, an important DDoS attack has been executed against 
Spamhaus, an anti-spam company. This attack exploited the open DNS resolvers to 
amplify the attack, making the victim’s website offline but also affecting the perfor-
mance of the global Internet [4]. 

In Section 2 we report the related works relatively to the slow DoS field: instead of 
analyzing the various tools and methods used for cyberwarfare, we choose to focus 
our work on this category of attacks, including the menace proposed in this paper. In 
Section 3 we describe the attack and its characteristics, while in Section 4 we report 
the mitigation techniques for the proposed menace. In Section 5 we describe the test 
environment we have executed. Section 6 refers to the results of the executed tests. 
Finally, Section 7 reports the conclusions. 

2 Related Work 

Slow DoS Attacks emerged in the last few years and consolidated as a severe threat 
on the Internet. If we consider this category of attacks, the first menace is the Shrew 
attack, which sends an attack burst to the victim, giving to the transport layer the illu-
sion of a high congestion on the network link [5]. Mácia-Fernández et al. [6] propose 
instead the low-rate DoS attack against application servers (LoRDAS), able to lead a 
DoS reducing the attack burst and concentrating it to specific instants. 

Although they aren’t related to a research work, some attacks got directly pub-
lished on the web, obtaining popularity due to the high impact offered, requiring rela-
tively low attack bandwidth. Among these attacks, slowloris, implemented by Robert 
“RSnake” Hansen, could be considered as one of the most known Slow DoS Attack. 
It exploits the HTTP protocol, sending a large amount of pending requests to the  
victim [7]. 
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The Apache Range Header attack, no longer considered as a menace, has been also 
published in the Internet as a script, by a user known as KingCope [4]. This attack 
exploits the byte-range parameter of the HTTP protocol, forcing the web server to 
replicate in memory the requested resource. 

In 2012, Sergey Shekyan [4] released slowhttptest, a tool to accomplish a set of 
Slow DoS Attacks. Together with the tool, his team introduces the Slow Read attack, 
able to slow down the responses of a web server through the sending of legitimate 
requests. 

In this work we enrich the available set of SDA tools, proposing, executing, and 
analyzing the SlowReq attack. 

3 The SlowReq Attack 

The SlowReq attack exploits a vulnerability on most server applications implementa-
tions, designed to assign a thread to each request, in order to serve it, thus requiring 
the server a large amount of resources. As a consequence, such implementations lead 
to limit the number of simultaneous threads on the machine, thus decreasing the num-
ber of requests manageable by the server. Differently to flooding DoS attacks, which 
aim to overwhelm the network of the victim host, Slow DoS Attacks adopt a smarter 
approach, directly affecting the application layer of the victim, opening more request 
than the one the server/daemon is able to accept, thus requiring less attack bandwidth. 

Particularly, SlowReq is an application layer DoS attack that sends a large amount 
of slow (and endless) requests to the server, saturating the buffer resources of the 
server while it is waiting for the completion of the requests. As an example we report 
the case of the HTTP protocol, where the characters \r\n\r\n represent the end of 
the request: in the SlowReq attack these characters are never sent, forcing the server 
to an endless wait. Additionally, the request is sent abnormally slowly. Similar beha-
vior could be adopted for other protocols as well (SMTP, FTP, etc.). As a conse-
quence of the strategy previously described, if the same attack is applied to a large 
amount of connections with the victim, a Denial of Service could be obtained on the 
victim machine. A deeper explanation of this kind of attacks can be found in [4]. 

The client requests to the server are spread over a wide period of time, and must be 
considered slow in terms of "little amount of bytes sent per second by the client": 
indeed, for such attacks this value approaches an extremely low value. 

Analyzing the velocity for the attack to be completely effective, we must stress that 
in the moments immediately following the beginning of the attack all available slots 
of the server are occupied, so new clients' connections experience a Denial of Service. 
Nevertheless, after the launch of a SlowReq attack the server may have already estab-
lished active connections with other (legitimate) clients, which are perfectly working 
until they are closed. As the attack aims to obtain all the available connections on the 
server, the attacker would probably seize those connections as they become available, 
after the legitimate clients finish their communications with the server. Indeed, our 
implementation of SlowReq tries to detect a connection close as it happens, re-
establishing the connection with the victim as soon as possible. Actually there could 
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be a race condition between the attacker and other legitimate clients, in order to con-
nect to the server through those connections. In practice, sooner or later the attacker 
would obtain the connections, since it continuously try to connect to the victim. 

From the stealth perspective, an important feature of the proposed attack is that it is 
difficult to detect it while it is active. Indeed, log files on the server are often updated 
only when a complete request is received: in our case requests are typically endless, 
and during the attack log files don’t contain any trace of such a behavior. Therefore, a 
log analysis is not sufficient enough to produce an appropriate warning in reasonable 
times. Of course, as the attack proceeds and connections are closed due to some cir-
cumstances (forced reset, custom configurations on the server, timeout period occur-
rence etc.), the log files are updated. 

3.1 How the Attack Works 

The SlowReq attack works by sending slow endless requests to the targeted system. 
In particular, the attack executes three different program flows: 

• the first one aims to continuously establish connections with the server, thus 
opening a large amount of connections, without sending any data to the serv-
er; 

• the purpose of the second flow is to maintain the connections with the server 
alive by slowly sending data to the victim through the established connec-
tions, preventing a server connection close. The exploited resource, accord-
ing to taxonomy reported in [4] is the timeout. 

• the third flow aims at detecting connections that have been closed by the 
server. 

It follows a brief description of each flow. 
As already said, first flow's purpose is to seize all the connections available at the 

application layer on the victim machine. Assuming that the maximum number of 
simultaneous requests the attacker wants to leave opened with the server is m, this 
flow continuously check the currently established connections with the victim, open-
ing the remaining ones, in order to reach the m value. Moreover, a sleep method is 
used in case the m value is reached, with the purpose of reducing CPU consumption 
on the attacking machine, making the program sleep for some (a few) instants. 

The maintaining flow makes instead use of a Wait Timeout parameter to manage 
the slowness of sending, which is accomplished through the waiting of the Wait 
Timeout expiration, thus sending a single character (default one is a single space; in 
general, each character is good) to the victim on the established channel.  

Finally, the third flow, control flow, repeatedly checks the status of the established 
connections. In particular, thanks to this flow the attack is able to re-establish the 
closed connections, as soon as they are closed. This flow is directly related with the 
connection flow. Indeed, some instants later the number of established connection is 
decreased by the check flow (when a connection is closed), a new connection is estab-
lished from the connection flow. As a consequence, the attack is able to autonomously 
establish and maintain the m connections with the server along the time. 
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Assuming the m value is equal to the maximum number of connections accepted 
by the server and assuming that the server is vulnerable to a Long Request DoS at-
tack, the attack is able to successfully reach a DoS. Moreover, it can successfully  
and quickly detect when a “full DoS” (the number of connections established by the 
attacker is equal to m) is not reached anymore, trying to reach it again as soon as 
possible. 

3.2 SlowReq vs. Slowloris 

If we consider the taxonomy proposed in [4], we can state that the SlowReq attack is a 
Slow Request attack belonging to the Long Requests category. As a consequence, 
since to the best of our knowledge currently there are no Slow Requests threats, the 
menace proposed on this document represents a first menace working in such way. 

The slowloris attack offers some similarities with SlowReq [7]. Nevertheless, if we 
carefully analyze the two menaces, attacks differ for their methodologies, leading to 
different results in terms of stealth, flexibility and bandwidth usage. While the slowlo-
ris approach leaves requests pending, the SlowReq one sends slow requests, and both 
the pending and endless characteristics are a consequence of this behavior. 

Talking about flexibility, the proposed attack is more general due to the potential 
protocol independence characteristic. Indeed, slowloris is not a protocol independent 
attack, since the sent messages are bounded to the HTTP/HTTPS protocols, and the 
venomous characteristic is due to the lack of \r\n final line, but a complete message 
(including newlines) is sent to the server, which is potentially able to parse the re-
quest: in other words, in order to avoid a connection close. legitimate requests are 
sent, even if some tricks are used. 

4 SlowReq Mitigation 

Relatively to flooding DoS ones, Slow DoS Attacks are more difficult to detect and 
mitigate, since they need less resources to reach the Denial of Service state. Indeed, 
while flooding DoS attacks can be detected through some well known filters, actually 
there is not a general and effective algorithm able to detect a Slow DoS Attack. 

In order to reduce the impact of a SlowReq attack, servers may need to be extended 
to support additional features. A software solution could directly involve the service 
software/process/daemon. Although there are various approaches that can be applied 
for this purpose, we focus on the following methods. 

• Blocking the maximum amount of connections coming from the same IP 
address, in order to reduce the damage carried out by the attack 

• Applying temporal limits to the received requests, avoiding the accep-
tance of long requests 

• Applying bandwidth limits to the received requests, limiting the requests 
sending to a particular minimum bit-rate 
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There are many different options for the implementation of these mitigation tech-
niques (i.e. these countermeasures could be applied on firewall, operating system, 
proper software modules, etc…). However, if we consider the HTTP protocol (which 
is often exploited by Slow DoS Attacks), there are some modules that could imple-
ment the features exposed above. Among all the available ones, we have found two 
modules which implements some peculiarities described above. 

mod-security 

This module can be used to manage the security of a web server. From version 
2.5.13, a new defense capability has been implemented, helping in the prevention 
of a pending requests based Slow DoS Attack. In fact, the new directive Se-
cReadStateLimit allows to hook into the connection level filter of Apache, 
reducing the number of threads in the state SERVER_BUSY_STATE for each IP 
address (a similar behavior is given by other modules, such as the limitipconn 
module). Indeed, with HTTP/1.1 pipelining capability there is no legitimate  
scenario where a single client will be initiating a large amount of simultaneous 
connections. 

Reqtimeout 

This module gives the ability to set temporal and bandwidth limits for the received 
requests. In particular, it’s possible to set: 

1. the minimum time the server waits for receiving the first byte of the request 
header/body 

2. the maximum time the server waits for receiving the whole request 

3. a minimum reception bandwidth rate for each request  

If the clients do not respect the configured limits, a 408 Request Timeout er-
ror is sent. 

4.1 Server Platforms Immunity 

A Slow DoS Attack often exploits the HTTP protocol to reach the DoS state: consi-
dering this protocol, some SDAs (i.e. slowloris) do not affect particular web server 
platforms. Therefore, we can’t exclude a similar behavior for SlowReq. 

In particular, from tests we have executed we noticed that IIS servers are resistant 
to the SlowReq attack (the same applies for slowloris). Indeed, although IIS isn’t able 
to detect a SlowReq attack by default, a non distributed attack can’t tie up the re-
sources of such servers, since IIS is able to deprioritize [8] and to manage an extreme-
ly high number of simultaneous connections (thousand of connections, instead of the 
few hundreds managed by Apache) [9]. 

Except for some specific daemon versions, we have observed that lighttpd based 
servers are also immune to a SlowReq attack. Nevertheless, lighttpd version 1.5 ap-
pears to be affected by SlowReq, since it always allocates a 16 KB buffer for a read, 
regardless its length [10]. Indeed, each packet received by SlowReq, which delivers a 
single byte to the application layer, would require a memory allocation of 16 KB. 
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5 Test Environment 

We executed two different sets of experiments. During the tests we have analyzed 
parameters related to the number of connections established with the application serv-
er during the time (a sample per second). Such approach provides us an accurate way 
to report the attack status/success during the time. 

5.1 Modules Tests 

As we have described above, slowloris is the most similar attack to SlowReq. In the 
first experiment we try to highlight the difference of the two attacks, comparing the 
victim status during both a SlowReq and a slowloris attack. Trials are executed com-
paring the two different attacks by changing the configuration on targeted system, 
sequentially enabling the modules described in Section 4.2. 

We have attacked an Apache 2 web server running on a Linux based host. The 
Apache server has been configured to serve at most 150 simultaneous connections 
(through the MaxClient directive). This value usually has a default value not great-
er than 256 [11]. Having a known MaxClient value we are able to retrieve a percen-
tage of attack connections served by the victim. In particular, a percentage equal to 
100 would identify a full DoS, while a percentage equal to 0 would represent the at-
tack ineffectiveness. In the other cases, a partial DoS would be reached. 

We have changed the web server configuration by sequentially enabling the mod-
ules described in Section 4.2. Moreover, we have tested the proposed tool against a 
pure web server, without any protection module enabled. 

In particular, for mod-security we have configured the SecReadStateLi-
mit parameter to 5. As a consequence, any IP addresses will be served for at most 5 
maximum simultaneous requests. 

The reqtimeout module has been configured to wait at most 20 seconds for the 
first byte of the request header and to wait no longer than 40 seconds in total. Moreo-
ver, we have configured a minimum bandwidth rate in reception of 500 bytes/s. 

Relatively to the attack operations, we choose a 600 seconds long attack and a 60 
seconds long Wait Timeout. Therefore, during the attack execution multiple slow 
sending phases are executed. Moreover, we have also limited the maximum number 
of simultaneous active connections to the maximum value accepted by the victim. 

6 Performance Results 

We now report the results for both the test sets we have executed. Each graph shows 
the percentage of connections established with the server by the attacker vs the time 
variable, in seconds. 

In order to retrieve an accurate value for the established connections number, we 
have analyzed all the established connections from the victim host perspective,  
selecting and counting the connections that are associated with the targeted daemon. 
Indeed, since protection filters are applied by application modules, there could be 
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established connections with the server which are not bounded to the attacked dae-
mon, in case protection modules are blocking them. The daemon bound filter allows 
us to select the connections that have effectively reached the application. 

6.1 Modules Tests 

We now report the attack success for both SlowReq and slowloris tools, analyzing the 
differences between the two approaches. 

Figure 1 shows the attack results against a web server without any protection  
module enabled. 

 

Fig. 1. Apache 2 without any protection module 

It’s evident that the DoS is reached by both the tools after a few seconds, and it’s 
maintained for all the duration of the attacks. 

Figure 2 shows the results when mod-security module is running on the at-
tacked server. 

 

Fig. 2. Apache 2 with mod-security module 
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This module can successfully mitigate both the attacks. In fact, figure shows that in 
this case the DoS state is never reached and, as in module configuration, the number 
of connections coming from the attacker’s IP address is limited to 5, a non-distributed 
version of the attacks can’t tie up the resources of the victim. 

Finally, Figure 3 reports the results of the attacks against a server equipped with 
the reqtimeout module. 

 

Fig. 3. Apache 2 with reqtimeout module 

This graph represents the most important difference between the two analyzed 
tools. In particular, in the first seconds the DoS is reached for both the attacks. Then, 
after 20 seconds (as configured on reqtimeout module), the connections established 
by both the tools are closed. Nevertheless, differently form slowloris, SlowReq is able 
to detect the connection closes, thus trying to reach the DoS again, with success. 
Therefore, we can state that the SlowReq attack is more effective than slowloris, thus 
being more difficult to mitigate. 

It’s important to notice that in the last case the attacker isn’t able to maintain the 
established connections with the server. This functionality becomes an important 
achievement, since the SlowReq attack is able to detect the connection closes faster 
than slowloris, leading to another Denial of Service after a few seconds, thus reducing 
the efficacy of the installed module. 

7 Conclusions and Future Work 

In this paper we have proposed a new Denial of Service attack. We have illustrated  a 
possible adoption of the tool for cyberwarfare operations. 

Analyzing its functioning, we have categorized this menace as a Slow DoS Attack, 
placing it into the Slow Requests DoS sub-category. Since, at writing time, this cate-
gory doesn’t include any threat, our work represent an innovation of the attacking 
tools. Moreover, we have noticed that in some cases the SlowReq attack is able to 
affect different protocols. Therefore, further study may be needed. 
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Since the most similar menace to SlowReq is the slowloris attack, we have com-
pared the two tools, showing the advantages of SlowReq and the enhanced efficiency, 
provided by the ability of the attack to detect connection closes in reasonable times. 

Even if we showed how some techniques can successfully mitigate a SlowReq DoS 
attack, in these cases a distributed version of the attack would be successful. There-
fore, a possible extension of our work may concern the development of a distributed 
SlowReq attack. 

In the executed attacks we have pre-configured the maximum number of simulta-
neous connections opened by the attacker (the m parameter described in Section 3.1). 
A possible extension of the work may use instead a dynamical value, trying to auto-
matically retrieve it analyzing the connections status during the time. 
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Abstract. In this work, the parameter linear complexity for a class of
filtered sequences has been considered and analyzed. The study is based
on the handling of bit-strings that permit identify potential degeneracies
or linear complexity reductions in the sequences generated from this
kind of nonlinear filters. Numerical expressions to determine the linear
complexity of such sequences have been developed as well as design rules
to generate sequences that preserve maximal linear complexity are also
provided. The work complete the analysis of the linear complexity for
these sequence generators found in the literature.
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1 Introduction

Pseudorandom binary sequences are typically used in a wide variety of appli-
cations such as: spread spectrum communication systems, multiterminal system
identification, global positioning systems, software testing, error-correcting codes
or cryptography. This work deals specifically with this last application.

Secret-key encryption functions are usually divided into two separated classes:
stream ciphers and block-ciphers depending on whether the encryption function
is applied either to each individual bit or to a block of bits of the original message,
respectively. At the present moment, stream ciphers are the fastest among the en-
cryption procedures so they are implemented in many technological applications:
the encryption algorithm RC4 [15] used in Wired Equivalent Privacy (WEP) as
a part of the IEEE 802.11 standards, the encryption function E0 in Bluetooth
specifications [1] or the recent proposals HC-128 or Rabbit coming from the
eSTREAM Project [2] and included in the latest release versions of CyaSSL
(lightweight open source embedded implementation of the SSL/TLS protocol)
[17]. Stream ciphers try to imitate the mythic one-time pad cipher or Vernam
cipher [13] that remains as the only absolutely unbreakable cipher. They are
designed to generate from a short key a long sequence (the keystream sequence)
of pseudorandom bits. Some of the most recent designs in stream ciphers can
be found in [2]. This keystream sequence is XORed with the original message
(in emission) in order to obtain the ciphertext or with the ciphertext (in recep-
tion) in order to recover the original message. References [12,14,16] provide a
solid introduction to the study of stream ciphers.
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Most keystream generators are based on maximal-length Linear Feedback
Shift Registers (LFSR) [4] whose output sequences or m-sequences are combined
by means of nonlinear combinators, irregularly decimated generators, typical ele-
ments from block ciphers, etc to produce sequences of cryptographic application.
One general technique for building a keystream generator is to use a nonlinear
filter, i.e. a nonlinear function applied to the stages of a single maximal-length
LFSR. That is the output sequence (filtered sequence) is generated as the image
of a nonlinear Boolean function F in the LFSR stages. Among other properties
[3], a large Linear Complexity (LC ) is a necessary requirement that every fil-
tered sequence must satisfy in order to be accepted as cryptographic sequence.
Linear complexity of a sequence is defined as the length of the shortest LFSR
able to generate such a sequence. In cryptographic terms, LC must be as large
as possible in order to prevent the application of the Berlekamp-Massey algo-
rithm [10]. The problem of determining the exact value of the linear complexity
attained by filtered sequences is still open [7,8]. At any rate, several basic refer-
ences concerning these features can be quoted: In [5], Groth presented the linear
complexity of a sequence as a controllable parameter which increases with the
order of the filtering function. The author applied Boolean functions of degree
2 to the stages of a maximal-length LFSR. Nevertheless, in his work there is no
explicit mention to the degeneracies that may occur in the linear complexity of
the filtered sequences. In [6], Key gave an upper bound on the linear complexity
of the sequences obtained from kth-order nonlinear filters. Moreover, Key stated
that ”a 2nd -order product of two distinct phases of the same m-sequence never
degenerates” although, as it was pointed by Rueppel in [16], this result is re-
stricted to phase differences less that the length of the LFSR. Using the DFT
(Discrete Fourier Transform) technique, Massey et al. [11] proved that Key’s
upper bound holds for any arbitrary choice of phase difference, provided that L
the length of the LFSR is a prime number.

In this paper, a method that completes the computation of LC for 2nd -order
nonlinear filters has been developed. The procedure is based on the handling of
bit-strings that permit identify potential degeneracies (reductions) in the linear
complexity of the filtered sequence. Both choices of L (prime or composite num-
ber) have been separately considered. In the prime case, Massey nondegeneration
result is also derived. In the composite case, the phase differences that reduce
the value of the linear complexity have been identified. Moreover, the cosets that
degenerate and, consequently, the final value of the linear complexity are also
computed. Finally and as a direct consequence of the previous results, practical
rules to select phase differences that preserve Key’s upper bound in this king
of nonlinear filters are stated. The generalization to Boolean functions of degree
greater than 2 seems to be the natural continuity of this work.

2 Notation and Basic Concepts

Notation and basic concepts that will be used throughout the work are now
introduced.
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Maximal-sequence (m-sequence). Let {sn} be the binary output sequence of a
maximal-length LFSR of L stages, that is a LFSR whose characteristic polyno-
mial P (x) is primitive of degree L, see [16], [4]. In that case, the output sequence
is a m-sequence of period 2L − 1. Moreover, {sn} is completely determined by
the LFSR initial state and the characteristic polynomial P (x).

The roots of P (x) are α2i (i = 0, 1, . . . , L− 1) where α is a primitive element
in GF (2L) that is an extension of the binary field GF (2) with 2L elements, see
[9]. Any generic term of the sequence, sn, can be written by means of the roots
of the polynomial P (x) as:

sn =
L−1∑
j=0

(Cαn)2
j

, n ≥ 0 (1)

where C ∈ GF (2L). Furthermore, the 2L − 1 nonzero choices of C result in the
2L − 1 distinct shifts of the same m-sequence. If C = 1, then {sn} it is said to
be in its characteristic phase.

Nonlinear filter. It is a Boolean function denoted by F (x0, x1, . . . , xL−1) in L
variables of degree k. For a subset A = {a0, a1, . . . , ar−1} of {0, 1, . . . , L − 1}
with r ≤ k, the notation xA = xa0 xa1 . . . xar−1 is used. The Boolean function
can be written as:

F (x0, x1, . . . , xL−1) =
∑
A

cA xA, (2)

where cA ∈ {0, 1} are binary coefficients and the summation is taken over all
subsets A of {0, 1, . . . , L− 1}. In particular, a 2nd -order nonlinear filter applied
to the L stages of a LFSR is the product of 2 distinct phases of {sn}, that is
sn+t0 · sn+t1 , where t0, t1 are integers satisfying 0 ≤ t0 < t1 < 2L − 1.

Filtered sequence. It is the sequence {zn} or output sequence of the nonlinear
filter F applied to the L stages of the LFSR. It is currently used as keystream
sequence in stream cipher. The keystream bit zn is computed by selecting bits
from the m-sequence such that

zn = F (sn, sn+1, . . . , sn+L−1). (3)

Cyclotomic coset. Let Z2L−1 denote the set of integers [1, . . . , 2L− 1]. An equiv-
alence relation R is defined on its elements q1, q2 ∈ Z2L−1 such as follows: q1Rq2
if there exists an integer j, 0 ≤ j ≤ L− 1, such that

2j · q1 = q2 mod 2
L − 1. (4)

The resultant equivalence classes into which Z2L−1 is partitioned are called the
cyclotomic cosets mod 2L − 1, see [4]. All the elements qi of a cyclotomic coset
have the same number of ones in their binary representation; this number is called
the coset weight. The leader element, E, of a coset is the smallest integer in such
an equivalence class. Every cyclotomic coset can be univocally represented by its
leader element E or by a L-bit string corresponding to the binary representation
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of the integer E. Moreover, the cardinal of any coset is L or a proper divisor
of L.

Uniform coset. A cyclotomic coset mod (2L − 1) is called uniform coset if its
cardinal p is a proper divisor of L. In fact, an uniform coset e is a set of integers
of the form {e, e ·2, e ·22, . . . , e ·2(p−1)} mod (2L−1), where the smallest positive
integer p satisfying

e · 2p ≡ e mod (2L − 1) (5)

is a proper divisor of L. This type of coset belongs to the group of improper
cosets defined by Golomb in [4] although both groups may not coincide.

As any coset, an uniform coset e of binary weight w can be univocally repre-
sented by a L-bit string with w ones. Let pi (i = 1, . . . , r) be the proper divisors
of L, then an uniform coset e associated with pi is made out of di = L/pi groups
of pi bits with w/di ones in each group. The cardinal of coset e is pi. More than
one uniform coset may be associated with each divisor pi. The name of uniform
coset is due to the uniform distribution of ones all along the L-bit string. Clearly
if L is a prime number, then there are no uniform cosets. Next, an illustrative
example of this type of cosets is presented.

Example 1. For L = 12, w = 6 the different uniform cosets mod (2L − 1) in
terms of their corresponding L-bit strings can be written such as follows:

coset e1 = 20 + 21 + 22 + 26 + 27 + 28 ⇔ 000111 000111,
coset e2 = 20 + 21 + 23 + 26 + 27 + 29 ⇔ 001011 001011,
coset e3 = 20 + 21 + 24 + 26 + 27 + 210 ⇔ 010011 010011,
coset e4 = 20 + 21 + 24 + 25 + 28 + 29 ⇔ 0011 0011 0011,
coset e5 = 20 + 22 + 24 + 26 + 28 + 210 ⇔ 01 01 01 01 01 01,

where cosets e1, e2, e3 are associated with the proper divisor 6, coset e4
with 4 and coset e5 with 2. Thus, their corresponding cardinals are 6, 4 and 2,
respectively.

In brief, a uniform coset can be interpreted as a L-bit string such that when
it is circularly shifted pi positions remains unchanged.

3 Linear Complexity for 2nd-Order Nonlinear Filtering
Functions

Key’s upper bound on LC [6] for the filtered sequence from the application of a
kth-order nonlinear filter is

LC =

k∑
i=1

(
L

i

)
, (6)

and the linear complexity of the filtered sequence can be computed as [6]

LC =
∑
i

card (cosetEi), (7)
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where card means cardinal of the coset Ei and the sum is extended to the non-
degenerate cosets, that is those cyclotomic cosets whose associated coefficients
are different from zero.

Thus, for 2nd -order nonlinear filters the LC of the filtered sequence can be
obtained from the study of the coefficients associated with the cyclotomic cosets
of binary weight w ≤ 2. Now, we introduce their expressions.

3.1 Cyclotomic Coset of Weight w=1

According to (1), the generic terms sn+t0 and sn+t1 of the m-sequence {sn} can
be written as:

sn+t0 = αt0 · αn + α2t0 · α2n + . . .+ α2(L−1)t0 · α2(L−1)n, (8)

sn+t1 = αt1 · αn + α2t1 · α2n + . . .+ α2(L−1)t1 · α2(L−1)n. (9)

Then, regrouping terms the generic element zn = sn+t0 · sn+t1 of the filtered
sequence is given by

zn = α2(L−1)t0 · α2(L−1)t1 · αn + αt0 · αt1 · α2n + . . .
= C1 · αn + (C1)

2 · α2n + . . . .

C1 being the coefficient associated with the coset 1. Identifying coefficients in
both sides of the equation, we get:

C1 = α2(L−1)t0 · α2(L−1)t1 . (10)

Hence, C1 is different from zero, the coset 1 will always be nondegenerate and
will contribute to the LC of the sequence {zn}. The value of such a contribution
will be its cardinal L that is

(
L
1

)
in equation (6).

3.2 Cyclotomic Cosets of Weight w=2

Let E be the leader of a generic cyclotomic coset of weight 2, that is E is an
integer of the form E = 2c0 + 2c1 , where ci are integers satisfying [4]

0 = c0 < c1 ≤ 1

2
L (if L is even), (11)

0 = c0 < c1 ≤ 1

2
(L− 1) (if L is odd). (12)

Then CE , the coefficient associated with the cosetE, can be computed from the
root presence test of Rueppel [16] such as follows:

CE =

∣∣∣∣αt0· 2c0 αt1· 2c0

αt0· 2c1 αt1· 2c1

∣∣∣∣ . (13)
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Taking t1 = t0 + d, equation (13) can be rewritten as

CE = αt0· 2c0 · αt0· 2c1 ·
∣∣∣∣ 1 αd· 2c0

1 αd· 2c1

∣∣∣∣ . (14)

We can take without loss of generality t0 = 0 and t1 = d as the interest of these
parameters is focussed on the relative distance between phases rather than in
the particular values of t0, t1. Thus,

CE =M ·
∣∣∣∣ 1 αd

1 αd· 2c1

∣∣∣∣ . (15)

Now from equation (15) we see that the coefficient CE will be zero if and only if

αd· 2c1 = αd, (16)

or equivalently
d · 2c1 ≡ d mod (2L − 1). (17)

Hence, equations (5) and (17) have the same solutions and the values of the
phase differences d that may produce degeneracies in the cosetsE of weight 2
are the elements of the uniform cosets mod (2L − 1).

4 Linear Complexity in Terms of Bit-Strings

Now two distinct cases can be considered.

4.1 L Is a Prime Number

Next result follows in a very natural way from (17).

Theorem 1. Let L be the length of a maximal-length LFSR. If L is a prime
number, then the linear complexity of the sequence product of two distinct phases,
{zn} = {sn+t0 · sn+t1}, always meets Key’s upper bound.

Proof. The result follows from the fact that if L is prime, then there are no
uniform cosets or equivalently equation (17) has no solution. In this case, all
the cyclotomic cosets of binary weight ≤ 2 contribute to the LC of the filtered
sequence. �

The previous theorem confirms Massey’s nondegeneracy result obtained from
the DFT technique.

4.2 L Is a Composite Number

Recall that in equation (17) d gives information on the phase differences that
might produce degeneracies as well as c1 gives information on the cosets E of
weight 2 that might degenerate. Let us consider both variables separately.
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Computation of d

Let p1 > p2 > . . . > pr be proper divisors of L. For each pi we can obtain
different uniform cosets whose elements are univocally defined by L-bit strings
made out of di = L/pi repetitions of groups of pi bits with wi ∈ [1, 2, . . . pi − 1]
ones. For each value of wi there will be(

pi
wi

)
(18)

distinct L-bit strings (i.e., wi ones placed in pi different positions) grouped in(
pi

wi

)
/pi uniform cosets.

So we get in total
r∑

i=1

pi−1∑
j=1

(
pi
j

)
(19)

different L-bit strings or values of the phase difference d that correspond to all
the elements of all the uniform cosets mod (2L − 1).

Computation of c1:
Notice that for any cosetE of weight 2 the integer E can be written as E =

2c0+2c1 = 20+2c1. Therefore, c1 represents the position of the most significative
1 in the binary representation of E. If d is an integer belonging to any uniform
coset and c1 = pi, then equation (17) holds and the corresponding cosetE will
be degenerate. In a more general way, c1 = ṗi = N · pi (where N is an integer)
satisfies equation (17) too as

d · 2N pi = d · 2(N−1)pi = . . . = d · 2pi ≡ d mod (2L − 1). (20)

Thus, for any d in the set of uniform cosets, denoted by [ej ], and E = 20+2c1 =
20+2ṗi the corresponding cosetE of weight 2 will be degenerate for the product
sequence {sn · sn+d}. The procedure can be repeated for each one of the proper
divisor pi of L (i = 1, . . . , r) as well as for every c1 = ṗi in the intervals given in
equations (11) and (12). A simple and illustrative example is presented.

Example 2. For L = 15, we have that the proper divisors are p1 = 5, p2 = 3.

– The 15-bit strings corresponding to the uniform cosets ej associated with p1
are:

coset e1, w1 = 1⇔ 00001 00001 00001,
coset e2, w1 = 2⇔ 00011 00011 00011,
coset e3, w1 = 2⇔ 00101 00101 00101,
coset e4, w1 = 3⇔ 00111 00111 00111,
coset e5, w1 = 3⇔ 01011 01011 01011,
coset e6, w1 = 4⇔ 01111 01111 01111.
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– The 15-bit strings corresponding to the uniform cosets ej associated with p2
are:

coset e7, w2 = 1⇔ 001 001 001 001 001,
coset e8, w2 = 2⇔ 011 011 011 011 011.

Now we can write the cyclotomic cosetsE of weight 2.

cosetE1 ⇔ 00000 00000 00011,
cosetE2 ⇔ 00000 00000 00101,
cosetE3 ⇔ 00000 00000 01001,
cosetE4 ⇔ 00000 00000 10001,
cosetE5 ⇔ 00000 00001 00001,
cosetE6 ⇔ 00000 00010 00001,
cosetE7 ⇔ 00000 00100 00001.

According to the previous considerations, we have:

– For p1 = 5, the cyclotomic coset E5 (c1 = 5) will be degenerate for any phase
difference d taking values in the elements of the uniform cosets e1, e2, . . . e6.

– For p2 = 3, the cyclotomic cosets E3 (c1 = 3) and E6 (c1 = 6) will be
degenerate for any phase difference d taking values in the elements of the
uniform cosets e7 and e8.

From the previous considerations next results can be stated.

Theorem 2. Let pi be a proper divisor of L and let [eij] be the subset of uniform

cosets associated with pi. If d ∈ [eij], then the number of cyclotomic cosets of
binary weight 2 that will be degenerate is given by

Npi =
⌊ #L/2$

pi

⌋
. (21)

Proof. According to the previous interpretation of the degeneracy of a cyclotomic
coset of weight 2, it is easy to see that Npi coincides with the number of times
that a structure of pi bits is contained in the maximal distance between the two
ones in the binary representation of a cyclotomic coset of weight 2. The fact that
this maximal distance is #L/2$ for the coset 20 + 2�L/2� completes the proof. �

From the previous theorem the following corollaries can be derived.

Corollary 1. For a phase difference d under the conditions of Theorem (2), the
value of the linear complexity of the filtered sequence is given by

1

2
(L2 + L)− (Npi − 1)L− 1

2
L ≤ LC ≤ 1

2
(L2 + L)− (Npi · L), (22)

1
2 (L

2 + L) being Key’s upper bound for a 2nd-order nonlinear filter and Npi

defined as in Theorem (2). In fact, LC meets the lower bound if L is even and
pi =

1
2L (or a divisor). Otherwise, LC equals the upper bound.
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Proof. The result is a straight consequence of Theorem (2). Indeed, the linear
complexity will take the maximal value given by Key’s upper bound except for
the contribution to the complexity of the cyclotomic cosets of weight 2 that
are degenerate. The quantitative value of this decreasing will be the number
of degenerate cosets multiplied by their corresponding cardinals. By construc-
tion, all the cyclotomic cosets of weight 2 have cardinal L except for coset
E = 20 + 2L/2, for L even, whose cardinal is 1

2L. The lower bound is due to
the fact that if L is even and pi =

1
2L (or a divisor), then the cyclotomic coset

E = 20 + 2L/2 is degenerate. Otherwise, as all the cyclotomic cosets of weight 2
have cardinal L, the linear complexity takes the value given by the upper bound.

�

Corollary 2. If L = pk, p being a prime number, then the uniform cosets as-
sociated with the smaller proper divisor of L, that is p, reach the highest degen-
eracies as they include the degeneracies of the uniform cosets associated with all
the other proper divisors of L.

Proof. As p|pi ∀i, then a structure of p bits always is contained in a structure of
pi bits. Therefore, the uniform cosets associated with p include the degeneracies
of the uniform cosets associated with pi ∀i. To the previous degeneracies, we
have to add the degeneracies due exclusively to the cosets associated to p. �

5 Selection of Phase Differences with Guaranteed
Maximal Linear Complexity

According to the previous sections, it is known that the phase difference d satis-
fying d ∈ [ej ] (where [ej ] as before is the set of uniform cosets mod (2L−1)) may
produce degeneracies in the filtered sequence. Thus, a general rule to avoid such
degeneracies consists in selecting d /∈ [ej ]. More specific rules can be presented.

1. Let p1 be the greatest proper divisor of L. The smaller leader of the uniform
coset will be

emin = 20 + 2p1 + 22p1 + . . .+ 2(d1−1)p1 (23)

with d1 = L/p1. Therefore, taking d in the interval 0 < d < emin the maximal
LC of the filtered sequence, that is Key’s upper bound, is guaranteed.

2. If the binary expression of d contains k ones but (L, k) = 1, then d is not an
element of a uniform coset and the maximal LC of the filtered sequence is
guaranteed.

In brief, the number and distribution of the ones in the binary representation of
d is a parameter to be handled in order to preserve Key’s upper bound.

6 Conclusion

A method of analyzing the linear complexity of nonlinearly filtered sequences
has been introduced. The procedure is based on the concept of uniform cosets
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and allows one to identify easily the degenerate cosets as well as to develop nu-
merical expressions for the linear complexity of the generated sequences. Finally,
practical rules to design 2nd -order nonlinear filters whose output sequences pre-
serve the maximal linear complexity have been derived. The same method can
be generalized to Boolean function of degree greater than 2 what is left as the
natural expansion of this work.

Acknowledgment. This work has been supported by CDTI (Spain) Project
Cenit-HESPERIA as well as by Ministry of Science Project TIN2011-25452.
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Abstract. Sequence generators based on LFSRs are currently used to
produce pseudorandom sequences in cryptography. In this paper, binary
sequences generated by nonlinearly filtering maximal length sequences
are studied. Emphasis is on the parameter linear complexity of the fil-
tered sequences. In fact, a method of computing all the nonlinear filters
that generate sequences with a guaranteed linear complexity (LC ≥ (

L
k

)
,

where L is the LFSR length and k the filter’s degree) is introduced. The
method provides one with a good structural vision on this type of gen-
erators as well as a practical criterium to design cryptographic sequence
generators for stream ciphers.

Keywords: Nonlinear filter, linear complexity, cyclotomic coset, Boolean
function, stream cipher, cryptography.

1 Introduction

A stream cipher is an encryption algorithm that encrypts individual bits of a
plaint text or original message with a time-varying transformation. Stream ci-
phers are very popular encryption procedures due to many attractive features:
they are the fastest among encryption procedures, can be efficiently implemented
in hardware and are suitable for environments where the bits need to be pro-
cessed individually. A stream cipher consists of a keystream generator whose
pseudorandom output sequence (keystream sequence) is added modulo 2 to the
plaintext bits. Some of the most recent designs in stream ciphers can be found in
[1] and [9]. References [3], [10] provide a solid introduction to the study of stream
ciphers. Desirable properties for the sequences obtained from keystream gener-
ators can be enumerated as follows: a) Long period, b) Large linear complexity,
c) Good statistical properties.

One general technique for building a keystream generator is to use a non-
linear filter, i.e. a nonlinear function applied to the stages of a single Linear
Feedback Shift Register (LFSR). Generally speaking, sequences obtained in this
way are supposed to accomplish all the previous properties. Period and statisti-
cal properties of the filtered sequences are characteristics deeply studied in the
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literature, see [8] and the references above mentioned. Nevertheless, the problem
of determining the exact value of the linear complexity (a measure of its unpre-
dictability) attained by nonlinear filtering is still open [4], [2], [6]. At any rate,
several contributions to the linear complexity study can be found and quoted:

1. In [10], the root presence test proved that the output sequence of nonlinear
filters including a unique term of equidistant phases has a linear complexity
lower bounded by LC ≥ (

L
k

)
, where L is the LFSR length and k % L/2

the order of the filter. For (L, k) in a cryptographic range, e.g. (128, 64), the
lower bound is a very large number.

2. More recently, in [5], the authors provide with a larger lower bound LC ≥(
L
k

)
+
(

L
k−1

)
on the linear complexity of filtered sequences. At any rate, this

lower bound is applicable only for filters of degree k ∈ (2, 3, L− 1, L), what
is not a real cryptographic application.

In this paper, a method of computing all the nonlinear filters with LC ≥ (
L
k

)
has

been developed. The procedure is based on the concept of equivalence classes of
nonlinear filters and on the handling of filters from different classes.

The paper is organized as follows: specific notation and the concept of se-
quential decomposition in cosets is introduced in Section 2. In Section 3, three
different representations of nonlinear filters as well as two operations applied to
such representations are given. The construction of all possible nonlinear filters
preserving the cosets of weight k is developed in Section 4 with an illustrative
example. Finally, conclusions in Section 5 end the paper.

2 Basic Concepts and Notation

Specific notation and different basic concepts are introduced as follows:

PN-sequence. Let {sn} be the binary output sequence of a maximal-length LFSR
of L stages, that is a LFSR whose characteristic polynomial P (x) is primitive
of degree L, see [10], [3]. In that case, the output sequence is a PN -sequence
of period 2L − 1. Its generic element, sn, can be written as sn = αn + α2n +

. . .+α2(L−1)n, where α ∈ GF (2L) is a root of the polynomial P (x) and GF (2L)
denotes an extension field of GF (2) with 2L elements [7].

Nonlinear Filter. The Boolean function F defined as F : GF (2)L → GF (2)
denotes a kth-order nonlinear filter (k ≤ L) applied to the L stages of the
previous LFSR. That is, F (sn, sn+1, . . . , sn+L−1) includes at least a product of
k distinct elements of the sequence {sn}.
Filtered Sequence. The sequence {zn} is the output sequence of the nonlinear
filter F applied to the L stages of the LFSR in successive time instants.

Cyclotomic Coset. Let Z2L−1 denote the set of integers [1, . . . , 2L−1]. An equiv-
alence relation R is defined on its elements q1, q2 ∈ Z2L−1 such as follows: q1Rq2
if there exists an integer j, 0 ≤ j ≤ L − 1, such that 2j · q1 = q2 mod 2L − 1.
The resultant equivalence classes into which Z2L−1 is partitioned are called the
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cyclotomic cosets mod 2L − 1, see [3]. All the elements qi of a cyclotomic coset
have the same number of 1’s in their binary representation, this number is called
the coset weight. The leader element, E, of every coset is the smallest integer in
such an equivalence class and its cardinal is L or a proper divisor of L.

Characteristic Polynomial of a Cyclotomic Coset. It is a polynomial PE(x) de-

fined by PE(x) = (x+αE)(x+α2E) . . . (x+α2(r−1)E), where the degree r (r ≤ L)
of PE(x) equals the cardinal of the cyclotomic coset E.

Characteristic Sequence of a Cyclotomic Coset. It is a binary sequence {SE
n } de-

fined by the expression {SE
n } = {αEn+α2En+. . .+α2(r−1)En} with n ≥ 0. Recall

that the previous sequence {SE
n } satisfies the linear recurrence relationship given

by PE(x), see [3], [7].

Sequential Decomposition in Cyclotomic Cosets. The generic element zn of the
filtered sequence {zn} can be written as:

zn = F (sn, sn+1, . . . , sn+L−1) =

C1α
E1n + (C1α

E1n)2 + . . .+ (C1α
E1n)2

(r1−1)

+

C2α
E2n + (C2α

E2n)2 + . . .+ (C2α
E2n)2

(r2−1)

+

... (1)

CNαENn + (CNαENn)2 + . . .+ (CNαENn)2
(rN−1)

,

where ri is the cardinal of coset Ei, the subindex i ranges in the interval 1 ≤ i ≤
N and N is the number of cosets of weight ≤ k. At this point different features
can be pointed out. Note that the i-th row of (1) corresponds to the nth-element

of the sequence {Ciα
Ein + (Ciα

Ein)2 + . . . + (Ciα
Ein)2

(ri−1)}. The coefficient
Ci ∈ GF (2ri) determines the starting point of such a sequence. If Ci = 1, then
{SEi

n } is in its characteristic phase. If Ci = 0, then {SEi
n } would not contribute

to the filtered sequence {zn}. In that case, the cyclotomic coset Ei would be
degenerate.

3 Representation of Nonlinear Filters

According to the previous section, nonlinear filters can be characterized by means
of three different representations:

1. Algebraic Normal Form (ANF): a nonlinear filter F (sn, sn+1, . . . , sn+L−1)
can be uniquely expressed in ANF as the sum of distinct products in the
variables (sn, sn+1, . . . , sn+L−1). The nonlinear order, k, of the filter is the
maximum order of the terms appearing in its ANF. This is the representa-
tion currently used by the designer as variables and filter’s order are easily
handled.
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2. Bit-wise sum of the characteristic sequences : a nonlinear filter F (sn, sn+1,
. . . , sn+L−1) can be represented in terms of the N characteristic sequences
{SEi

n } that appear in its sequential decomposition in cosets, see equation
(1). This representation enhances how the filtered sequenced is nothing but
the addition of elementary sequences.

3. A N-tuple of coefficients : this is a representation very close to the previous
one. In fact, a nonlinear filter F (sn, sn+1, . . . , sn+L−1) can be represented in
terms of a N -tuple of coefficients (C1, C2, . . . , CN ) with Ci ∈ GF (2ri) where
each coefficient determines the starting point of its sequence {SEi

n }. This
representation gives information about the linear complexity of the filtered
sequence.

3.1 Shifted Sequences

Let A be the set of the kth-order nonlinear filters applied to a LFSR of length
L. We are going to group the elements of A producing the filtered sequence
{zn} or a shifted version of {zn}, notated {zn}∗. From equation (1), it is clear
that if we substitute Ci for Ci · αEi ∀i, then we will obtain {zn+1}. In gen-
eral, Ci → Ci · αjEi ∀i ⇒ {zn} → {zn+j}. This fact enables us to define an
equivalence relationship ∼ on the set A as follows: F ∼ F ′ with F, F ′ ∈ A
if {F (sn, . . . , sn+L−1)} = {zn} and {F ′(sn, . . . , sn+L−1)} = {zn}∗. Therefore,
two different nonlinear filters F, F ′ in the same equivalence class will produce
shifted versions of the same filtered sequence. In addition, it is easy to see that
the relation defined above is an equivalence relationship and that the number
of elements in every equivalence class equals the period of the filtered sequence,
T , so that the index j satisfies 0 ≤ j ≤ T − 1. As the sequence {zn}∗ is nothing
but a shifted version of the filtered sequence {zn}, then both filters F, F ′ will
include the same characteristic sequences (starting at different points) as well as
the same cosets of weight ≤ k in their sequential decomposition in cosets.

3.2 Basic Operations with Nonlinear Filters

Now two different operations on nonlinear filters can be defined.

1. Shifting operation S:
S(F0(sn, sn+1, . . . , sn+L−1)) = F1(sn, sn+1, . . . , sn+L−1),

that is the shifting operation applied to a nonlinear filter F0 producing the
filtered sequence {zn} gives rise to a new filter F1 in the same equivalence
class producing the sequence {zn+1}.

2. Sum operation:

F0(sn, . . . , sn+L−1) + F1(sn, . . . , sn+L−1) = F01(sn, . . . , sn+L−1),

that is the sum of two consecutive nonlinear filters F0, F1 in the same equiv-
alence class gives rise to a new filter F01 in a different equivalence class.
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For a simple example, we consider the previous operations applied to the three
different representations of nonlinear filters.

Example 1. For the pair (L, k) = (3, 2), that is a nonlinear filter of second order
applied to the stages of a LFSR of length L = 3 and primitive characteristic
polynomial P (x) = x3 + x2 + 1, we have:

– The generic element, sn, of the PN -sequence that can be written as sn =
αn + α2n + α4n, where α is a root of P (x) so that α3 = α2 + 1.

– Two cyclotomic cosets: coset 1= {1, 2, 4} of binary weight 1 and coset 3
= {3, 6, 5} of binary weight 2.

– Two characteristic sequences of period T = 7: {S1
n} = {1, 1, 1, 0, 1, 0, 0} and

{S3
n} = {1, 0, 0, 1, 0, 1, 1} both of them in their characteristic phases.

– Two characteristic polynomials: P1(x) = P (x) and P3(x) where

P1(x) = (x+ α)(x + α2)(x + α4) = x3 + x2 + 1 ,
P3(x) = (x+ α3)(x+ α6)(x+ α5) = x3 + x+ 1 .

– The extension field GF (23) = {0, α, α2, α3, . . . , α6, α7 = 1}.
Let F0 be a nonlinear filter in ANF, F0(sn, sn+1, sn+2) = snsn+1, applied to

the previous LFSR starting at the initial state (1, 1, 1). Therefore, the filtered
sequence is {zn} = {1, 1, 0, 0, 0, 0, 0}, the sequential decomposition in cosets is

{zn} = C1{S1
n} ⊕ C3{S3

n}
= {1, 0, 0, 1, 1, 1, 0}⊕ {0, 1, 0, 1, 1, 1, 0},

and the 2-tuple of coefficients is (C1, C3) = (α4, α6) so that the sequence {S1
n}

is shifted 4 positions (C1 = α4) regarding its characteristic phase while the se-
quence {S3

n} is shifted 2 positions (C3 = α6 = (α3)2) regarding its characteristic
phase too. For F0 the previous operations are analyzed.

Shifting operation S:
1. ANF : the shifting operation S increases by 1 all the indexes of the variables

that appear in the filter expression,

S(F0(sn, sn+1, sn+2)) = F1(sn, sn+1, sn+2)
S(snsn+1) = sn+1sn+2 .

2. Bit-wise sum of the characteristic sequences : the operation S shifts simul-
taneously one position to all the characteristic sequences included in the
nonlinear filter representation,

S(F0) = S({1, 0, 0, 1, 1, 1, 0}⊕ {0, 1, 0, 1, 1, 1, 0})
= {0, 0, 1, 1, 1, 0, 1}⊕ {1, 0, 1, 1, 1, 0, 0}= F1 .

3. A N-tuple of coefficients : the operation S multiplies each coefficient Ci of
the N -tuple by the corresponding factor αEi ,

S(C1, C3) = (C1 · α,C3 · α3)
S(α4, α6) = (α5, α2) .
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Sum Operation

1. ANF : the sum of two nonlinear filters in ANF gives rise to a new nonlinear
filter that is the logic sum of the two previous filters.

F01(sn, . . . , sn+L−1) = F0(sn, . . . , sn+L−1) + F1(sn, . . . , sn+L−1)
F01(sn, . . . , sn+L−1) = snsn+1 ⊕ sn+1sn+2 .

2. Bit-wise sum of the characteristic sequences : the bit-wise sum of character-
istic sequences included in the nonlinear filter representation gives rise to
new characteristic sequences starting at different points,

F0 = C1{S1
n} ⊕ C3{S3

n}
F1 = (C1 α){S1

n} ⊕ (C3 α
3){S3

n}
F0 + F1 = C1(1 + α){S1

n} ⊕ C3(1 + α
3){S3

n}
= ({1, 0, 0, 1, 1, 1, 0}⊕ {0, 1, 0, 1, 1, 1, 0})
⊕ ({0, 0, 1, 1, 1, 0, 1}⊕ {1, 0, 1, 1, 1, 0, 0})
= {1, 0, 1, 0, 0, 1, 1}⊕ {1, 1, 1, 0, 0, 1, 0}
= {0, 1, 0, 0, 0, 0, 1},

thus the resulting sequence is not {zn}∗ anymore but a different sequence.
Consequently, the filter F0 + F1 belongs to a different equivalence class.

3. A N-tuple of coefficients : the N -tuple of coefficients of the sum of filters is
the sum of the N -tuples of each nonlinear filter

F0 → (C1, C3) , F1 → (C1 · α,C3 · α3)
F0 + F1 → (C1 · (1 + α), C3 · (1 + α3)) =

(α4 · α5, α3 · α2) = (α2, α5) .

4 Construction of All Possible Nonlinear Filters
with Cosets of Weight k

In order to generate all the nonlinear filters with guaranteed cosets of weight k,
we start from a filter with a unique term product of k equidistant phases of the
form:

F0(sn, sn+1, . . . , sn+L−1) = snsn+δ . . . sn+(k−1)δ (2)

with 1 ≤ k ≤ L and gcd(δ, 2L− 1) = 1. According to [10], the sequence obtained
from this type of filters includes all the k-weight cosets. In the sequel, we will
focus exclusively on the Nk cosets of weight k with Nk-tuple representation. In
fact, they are the only cosets whose presence is guaranteed [4].

Given F0 in ANF, the computation of its Nk-tuple is carried out via the root
presence test described in [10]. Next, theNk-tuple representations for F1 = S(F0)
and F0 + F1 are easily computed too. The key idea in this construction method
is shifting the filter F0 + F1 through its equivalence class and summing it with
F0 in order to cancel the successive components of its Nk-tuple.
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The final result is:

1. A set of Nk basic filters of the form (0, 0, . . . , di, . . . , 0, 0) (1 ≤ i ≤ Nk) with
di ∈ GF (2L), di �= 0.

2. Their corresponding ANF representations.

The combination of all these basic filters with di (1 ≤ i ≤ Nk) ranging in GF (2
L)

(with the corresponding ANF representations) gives rise to all the possible terms
of order k that preserve the cosets of weight k. Later, the addition of terms of
order < k in ANF permits the generation of all the nonlinear filters of order k
that guarantee a linear complexity LC ≥ (

L
k

)
.

An algorithm for computing the basic nonlinear filters with cosets of weight
k is depicted in Fig. 1. The employed notation is now introduced:

– F0 is the initial filter with guaranteed cosets of weight k. Its Nk-tuple coef-
ficient representation can be written as:

F0 = (C0
1 , C

0
2 , . . . , C

0
Nk

) = (C0
i ) (1 ≤ i ≤ Nk).

– F1 = S(F0) is the consecutive filter in the same equivalence class. Its Nk-
tuple coefficient representation can be written as:

F1 = (C1
1 , C

1
2 , . . . , C

1
Nk

) = (C1
i ) (1 ≤ i ≤ Nk).

– F01 = F0 + F1 is a new filter in a different equivalence class whose Nk-tuple
coefficient representation is:

F01 = (C2
1 , C

2
2 , . . . , C

2
Nk

) = (C2
i ) (1 ≤ i ≤ Nk).

– The filter (C2
i ) ranges in its equivalence class until the j-th component

(C2
j ) = (C0

j ). The resulting filter is:

(C3
1 , C

3
2 , . . . , C

0
j , . . . , 0) = (C3

i ) (1 ≤ i ≤ Nk),

where C3
l = 0 for (j + 1 ≤ l ≤ Nk).

– The filter (C4
i ) is the sum of:

(C0
i ) + (C3

i ) = (C4
i ) = (C4

1 , C
4
2 , . . . , 0, . . . , 0) (1 ≤ i ≤ Nk),

where C4
l = 0 for (j ≤ l ≤ Nk).

– (Iji ) is an intermediate filter where (C4
i ) is stored for the corresponding value

of the index j.

(Ij1 , I
j
2 , . . . , I

j
Nk

) = (Iji ) (1 ≤ i ≤ Nk).

– (Bj
i ) is a basic filter whose components are 0 except for the j-th component

dj �= 0.

(Bj
1, B

j
2, . . . , B

j
Nk

) = (Bj
i ) = (0, 0, . . . , dj , . . . , 0) (1 ≤ i ≤ Nk).

The symbol (Bj
i )

′ means that the initial filter (Bj
i ) has been shifted through

its equivalence class.
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Example 2. Let (L, k) = (5, 3) be a nonlinear filter of third order applied to
the stages of a LFSR of length L = 5 and primitive characteristic polynomial
P (x) = x5 + x3 + 1 where α is a root of P (x) so that α5 = α3 + 1. We have
N3 = 2 cyclotomic cosets of weight 3: coset 7= {7, 14, 28, 25, 19} and coset
11= {11, 22, 13, 26, 21}. The initial filter with guaranteed cosets of weight 3 is
F0(s0, s1, s2) = s0s1s2. The algorithm described in Fig. 1 is applied.

INPUT: The nonlinear filter F0(s0, s1, s2) = s0s1s2 → (C0
i ) = (α20, α13)

Compute: F1(s0, s1, s2) = s1s2s3 → (C1
i ) = (α20 · α7, α13 · α11) = (α27, α24)

Initialize: (I2i ) = (C0
i ) = (α20, α13)

for j = N3 to 2

– Step 1: Addition of two filters F0 + F1 = F01

(C0
i ) + (C1

i ) = (C2
i )

(α20, α13) + (α27, α24) = (α5, α5)

– Step 2: Comparison F0 : F1

(C0
i ) : (C

2
i )

(α20, α13) : (α5, α5)

– Step 3: Shifting of (C2
i ) until (C

2
2 ) = (C0

2 )

(C2
1 , C

2
2 )→ (C3

1 , C
0
2 )

(α5, α5)→ (α27, α13) = (C3
i )

– Step 4: Addition
(C0

i ) + (C3
i ) = (C4

i )
(α20, α13) + (α27, α13) = (α5, 0)

(I1i ) = (C4
i )

end for
Introduce (B1

i ) = (I1i ) = (α5, 0)
for j = 2 to N3

– Step 6: Comparison (B1
i ) : (I

2
i )

(α5, 0) : (α20, α13)

– Step 7: Shifting of (B1
i ) until (B

1
1) = (I21 ) = α

20

(B1
i )→ (B1

i )
′

(α5, 0)→ (α20, 0)

– Step 8: Addition
(B1

i )
′ + (I2i ) = (B2

i )
(α20, 0) + (α20, α13) = (0, α13)

(B2
1 , B

2
2) = (0, α13)

end for
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Input: One nonlinear filter with guaranteed k-weight cosets,

F0(sn, . . . , sL−1) → (C0
1 , . . . , C

0
i , . . . , C

0
Nk

),

Compute F1 = S(F0(sn, . . . , sL−1)) → (C1
1 , . . . , C

1
i , . . . , C

1
Nk

),
for j = Nk to 2 do

Step 1: Addition of the two filters: F0 + F1 = F01 →
(C0

i ) + (C1
i ) = (C2

i )
Step 2: Comparison F0 : F01

(C0
1 , . . . , C

0
i , . . . , C

0
Nk

) : (C2
1 , . . . , C

2
i , . . . , C

2
Nk

)
Step 3: Shifting of (C2

1 , . . . , C
2
i , . . . , C

2
Nk

) through its equivalence class

until C2
j = C0

j

(C2
1 , . . . , C

2
j , . . . , C

2
Nk

) → (C3
1 , . . . , C

0
j , . . . , 0)

Step 4: Addition

(C0
i ) + (C3

i ) = (C4
i ) = (C4

1 , . . . , 0, . . . , 0)
keep (Ij−1

i ) = (C4
i )

Step 5: Substitution

(C0
i ) ← (C4

i )
end for

(B1
i ) = (I1i ); Display the ANF.

for j = 2 to Nk do

Step 6: Comparison (B1
i ), . . . , (B

j−1
i ) : (Iji )

for l = 1 to j − 1 do

Step 7: Shifting of (Bl
i)

until Bl
l = Ijl

end for

Step 8: Addition
j−1∑
l=1

(Bl
i)

′ + (Iji ) = (Bj
i )

Display the ANF.

end for

Output: Nk basic filters (Bj
i ) = (0, 0, . . . , dj , . . . , 0) to generate

all the nonlinear filters preserving the k-weight cosets

and their ANF representations.

Fig. 1. Pseudo-code of the algorithm to generate filters with guaranteed k-weight cosets

OUTPUT: N3 = 2 basic nonlinear filters and their corresponding ANF
representations.

1. (B1
i ) = (α5, 0)

ANF: s0s1s2 ⊕ s0s1s3 ⊕ s0s1s4 ⊕ s0s2s4 ⊕ s0s3s4 ⊕ s1s2s3 ⊕ s1s3s4
2. (B2

i ) = (0, α13)
ANF: s0s2s4 ⊕ s0s3s4 ⊕ s1s2s4.

Ranging (B1
i ) and (B2

i ) in their corresponding equivalence class and summing
all the possible combinations in ANF representation, we get the 31× 31 possible
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combinations of terms of order 3 that guarantee the cosets of weight 3 (coset 7
and coset 11). Next, the addition of terms of order < 3 in ANF representation
permits us the generation of all the nonlinear filters of order 3.

5 Conclusions

A method of computing all the nonlinear filters applied to a LFSR that guarantee
the cosets of weight k has been developed. The final result is a set of basic
nonlinear filters whose combination allows one to generate all the nonlinear filters
preserving a large linear complexity. That means a practical criterium to design
cryptographic sequence generators. The method increases by far the number of
nonlinear filters with a guaranteed linear complexity found in the literature. The
generalization to other cosets of weight < k is left as the natural continuity of
this work.
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Abstract. The threat quantum computing poses to traditional cryp-
tosystems (such as RSA, elliptic-curve cryptosystems) has brought about
the appearance of new systems resistant to it: among them, multivariate
quadratic public-key ones. The security of the latter kind of cryptosys-
tems is related to the isomorphism of polynomials (IP) problem. In this
work, we study some aspects of the equivalence relation the IP problem
induces over the set of quadratic polynomial maps and the determination
of its equivalence classes. We contribute two results. First, we prove that
when determining these classes, it suffices to consider the affine trans-
formation on the left of the central vector of polynomials to be linear.
Second, for a particular case, we determine an explicit system of invari-
ants from which systems of equations whose solutions are the elements
of an equivalence class can be derived.

Keywords: Equivalence classes, Equivalent keys, Isomorphism of poly-
nomials problem, Multivariate cryptography, System of invariants.

1 Introduction

The public-key cryptosystems that are most widely implemented at present are
based on the classic integer factorization problem (RSA cryptosystem) or on the
discrete logarithm problem (ElGamal and elliptic curve cryptosystems ECC).

While the above cryptosystems are currently considered to display good secu-
rity properties for a set of appropriately chosen parameters, Peter Shor published
in 1997 ([1]) an algorithm that, assuming the existence of a quantum computer
powerful enough, is able to break them.

Since then, the threat of quantum computing has encouraged the crypto-
graphic community to revisit old trapdoor one-way functions or design new ones
and derive from them new public-key systems over which quantum computation
appears to have no advantage. Among the usually called post-quantum cryp-
tosystems, we can mention hash-based ([2]), code-based ([3]), lattice-based ([4])
or multivariate quadratic-based public-key cryptographic systems ([5]). In this
paper we focus in the latter.
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While systems of linear equations over finite fields are solvable in polynomial
time via the row reduction method, solving a system of quadratic equations over
a finite field is known to be an NP-complete problem (see [6], p.251; [7], section
2.5; [8]) and no efficient method to solve it is known as long as the number of un-
knowns and equations is chosen conveniently. Multivariate quadratic public-key
cryptosystems (MQ cryptosystems for short) make use of multivariate quadratic
polynomials over finite fields, and even though some of them are broken as of
today, they are considered of interest since they are based on two problems which
are believed to be hard, namely theMQ (Multivariate Quadratic) problem and
the IP (Isomorphism of Polynomials) problem (see [7], [9], and [10] for novel
algorithms that refine the computational time of a brute force attack).

In this work we study some aspects of the polynomial equivalence relation
induced by the IP problem. The determination of these classes would have con-
siderable impact in MQ cryptography: on the one hand, it provides us with a
better understanding about which public keys are good choices for cryptanalysis
purposes; for example, it is desirable that the equivalence class of the public key
has as few elements as possible. On the other hand, considering that ‘equivalent’
keys exist forMQ schemes ([7]) and hence the private key space can be reduced,
it lets us precise which exact reduction of the private key space is possible. This
is relevant since we must examine if the resulting private key space is still large
enough for the MQ scheme to be secure. In this paper, we identify these poly-
nomial equivalence classes as the orbits of a group action on the set of quadratic
functions and then determine, in a particular case, a system of invariants that
leads us to a system of equations from which the orbits can be derived.

The rest of the contents are organized as follows: in section 2 we give a quick
overview ofMQ cryptography and the two hard problems that underlie the one-
way security of this kind of cryptosystems. In section 3 we fix some notation,
present the problem and the related work done on the subject. We present our
results in section 4, and the conclusions and future work in section 5.

2 Multivariate Cryptography and One-Way Security

Introduced by Matsumoto and Imai in 1988 ([11]), multivariate quadratic cryp-
tography is based on the difficulty of the MQ problem, defined as follows:

Definition 1. The MQ problem over a finite field of q elements Fq consists in
finding a solution x ∈ F

n
q to a given system of m quadratic polynomial equations

y = (p1, . . . , pm) over Fq in n indeterminates. That is, the goal is to find a
solution of the following system of equations

y1 =p1(x1, . . . , xn)

y2 =p2(x1, . . . , xn)

...

ym =pm(x1, . . . , xn)
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for a given y = (y1, y2, . . . , ym) ∈ F
m
q and unknown x = (x1, x2, . . . , xn) ∈ F

n
q .

This problem is NP-complete over any finite field for a randomly selected poly-
nomial vector p = (p1, . . . , pm) ([6], p.251; [7], section 2.5; [8]), and even though
this sole fact does not guarantee that a potential MQ-based cryptosystem is
secure, there is strong evidence pointing out that the MQ problem is also hard
on average (see [12], [13]), thus suggesting that the MQ problem can indeed be
used as a basis for a secure public-key cryptosystem.

To construct a generic multivariate quadratic public-key cryptosystem, choos-
ing a central vector of quadratic polynomials p′ : Fn

q &→ F
m
q easy to invert, and

then make it look random at the eyes of an adversary composing it with two
affine invertible transformations in the way p = T ◦ p′ ◦ S seems like a good
starting point. Indeed, if we make p public, keep T, p′, S private and encrypt a
message x ∈ F

n
q by computing y = p (x), an eavesdropper should fail to decrypt

as he would need to solve an instance of the MQ-problem; however, the legiti-
mate user can decrypt in polynomial time using his private key. We now describe
a generic MQ cryptosystem precisely:

– Key generation: Using a cryptographically secure pseudorandom number
generator over Fq, matrices are created until a random matrix in F

m×m
q with

non-zero determinant is generated, denote it by Tl. Then, a random column
vector of length m is created, denote it by Tc. The affine transformation
T : Fm

q &→ F
m
q is set to be T = Tlx+ Tc. The affine map S : Fn

q &→ F
n
q is cre-

ated in an analogous manner. To generate a vector of quadratic polynomials
p′ : F

m
q &→ F

n
q so that for a known output y of the function p′, the pre-image

of p′ is easily computable, p′ is usually chosen uniformly at random from the
set of invertible quadratic functions. However, this is not the only way to do
so, as building a small amount of redundancy into messages sent (usually by
concatenating part or all of a message’s hash to the message itself) makes
it possible to use p′ that are non-invertible. The private key is defined to be
the ordered set (T, p′, S). The public key is formed by p = T ◦ p′ ◦ S.

– Encryption: Given the public key of a user, p, the encryption process con-
sists in transforming a given message or plaintext x ∈ F

n
q (possibly with the

redundancy required by the choice of the key) into a ciphertext y = p(x).
– Decryption: Given the secret key of a user, (T, p′, S), the decryption process

consists in transforming a given ciphertext y into a plaintext x. In general
(depending on the form of building p′), the decryption process goes as follows:
first compute

T−1(y) = (p′ ◦ S)(x),
and the set of pre-images of p′:

p′−1(T−1(y)).

Then, each element τ ∈ p′−1(T−1(y)) is given as an input to S−1 (which
exists by the very definition of S). The exact redundancy specified by the
encryption scheme will almost certainly occur in only one such pre-image
S−1(τ). Remove the redundancy to retrieve the decrypted message x ∈ F

n
q .
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If p′ is invertible, the plaintext, x, is obtained by simply applying the three
inverses S−1, p′−1, and T−1 in order to the ciphertext y:

x = S−1 ◦ p′−1 ◦ T−1(y).

A public-key cryptosystem is said to be one-way secure if with access to the
public information and a given ciphertext it is hard to recover the message,
in the sense that there exists no polynomial time algorithm that outputs the
message with non-negligible probability. The one-way security of multivariate
quadratic cryptosystem rests upon the MQ problem and, as Patarin pointed
out in ([14]), upon what is called the IP problem:

Definition 2. Given a pair of (not necessarily quadratic) polynomial vectors,
p and p′, where each vector is an m-tuple of polynomials over the same set of
n indeterminates as in Definition 1, the IP problem is to find a pair of affine
transformations T : Fm

q &→ F
m
q and S : Fn

q &→ F
n
q such that

p = T ◦ p′ ◦ S.
Solving the IP problem is equivalent to solving for the unknowns of S and T
using the entries of p and p′ as constants. This produces a system of total degree
one larger than the total degree of p′. In particular, when solving problems in the
situation of MQ-based encryption schemes, the total degree of these equations
is 3 in the unknown entries of T and S. This problem is NP-hard (see [15]).

3 Mathematical Problem

3.1 Notation

We denote the ground field of q elements Fq by F, the set of affine transformations
in F

n by GA (n,F), the set of linear transformations in F
n by GL (n,F), and by

P (n,m,F), or simply by P (n,m) if there is no ambiguity, the set of all quadratic
polynomial maps from F

n to F
m. Note that

dimP (n,m) = 1
2mn(n+ 1) +mn+m = 1

2m(n+ 2)(n+ 1). (1)

In what follows we work under the hypothesis n ≤ m, as we are mainly interested
in injective quadratic maps in P (n,m) for purposes of uniqueness in decryption.

Recall that in the context of multivariate quadratic cryptography, the public
key p = (p1, . . . , pm) ∈ P (n,m) is a vector of length m whose components are
quadratic polynomials, this is,

pi (x1, . . . , xn) =
∑

1≤j≤k≤n

γi,j,kxjxk +

n∑
j=1

μi,jxj + νi (2)

for 1 ≤ i ≤ m, 1 ≤ j ≤ k ≤ n and γi,j,k, μi,j , νi ∈ F (they are the quadratic,
linear and constant terms respectively). The expression (2) of each component
can be rewritten, using the Einstein summation convention, as

yα (p(x)) =
∑
j≤k

qαjkx
jxk + �αj x

j + kα,
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where x = (x1, . . . , xn) ∈ F
n, y = (y1, . . . , ym) ∈ F

m, and qαjk, �
α
j , k

α ∈ F.
Moreover, it is often convenient to be able to express a system of equations

y = p (x) in matrix form. To do this, we order the products xjxk lexicographically
according to their superindices, we write them in a column vector of length
1
2n (n+ 1) denoted by C (x), and we define the following matrices

Qp =
(
qαjk

)
1≤j≤k≤n,1≤α≤m

, Lp =
(
lαj
)
1≤j≤n,1≤α≤m

,

Kp = (kα)
t
1≤α≤m , X = (xα)

t
1≤α≤m , Y = (yα)

t
1≤α≤m .

(3)

The equations derived from y = p (x) can then be expressed as

Y (p(x)) = QpC(x) + LpX +Kp.

3.2 Statement of the Problem and Related Work

FromDefinition 2, it follows that the IP problem induces the equivalence relation:

p ∼ p′, p, p′ ∈ P (n,m)⇐⇒ ∃T ∈ GA (m,F) , ∃S ∈ GA (n,F) : p = T ◦ p′ ◦ S.
Mathematical Problem: Determine all such polynomial equivalence classes.

Application to MQ Cryptography: Suppose we have an MQ scheme, a
private key (T, p′, S) and a public key p = T ◦ p′ ◦ S. On the one hand, the
equivalence class of p′ ∈ P (n,m) is

[p′] = {p ∈ P (n,m) : p = T ◦ p′ ◦ S for some T ∈ GA (m,F) , S ∈ GA (n,F)},
this is, the equivalence class of p′ ∈ P (n,m) is formed by all the different public
keys that can be derived from a fixed central polynomial vector p′ just varying
the affine transformations T and S. From this point of view the problem of deter-
mining the equivalence classes is appealing as we can then assess which central
polynomial vectors produce public keys with good cryptographic properties.

On the other hand, the equivalence class of p ∈ P (n,m) is

[p] = {p′ ∈ P (n,m) : p = T ◦ p′ ◦ S for some T ∈ GA (m,F) , S ∈ GA (n,F)},
this is, the equivalence class of p is formed by all the central polynomial vec-
tors p′ that give rise to the same public key p. For each p′ ∈ [p], there exist
Tp′ ∈ GA (m,F) and Sp′ ∈ GA (n,F) such that p = Tp′ ◦ p′ ◦ Sp′ . This way,
for cryptanalysis purposes, finding (T, p′, S) is equivalent to finding any of the
triples (Tp′ , p′, Sp′), and in fact, these keys are said to be equivalent. As a conse-
quence, we can store just one representative of a set of equivalent keys, which is
advantageous for the implementation ofMQ schemes in devices with restricted
memory. From this point of view, obtaining the equivalence classes is interesting
as we can determine which exact reduction of the private key space is possible
and then assess if the resulting private key space is large enough not to compro-
mise the security. Furthermore, it is clear that the most interesting public keys
are those whose equivalence class has as few elements as possible.
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An equivalence relation can be defined on the set of private keys under which
the private keys (T1, p

′
1, S1) and (T2, p

′
2, S2) are indeed equivalent if they lead to

the same public key, this is, if T1 ◦ p′1 ◦ S1 = T2 ◦ p′2 ◦ S2. The study of such an
equivalence relation is done in [16], [17], [18].

A good mathematical framework to study the polynomial equivalence problem
is proposed in [19]. In particular, consider the group action

GA (m,F)×GA (n,F)× P (n,m)→ P (n,m)

((T, S) , p) &→ (T, S) · p

where
((T, S) · p) (x) = (T ◦ p ◦ S) (x) ∀x ∈ F

n, ∀p ∈ P (n,m),

Two elements of P (n,m) are defined to be equivalent with respect to the action
of the group GA (m,F)×GA (n,F) as follows:

pRp′, p, p′ ∈ P (n,m)⇐⇒ ∃(T, S) ∈ GA (m,F)×GA (n,F) : p = (T, S) · p′

The relation R is equivalent to the relation ∼, and therefore the problem of
determining the polynomial equivalence classes is equivalent to determining the
orbit space of the above action of GA (m,F)×GA (n,F) on P (n,m).

In [20], work has been done on enumerating or bounding the number of poly-
nomial equivalence classes for homogeneous quadratic polynomials, but their
description remains open. It also explains how the determination of the poly-
nomial equivalence classes problem relates to the problem of equivalent keys
studied in ([16], [17], [18], [21]).

We focus on the description of the classes: we first give a qualitative result
guaranteeing that the orbits with respect to the left the action of GA (m,F)
are the same as the orbits with respect to the action of GL (m,F). We next
determine a system of invariants from which certain equivalence classes in the
case n = m can be derived.

4 Results

We divide the study of the action of GA (m,F)×GA (n,F) on P (n,m) into the
study of a left and a right action on P (n,m), as follows:

GA(m,F)× P (n,m)→ P (n,m), P (n,m)×GA(n,F)→ P (n,m),

(T, p) &→ T · p, (p, S) &→ p · S,

where:
(T · p) (x) = (T ◦ p) (x), (p · S)(x) = (p ◦ S)(x),

∀x ∈ F
n, ∀p ∈ P (n,m), ∀T ∈ GA(m,F), ∀S ∈ GA(n,F).

The left action induces the following equivalence relation on P (n,m):

p ∼l p
′, p, p′ ∈ P (n,m)⇐⇒ ∃T ∈ GA (m,F) : p = T · p′,
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and the right action induces the next equivalence relation on P (n,m):

p ∼r p
′, p, p′ ∈ P (n,m)⇐⇒ ∃S ∈ GA (n,F) : p = p′ · S.

It is just a computational matter to obtain the matrices associated to the
quadratic polynomial maps T ·p and p ·S as a function of the matrices associated
to p defined in (3), and we state this in a lemma.

Lemma 1. The matrices associated to the transformed quadratic maps T · p y
p · S are, respectively:

QT ·p = AQp, LT ·p = ALp, KT ·p = AKp + a
t,

where T (x) = A(x) + a, ∀x ∈ F
m, A ∈ GL(m,F), a = (a1, . . . , am) ∈ F

m.

Qp·S = QpB̃, Lp·S = QpṠ + LpB, Kp·S = QpC(b) + Lp(b) +Kp,

with S(x) = B(x) + b, x ∈ F
n, B = (bij)

n
i,j=1 ∈ GL(n,F), b = (b1, . . . , bn) ∈ F

n,

where B̃ is the square matrix of order 1
2n(n+ 1) given by:

B̃jk
hl =

1

1 + δhl

(
bjhb

k
l + b

j
l b

k
h

)
, 1 ≤ j ≤ k ≤ n, 1 ≤ h ≤ l ≤ n,

and Ṡ the matrix of order 1
2n(n+ 1)× n defined as:

Ṡjk
h = bjbkh + bkbjh, 1 ≤ j ≤ k ≤ n.

4.1 Equivalence with Respect to the Left Action of GA (m, F)

In this section, we present our results with respect to the study of the left action
of GA (m,F) on P (m,n):

Lemma 2. Given a map p ∈ P (n,m), we denote by p̄ ∈ P (n,m) the map

defined as p̄(x) = p(x) − p(0n), ∀x ∈ F
n, where 0n = (0, (n. . ., 0). Two maps

p, p′ ∈ P (n,m) are equivalent with respect to the left action of the affine group
GA(m,F) if and only if p̄, p̄′ ∈ P (n,m) are equivalent with respect to the left
action of the linear group GL(m,F). Therefore, the study of the left action of
the affine group GA(m,F) on P (n,m) reduces to the study of the left action of
the linear group GL(m,F) on the subspace

P̄ (n,m) = {p̄ ∈ P (n,m) : p̄(0n) = 0m} ⊂ P (n,m).

In a nutshell, this means that to check if p, p′ are equivalent with respect to ∼l

we can just ignore their affine parts and check if their linear parts are equivalent
or not.

A consequence of the lemma is that for cryptanalysis purposes of MQ cryp-
tosystems, we can consider a public key p to be p = T ◦ p′ ◦ S, with T ∈
Hom−1 (Fm), S ∈ GA (n,F). A stronger result for cryptanalysis purposes is
proved in ([16]): it actually suffices to consider T ∈ Hom−1 (Fm), S ∈ Hom−1 (Fn),
this is, both linear.
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Recall now the concept of invariant:

Definition 3. Let G × X → X, (g, x) &→ g · x, ∀g ∈ G, ∀x ∈ X, the left action
of a group G on a space X. A function I : X → F is said to be G-invariant if it
satisfies the condition I(g ·x) = I(x), ∀g ∈ G, ∀x ∈ X. (Analogous definition for
a right action).

A system of G-invariant functions Ii : X→ F, 1 ≤ i ≤ ν is said to be complete
if the equations Ii(x) = Ii(x

′), 1 ≤ i ≤ ν, for any x, x′ ∈ X imply the existence of
an element g ∈ G such that: x′ = g ·x. (Analogous definition for a right action).

In other words, a complete system of invariants determines the orbits of the
action of G on X: determining the orbit of x0 is reduced to solving the system
of equations I1 (x) = I1 (x0) , . . . , Iν (x) = Iν (x0).

Going back to our case, set P̄ r (n,m) ⊂ P̄ (n,m) to be the subset of all maps
p̄ such that the rank of the matrix Lp̄ is r, for 0 ≤ r ≤ n. We have a partition
of P̄ (n,m):

P̄ (n,m) = ∪n
r=0P̄

r (n,m) ,

∅ = P̄ r (n,m) ∩ P̄ s (n,m) , 0 ≤ r < s ≤ n.

Note that this partition induces a partition in P (n,m). Since n ≤ m by hypoth-
esis, P̄n (n,m) is the set of polynomial quadratic maps such that their linear
part has maximum rank. This set is of particular interest in MQ cryptography
since we should focus on maps with as little linear dependence as possible. We
find a complete system of invariants for the set P̄n (n,m) in the particular case
n = m:

Theorem 1. Consider m = n. We define a system of 1
2n

2(n + 1) functions
Ii,jk : P̄

n(n, n)→ F, j ≤ k as follows:

(Ii,jk (p̄))
1≤i≤n
1≤j≤k≤n = (Lp̄)

−1
Qp̄, ∀p̄ ∈ P̄n(n, n).

The above functions form a complete system of invariants for the left action of
the linear group GL(n,F) on P̄n(n, n).

In a nutshell, the solutions of the systems of equations Ii,jk (p̄) = Ii,jk (p) are
precisely the elements of the orbit of p̄ under ∼l, this is, the elements of the
equivalence class of p̄ under ∼l.

Corollary 1 (Normal forms). Every quadratic map of P̄n(n, n) is GL(n,F)-
equivalent to a unique quadratic map p̄ ∈ P̄n(n, n) such that Lp̄ is the identity.

4.2 Equivalence with Respect to the Right Action of GA (m, F)

One does not get so lucky with the right action of GA (m,F) on P (n,m) as
Lemma 2 is not true in this case: we see an easy counterexample. Let m = n = 1
and p(x) = qx2 + �x + k, p′(x) = q′x2 + �′x + k′, q �= 0, q′ �= 0, two quadratic
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maps. Set S(x) = Bx+b an affine transformation; here, B �= 0 and b are scalars.
We have:

p′ = p · S ⇐⇒
⎧⎨⎩
q′ = qB2

�′ = (2qb+ �)B
k′ = qb2 + �b+ k

, p̄′ = p̄ · B ⇐⇒
{
q′ = qB2

�′ = �B

Therefore:

– The maps p and p′ are equivalent with respect to the right action of GA(1,F)
if and only if the following two conditions are satisfied:

(i) �2 − 4q(k − k′) ∈ (F∗)2,
(ii) q′

{
�2 − 4q(k − k′)} = q�′2.

– The maps p̄ and p̄′ are equivalent to the right action of GL(1,F) if and only
if: q′�2 = q�′2, which is the former condition (ii) for k = k′ = 0. Note that in
this case the condition (i) is automatically verified.

On the other hand, according to (1), we have:

dim (P (n,m)/GA(n,F)) = m− n+ 1
2n [(m− 2)n+ 3m)] ,

dim
(
P̄ (n,m)/GL(n,F)

)
= 1

2n [(m− 2)n+ 3m)] ,

from where: dim (P (n,m)/GA(n,F))−dim
(
P̄ (n,m)/GL(n,F)

)
= m−n. Hence,

if m > n, then the orbit spaces have different dimension.

5 Conclusions and Future Work

We studied some aspects of the equivalence relation induced by the IP problem
and saw that the determination of these equivalence classes results in a better
understanding of the security ofMQ schemes and an improvement of their effi-
ciency. In particular, we proved that when determining these classes, it suffices to
consider the affine transformation on the left of the central vector of polynomials
to be linear. Then we obtained an explicit system of invariants for a particular
case, from which systems of equations whose solutions are the elements of an
equivalence class can be derived.

Concerning the right action the result obtained is negative, so further study
is required. The study of the two actions acting simultaneously and hence the
determination of the classes remains open.
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Abstract. Recently, Internet is changing to a more social space in which
all users can provide their contributions and opinions to others via web-
sites, social networks or blogs. Accordingly, content generation within
social webs has also evolved. Users of social news sites make public links
to news stories, so that every user can comment them or other users’
comments related to the stories. In these sites, classifying users depend-
ing on how they behave, can be useful for web profiling, user modera-
tion, etc. In this paper, we propose a new method for filtering trolling
users. To this end, we extract several features from the public users’
profiles and from their comments in order to predict whether a user is
troll or not. These features are used to train several machine learning
techniques. Since the number of users and their comments is very high
and the labelling process is laborious, we use a semi-supervised approach
known as collective learning to reduce the labelling efforts of supervised
approaches. We validate our approach with data from ‘Menéame’, a pop-
ular Spanish social news site, showing that our method can achieve high
accuracy rates whilst minimising the labelling task.

Keywords: User Profiling, Content Filtering, Web Mining, User
Categorisation, Machine-learning.

1 Introduction

Multimedia content is widely spread in the web, thanks to the technological
evolution, specially mobile devices; however, textual content has still a major
role in web content. Regardless to the fact that most of the social websites
have multimedia files, such video or images, a large section is still occupied by
textual content published in ideas, opinions and beliefs. This kind of content
can be comments or stories reflecting different users’ behaviours. Therefore, in a
certain way, the users’ dynamic interaction and collaboration has been drastically
enhanced.

In particular, social news websites such as Digg1 or ‘Menéame’2 are very
popular among users. These sites work in a very simple and intuitive way: users

1 http://digg.com/
2 http://meneame.net/
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submit their links to stories online, and other users of these systems rate them
by voting. The most voted stories appear, finally, in the front-page [1].

In the context of web categorisation, supervised machine-learning is a com-
mon approach. Specifically, in a similar domain as social news, such as filtering
spam in reviews, supervised machine-learning techniques have also been applied
[2]. However, supervised machine-learning classifiers require a high number of
labelled data for each of the classes (i.e., troll user or normal user). Labelling
this amount of information is quite arduous for a real-world problem such as
web mining. To generate these data, a time-consuming process of analysis is
mandatory and, in the process, some data may avoid filtering.

One type of machine-learning technique specially useful in this case, is semi-
supervised learning. This technique is appropriate when a limited amount of
labelled data exists for each class [3]. In particular, the approach of collective clas-
sification [4] employs the relational structure of labelled and unlabelled datasets
combination, to increase the accuracy of the classification. With these relational
models, the predicted label will be influenced by the labels of related samples.
The techniques of collective and semi-supervised learning have been applied sat-
isfactorily in several fields of computer science like text classification [4] or spam
filtering [5].

In light of this background, we propose a novel user categorisation approach
based on collective classification techniques to optimise the classification per-
formance when filtering controversial users of social news website. This method
employs a combination of several features from the public users’ profiles and
from their comments.

In summary, our main contributions are: (i) a new method to represent users
in social news websites, (ii) an adaptation of the collective learning approach to
filter troll users and (iii) an empirical validation which shows that our method
can maintain high accuracy rates, while minimising the efforts of labelling.

The remainder of this paper is structured as follows. Section 2 describes the
extracted features of the users. Section 3 describes the collective algorithms
we applied. Section 4 describes the experimental procedure and discusses the
obtained results. Finally, Section 5 concludes and outlines the avenues of the
future work.

2 Method Description

‘Menéame’ is a Spanish social news website, in which news and stories are pro-
moted. It was developed in later 2005 by Ricardo Galli and Benjamı́n Villoslada
and it is currently licensed as free software. It ranks users using the ‘karma’
value whose boundaries are 1 and 20. When a new user is registered, a default
value of 6 point of ‘karma’ is assigned. This value of ‘karma’ is computed and re-
computed based on the activity of the user in the previous 2 days. The algorithm
for the computation combines 4 different components: (i) received positive votes
regarding the sent news, (ii) the number of positive votes the users made, (iii)
negative votes made and (iv) the number of votes their comments have received.
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Fig. 1. An example of a user profile in ‘Menéame.net’

2.1 Extracted Features

In this sub-section, we describe the features that we extract from the users’
profile and their comments. We divide these features into 2 different categories:
profile and comment related.

– Profile Related Features: Several of the features have been gathered from
the public profile of the user. In Figure 1, we can see an example of user
profile. The different features used are: (i) from, the registered date; (ii)
karma, a number between 1 and 20; (iii) ranking, user position in terms
of ‘karma’; (iv) the number of news submitted; (v) the number of published
news; (vi) entropy, diversity ratio of the posts; (vii) the number of comments;
(viii) the number of notes; (ix) number of votes and (x) text avatar.

Using the new Google Images3, we have utilised the avatar of the user
to translate it into text. The avatar is used as a query of the system and
the text of the most similar images is used as representation. For instance,
we retrieve the URL of the user’s avatar image and paste it as a query in
the Google Images service. Hereafter, the service retrieves the most similar
images and the most probable query for that image. If Google Images service
does not find any possible query for the given image, our system leaves the
avatar feature blank. However, there is a high number of users that did not
change the default ‘Menéame’ avatar. To minimise the computing overhead,
our system directly employs the string ‘Meneame’.

– Comment Related Features: We have also analysed the comments using
our comment categorisation approach [6] to count the number of comments in
each category: (i) focus of the comment (focus on the news story or on other
comments); (ii) type of information (contribution, irrelevant or opinion) and
(iii) controversy level (normal, controversial, very controversial or joke).

The approach used different syntactic, opinion and statistical features to build
a representation of the comments. In particular, the following features were used
in order to categorise each comment of a particular user:

3 http://images.google.com

http://images.google.com
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– Syntactic: We count the number of words in the different syntactic cate-
gories. To this end, we performed a Part-of-Speech tagging using FreeLing4.
The following features were used, all of them expressed in numerical values
extracted from the comment body: (i) adjectives, (ii) numbers, (iii) dates,
(iv) adverbs, (v) conjunctions, (vi) pronouns, (vii) punctuation marks, (viii)
interjections, (ix) determinants, (x) abbreviations and (xi) verbs.

– Opinion: Specifically, we have used the following features: (i) number of
positive votes of the comment, (ii) karma of the comment and (iii) number
of positive and negative words. We employed an external opinion lexicon5.
Since the words in that lexicon are in English and ‘Menéame’ is written in
Spanish, we have translated them into Spanish.

– Statistical: We used: (i) the information contained in the comment using
the Vector Space Model (VSM) [7] approach, which was configured using
words or n-grams as tokens; (ii) the number of references to the comment
(in-degree); (iii) the number of references from the comment (out-degree);
(iv) the number of the comment in the news story; (v) the similarity of the
comment with the description of the news story, using the similarity of the
VSM of the comment with the model of the description; (vi) the number of
coincidences between words in the comment and the tags of the commented
news story and (vii) the number of URLs in the comment body.

Therefore, using our approach [6], we have categorised users’ comments, gen-
erating 9 new features that count the number of comments in these comment
categories: (i) referring to news stories, (ii) referring to other comments, (iii)
contribution comments, (iv) irrelevant comments, (v) opinion comments, (vi)
normal comments, (vii) controversial comments, (viii) very controversial com-
ments and (ix) jokes comments.

3 Collective Classification

Collective classification is a combinatorial optimisation problem, in which we are
given a set of users, or nodes, U = {u1, ..., un} and a neighbourhood function
N , where Ni ⊆ U \ {Ui}, which describes the underlying network structure [8].
Being U a random collection of users, it is divided into 2 sets X and Y, where
X corresponds to the users for which we know the correct values and Y are
the users whose values need to be determined. Therefore, the task is to label
the nodes Yi ∈ Y with one of a small number of labels, L = {l1, ..., lq}. We
employ the Waikato Environment for Knowledge Analysis (WEKA) [9] and its
Semi-Supervised Learning and Collective Classification plugin6.

– Collective IBK: Internally, it applies an implementation of the K-Nearest
Neighbour (KNN), to determine the best k instances on the training set and

4 Available in: http://nlp.lsi.upc.edu/freeling/
5 Available in: http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar
6 Available at: http://www.cms.waikato.ac.nz/~fracpete/projects/
collective-classification

http://nlp.lsi.upc.edu/freeling/
http://www.cs.uic.edu/~ liub/FBS/opinion-lexicon-English.rar
http://www.cms.waikato.ac.nz/~{} fracpete/projects/collective-classification
http://www.cms.waikato.ac.nz/~{} fracpete/projects/collective-classification
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builds then, for all instances from the test set, a neighbourhood consisting of
k instances from the training pool and test set (either a näıve search over the
complete set of instances or a k-dimensional tree is used to determine neigh-
bours) that are sorted according to their distance to the test instance they
belong to. The neighbourhoods are ordered with respect to their ‘rank’(the
different occurrences of the two classes in the neighbourhood). The class la-
bel is determined by majority vote or, in tie case, by the first class for every
unlabelled test instance with the highest rank value. This is implemented
until no further test instances remain unlabelled. The classification ends by
returning the class label of the instance that is about to be classified.

– CollectiveForest: The WEKA’s implementation of RandomTree is utilised
as base classifier to divide the test set into folds containing the same number
of elements. The first repetition trains the model using the original training
set and generates the distribution for all the instances in the test set. The
best instances are then added to the original training set (choosing the same
number of instances in a fold). The next repetitions train with the new
training set and then produce the distributions for the remaining instances
in the test set.

– CollectiveWoods & CollectiveTree: CollectiveWoods in association with
the algorithm CollectiveTree operates like CollectiveForest by using the Ran-
domTree algorithm. CollectiveTree is similar to WEKA’s original version of
RandomTree classifier.

– RandomWoods: This classifier works like WEKA’s classic RandomForest
but using CollectiveBagging (classic Bagging, a machine learning ensemble
meta-algorithm to improve stability and classification accuracy, extended to
make it available to collective classifiers) in combination with CollectiveTree
algorithm instead of Bagging and RandomTree algorithms.

4 Empirical Validation

We have retrieved the information of the users’ profiles from the users that
appear in the downloaded comments [6], generating a combined dataset of 3,359
users’ profiles and their comments. Afterwards, we labelled each user into Normal
or Controversial. Normal means that the user is not hurtful or hurting, using in
its argument a restrained tone. Controversial refers to a troll user which seeks to
create polemic. To this end, we built a dataset, following the next distribution:
1,997 number of normal users and 1,362 of controversial users.

4.1 Methodology

We developed an application to obtain all the features described in Section 2.
We implemented 2 different procedures to construct the VSM of the text avatar
body: (i) VSM with words as tokens and (ii) n-grams with different values of
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n (n=1, n=2 and n=3) as tokens. Furthermore, we removed every word devoid
of meaning in the text, called stop-words, (e.g., ‘a’,‘the’,‘is’) [10]. To this end,
we employed an external stop-word list of Spanish words7. Subsequently, we
evaluated the precision of our proposed method. To this end, by means of the
dataset, we conducted the following methodology:

– Cross Validation: This method is generally applied in machine-learning
evaluation [11]. In our experiments, we utilised k = 10 as a K-fold cross
validation refers. As a consequence, our dataset is split 10 times into 10
different sets of learning and testing. We changed the number of labelled
instances from 10% to 90% for each fold. Performing this operation, we
measured the effect of the number of previously labelled instances on the
final performance of collective classification.

– Information Gain Attribute Selection: For each training set, we ex-
tracted the most important features for each of the classification types using
Information Gain [12], an algorithm that evaluates the relevance of an at-
tribute by measuring the information gain with respect to the class. Using
this measure, we removed any features in the training set that had a IG
value of zero: (i) word VSM remove 99.01% of the features and (ii) n-gram
VSM the 99.42%.

– Learning the Model: We accomplished this step using different learning
algorithms depending on the specific model, for each fold. As discussed above,
we employed the implementations of the collective classification provided
by the Semi-Supervised Learning and Collective Classification package for
machine-learning tool WEKA. In our experiments, we used the following
models: (i) Collective IBK, with k=10; (ii) CollectiveForest, with N=100;
(iii) CollectiveWoods, with N=100 and (iv) RandomWoods, with N=100.

– Testing the Model: We measured the True Positive Rate (TPR) to test
our procedure; i.e., the number of the controversial users correctly detected
divided by the total controversial users: TPR = TP/(TP +FN); where TP
is the number of controversial users correctly classified (true positives) and
FN is the number of controversial users misclassified as normal users (false
negatives). In the other hand, we also took into account the False Positive
Rate (FPR); i.e., the number of normal users misclassified divided by the
total normal users: FPR = FP/(FP + TN); where FP is the number of
normal instances incorrectly detected and TN is the number of normal users
correctly classified. In addition, we obtained Accuracy; i.e., the total number
of hits of the classifiers divided by the number of instances in the whole
dataset: Accuracy(%) = (TP + TN)/(TP + FP + FN + TN). Finally, we
recovered the Area Under the ROC Curve (AUC). This measure establishes
the relation between false negatives and false positives [13]. By plotting the
TPR against the FPR, we can obtain the ROC curve.

7 Available in: http://paginaspersonales.deusto.es/isantos/resources/
stopwords.txt

http://paginaspersonales.deusto.es/isantos/resources/stopwords.txt
http://paginaspersonales.deusto.es/isantos/resources/stopwords.txt
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Table 1. Results of the Controversy Level for Word VSM.

Dataset Accuracy (%) TPR FPR AUC

KNN K = 10 89.43 ± 4.93 0.80 ± 0.12 0.04 ± 0.01 0.97 ± 0.02
BN: Bayes K2 82.52 ± 2.00 0.82 ± 0.03 0.17 ± 0.02 0.87 ± 0.02
BN: Bayes TAN 90.47 ± 1.47 0.99 ± 0.02 0.15 ± 0.02 0.96 ± 0.01
Näıve Bayes 67.10 ± 4.33 0.28 ± 0.12 0.06 ± 0.02 0.82 ± 0.03

SVM: Polynomial Kernel 75.50 ± 4.46 0.43 ± 0.12 0.03 ± 0.01 0.70 ± 0.06
SVM: Normalise Polynomial 95.00 ± 1.81 0.93 ± 0.04 0.04 ± 0.01 0.95 ± 0.02

SVM: Pearson VII 95.47 ± 1.31 0.96 ± 0.03 0.05 ± 0.02 0.96 ± 0.01
SVM: Radial Basis Function 59.57 ± 0.31 0.00 ± 0.01 0.00 ± 0.00 0.50 ± 0.00

DT: J48 96.58 ± 0.86 0.97 ± 0.02 0.04 ± 0.01 0.97 ± 0.01
DT: Random Forest N = 100 96.43 ± 0.94 0.97 ± 0.02 0.04 ± 0.01 0.99 ± 0.00

Table 2. Results of the Controversy Level for N-gram VSM

Dataset Accuracy (%) TPR FPR AUC

KNN K = 10 89.55 ± 4.81 0.80 ± 0.12 0.04 ± 0.01 0.97 ± 0.02
BN: Bayes K2 82.52 ± 2.00 0.82 ± 0.03 0.17 ± 0.02 0.87 ± 0.02
BN: Bayes TAN 90.47 ± 1.47 0.99 ± 0.02 0.15 ± 0.02 0.96 ± 0.01
Näıve Bayes 67.31 ± 4.63 0.27 ± 0.12 0.05 ± 0.02 0.82 ± 0.03

SVM: Polynomial Kernel 75.56 ± 4.43 0.44 ± 0.12 0.03 ± 0.01 0.70 ± 0.06
SVM: Normalise Polynomial 95.09 ± 1.59 0.94 ± 0.04 0.04 ± 0.01 0.95 ± 0.02

SVM: Pearson VII 95.68 ± 1.13 0.96 ± 0.03 0.05 ± 0.02 0.96 ± 0.01
SVM: Radial Basis Function 59.57 ± 0.31 0.00 ± 0.01 0.00 ± 0.00 0.50 ± 0.00

DT: J48 96.58 ± 0.86 0.97 ± 0.02 0.04 ± 0.01 0.97 ± 0.01
DT: Random Forest N = 100 96.49 ± 0.97 0.97 ± 0.02 0.04 ± 0.01 0.99 ± 0.00

4.2 Results

In our experiments, we examined various configurations of the collective algo-
rithms with different sizes of the X set of known instances; the latter varied
from 10% to 90% of the instances utilised for training (i.e., instances known
during the test). On the other hand, we compared the filtering capabilities of
our method with some of the most used supervised machine-learning algorithms.
Specifically, we use the following models:

– Bayesian Networks (BN): We used different structural learning algorithms:
K2 [14], Tree Augmented Näıve (TAN) [15] and Näıve Bayes Classifier [11].

– Support Vector Machines (SVM): We performed experiments with different
kernels: (i) polynomial [16], (ii) normalised polynomial [17], (iii) Pearson VII
function-based (PVK) [18] and (iv) radial basis function (RBF) [19].

– K-Nearest Neighbour (KNN): We launched experiments with k = 10.
– Decision Trees (DT): We executed experiments with J48 (the Weka imple-

mentation of the C4.5 algorithm [20]) and Random Forest [21], an ensemble
of randomly constructed decision trees. In particular, we employed N = 100.

Table 1 shows the results with words as tokens and supervised learning,
Table 2 shows the results with n-grams as tokens and supervised learning. These
two tables contain the supervised results about both VSM approaches. Figure 2
shows the results with word-based VSM and collective learning, Figure 3 shows
the results with VSM generated with n-grams and collective learning.
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(a) Accuracy results. Collective-
Forest was the best classifier with
90% of labelling and achieving a
value of 94.76%.

(b) AUC results. CollectiveForest
achieved of 0.98, with a 33% of la-
belling instances.

(c) TPR results. The best classi-
fier was CollectiveForest, with an ac-
curacy of 96%, labelling the 80%.

(d) FPR results. CollectiveWoods,
obtained values close to zero and
with 20% labelling effort.

Fig. 2. Results of our collective-classification-based for users categorisation using words
as tokens. In resume, CollectiveForest was the best classifier.

Regarding the results obtained both word and n-gram VSM applying super-
vised algorithms and collective classifications, Random Forest with 100 trees
using n-grams was the best classifier. It obtained similar results in Accuracy
(96.49% and 96.58%), TPR (0.97) and FPR (0.04) than J48, but in AUC terms
achieved the highest value: 0.99. CollectiveForest using n-grams as tokens with
the 66% of known instances, obtained 94.08% of accuracy, 0.99 of AUC, 0.94 of
TPR and 0.06 of FPR. With regards to the use of collective classification, com-
paring with the supervised approaches, it achieved close results. We can maintain
the results of the best supervised learning algorithm whilst the labelling efforts
are reduced significantly, in this case a 33% of the dataset.
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(a) Accuracy results. Collective-
Forest, using a 90% of labelled
instances, achieved a 94.70% of
accuracy.

(b) AUC results. The best al-
gorithm was CollectiveForest. This
classifier achieved 0.99, labelling
only 66% of the dataset.

(c) TPR results. CollectiveForest
was the best classifier obtaining 0.95
labelling 80% of the dataset.

(d) FPR results. CollectiveForest
achieved results close to zero, being
the best classifier.

Fig. 3. Results of our collective-classification-based for users categorisation using n-
grams as tokens. Summarising, CollectiveForest obtained the best results.

5 Conclusions

One problem about supervised learning algorithms is that a preceding work is
required to label the training dataset. When it comes to web mining, this process
may originate a high performance overhead because of the number of users that
post comments any time and the persons who create new accounts everyday.
In this paper, we have proposed the first trolling users filtering method system
based on collective learning. This approach is able to determine when a user
is controversial or not, employing users’ profile features and statistical, syntac-
tic and opinion features from their comments. We have empirically validated
our method using a dataset from ‘Menéame’, showing that our technique ob-
tains the same accuracy than supervised learning, despite having less labelling
requirements.
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The avenues of future work are oriented in three main ways. Firstly, we project
to extend the study of our semi-supervised classification by applying additional
algorithms to the problem of filter trolling users in social news websites. Secondly,
incorporating new different extracted features from the user dataset to train the
models. And finally, we will focus on executing an extended analysis of the effects
of the labelled dataset dimension.
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Abstract. In this paper, we consider an overview of a possible secure model for 
m-government and m-banking systems. The proposed model is based on secure 
mobile application and SOA-Based central platform. The model additionally 
consists of external entities, such as: PKI, XKMS, Authentication Server and 
Time Stamping server. The proposed model could be used in different local 
and/or cross-border m-government scenarios. Besides, specifics of m-banking 
systems based on the same or similar secure model are also presented. As a 
possible example of described secure mobile application we considered and 
experimentally evaluated a secure Android based Web services application. 

Keywords: Android based mobile phone application, m-government, m-banking, 
Web Service, SOAP protocol, XML-Security, WS-Security, XKMS protocol, 
SAML, Timestamp. 

1 Introduction 

This work is related to the consideration of possible secure m-government and  
m-banking models and applying a secure Android Web services based application in 
them. An overview of possible secure m-government and m-banking systems realized 
according to the similar model based on secure JAVA mobile Web service application 
and the SOA-Based central platform is given in [1]. In this paper, a possibility of 
using the secure Android based mobile application is considered and experimentally 
evaluated.  

First, we consider a possible model of secure SOA-based m-government online 
systems, i.e. about secure mobile communication between citizens and companies 
with the small and medium governmental organizations, such as municipalities. This 
model will be considered in both local and cross-border case. The latter means either 
crossing borders of municipalities in the same country or crossing borders between 
countries (e.g. some municipalities in different countries). The work presented related 
to the m-government systems and examples described have been partially included in 
the general framework of the EU IST FP6 SWEB project (Secure, interoperable cross 
border m-services contributing towards a trustful European cooperation with the  
non-EU member Western Balkan countries, SWEB) [2], [3], [4]. 

As a second goal of this paper, we consider a possible usage of similar secure 
model in the m-banking systems.  
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As a third goal of this paper, we consider a possible usage of the Android-based 
secure mobile application in m-government and m-banking systems previously 
described. A feasibility of using such Android based secure mobile application is  
experimentally evaluated in the paper. 

The paper is organised as follows. The architecture of the proposed model is given in 
Section 2. A description and some experimental results obtained by the secure Android-
based application is given in Section 3 while conclusions are given in Section 4. 

2 Possible Secure m-Government and m-Banking Model 
Architecture 

The proposed m-government and m-banking model consists of: 

• Mobile users (citizen, companies) who send some Web services requests to 
m-government or m-banking platform for a purpose of receiving some 
governmental documents (e.g. residence certificate, birth or marriage 
certificates, etc.) or doing some banking transactions. These users use secure 
mobile Web service application on their mobile devices (mobile phones, smart 
phones, tablets, etc.) for such a purpose.  

• SOA based Web service endpoint implementation on the platform’s side 
that implements a complete set of server based security features. Well 
processed requests with all security features positively verified, the Web 
service platform’s application proceeds to other application parts of the 
proposed SOA-Based platform, including the governmental Legacy system for 
issuing actual governmental certificates requested or to the back office system 
in the Bank for processing the banking transactions. In fact, the proposed 
platform could change completely the application platform of some 
governmental or banking organization or could serve as the Web service „add-
on“ to the existing Legacy system implementation. In the latter case, the 
Legacy system (or back office in the Bank) will not be touched and only a 
corresponding Web service interface should be developped in order to 
interconnect the proposed SOA-Based platform and the Legacy governmental 
of Bank’s back office system. 

• External entities, such as: PKI server with XKMS server as a front end, the 
Authentication server, and TSA (Time Stamping Authority).  

Functions of the proposed external entities are following: 

• STS server – is responsible for strong user authentication and authorization based 
on PKI X.509v3 electronic certificate issued to users and other entities in the 
proposed model. The communication between STS server and the user’s mobile 
Web service application is SOAP-based and secured by using WS-Security 
features. After the succesful user authentication and authorization, the STS server 
issues a SAML token to the user which will be subsequently used for the user 
authentication and authorization to the Web service of the proposed m-government 
platform. The SAML token is signed by the STS server and could consist of the 
user role for platform’s user authentication and authorization. The alternative is 
that it could be a general-purpose Authentication server which will authenticate 
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users by using any kind of authentication credentials, such as: user credentials 
(username/password), OTP, PKI digital certificates, etc. 

• PKI server - is responsible for issuing PKI X.509v3 electronic certificates for 
all users/entities in the proposed m-governmental and m-banking model (users, 
civil servants, administrators, servers, platforms, etc.). Since some certificate 
processing functions could be too heavy for mobile users, the PKI services are 
exposed by the XKMS server which could register users, as well as locate or 
validate certificates on behalf of the mobile user. This is of particular interests 
in all processes that request signature verification on mobile user side. 

• TSA server - is responsible for issuing time stamps for user’s requests as well 
as for platform’s responses (signed m-documents). 

3 Experimental Analysis 

This Section is dedicated to the experimental analysis of the cryptographic operations 
implemented on Android mobile phone as a possible example of the secure mobile 
client application. We analysed implementation of different PKI functions that could 
be main elements of the considered secure Android based web service application on 
three different test platforms: smart mobile phone, tablet and PC. Namely, we 
compared experimental results obtained on some mobile devices (smart phone, tablet) 
with the same experiments did on the PC computer in order to test feasibility of the 
analysed PKI functions implementation on mobile devices  

The presented experimental results are generated using: 

1. LG E610 mobile phone that has following characteristics (Mobile Phone):  

• CPU  Core: ARM Cortex-A5 
• CPU-Clock: 800 MHz 
• RAM-capacity: 512 MB 
• Embedded_Operating_System: Android 4.0.3 Ice Cream Sandwich 
• NFC Functions. 

2. Tablet Ainol Novo 7 Paladin device that has following characteristics 
(hereafter Tablet):  

• XBurst CPU 
• CPU-Clock: 1 GHz 
• RAM-capacity: 1 GB 
• Embedded_Operating_System: Android 4.0.1 

 

3. PC Desktop Computer that has following characteristics (PC Desktop):  

• Intel Pentium CPU G620 
• CPU-Clock: 2.60 GHz 
• RAM-capacity: 2 GB 
• Operating_System: Windows XP with Service Pack 3 

4. PC Laptop computer that has following characteristics (PC Laptop):  

• Intel Celeron CPU P4600 
• CPU-Clock: 2 GHz 
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• RAM-capacity: 3 GB 
• Operating_System: Windows 8 

The Android platform ships with a cut-down version of Bouncy Castle - as well as 
being crippled. It also makes installing an updated version of the libraries difficult  
due to class loader conflicts. The different version of Android operating system has 
implemented different version of Bouncy Castle library releases. In order to avoid  
lack of interoperability between different devices that have implemented different 
operating systems and get more flexible code we used Spongy Castle functions 
(http://rtyley.github.com/spongycastle/). In order to achieve smaller and faster 
implementation we partly modified Spongy Castle functions. Experimental results that are 
presented in this Section are based on the modified version of Spongy Castle functions. 

We considered possibility to create asymmetric RSA private/public key in real-
time using the standard mobile phone device. During generation of private component 
of RSA key pair it is used Miller-Rabin big number primary test. It is probabilistic 
algorithm for determining whether a number is prime or composite. The number of 
iteration of Miller-Rabin primary test that we used during private key pair component 
generation is 25. The error probability of Miller-Rabin’s test for T =25 times is 
8.88*10-14%. Time needed for generation RSA private components and calculation of 
Chinese Remainder Theorem's parameters is shown in Table 1.  

After generation of RSA private/public key pair we stored the private component of 
the key in PKCS#5 based key store using a mechanism of the Password Based 
Encryption Scheme 2 (PBE S2). An algorithm used for protection of RSA private  
 

Table 1. RSA private/public key pair generation 

RSA public/private key length (bits) Device Time (ms)  

512 

Mobile Phone 286.23 
Tablet 159.97 

PC Laptop 53.39 
PC Desktop 40.18 

1024 

Mobile Phone 1 282.46 
Tablet 822.29 

PC Laptop 367.23 
PC Desktop 273.29 

2048 

Mobile Phone 7 437.70 
Tablet 5 727.04 

PC Laptop 3 552.45 
PC Desktop 2 647.51 

3072 

Mobile Phone 23 167.97 
Tablet 21 612.54 

PC Laptop 15 964.68 
PC Desktop 12 038.61 

4096 

Mobile Phone 62 274.3 
Tablet 57 545.29 

PC Laptop 47 630.71 
PC Desktop 35 593.62 
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component in the created key store is AES. The number of iteration count was 1000. 
Time needed for creation of key store, encrypting private key component using AES 
algorithm where number of iterations was 1000, is shown in Table 2. 

Table 2. RSA private key protecting in AES based keystore 

AES key length (bits) Device Time (ms) 

128 

Mobile Phone 167.46 
Tablet 1 116.39 

PC Laptop 7.84 
PC Desktop 5.02 

256 

Mobile Phone 332.94 
Tablet 2 217.99 

PC Laptop 15.60 
PC Desktop 10.01 

 
We measured the time needed for creation X509 v3 self-signed certificate comprising 

a creation of PKCS#10 certificate request (Table 3). As a signature algorithm we used 
SHA-1 hash algorithm and RSA asymmetric cryptographic algorithm.  

In order to evaluate the possibility of using the mobile phone in m-Government/m-
Banking application based on Web service we measured time need for creation of 
XML-Signature and Web Service Security (WSS) Signature (Table 4, Table 5), 
respectively. In all these experiments, we use a file of 1KB and SHA-1 hash function.  

Table 3. Create X509 v3 self-signed certificate 

RSA public/private key length (bits) Device Time (ms) 

512 

Mobile Phone 18.11 
Tablet 34.49 

PC Laptop 1.78 
PC Desktop 1.33 

1024 

Mobile Phone 27.41 
Tablet 46.27 

PC Laptop 9.01 
PC Desktop 6.78 

2048 

Mobile Phone 84.41 
Tablet 116.05 

PC Laptop 58.07 
PC Desktop 43.92 

3072 

Mobile Phone 216.89 
Tablet 283.22 

PC Laptop 180.97 
PC Desktop 137.36 

4096 

Mobile Phone 467.95 
Tablet 548.40 

PC Laptop 414.14 
PC Desktop 312.90 
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Table 4. XML-Signature creation 

RSA public/private key length (bits) Device Time (ms) 

512 

Mobile Phone 29.64 
Tablet 59.73 

PC Laptop 2.12 
PC Desktop 1.57 

1024 

Mobile Phone 38.15 
Tablet 73.78 

PC Laptop 9.38 
PC Desktop 7.05 

2048 

Mobile Phone 95.87 
Tablet 144.08 

PC Laptop 58.50 
PC Desktop 43.85 

3072 

Mobile Phone 228.20 
Tablet 319.65 

PC Laptop 181.54 
PC Desktop 137.87 

4096 

Mobile Phone 479.10 
Tablet 586.54 

PC Laptop 414.74 
PC Desktop 312.79 

Table 5. WSS-Signature creation 

RSA public/private key length (bits) Device Time (ms) 

512 

Mobile Phone 63.76 
Tablet 126.99 

PC Laptop 2.79 
PC Desktop 2.02 

1024 

Mobile Phone 74.51 
Tablet 147.68 

PC Laptop 10.07 
PC Desktop 7.50 

2048 

Mobile Phone 131.00 
Tablet 216.81 

PC Laptop 59.18 
PC Desktop 44.57 

3072 

Mobile Phone 266.29 
Tablet 384.48 

PC Laptop 182.1 
PC Desktop 138.03 

4096 

Mobile Phone 507.47 
Tablet 663.93 

PC Laptop 415.19 
PC Desktop 311.66 
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The time needed for verification of WSS-Signed message is shown in Table 6. 

Table 6. WSS-Signature verification 

RSA public/private key length (bits) Device Time (ms) 

512 

Mobile Phone 34.67 
Tablet 94.83 

PC Laptop 0.88 
PC Desktop 0.61 

1024 

Mobile Phone 34.81 
Tablet 95.61 

PC Laptop 1.16 
PC Desktop 0.84 

2048 

Mobile Phone 34.87 
Tablet 101.27 

PC Laptop 2.42 
PC Desktop 1.74 

3072 

Mobile Phone 34.94 
Tablet 107.58 

PC Laptop 4.58 
PC Desktop 3.29 

4096 

Mobile Phone 50.20 
Tablet 111.22 

PC Laptop 7.29 
PC Desktop 5.31 

Table 7. WSS-Encryption mechanism 

RSA public/private key length (bits) Device Time (ms) 

512 

Mobile Phone 38.03 
Tablet 80.86 

PC Laptop 0.98 
PC Desktop 0.67 

1024 

Mobile Phone 38.39 
Tablet 85.13 

PC Laptop 1.29 
PC Desktop 0.90 

2048 

Mobile Phone 38.54 
Tablet 89.96 

PC Laptop 1.78 
PC Desktop 2.63 

3072 

Mobile Phone 45.36 
Tablet 100.32 

PC Laptop 4.59 
PC Desktop 3.19 

4096 

Mobile Phone 48.94 
Tablet 109.08 

PC Laptop 6.99 
PC Desktop 5.36 
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We also analyzed possibility of encryption XML based message using WSS 
Encryption as well as WSS Decryption mechanisms (Tables 7, 8), respectively. In all 
these experiments, we use a file of 1KB and SHA-1 hash function, as well as 3DES 
symmetric cryptographic algorithm with symmetric key length of 168 bits. 

Table 8. WSS-Decryption mechanism 

RSA public/private key length (bits) Device Time (ms) 

512 

Mobile Phone 34.96 
Tablet 80.91 

PC Laptop 2.41 
PC Desktop 1.77 

1024 

Mobile Phone 44.20 
Tablet 119.74 

PC Laptop 9.67 
PC Desktop 7.28 

2048 

Mobile Phone 102.48 
Tablet 169.87 

PC Laptop 58.88 
PC Desktop 44.36 

3072 

Mobile Phone 232.75 
Tablet 339.54 

PC Laptop 181.79 
PC Desktop 138.01 

4096 

Mobile Phone 486.20 
Tablet 609.42 

PC Laptop 415.98 
PC Desktop 313.88 

 
In the above experimental analysis we presented experimentally obtained results/ 

times required for implementation of different kind of cryptographic operations that 
could be main elements of the considered Secure Android Web services application 
on mobile phone, tablet, laptop and PC desktop computer. Some of the observations 
are: 

•   The operation of digital signing of XML message (XML-Signature 
mechanism), using 2048-bit private RSA key, takes 95.87 ms on mobile 
phone. It means that in one second can be implemented 10 operations of 
generation XML-Signature using 2048-bit private key pair component. The 
fact led to the conclusion that mobile phone can be used in real time for 
implementation of digital signature operations. 

•  The operation of encryption/decryption of RSA keypar as well as 
appropriate X509 certificate that have stored in PKCS#5 based key store 
(PBE S2 scheme) using AES algorithm with 1000 iterations takes 167.46 
ms on mobile phone.  Bearing in mind the above mentioned, we can 
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conclude that protected PKCS#5 based key store, that contains RSA 
keypairs and X509 certificates, can be used in mobile phone in real time.  

•   The operation of encryption of XML message (WSS-Encryption 
mechanism), using 2048-bit public RSA key, extracted from X509 
certificate, takes 38.54 ms on mobile phone. The operation of decryption of 
WSS-Encrypted message using 2048-bit private RSA key, takes 102.48 ms. 
It means that in one second can be implemented about 10 operations of 
decryption WSS-Encrypted message using 2048-bit RSA private key. 
Regarding to the above mentioned, we can also conclude that mobile phone 
could be used in real time in process encryption/decryption WSS messages 
that are used in protected Web Service communications. 

4 Conclusions 

In this paper, we presented an overview of possible secure model of m-government 
and m-banking systems as well as an analysis of possibility and feasibility of using 
secure Android-based web service mobile application in it.  

First, this work is related to the consideration of some possible SOA-based m-
government online systems, i.e. about secure mobile communication between citizens 
and companies with the small and medium governmental organizations, such as 
municipalities.  

Second, the paper refers to the application of the same or similar proposed secure 
model in m-banking systems. 

Third, the paper presented a possible example of an Android-based secure mobile 
client application that could be used in the described m-government and m-banking 
model.  

Presented experimental results justify that security operations related to 
asymmetric key pair generation, primary tests on the random numbers, X.509v3 
digital certificate generation, XML/WSS digital signature/verification and XML/WSS 
encryption/decryption are feasible for usage on some current smart phones. Thus, we 
could conclude that this application could serve as a basis for implementing secure m-
government/m-banking system based on the model described in this paper. 

Main contributions of the paper are: 

• A proposal of the possible secure model for m-government and m-banking 
systems based on secure Android based mobile Web service application and 
SOA-Based platform.  

• Usage of secure mobile Web service application in which all modern security 
techniques are implemented (XML security, WS-Security, Authentication/ 
SAML, Time Stamping, PKI, XKMS). 

• Usage of SOA-Based request-response m-government and m-banking 
platform (Web Services) which is more suitable for usage of secure mobile 
application compared to the session-based Web application platform [5]. 
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• Usage of XKMS service which is more suitable for mobile PKI system since it 
outsources complex operations such as PKI certificate validation services to 
the external entity, the XKMS server, compared to other techniques [5]. 

• Usage of the Android-based mobile client application for which a feasiility of 
implementing security operations is experimentally presented and verified. 

Future researching directions in domain of m-government systems are: 

• Full implementation of secure mobile Web service applications for all other 
mobile platforms (JAVA, iPhone, BlackBerry, Windows Mobile) 

• Full implementation of advanced electronic signature formats (e.g. XAdeS, 
PAdeS) 

• Integration of PKI SIM technology in the secure mobile client Web service 
application 

• Application based (Android, JAVA, iPhone, Windows Mobile) digital 
signature by using the asymmetric private key on the PKI smart cards and 
usage of the integrated NFC (Near Field Communication) security element as 
a smart card reader. 

• Using the proposed secure model for other PKI based e/m-governmental 
services (strong user authentication to other e-government web portals, signing 
documents prepared through some other communication channels, qualified 
signatures, etc.) 

Future researching directions in domain of m-banking systems are: 

• PKI SIM cards with asymmetric private key and signature JAVA applet on it 
• Application based (Android, JAVA, iPhone, Windows Mobile) digital 

signature by using the asymmetric private key on the PKI SIM cards 
• One single channel for mobile banking – mobile phone with the equivalent 

security mechanisms as in the case of Internet Banking – Application based 
Mobile Banking functionalities with PKI SIM card 

• Application based (Android, JAVA, iPhone, Windows Mobile) digital 
signature by using the asymmetric private key on the PKI smart cards and 
usage of the integrated NFC (Near Field Communication) security element as 
a smart card reader. 

References 

1. Marković, M., Đorđević, G.: On Secure m-government and m-banking model. In: Proc.  
of 6th International Conference on Methodologies, Technologies and Tools Enabling  
e-Government, Belgrade, Serbia, July 3-5, pp. 100–111 (2012) 

2. Marković, M., Đorđević, G.: On Possible Model of Secure e/m-Government System.  
In: Information Systems Management, vol. 27, pp. 320–333. Taylor & Francis Group, LLC 
(2010) 

3. Marković, M., Đorđević, G.: On Secure SOA-Based e/m-Government Online Services.  
In: Handbook "Service Delivery Platforms: Developing and Deploying Converged 
Multimedia Services", ch. 11, pp. 251–278. Taylor & Francis (2008) 



 Secure Android Application in SOA-Based Mobile Government 599 

4. Marković, M., Đorđević, G.: On Possible Secure Cross-Border M-Government Model. In: 
Proceedings of the 5th International Conference on Methodologies, Technologies and Tools 
Enabling e-Government, Camerino, Italy, June 30-July 1, pp. 381–394 (2011) 

5. Lee, Y., Lee, J., Song, J.: Design and implementation of wireless PKI technology  
suitable for mobile phone in mobile-commerce. Computer Communication 30(4), 893–903 
(2007) 
 
 



Extending a User Access Control Proposal

for Wireless Network Services
with Hierarchical User Credentials
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Abstract. We extend a previous access control solution for wireless net-
work services with group-based authorization and encryption capabili-
ties. Both the basic solution and this novel extension focus on minimizing
computation, energy, storage and communications required at sensors
so they can be run in very constrained hardware, since the computa-
tions involved rely on symmetric cryptography and key derivation func-
tions. Furthermore, no additional messages between users and sensors
are needed. Access control is based on user identity, group membership
and time intervals.

Keywords: access control, group-based authorization, wireless network
services, Internet of Things, ubiquitous computing.

1 Introduction

The Internet of Things (IoT) initiative advocates for providing identities to ev-
eryday objects by representing them on the Internet. A way to achieve that is to
physically connect them to the Internet so the objects can interact with Internet
services and vice-versa. Together with mobile computing, IoT constitutes the
clearest sign of the Ubiquitous Computing prominence in our current lives [1].
On the other hand, security has been an ever-present concern in Internet commu-
nications, and will keep being in the new scenario: if we want the IoT paradigm
to reach all its possibilities then we need to provide reliable routines for informa-
tion encryption and user authentication and authorization. Furthermore, these
routines must be able to run seamlessly in very constrained hardware: small and
cheap devices with limited processing capabilities and sometimes energy restric-
tions. For example, a typical mote in a wireless sensor network is not able to
make use of public key cryptography (on a frequent manner at least) given the
high computational and energy demands of the latter. Hence, very lightweight
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security routines are needed. In [3,4] we presented an access control solution for
wireless environments in which users access services offered by constrained de-
vices (e.g. wireless sensors). This solution provides efficient encryption, authen-
tication and authorization on a per-user basis, i.e. a given user can access the
services offered by a given sensor based on her identity. Furthermore, it needs no
additional messages in the user-sensor communication. In this work, we extend
the solution in order to differentiate groups of credentials in the authorization
process, i.e. users can access the services offered by a group of sensors when
they have the corresponding group credentials. The groups can be either hier-
archical or non-hierarchical. In the latter, members in different privilege groups
enjoy different non-hierarchical sets of services. In the former, members in higher
privilege groups enjoy more services than lower level users. We present the ba-
sic protocol, the novel group credentials extension, and a discussion in terms
of security and both message overhead and storage requirements. Experimental
results in [4] confirm the applicability of our proposal.

The article is organized as follows. Section 2 discusses some proposals from the
literature. Sections 3 and 4 present the scenario we are addressing here and recall
the basic protocol, respectively. Section 5 introduces the novel groups extension,
while Sections 6 and 7 discuss it in terms of security, message overhead, storage
and efficiency. Section 8 concludes the article.

2 Related Work

The popular SPINS solution [6] provides lightweight symmetric encryption and
authentication in wireless sensor networks where a Base Station is actively in-
volved. It is composed of two sub-protocols: SNEP, which provides encryption,
authentication and data freshness evidence between two parties, and μTESLA,
used for authenticating broadcast messages to the whole network. LEAP+ [8]
proposes an authentication and encryption framework for similar scenarios. Apart
from its own protocols, μTESLA is used for authentication of broadcast mes-
sages from the Base Station. Ngo et al [5] proposed an access control system for
the scenario we address here: wireless networks that provide services to users
supported by an Authorization Service. It allows both individual and group-
based authentication thanks to the combination of user keys and group keys.
The recent MAACE [2] also focuses on the same scenario with individual and
per-group authentication. However its storage requirements at every sensor are
very large (sensors must store all keys shared with online users at a given time).
The authors solve the storage problem by involving the Base Station in frequent
communications, which is not a proper solution from our point of view since
sending information is by far the most energy-consuming operation for sensors.

3 Scenario

The scenario we address in this work involves three kinds of players: sensors,
Base Stations and user devices (e.g. smartphones), interacting together in a
given facility (buildings, factories, greenhouses, homes, etc).
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Sensors are extremely constrained wireless devices, frequently battery-powered
and with reduced computational capabilities, which provide users with services
of any kind. Their reduced equipment and power supply prevents them from car-
rying out the complex arithmetic operations involved in public-key cryptography.
However, symmetric cryptography is an option, either in software or hardware
since many sensor models include an AES coprocessor. Note that under this
category we also consider actuators, which are devices able to perform actions
related to physical access control (opening gates to authorized users), ventilation,
emergencies, etc.

Base Stations are better equipped devices that handle groups of sensors for
message routing purposes, data collection and also for key management in our
case. They are assumed to have a more powerful hardware and a permanent
(or at least much larger) power supply and large storage space. They are also
assumed to handle public-key cryptography routines and certificates.

Finally, users communicate with Base Stations and sensors through their pow-
erful smart devices, such as mobile phones or tablets.

The key point here is that sensors need to perform access control on users,
however they have to face several limitations: 1) they are not able to handle
complex public-key authentication nor encryption routines and 2) they do not
have enough memory space so as to keep large sets of user keys. The goal of
our basic protocol is to provide an access control mechanism with symmetric
encryption and authentication routines which minimizes storage requirements.
On the other hand, the goal of the groups extension introduced in this work

Table 1. Notation

MSS Master secret for sensor S
KencS,A, KauthS,A Encryption and authentication keys for communication

between sensor S and user A
KencS,A{x, ctr} x is encrypted in counter mode using key KencS,A

and counter ctr
MACKauthS,A(x) A MAC is done on x using KauthS,A

KDF (x, {a, b}) A Key Derivation Function is applied to master secret x
using a as public salt and b as user-related information

H(x) A hash function is applied to x
x||y Concatenation of x and y
IDA Identifier of user A
a Random integer salt
init time, exp time Absolute initial and expiration time of a given key
MSp Master secret for privilege group p
Kencp,A, Kauthp,A Encryption and authentication keys between

sensors offering services for group p and user A
IDp Identifier of privilege group p
A → * User A sends a message to any listening sensor
Sp → A One sensor giving services from privilege group p sends a

message to A
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is to manage users on a per-group basis: each user group has a different set of
privileges, meaning that they can access different sets of the services provided
by the sensors. Table 1 shows the notation used throughout the article.

4 The Basic Protocol

Here we briefly summarize the initial version of the protocol as showed in [3,4].
It provides encryption and user access control to user↔ sensor one-to-one com-
munications. The Base Station, a more powerful device, performs high-level au-
thentication on the user (with authorization certificates based in public key
cryptography, for example) and provides her with two symmetric keys (for en-
cryption and authentication, respectively) and parameters for their generation
at the sensor. If those parameters are attached to the first message of a conver-
sation then the sensor can input them to a Key Derivation Function in order to
obtain an identical pair of symmetric keys that make communication possible.
Figure 1 depicts the message exchange in the protocol. Let us explain it with
more detail.

Fig. 1. Messages involved in the original protocol

1. At the time of sensor deployment, the latter receives a master secret MSS ,
which is secretly shared (see Section 6) by the Base Station BS and the
sensor S. This step is run only once in the life of the sensor (unless the
master secret needs to be changed).

2. Upon arrival, user A sends her credentials (e.g. an authorization certificate)
to BS so high-level access control can be performed, and the list of sensors
she wants to communicate with (in Fig. 1 we only consider S). This step is
run only at user arrival.
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3. BS computes:

(a) a, random integer salt
(b) (init time, exp time), keying material validity interval
(c) KencS,A, KauthS,A = KDF (MSS , {a, IDA||init time||exp time})

4. BS sends the information generated in the previous step to A under a secure
channel (see Section 6).

5. A encrypts her first message to S with KencS,A in counter mode (thus using
a fresh counter ctr), attaches parameters IDA, a, init time, exp time, ctr
in plain text and a MAC obtained with KauthS,A.

6. Upon reception of the message, S obtains the key pair KencS,A, KauthS,A
by feeding the Key Derivation Function with the attached parameters; S
can now decrypt the message. The reply is encrypted in counter mode with
KencS,A and ctr + 1 and authenticated with a MAC using KauthS,A.

7. Any subsequent message is encrypted and authenticated with the same key
pair after increasing the counter by one.

When the message exchange finishes the sensor deletes all information related
to the user since it can be easily and quickly recomputed at the beginning of
the next exchange, thus saving space at the sensor. The sensor is sure of the
authenticity of the user since the only way of knowing (KencS,A, KauthS,A) is
either knowingMSS (which is kept secret) or obtaining it from the Base Station
(which is actually the case). What is more, the MAC at the end of the message
provides integrity assurance in addition to authentication. We refer the reader
to [3,4] for more considerations on security, efficiency, message overhead and
storage.

5 A Groups Extension

In this section we address a scenario with different groups of users, each group
giving its members access privilege to a given set of services provided by sensors.
Services provided by a sensor may (but not necessarily) belong to more than one
group. The associated access control routines should not be intensive in terms
of computations or message exchanges.

Let us assume that there are l > 0 groups. The main idea is that there exists
a different master secret MSp for every privilege group p ∈ [1, l], hence sensors
should only reply to service requests encrypted and/or authenticated with a key
pair derived from the corresponding master secret. From here, we propose two
different approaches based on how services are arranged into groups. In Approach
1 privilege groups are not hierarchical, like in the case of employees that are
allowed to enter different areas of a facility based on their activity (though some
services might be in more than one group). In Approach 2 privilege groups are
hierarchical, hence a user with privilege level p should enjoy all privileges from
groups [1, p]. An example of this scenario is a smart house with different privilege
groups based on age: children would have access to certain services of the house,
while parents should have full control of the house.
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5.1 Approach 1: Non-hierarchical Privilege Groups

In this case, the Base Station generates l independent random master secrets
MS1, . . . ,MSl assuming there exist l different privilege groups. Sensors offering
services from any privilege group p receive MSp from the Base Station under a
secure channel. In this scenario, users will typically belong to one group only,
and sensors will provide services to one group as well. Figure 2(a) shows an
example with three users and three sensors. However, if a sensor offers services
to different privilege groups (or if a given service is included in more than one
group), then the sensor should store each group’s master secret. In a similar
way, users assigned to more than one group (if that occurred) should receive a
different pair of keys per group, and use the appropriate one to the requested
service.

When user A arrives at the system the Base Station authenticates her and
generates a different pair of symmetric keys (Kencp,A, Kauthp,A) for the privi-
lege group A belongs to (group p in this case). These keys are generated by the
BS and sensors assigned to group p in the same way as in the basic protocol: the
user identifier, a random salt a and a key validity interval (init time, exp time)
are fed to a Key Derivation Function along with the corresponding master secret
as shown in Eq. (1).

Kencp,A, Kauthp,A = KDF (MSp, {a, IDA||init time||exp time}) (1)

These keys are sent to A by the BS under a secure channel (see Section 6).
When user A wants to request a service from privilege group p she needs to
encrypt and authenticate her message with that pair of keys like in the basic
protocol (note that IDp has been added).

A→ ∗ : [Kencp,A{M, ctr}, IDA, IDp, a, init time, exp time, ctr,

MACKauthp,A(M, IDA, IDp, a, init time, exp time, ctr)] (2)

Any nearby sensor providing services from group p (let us name it Sp) can
now reply to A after deriving the appropriate pair of keys from the received
information and MSp. The counter is explicitly stated on plain text so synchro-
nization is not lost due to an arbitrary sequence of messages if more than one
sensor is involved in the conversation.

Sp → A : [Kencp,A{M ′, ctr + 1}, ctr + 1, MACKauthp,A(M
′, ctr + 1)] (3)

5.2 Approach 2: Hierarchical Privilege Groups

In this case, services are arranged in hierarchical groups: users assigned to privi-
lege group p should be granted access to all services in groups [1, p]. Here every
sensor in the system receives the lowest group’s level master secret MS1 from
the BS. The rest are obtained by hashing the immediately lower master secret,
i.e. MSp = H(MSp−1). This requires lower permanent storage requirements at
the cost of a slightly higher computational demand and more security risks as
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(a) Approach 1 (b) Approach 2

Fig. 2. Examples of the two approaches with three groups

we will see later. Note that every sensor can obtain the master secret for any
privilege level. Figure 2(b) shows an example with three users and three sensors.

Thanks to this modification, user devices need to store only one pair of keys,
that of the highest privilege level they are granted. For example, a user A in
group 3 will only receive (Kenc3,A, Kauth3,A) from the Base Station. However
the use of this key pair is enough for being granted access to any service in
groups 1 to 3.

The verification of user credentials at the sensor side goes as follows. After re-
ceiving a message encrypted and authenticated with (Kencp,A, Kauthp,A) (see
Eq. (2)) the sensor derives MSp = H(...H(MS1)). From MSp and user-bound
parameters the sensor obtains (Kencp,A, Kauthp,A) as in Eq. (1). Communica-
tions can now be established as in Eq. (3).

5.3 Combining Hierarchical Authentication with Individual Privacy

The basic protocol provides one-to-one authentication and encryption between a
user and a sensor. On the other hand, approaches 1 and 2 allow to perform one-
to-many authentication and encryption: all sensors holding the affected master
secret will be able to authenticate the user and decrypt the conversation. Next,
we consider the possibility of having services that demand one-to-one private
communications and group-based authorization at the same time. For achiev-
ing this we we base on Approach 1, however the extension to Approach 2 is
straightforward.

In this case sensor S is assigned by the Base Station an individual master
secret MSS (as in the basic protocol) and one master secret MSp for each
privilege group p the sensor provides services from (in Approach 2 the sensor
would be assigned MS1 and would derive the rest by hashing).

User A is assigned a pair of keys for individual communication with S, i.e.
(KencS,A, KauthS,A), and a pair of keys (Kencp,A, Kauthp,A) for the privilege
group she is entitled to, say p. Like before, these keys are generated for A by the
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Base Station by feeding MSp and user-related parameters IDA, a, init time,
exp time to a Key Derivation Function.

Now, when A wants to communicate only with S while proving her autho-
rization level, she encrypts her messages with KencS,A and computes the cor-
responding MAC with Kauthp,A as in Eq. (4). S replies using the same pair of
keys and incrementing the counter, which needs not to be included on plain text
given that the message exchange takes place between two players only:

A→ S : [KencS,A{M, ctr}, IDA, IDp, a, init time, exp time, ctr,

MACKauthp,A(M, IDA, IDp, a, init time, exp time, ctr)] (4)

S → A : [KencS,A{M, ctr + 1},MACKauthp,A(M, ctr + 1)] (5)

6 Considerations on Security

Similar considerations to those made for [3,4] can be made here. Both the basic
protocol and the extensions provide semantic security (different encryptions of
the same plain text produce different ciphertexts) thanks to the use of counter
mode encryption. At this point we remark that it is the user who chooses the
initial counter to be used during each message transaction. If the sensor does
not trust the user then she can choose a new counter in her reply (Eq. (3) or
(5), in the latter the counter should be hence added on plain text), thus forcing
the user to increment that new one.

Regarding how to install master secrets on sensors, it can be done if a sym-
metric key is pre-installed at every sensor at deployment time. This key should
be different for every sensor and shared with the Base Station, thus obtain-
ing private communications with the latter. Furthermore, master secrets can be
updated at a given frequency to enhance security, but once a master secret is
updated the symmetric pairs of keys generated from the old version will be no
longer valid in the system. To solve this problem, the exp time value associated
to every key pair can be made to match the master secret’s update time, thus
forcing the user to obtain a new pair from the Base Station. Doing so, the new
pair will be derived from the new master secret.

Regarding how to communicate the user-related key pairs to the user, we
assume that both user devices and the Base Station can handle public key en-
cryption, hence a temporary secure channel is easy to establish (e.g. by using
public key certificates).

Let us conclude this section with a discussion on key compromise. Given
that user key pairs are bound to a specific user, stealing them will allow to
impersonate a single user only, thus limiting the impact of a security breach at
the user side. At the sensor side we can differentiate between stealing a sensor-
only master secret or a privilege group master secret. In the first case, an attacker
that stealsMSS from a sensor will only be able to impersonate that given sensor.
In the second case, we can distinguish between approaches 1 and 2. In Approach
1 a sensor receives only the master secrets it is entitled to. Stealing a master
secret MSp will allow an attacker to understand and forge messages related to
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privilege group p, thus impersonating any sensor within that group, but not
within other groups. In Approach 2, a sensor can obtain the master secret from
any privilege group from the lowest group’s. Thus, compromising a single sensor
would allow an attacker to impersonate any sensor at any privilege group. The
conclusion is that Approach 1 offers more security at the cost of more permanent
storage requirements.

7 Other Considerations

The most power-demanding operation in a sensor is airing messages through its
antenna [6,8], hence protocols intended for sensors (and not only those related to
security) should try to minimize the number of messages needed as well as their
length. Our protocol and its extensions do not require any additional message
in a service request from the user to the sensor. Regarding message length,
the additional overhead is values (IDp, a, init time, exp time, ctr) in the first
message and a MAC (we assume IDA must be sent anyway). The sensor needs
only to attach the counter on plain text in approaches 1 and 2 (and in Section
5.3 in the case the user’s counter is discarded and a new one is used).

Speaking of storage, the basic protocol requires that the user stores a pair of
keys (KencS,A, KauthS,A) per sensor S and values IDp, a, init time, exp time
(again we consider IDA is needed anyway). The counter ctr must also be stored
during a message exchange. The sensor needs only to permanently store a sym-
metric session key for communications with the Base Station and MSS. During
a message exchange, the sensor needs to keep the pair of keys used for that user
and values (IDp, a, init time, exp time, ctr). That information may be erased
after the exchange since it is easily recomputed each time needed.

In addition to the storage requirements of the basic protocol, approaches 1 and
2 require the user to store permanently a pair of keys for the group. At the sensor
side, Approach 1 requires the sensor to store a master secret for every privilege
group it might be assigned to. In Approach 2, however, the sensor can decide
whether to permanently store a single master secret (that of the lowest level,
thus needing to compute the needed master secret at every message exchange)
or to store all master secrets once derived (thus saving computations at the cost
of space). We see this tradeoff as an interesting open future workline.

Passive participation is a typical behaviour used by sensors in order to save
energy based on overheard messages [8]: if a node receives a user query and a
subsequent reply from a different sensor then the first node can decide to not
to reply in order to save the energy spent in transmission. Approach 1 allows
for this type of behaviour within a given group, while Approach 2 allows for it
within the group and those below in the hierarchy.

Regarding efficiency in computations, the experimental results shown in [4]
for the basic protocol are equally valid for the groups extension, since the latter
adds no overhead apart from the inclusion of the group identifier in MACs.
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8 Conclusions

Here we present a group-based extension for an access control protocol for wire-
less network services. We address infrastructures populated by constrained de-
vices (such as wireless sensors) that are arranged in different groups of services:
users are granted access to these groups depending on their privileges. We con-
sider two different scenarios, depending on whether privilege groups are hierar-
chical (entitlement to a privilege group implies access to all services down to
the lowest group) or not (users can only access services contained in the very
privilege group they are entitled to). Also, we show a way of combining indi-
vidual encryption with group-based authorization. Regardless of the approach
chosen, the authentication and authorization processes are performed efficiently
and with no additional messages between the user and the addressed sensor.
We discuss our proposal in terms of security and message and storage overhead.
Also, experimental results shown in previous work [3,4] prove its applicability.
Future worklines include the formal validation of the protocol in AVISPA [7]
and its implementation on an extremely constrained platform such as MICAz or
Arduino.
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Abstract. Although many ciphers use fixed, close to ideal, s-boxes (like
AES for example), random s-boxes offer an interesting alternative since
they have no underlying structure that can be exploited in cryptanalysis.
For this reason, some cryptosystems generate pseudo-random s-boxes as
a function of the key (key-derived).

We analyse the randomness properties of key-derived s-boxes gener-
ated by some popular cryptosystems like the RC4 stream cipher, and the
Blowfish and Twofish block ciphers with the aim of establishing if this
kind of s-boxes are indistinguishable from purely random s-boxes.

For this purpose we have developed a custom software framework to
generate and evaluate random and key derived s-boxes.

Keywords: S-Boxes, Key-Derived, Random, RC4, Blowfish, Twofish.

1 Introduction

Substitution boxes (or s-boxes) are simple substitution tables where an input
value is transformed into a different value. They are employed in many sizes, but
the most prevalent are 8x8 bits (byte as input and output) and 8x32 bits (byte
as input and four byte word as output). They are essential in many cryptosystem
designs (see [2,3,5,11,15,16]) since they can introduce the required non-linearity
characteristics, making cryptanalysis a more difficult endeavour (see [8]).

Regarding their design, there are two basic schools of thought:

– Generated s-boxes. These are carefully designed to achieve certain desir-
able characteristics and often have an underlying generator function. The ad-
vantage is they can be chosen so they are optimum in terms of non-linearity,
avalanche, bit independence, etc. On the other hand, the fact that they are
fixed or based on some kind of structure could make cryptanalysis easier (see
[5,6,9,10]).

– Random or key-derived s-boxes. Unlike generated s-boxes, random s-
boxes cannot be guaranteed to have certain values of non-linearity or other
metrics but many cryptographers think that the fact they do not have any
exploitable underlying structure is a distinct advantage against cryptanaly-
sis. Furthermore, pseudo-random s-boxes that are generated as a function of
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the key (key-derived s-boxes) allow the cryptosystem to use a different s-box
per each key, making cryptanalysis even more difficult.
In general, random s-boxes offer acceptable security characteristics although
not as high as the best generated s-boxes (see [4]).

The question regarding how random are key-derived s-boxes is, therefore, an
interesting one. Ideally, they should approximate purely random s-boxes as much
as possible so that they have the advantage of being free of underlying structure
while at the same time permitting the cryptosystem to use a different s-box for
each key.

We have developed a testing framework capable of generating and analysing
8x8 s-boxes and we have tested 340,000 different s-boxes corresponding to ran-
dom s-boxes, those generated by the RC4 stream cipher (see [11]), the Blowfish
block cipher (see [15]) and its improved sibling, Twofish (see [16]). We have
computed useful metrics for each s-box and summarized the resulting data to
extract meaningful conclusions.

The rest of the paper is organised as follows: a description of the tests per-
formed is given in section 2, the results are analysed in section 3 and, finally, the
extracted conclusions are in section 4.

2 Description

In order to test the randomness of key-derived s-boxes we have compared several
algorithms against random s-boxes. During our study, we have generated 10,000
random s-boxes, 10,000 RC4 s-boxes, 40,000 8x32 Blowfish s-boxes (separated
into 160,000 8x8 s-boxes) and 40,000 Twofish s-boxes (also separated into 160,000
8x8 s-boxes); totalling 340,000 tested s-boxes.

We have developed a custom testing framework capable of generating and
analysing s-boxes, computing multiple metrics for each s-box. It is comprised of
two separate components: a completely new element written in Go (see [7]) that
generates s-boxes in a parallel fashion using hooks into the cryptosystems to
obtain the required s-boxes; and an element written in C (evolved from previous
work, see [4]) that batch tests groups of s-boxes and is simultaneously executed
in as many cores as possible.

Then, the results have been statistically analysed to find meaningful distin-
guishing characteristics in each set.

2.1 Random S-Boxes

Random s-boxes have been generated as bijective 8x8 s-boxes using pseudo-
random permutations of the values 0, 1, . . . , 255. This guarantees perfect balance
but it can introduce fixed points. If fixed points are not desired, then some kind
of filtering must be introduced to eliminate the offending s-boxes or transform
them into valid ones.

These random s-boxes form a standard of randomness that other key-derived
s-boxes can be compared to.
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2.2 RC4

The RC4 stream cipher algorithm (see [11]) is one of the most widely used
software stream ciphers since it is part of the Secure Sockets Layer (SSL) and
Wired Equivalent Privacy (WEP) protocols, among others. It does not employ
a s-box per-se, but its internal state consists of an 8x8 s-box that dynamically
changes as data is encrypted. The initial state of this internal s-box is determined
solely by the key used with RC4 so we consider that initial state as a key-derived
s-box.

2.3 Blowfish

Blowfish (see [15]) is a popular block cipher that, due to its slower key schedule
algorithm, is commonly used as a password hashing algorithm in operating sys-
tems and applications (see [14]). It uses four 8x32 key-derived s-boxes that are
generated during the key schedule phase.

Since some of the metrics require extensive calculations with a computational
complexity on the order of O(n) = 2b, being b the output bit size, they are too
big to be analysed natively. For this reason we consider each 8x32 s-box as 4
adjacent 8x8 s-boxes, obtaining 16 8x8 s-boxes per each different key.

2.4 Twofish

Twofish (see [16]) is the successor to Blowfish and was one of the five finalists of
the Advanced Encryption Standard (AES) contest. It also generates four 8x32
s-boxes during the key schedule algorithm which have been considered as sixteen
8x8 s-boxes so they can be tested for all metrics.

3 Results

3.1 Balance

Balance can be defined in terms of just the component functions (columns) of
the s-box, or of all linear combinations of the component functions. The latter
definition is probably more correct, since unbalanced linear combinations imply
also some type of statistical bias towards 0 or 1 in the output. See [4,12,17] for
more information.

Table 1. Balance test results

Random RC4 Blowfish Twofish

Min. 255 255 1 255
Max. 255 255 39 255
Med. 255 255 13 255
Inv. 0% 0% 100% 0%
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When bijective s-boxes are used, then measuring balance can act as a way of
checking that they are really bijective. In those cases where unbalanced s-boxes
may be used, the ratio of balanced linear combinations to total number of linear
combinations is an useful metric.

As shown in table 1, we can see that, depending on the algorithm, they are
either all valid (all s-boxes have all linear combinations balanced) or all invalid
(no s-box has all linear combinations balanced). This table includes the mini-
mum (Min.), maximum (Max.) and median (Med.) number of balanced linear
combinations found in an s-box of that set. It also includes the percentage of
unbalanced s-boxes (Inv.) in each set.

The random s-boxes, and the ones generated by RC4, are all balanced since
they are permutations of the values 0 to 255 (bijective).

Blowfish, on the other hand, fails the balance test since, once you explode each
8x32 s-box into four 8x8 adjacent s-boxes, they do not contain all possible values
achieving terrible results in this test with a median of 13 and a minimum of 1
or 2 balanced linear combinations (so, in most cases, not even the component
functions are balanced). This is a problem, since you can always consider an
8x32 s-box as four adjacent 8x8 s-boxes and attack those accordingly.

Twofish is a certain improvement in this regard, generating 8x32 s-boxes that
are balanced when separated as 4 distinct 8x8 s-boxes.

3.2 Fixed Points

Direct (S(i) = i) or reverse (S(i) = 255 − i) fixed points are generally not
desirable in s-boxes since they imply that the output is equivalent to the input
and not modified in some cases (see [4]).

Fixed points are not an absolute requirement since there is no known attack
exploiting this characteristic, although it is generally desirable that all input
bytes are transformed into something different by the s-box.

Table 2. Fixed points test results

Direct

Random RC4 Blowfish Twofish

Min. 0 0 0 0
Max. 7 8 8 7
Med. 1 1 1 1
Inv. 63% 57% 64% 63%

Reverse

Random RC4 Blowfish Twofish

Min. 0 0 0 0
Max. 7 6 8 7
Med. 1 1 1 1
Inv. 64% 62% 64% 63%
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As shown in table 2, none of the studied algorithms prevent fixed points from
happening. The occurrence rate is of 1 direct and 1 reverse fixed point per s-
box on average, which is on par with random s-boxes. This table includes the
minimum (Min.), maximum (Max.) and median (Med.) number of direct and
reverse fixed points found in an s-box of that set. It also includes the percentage
of invalid s-boxes (Inv. – having fixed points) in each set.

3.3 Non-linearity

Non-linearity (see [4,12]) is a measure of resistance to linear cryptanalysis and
is defined for Boolean functions. In the case of s-boxes we take the minimum
non-linearity of all linear combinations of the component functions of each s-
box. Although the theoretical minimum is 0, we consider that a better minimum
threshold is 2n−2 because, generally, random s-boxes are above that value. The
maximum non-linearity considered is 2n−1 − 2

n
2 .

Table 3. Non-linearity test results

Random RC4 Blowfish Twofish1 Twofish2

Min. 78 78 77 78 80
Max. 98 98 98 98 98
Med. 92 92 93 92 94
Inv. 19% 19% 41% 19% 50%

As can be seen in table 3, all algorithms present similar values to random
s-boxes in minimum (Min.) and maximum (Max.) non-linearities ranging from
78 to 98 approximately.

The median value (Med.) shows some interesting characteristics with random
and RC4 s-boxes having a median of 92, Blowfish a median of 93 and Twofish
92 for the first half of s-boxes (denoted by Twofish1) and 94 for the second
half (Twofish2). These could be used, to a certain degree, as a distinguishing
factor for Blowfish or second half Twofish s-boxes. The table also includes the
percentage of not-as-good, or invalid, s-boxes (Inv.) that have non-linearities
below the median value.

Please note that the maximum non-linearity considered would be 2n−1−2n/2,
or 112 for n = 8. The AES s-box achieves a non-linearity of 112 (see table 7).

3.4 XOR Table

The XOR table is a metric related to differential cryptanalysis (see [1,13]). There
are two possible metrics for the XOR table: the first corresponds to the number
of valid entries (entries with values 0 or 2) of the XOR table, with the second
being the maximum entry in the table. See [4,12,17] for more information.

As shown in table 4, there are no differentiating factors among the algorithms
tested; they all present a minimum value (Min.) of the maximum entry of 8, a
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Table 4. XOR Table test results

Random RC4 Blowfish Twofish

Min. 8 8 8 8
Max. 16 18 18 18
Med. 12 12 12 12
Valid 91% 91% 91% 91%

maximum value (Max.) of the maximum entry of 18 (except 16 for the random
s-boxes) and a median value (Med.) of the maximum entry of 12. The number
of valid entries in the table is also the same, stable at 91%.

3.5 Avalanche

Defined for Boolean functions, we consider the distance to the strict avalanche
criterion of order 1 or DSAC(1). The DSAC(1) for the complete s-box is the
maximum of the distances of the component functions (columns) (see [4,12]).
The lower boundary is determined as 2n−2.

As shown in table 5, all algorithms present similar minimum (Min.) and max-
imum (Max.) values, while Blowfish presents a slightly higher median (Med.)
value.

Table 5. Avalanche (DSAC(1)) test results

Random RC4 Blowfish Twofish

Min. 12 10 10 10
Max. 28 28 29 30
Med. 16 16 17 16

3.6 Bit Independence

Defined for the whole S-box, this corresponds to bit independence DBIC(2,1)
(see [4,12]).

This metric presents no differentiating factors among the tested algorithms, as
shown in table 6 that includes minimum (Min.), maximum (Max.) and median
(Med.) values.

Table 6. Bit Independence (DBIC(2,1)) test results

Random RC4 Blowfish Twofish

Min. 16 16 16 16
Max. 30 32 36 30
Med. 20 20 20 20
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3.7 Comparison with AES

If we compare random s-boxes to the AES s-box, we can see in table 7 that the
AES s-box achieves better values in all non-trivial metrics. It is for this reason
that cryptosystems based on key-derived s-boxes trade off ideal metric values for
no underlying structure or generator function (see [4]).

Table 7. Comparison between AES and random s-boxes

AES Random (best) Random (average) Random (worst)

Balance 100% 100% 100% 100%
Fixed points (0,0) (0,0) (1,1) (7,7)
Nonlinearity 112 98 92 78
XOR table 4 8 12 16
DSAC(1) 8 12 16 28
DBIC(1) 8 16 20 30

4 Conclusions

We have analysed s-boxes generated by RC4, Blowfish and Twofish, comparing
them to pseudo-random s-boxes. During this study, we have found detectable
differences in some of the metrics that could allow, to a certain degree, to dis-
tinguish Blowfish s-boxes and some Twofish s-boxes from random ones. This
does not imply a vulnerable design but shows some small biases that could be
improved. Nevertheless, our testing shows that key derivation is a suitable way
to obtain random-equivalent s-boxes.

Another point of concern is the lack of balance of Blowfish s-boxes that,
although they are employed as 8x32 s-boxes in the algorithm, when they are
analysed as four adjacent 8x8 s-boxes they present statistical biases that could
be exploited. This problem is corrected in its successor, twofish, acknowledging
the importance of maintaining proper balance in the 8x8 sub s-boxes. It must be
noted that despite being succeeded by Twofish, Blowfish is vastly more popular,
used widely like in the bcrypt password derivation algorithm (see [14]).

In order to conduct our analysis, we have developed a custom framework for
generating and testing 8x8 s-boxes that we plan to extend and improve in the
future.
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Abstract. There is an unstoppable rise of the number of smartphones
worldwide and, as several applications requires an Internet access, these
mobile devices are exposed to the malicious effects of malware. Of par-
ticular interest is the malware which is propagated using bluetooth con-
nections since it infects devices in its proximity as does biological virus.
The main goal of this work is to introduce a new mathematical model
to study the spread of a bluetooth mobile malware. Specifically, it is a
compartmental model where the mobile devices are classified into four
types: susceptibles, carriers, exposed and infectious; its dynamic is gov-
erned by means of a couple of two-dimensional cellular automata. Some
computer simulations are shown and analyzed in order to determine how
a proximity mobile malware might spread under different conditions.

Keywords: Mobile malware, Bluetooth, Cellular automata, SCEIS
model, Mathematical modeling.

1 Introduction and Preliminaries

Smartphones play a very important role in our lives. According to a recent
report from the consulting firm Strategy Analytics, in the third quarter of 2012
the number of smartphones being used around the globe topped 1 billion for the
first time ever; moreover, Strategy Analytics also predicted that growing demand
for the internet-connected mobile devices was likely to push the number north
of 2 billions within the next three years. This unstoppable rise of the number
of smartphones will be increased due to the new-born BYOD (Bring Your Own
Device) paradigm ([10]) and the progressive establishment and development of
the Internet of Things ([1]).

Smartphones combine the capabilities and functionalities of cellphones and
PDAs: the user can phone, play music and videos, take photographs or record
videos; the user can also process text documents, send and receive e-mails, surf
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Internet, etc. Furthermore, it is possible to download (from official or/and un-
official stores) applications to perform a great range of tasks. In this sense, the
majority of applications requires an Internet access and consequently smart-
phones are exposed to the effects of malware and other cybersecurity threats.

Android and iOS are the number one and number two ranked Smartphone
operating systems. In fact, IDC Analysts says that the 80% of all smartphone
shipments during the fourth quarter of 2012 were of these two operating systems
([3]). Consequently they are the basic targets for malware. In this sense, Android
is the most important target and the majority of mobile malware is designed
to compromise this operative system. This fact is not only a consequence of
its leader position but also of other factors: its open-source nature, the loose
security polices for apps which make possible the distribution of malware through
both the official app store and the external sources, etc. There are several types
of smartphone malware: trojans, computer worms, computer viruses, adware,
spyware, etc. Trojans are the most popular threat by far (Cabir -which was the
first speciment reported in 2004- , Zeus, Placeraider, Geinimi, etc.) making up
to 85% of the threats detected. The effects of malware can be just as varied:
they range from brief annoyance to computer crashes and identity theft, and,
usually, those effects go unnoticed for the user.

Consequently, the prediction of the behavior of the spreading of mobile mal-
ware is very important. Unfortunately not many mathematical models dealing
with this issue have been appeared, and this number is fewer if they are related
to bluetooth malware. The great majority of these works are based on contin-
uous mathematical tools such as systems of ordinary differential equations (see
[2, 4, 5, 7–9, 11]). These are well-founded and coherent models from the mathe-
matical point of view, offering a detailed study of the main characteristics of their
dynamic: stability, equilibrium, etc. Nevertheless, they do have some drawbacks
that, owing to their importance, merit attention:

(1) They do not take into account local interactions between the smartphones.
Parameters such as the rate of infection, the rate of recovery, etc. are used but
they are of a general nature. Accordingly, the use of parameters individualized
for each of the mobile devices of the network is not considered, and it seems
reasonable to search for a mathematical model that will takes these aspects into
account.

(2) They assume that the elements forming the network are distributed homo-
geneously and that all are connected with one another. When the propagation of
malware is analyzed macroscopically the results obtained provide a fairly good
approximation of what is really happening. However, if we analyze such prop-
agation locally the results obtained are manifestly poorer since at microscopic
scale the dynamic is very sensitive to local interconnections.

(3) They are unable to simulate the individual dynamic of each of the smart-
phones of the network. It is true that when the size of the network is very
large the overall behavior observed may seem very similar (as regards trends)
to what is happening in reality but the use of essential information is neglected:
for example, smartphones whose operative system is iOS should not be affected
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(in the sense of infected) by malware specifically designed for mobile devices
based on Android (although they could be considered as exposed) etc.

These three main deficiencies shown by models based on differential equa-
tions could be rectified simply if we use a different type of mathematical model.
In this sense, discrete models or individual-based models could overcome these
drawbacks. As far we know, there is only one discrete mathematical model pub-
lished for bluetooth mobile malware based on cellular automata ([6]). It is a
compartmental model where the population is divided into susceptible, exposed,
infectious, diagnosed and recovered smartphones. Every cell stands for a regu-
lar geographical area which is occupied by at most one smartphone, and these
smartphones are fixed in the corresponding cell (that is, movements between
cells are not permitted). Moreover, the local transition function depends on two
parameters: the infected factor and the resisted factor and any other individual
characteristics are not taken into account.

The main goal of this paper is to introduce a new mathematical model to simu-
late mobile malware spreading using bluetooth connections. This model is based
on the use of cellular automata and the population is divided into four classes:
susceptible, carrier, exposed (or latent) and infectious smartphones. The model
proposed in this work is based on a paradigm which is far from the paradigm
used in [6]. Specifically in our model two two-dimensional cellular automata will
be used: one of them rules the global dynamic of the model whereas the other
one governs the local dynamic. The geographical area where smartphones are is
tessellated into several square tiles that stand for the cells of the global cellular
automata, such that there can be more than one smartphone in each cell. More-
over, the smartphones placed into a (global) cell stand for the cells of the local
cellular automata whose transition rule update synchronously the states of the
smartphones. Furthermore, the smartphones can move from one global cell to
another at every step of time.

The rest of the paper is organized as follows: In section 2 the basic theory
of (two-dimensional) cellular automata is given; the new model is introduced in
section 3, and some simulations are shown and briefly discussed in section 4.
Finally, the conclusions are presented in section 5.

2 Two-Dimensional Cellular Automata

A two-dimensional cellular automaton (CA for short) is a particular type of finite
state machine formed by a finite number of memory units called cells which are
uniformly arranged in a two-dimensional space. Each cell is endowed with a state
that changes synchronously at every step of time according to a local transition
rule (see, for example, [12]). More precisely, a CA can be defined as the 4-uplet
A = (C,S, V, f), where C is the cellular space formed by a two-dimensional array
of r × c cells (see Figure 1-(a)): C = {(i, j) , 1 ≤ i ≤ r, 1 ≤ j ≤ c}.
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(a) (b) (c)

Fig. 1. (a) Rectangular cellular space C. (b) Von Neumann neighborhood. (c) Moore
neighborhood.

The state of each cell is an element of a finite state set S: stij ∈ S for every
cell (i, j) ∈ S. The neighborhood of each cell is defined by means of an ordered
and finite set of indices V ⊂ Z× Z, |V | = m such that for every cell (i, j) its
neighborhood V(i,j) is the following set of m cells:

V(i,j) = {(i+ α1, j + β1) , . . . , (i+ αm, j + βm) : (αk, βk) ∈ V } . (1)

Usually two types of neighborhoods are considered: Von Neumann and Moore
neighborhoods. The Von Neumann neighborhood of a cell (i, j) is formed by the
main cell itself and the four cells orthogonally surrounding it (see Figure 1-(b));
in this case: V = {(−1, 0) , (0, 1) , (0, 0) , (1, 0) , (0,−1)}, that is:

V(i,j) = {(i− 1, j) , (i, j + 1) , (i, j) , (i+ 1, j) , (i, j − 1)}.
The Moore neighborhood of the cell (i, j) is constituted by the eight nearest cells
around it and the cell itself (see Figure 1-(c)). Consequently:

V = {(−1,−1) , (−1, 0) , (−1, 1) , (0,−1) , (0, 0) , (0, 1) (1,−1) , (1, 0) , (1, 1)},
(2)

that is:

V(i,j) = {(i− 1, j − 1) , (i − 1, j) , (i− 1, j + 1) (i, j − 1) , (i, j) , (3)

(i, j + 1) , (i+ 1, j − 1) , (i+ 1, j) , (i+ 1, j + 1)}.
The CA evolves in discrete steps of time changing the states of all cells accord-

ing to a local transition function f : Sm → S, whose variables are the previous
states of the cells constituting the neighborhood, that is:

st+1
ij = f

(
sti+α1,j+β1

, . . . , sti+αm,j+βm

) ∈ S. (4)

As the number of cells of the CA is finite, boundary conditions must be
considered in order to assure the well-defined dynamics of the CA. One can
state several boundary conditions depending on the nature of the phenomenon
to be simulated. In this work we will consider null boundary conditions, that is:
if (i, j) /∈ C then stij = 0.

The standard paradigm for two-dimensional cellular automata states that the
cellular space is rectangular and the local interactions between the cells are
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limited to the spatially nearest neighbor cells. Nevertheless one can consider a
different topology for the cellular space depending on the phenomenon to be
modelized. Consequently, the notion of cellular automaton on graph emerges: A
cellular automaton on a graph G (CAG for short) is a two-dimensional cellular
automaton whose cellular space is defined by means of the (directed or undi-
rected) graph G = (V,E); each cell of the CAG stands for a node of the graph
and there is an edge between the nodes u and v (uv ∈ E) if the cell associated
to the node u belongs to the neighborhood of the cell associated to node v.
Note that if G is a directed graph then uv �= vu, whereas if G is an undirected
graph, then uv = vu, that is, the cell associated to the node u (resp. v) is in the
neighborhood of the cell associated to the node v (resp. u).

3 The SCEIS Mathematical Model

The model introduced in this work is based on the use of two two-dimensional
cellular automata: one of them rules de global dynamic of the system and the
other one governs the local dynamic. The following general assumptions are made
in the model:

(1) The population of smartphones is divided into four classes: those smart-
phones that are susceptible to the malware infection (susceptibles), those
“healthy” smartphones that carry the malware specimen and are not able to
transmit it (carriers), the smartphones that have been successfully infected but
the malware remains latent (exposed), and the smartphones that have been in-
fected and the malware is activated: it is able to perform its payload and to
propagate (infectious). Note that the carrier status is acquired when the ma-
licious code reaches a smartphone based on a different operative system than
the malware’s target. On the contrary, exposed and infectious smartphones are
those mobile devices reached by a malware specimen which could be activated
due to the coincidence of the operative systems.

(2) The model is compartmental: susceptible smartphones becomes carriers or
exposed when the computer worm reaches them; exposed mobile devices get the
infectious status when the malware is activated; and finally infectious smart-
phones progress to susceptible when the malware is detected and eliminated
(note that there is not any immune period after the recovery from the malware).
In Figure 2 an scheme showing the dynamic of the SCEIS model is introduced.

(3) The population of smartphones is placed in a finite geographical area
where they can move freely.

(4) The bluetooth connection will be the vector for transmission of the mobile
malware.

Susceptible Infectious

Carrier

Exposed

Fig. 2. Flow diagram with the evolution of the states of a smartphone
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The Global Cellular Automaton. The global cellular automaton, AG, simu-
lates the global behavior of the system giving at every step of time the number of
smartphones which are susceptible, carrier, exposed, and infectious in a certain
geographical area. It follows the traditional paradigm for CA, consequently the
whole area where the smartphones “live” is tessellated into r × c constant-size
square tiles (square grid), and every cell of AG stands for one of these square
portions of the area. Let CG = {(i, j) , 1 ≤ i ≤ r, 1 ≤ j ≤ c} be the cellular space
and set Xt

ij =
(
St
ij , C

t
ij , E

t
ij , I

t
ij

)
, the state of the cell (i, j) at time t, where St

ij

is the number of susceptible smartphones, Ct
ij is the number of carrier smart-

phones, Et
ij is the number of exposed smartphones, and Itij is the number of

infectious mobile devices. The neighborhood considered can be Von Neumann
or Moore neighborhood, and the local transition functions are as follows:

St
ij = S

t−1
ij −OSt−1

ij + ISt−1
ij , (5)

Ct
ij = C

t−1
ij − OCt−1

ij + ICt−1
ij , (6)

Et
ij = E

t−1
ij −OEt−1

ij + IEt−1
ij , (7)

Itij = I
t−1
ij −OIt−1

ij + IIt−1
ij , (8)

where OSt−1
ij stands for the number susceptible smartphones that moved from

(i, j) to a neighbor cell at time t − 1, and ISt−1
ij represents the number of sus-

ceptible smartphones that arrived at the cell (i, j) at time t− 1 coming from a
neighbor cell, and so on.

The Local Cellular Automaton. The local cellular automaton involved in
this model, AL = (CL,SL, VL, fL), simulates the individual behavior of every
smartphone of the system, that is, AL governs the evolution of the states of
each smartphone (susceptible, carrier, exposed or infectious). It is a cellular
automaton on a graph G, which defines the topology of the cellular space CL
and the neighborhoods VL. The set of states is SL = (S,C,E, I) where S stands
for susceptible, C for carrier, E for exposed and I for infectious. The local
transition rules are as follows:

(1) Transition from susceptible to exposed and carrier : As is mentioned in the last
section, a susceptible smartphone v becomes exposed or carrier when the mobile
malware reaches it and this occurs when the user accepts a bluetooth connection
from a malicious device. The boolean function that models the transition from
susceptible state to exposed or carrier state is the following:

fL (u) = Bv ·
∧

u∈N(v)

st−1
u =I

Auv · αvu, (9)



CA-Based Model for Mobile Malware 625

where

Bv =

{
1, with probability bv
0, with probability 1− bv (10)

Auv =

{
1, with probability 1− auv
0, with probability auv

(11)

αvu =

{
1, if the smartphones u and v have the same OS
0, if the smarthphones u and v have not the same OS

(12)

where bv is the probability to have the bluetooth enabled, and auv is the probabil-
ity to accept the bluetooth connection from the smartphone u. As a consequence:

stv =

⎧⎨⎩
E, if st−1

v = S, fL(u) = 1 and β = 1
C, if st−1

v = S, fL(u) = 1 and β = 0
S, if st−1

v = S and fL(u) = 0

where the parameter β denotes if the infection comes from an infectious smart-
phone with the same operative system (β = 1) or with a different operative
system (β = 0).

(2) Transition from exposed to infectious : When the virus reaches the host it
becomes infectious after a period of time (the latent period tLv ). Consequently,

stv =

{
I, if st−1

v = E and t̃v > t
L
v

E, if st−1
v = E and t̃v ≤ tLv

where t̃v stands for the discrete steps of time passed from the acquisition of the
mobile malware.

(3) Transition from infectious to susceptible: If there is a security application
installed in the smartphone v, the mobile malware can be detected with a certain
probability dv, then:

stv =

{
S, if st−1

v = I and D = 1
I, if st−1

v = I and D = 0
(13)

where

D =

{
1, with probability dv
0, with probability 1− dv (14)

4 Some Illustrative Simulations

The computational implementation of the model introduced in this work has
been done using the computer algebra system Mathematica (version 9.0). In the
simulations, a bidimensional lattice of 5 × 5 cells is considered where n = 100
smartphones are initially placed at random. Moreover, at every step of time the
mobile devices can move randomly from the main cell to a neighbor cell with
probability mv for each smartphone v. The parameters used in the simulations



626 A.M. del Rey and G. Rodŕıguez Sánchez

are shown in Table 1 and they are different for each smartphone varying in a fixed
range. It is emphasized that the values of these parameters are merely illustrative
(they are not computed using real data). Although several simulations have been
computed in the laboratory, only few of them are shown in this work since the
simulations performed using similar conditions exhibit similar trends.

Table 1. Values of the parameters involved in the model

Parameter Range of values

mv [0.4, 0.6]
bv [0.75, 1]

auv, dv [0.5, 1]
tLv [1, 5]

In Figure 3-(a) the global evolution of the different compartments (susceptible
-green-, carrier -blue-, exposed -orange- and infectious -red-) is shown when it
is supposed that the distribution of the OS is as follows: 60% of smartphones
are based on Android, 20% is based on iOS, and the 5% of mobile devices are
based on both Blackberry OS and Windows Mobile. In addition, we state that
the 20% of Android-based smartphones are infectious at time t = 0. As is shown,
the system evolves to a quasi-endemic equilibrium with periodic outbreaks (this
trend appears in all the simulations). As is mentioned in the Introduction, not
only the global dynamic of the system can be modeled using cellular automata
but also the individual dynamic of each smartphone can be obtained; in this
sense in Figure 3-(b) the evolution of the state of every smartphone is shown
when all are based on Android OS and the 20% of them are initially infectious.
In this figure each row represents the evolution of an individual smartphone
where susceptible periods are in green, latent periods are in orange and infectious
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Fig. 3. (a) Global evolution when different OS are considered. (b) Individual evolution
when the same OS is considered.
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periods are in red. Note that, as in the previous case, there is a reinfection for
several smartphones and the disease-free equilibrium is not reached.

In Figure 4 the evolution of the infectious smartphones of the system is shown
when different operative systems, neighborhoods and the number of infectious
devices at initial step of time (the 5%, 10%, 15%, and 20% of population is infec-
tious at time t = 0) are considered. In Figure 4-(a) and Figure 4-(b) Von Neu-
mann neighborhood is stated whereas in Figure 4-(c) and Figure 4-(d) Moore
neighborhoods are taken into account. Finally, in Figure 4-(a) and Figure 4-(c)
all smartphones have the same OS, whereas in Figure 4-(b) and Figure 4-(d)
four types of OS are considered (with the same distribution than in Figure
3-(a)). Note that, independently of the neighborhood and the number of infec-
tious at time t = 0, the trends are similar: in all cases a quasi-endemic equilib-
rium is reached, although in the case of Moore neighborhoods the variation in
the evolution of infectious devices is smaller than in the case of Von Neumann
neighborhoods.
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Fig. 4. Simulations considering Von Neumann neighborhoods with the same OS -(a)-
and with different OS -(b)-. Simulations considering Moore neighborhoods with the
same OS -(c)- and with different OS -(d)-.
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5 Conclusions and Future Work

In this work a novel mathematical model to simulate the spreading of bluetooth
mobile malware is introduced. It is a compartmental model based on the use
of two-dimensional cellular automata where the population is divided into sus-
ceptible, carrier, exposed and infectious smartphones. This model improves in
different ways the work due to Peng et al. ([6]). In the model proposed in this
work two two-dimensional cellular automata will be used to rule the dynamic
at macroscopic and microscopic level respectively. The geographical area where
smartphones are is tessellated into several square lattice giving the cellular space
of the global cellular automata. There can be more than one smartphone in each
cell and these smartphones can move from one global cell to another at every
step of time.

It is crucial to accurately define the models parameters: topology, probabilities
of infection and recovery, etc. The model facilitates real-time predictions of the
evolution of the malware spreading, making it possible to modify the different
parameters and control measures.

Future work will focus on an accurate evaluation of the parameters involved
in the model using real data. Moreover, further work also aimed at considering
other transmission vectors such as the use of SMS and MMS, the download of a
malicious app, etc.

Acknowledgments. This work has been supported by Ministry of de Economy
and Competitiveness (Spain) and European FEDER Fund under project TUERI
(TIN2011-25452).
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Abstract. Virtual Learning Environments allow to improve the learn-
ing interactivity in a collaborative scenario where the learning contents
are proposed and accessed by both learners and teachers. In this work,
we present CSLQT, a new Collaborative System for Learning based on
Questionnaires and Tasks. This system is independent of any course
structure or content, and provide users with functionalities to create,
review, and evaluate new knowledge resources through questions and
tasks. The benefits are two-fold: teachers are released from the tedious
task of creating all resources, and students are encouraged to gain the
necessary knowledge background before creating any new content. Addi-
tionally, a Fuzzy controller generates exams satisfying a customized set
of objectives, that could be used for evaluation or auto-evaluation pur-
poses. Our experiences with the system in real courses of the University
of Granada indicate the tool is actually useful to improve the learning
process.

Keywords: Collaborative Learning Resources, Virtual Learning
Environment, Web Application.

1 Introduction

In recent years, the E-learning education tools have become more and more pop-
ular to improve learning and teaching activities [1]. In this regard, a wide range
of computer-based learning environments have been developed in the field of In-
formation and Communication Technologies (ITS). Thanks to these tools, usu-
ally known as Virtual Learning Environments (VLE) or Learning Management
Systems (LMS), teachers and students can improve their learning interactivity,
overcoming physical distance and time constraints. A VLE is often regarded
as a platform designed to manage the learning processes by providing students
with sufficient resources for reaching their learning goals. VLEs are expected
to provide a shared framework in which teachers are allowed to design and in-
stantiate individual and collaborative learning activities. Those activities could
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be structured in courses and include resources to help students to reach these
goals [2–4]. Following a constructivist framework, the learning resources (ques-
tionnaires, problem solving, or so on) are not only constructed and managed by
teachers, but also by students that take an active part on the contribution of
the information space.

The aim of this work is to propose a new e-learning application complying
with the following goals: (i) the application is specifically designed to be used
for all kinds of users, regardless of their technological expertise, allowing the cre-
ation and maintenance of the course hierarchy, i.e., courses, groups, and users, in
a friendly-manner; (ii) in order to alleviate the effort that creating the learning
resources could entail to the educators, the domain knowledge should be collab-
oratively enhanced by both teachers and students. The resources proposed by
students would be evaluated by teachers conforming an expert-authored knowl-
edge domain that may encourage students to investigate about each subject;
and (iii) as the student’s assessments represent a fundamental part of the learn-
ing process we propose an automatic intelligent assessment module to alleviate
the tedious work it may entail. Benefits are two-fold: teachers could effectively
supervise each student level through specific tests, and students are allowed to
review their own knowledge so as to practice before the final exam.

To achieve the above mentioned goals, we propose a web-based VLE, called
CSLQT1 (Collaborative System for Learning based on Questionnaires and Tasks).
The application supports two different views: (i) a tool to allow teachers man-
age and monitor all learning resources mostly proposed by students, and (ii)
an intelligent assessment module able to automatically assign tasks and tests to
students in function of a set of previously defined objectives and criteria.

The rest of the paper is organized as follows: Section 2 reviews the state-of-the-
art of the e-learning applications. The architecture of the proposed application
is depicted in Section 3. Section 4 describes the fuzzy controller that generates
tests according to a number of objectives. Section 5 reports our experiences with
the system related to real courses of Artificial Intelligence. Finally, conclusions
and future work are included in Section 6.

2 Related Work

The use of VLEs to support learning has received a great amount of interest
in recent years. This review of the main contributions in the field covers the
following topics: commercial/open-source VLE platforms, acceptance studies,
and e-assessment methods.

There are several VLE systems available as commercial or open-source collab-
orative platforms [5, 6]. On the one side, WebCT2 and Blackboard3 are among
the most common examples of commercial web-based systems that allow the cre-
ation of flexible learning environments on the web. On the other side, Modular
1 http://ic.ugr.es:8090/SCACP/toLogin.action
2 www.WebCT.com
3 www.blackboard.com

http://ic.ugr.es:8090/SCACP/toLogin.action
www.WebCT.com
www.blackboard.com
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Object-Oriented Dynamic Learning Environment (Moodle4) is arguably one of
the most relevant open-source platforms. It is a free course management system
that helps teachers to create their own on-line learning communities.

Different approaches rely on the students’ acceptance of the e-learning systems
and its benefits in teaching and learning. To this end, the technology acceptance
model [7] and its extensions were developed. This model mainly measures two
different features on the studied platforms: perceived usefulness and perceived
easy of use. Two examples evaluating Second Life (as VLE platform) and Moodle
could be found at [8, 9], respectively. Also, [10] reported the use of VLEs as
educational tools focusing in effectiveness.

The e-Xaminer system [11] proposed a study on how to bring effective e-
assessment. This computer-aided summative assessment system was designed to
produce tests based on parametrically designed questions. In [12], authors devel-
oped a hybrid formative/summative e-assessment tool for an course in Chemical
Engineering. Other e-assessment systems could be found at [13].

3 System Overview

In this section, we present an overview of our web-based VLE application, called
CSLQT. The system supports the management of the course structure, the learn-
ing resources, the assessment resources, and the the students’ evaluation. We first
expose the main features of the resources we are considering. Then, we discuss
the user roles in CSLQT. Finally, the main modules are depicted.

3.1 Collaborative Learning and Assessment Resources

CSLQT is designed to support two kind of learning resources: questions and
tasks.

On the one hand, questions are employed to generate auto-evaluation ques-
tionnaires for the students, and course evaluation tests. We used the GIFT5

format for its definition. In addition, each question of the knowledge base is
annotated with the following attributes: difficulty, theoretic degree, practical
degree, and importance with respect to an issue. These features represent the
inputs for the Fuzzy Questionnaire controller (see Section 4). In this way, both
students and teachers can specify their objectives to request a suited question-
naire to reach them.

On the other hand, tasks are considered to be any request of information
about a given topic. A task consists of an information request, and the student’s
answer. Tasks are formulated in HTML6. In addition, the application facilitates
4 www.moodle.org
5 The GIFT (General Import Format Technology) format was created by the Moodle

community to import and export questions. It supports Multiple-Choice, True-False,
Short Answer, Matching and Numerical questions

6 Any external resource can be added to the application enhancing the learning knowl-
edge, as well as mathematics formulas, tables, or so on

www.moodle.org
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a continuous feedback between the student and the teacher. That is, each time
the student answers a request, the teacher can propose alternatives or comments
to improve the answer, until the teacher finally evaluate the answer, thus ending
the task. This interaction protocol is later explained in detail in Section 3.3.

As commented before, both teachers and students can add learning resources.
Resources proposed by teachers are directly added to the knowledge base, while
the resources proposed by students must be first reviewed by teachers. For ex-
ample, let us suppose that an user propose a question about a given topic. Then,
the teacher could approve or discard it. In the former case, the question becomes
part of the knowledge base. If so, the teacher assigns a grade reflecting the quality
of the resource that will also serve for the future evaluation of the student. This
framework encourage students to investigate the topic in depth before reporting
any answer. The same scenario goes for tasks.

3.2 User Roles in the System

There are three roles in our application:

The Manager is responsible for creating and managing the course structure.
The Teachers manage the lists of students enrolled in the course; review and

validate the learning resources proposed by students; create their own learn-
ing resources; propose the possible criteria to be assigned to the tasks, and
propose different objectives to generate evaluation tests.

The Students are encouraged to propose new learning resources; complete dif-
ferent tests and tasks to progress in the course, and generate their own auto-
evaluation questionnaires.

3.3 Main Modules

This section is to explain the main modules in our system. Figure 1 depicts them
all and may serve to guide the reading.

The Course management module is exclusively used by the manager. This
module implements the creation and edition of courses and its organisation into
groups. Each group is monitored independently by the teacher (or teachers) in
charge. Moreover, each course contains a list of issues that are common to all
groups. This module brings the system independence regarding any particular
course structure or content.

The Knowledge Base management module provides the application with the
functionality to create and manage the learning resources. Resources proposed
by students but not still validated are separately stored from trusted resources
— already validated or created by experts. Once a resource is approved, it could
be linked to one or more issues of the course. This module allows to list, search,
and display resources sorted by topic. Also, this module stores some statistics
reflecting the use of each resource in the application. For example, the number of
times a given question was chosen into a questionnaire, the percentage of correct
answers, or the date it was added to the system, are stored by this module.
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Fig. 1. Architecture overview

The Assessment module has two main goals. First, the generation of assess-
ment resources and the assignment to students. Second, it is responsible for the
following tasks: (i) collect the students’ answers for a given assessment resource,
(ii) communicate the results to the teacher, and (iii) commit the information to
the Student Evaluation module. There exist three different assessment resources:
tasks, test questionnaires and student questionnaires.

The Task Assign controller is devoted to manage the tasks. The interface
allows the teacher to assign any task to any student. This assignment can be
defined manually or automatically (by previously choosing some criteria, such
as the relevance to an topic). Assignments involve a collaborative feedback (see
Figure 2) whereby the student is first requested to report an answer, that is
later validated by the teacher. After that, the teacher set a grade that is finally
collected by the Student Evaluation module.

The Fuzzy Questionnaire controller deals with the generation of students ques-
tionnaires and test questionnaires. Once the user selects through the interface a
set of desired objectives, the controller decides (see section below) which are the
questions that better fit the goals (Figure 3). If the objectives could be satisfied,
then the system forks in two possible scenarios.

For students: A static questionnaire is generated for training purposes. This
questionnaire could be attempted as many times as the students desire in
order to auto-evaluate their own progresses.
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Fig. 2. Tasks sequence diagram

For teachers: The selected objectives describe the test that will be assigned
to students in their course. Each student is given a unique exam that is
dynamically generated according to the objectives. Thus, possible cheats are
avoided since each student in the same room would have a different test.

The Student Evaluation module manages all grades attached to proposed ques-
tions, proposed tasks, responses to tasks, test questionnaire results, and student
questionnaires results. Certain usage statistics per student are also stored, such
as the number of proposed questions, proposed tasks, passed tests, . . . Those
grades could be accessed by both students and teachers (Figure 4).

4 Fuzzy Questionnaire Controller

The functionality of the Fuzzy Questionnaire controller relies on the automatic
generation of questionnaires in function of a set of objectives previously selected
by the user. We employ the methodology explained in [14]. According to the
Fuzzy theory, each objective could be represented as a linguistic label. Ques-
tions are taken among the knowledge base attending to the following objectives:
number of questions, difficulty, theoretical degree, practical degree, and impor-
tance regarding each issue in the course. Recall that each value was previously
defined by the user who created the resource. Additionally, the user specifies
through the interface the importance to be attached to each objective. After
that, the controller performs an iterative search in the space of questions until
an acceptance threshold is exceeded.
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Fig. 3. Selection of objectives and resulting assessment resource

First, the acceptance threshold for a given question is calculated considering
the questions already included in the questionnaire (q1, q2, . . . , qk), and its value
for every objective marked:

up = Γp(p(q1), p(q2), ..., p(qk)) (1)

where p(q1), p(q2), ..., p(qk) are the values of questions q1, q2, . . . , qk for the objec-
tive p, Γp is the evaluation function of each objective p using the fuzzy “AND”
operator. Those questions exceeding the acceptance threshold are considered
candidate questions CQ.

The next stage consists of selecting the candidate question to be included
in the resulting questionnaire. To that end, the function Ψq({p(q)}, {wp}) =∏
p(q) · wp, ∀q ∈ CQ measures the quality of each question in CQ, where wp

denotes the weight given by the user to the objective p. The question with
higher values is finally added to the questionnaire. The process iterates until the
questionnaire is complete.
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Fig. 4. Evaluation form of a real student of the Artificial Intelligence course

5 Experiences with the System

The current version of our system has been developed following a client-server
architecture. On the client’ side, we used JSP (Java Server Page). On the server
side, we used Java JDK 6 (1.6.0_20), MySQL (14.12), Hibernate library (3.3.5)
framework for mapping the database, and Spring framework under Apache Tom-
cat 6 (6.0.32) to manage the data storage.

Unfortunately, providing a formal validation of a system of this nature is
complicated. To test the usefulness of our application, we carried out a study
reflecting the interactions between students and teachers. Since our system is
designed to support the teaching and learning task, it would be desirable to
evaluate the users’ satisfaction based on their own experiences with the platform.
To this purpose we counted with real data obtained from September 1st, 2012
to April 30th, 2013, during the teaching period of three AI-related courses in the
Computer Engineering degree of the University of Granada.

The system is currently being used by a total of 255 users in the University of
Granada, including 4 teachers and 251 students. There is a total of 313 questions
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in the knowledge base. The fact that only 15 of the questions were generated by
teachers is an indication that educators are effectively released from the tedious
work of defining the contents. Also, there are 512 tasks defined in our system,
most of them (424/512) were defined by students.

Regarding the evaluation methods, a total of 1056 students questionnaires
were generated for auto-evaluation, and 12 real exams were performed during the
courses. This indicates each student filled out an average of 3.55 questionnaires
to put their-self to test before the final exams. Percentages of pass exams are
consistent with pass questionnaires, ranging from 51% to 69% depending on the
course. This show questionnaires could be regarded as an effective estimator of
the students knowledge on a subject.

We have registered a total of 7874 accesses into our platform from September
1st, 2012 to April 30th, 2013. Courses in the UGR are distributed in two four-
monthly periods. Most of the accesses were registered during the second period,
which seems to indicate teachers put the system to test during the first period,
and found it an useful tool to be broadly applied in the second period.

The teachers involved in these experiments generously supplied to us their
valuable comments and opinions on the platform. These feedback served to us to
improve the functionality and quality of the system. What should be highlighted
is that both teachers and students agreed that the platform effectively facilitates
the learning process.

This is the first “year of life" of our system. Thus, it is still to future research
investigating how useful is the system in a second year of a given course, where
all the knowledge resources previously added could be reused.

6 Conclusions and Future Works

In this work, we have presented a web-based VLE application pursuing the
following goals. The system is independent of any particular course structure or
content. The application promotes collaboration between teachers and students,
paying special attention to the creation of knowledge resources as a fundamental
part of the learning activity. As a result, students are encouraged to search and
learn about the course topics, while teachers are released from manually adding
all contents. The application includes an intelligent assessment module able to
generate assessment resources to students and teachers. Hence, teachers can
measure the performance of their students, while students can put their-self to
test before facing the final exams.

The experiences with the systems reveal that both students and teachers found
the application a useful tool to enhance their academic training.

There is however much work ahead. In order to effectively improve both the
visualization and the navigability through the course content, we plan to organize
all the learning resources by their key concepts applying our previous advances
in tag clouds generation [15].
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Abstract. E-learning is a method of education which usually uses Learning
Management Systems and internet environment to ensure the maintenance of
courses and to support the educational process. Moodle, one of such systems
widely used, provides several statistical tools to analyse students’ behaviour in
the system. However, none of these tools provides visualisation of relations be-
tween students and their clustering into groups based on their similar behaviour.
This article presents a proposed approach for analysis of students’ behaviour in
the system based on their profiles and on the students’ profiles similarity. The
approach uses principles from process mining and the visualization of relations
between students and groups of students is done by graph theory.

Keywords: e-Learning, Students’ Behaviour, User Profiles.

1 Introduction

E-learning is a method of education which utilizes a wide spectrum of technologies,
mainly internet or computer-based, in the learning process. It is naturally related to dis-
tance learning, but nowadays is commonly used to support face-to-face learning as well.
Learning management systems (LMS) provide the effective maintenance of particular
courses and facilitate the communication within the student community and between
educators and students [6].

Several authors published contributions focused on mining data from e-learning sys-
tems to extract knowledge that describe students’ behaviour. Among others, we can
mention for example [9], where authors investigated learning process of students by the
analysis of web log files. A ’learnograms’ were used to visualize students’ behaviour in
this publication. Chen et al. [2] used fuzzy clustering to analyse e-learning behaviour of
students. El-Halees [8] used association rule mining, classification using decision trees,
E-M clustering and outlier detection to describe students’ behaviour. Yang et al. [15]
presented a framework for visualization of learning historical data, learning patterns and
learning status of students using association rules mining. However, the contributions
focused on the analysis of the students’ behaviour in the e-learning systems describe
the behaviour using statistical information, for visualization and for representation of
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obtained information are mostly used only common statistical tools with results like
figures or graphs. They do not provide information about behavioural patterns with ef-
fective visualization, nor information about relations between students based on their
behaviour.

For the purpose of this paper, a students’ behaviour is described as a process of
activities performed by a student in a LMS system. Therefore, the analysis of students’
behaviour in a system was carried out using the principles of process mining [13].

In this paper, the social network is constructed using student profiles. A student pro-
file is a vector which describes a students’ behaviour in the analysed system. A typical
social network is as a set of people, or groups of people, who socially interact among
themselves [11]. In this type of networks, the relations are usually defined by one of the
types of interaction between the actors, e.g. personal knowledge of one another, friend-
ship, membership, etc. However, in the area of virtual social networks, we can explore
the extended definition of social networks. This can be done by exploring social net-
work as a set of people, or groups of people who have similar patterns of contacts of
interactions, or generally with similar attributes [12].

This paper is organized as follows: Section 2 introduces principles of log analysis and
its relation to social networks. The proposed approach of an analysis of LMS Moodle
logs with a detailed description of the process which leads to a construction of social
network is then presented in Section 3. A discussion and conclusions can be seen in
Section 4.

2 Log Analysis and Process Mining

A log file is usually a simple text file generated by a device, software, application
or system. It consists of messages, which are represented by records of events per-
formed in the system. Usually, event log files are created from other data sources such
as databases, flat files, message logs, transaction logs, spread sheets, and etc.

Let us assume that an event log purely contains data related to a single process. Each
event in the log file refers to a single process instance, called a case. Aalst et al. [14,13]
provided the following assumptions about event logs:

– A process consists of cases.
– A case consists of events such that each event relates to precisely one case.
– Events within a case are ordered.
– Events can have attributes.

Definition 1. Event, attribute [14]

Let E be an event universe, i.e. the set of all possible event identifiers. Events may be
characterized by attributes. Let AN be a set of attribute names. For any event e∈ E and
name n∈ AN : #n(e) is the value of the attribute n for the event e. If the event e does not
have the attribute named n, then #n(e) =⊥ (null value).

As a standard attribute is usually used #activity(e) as the activity associated to the
event e, #time(e) as the timestamp of an event e, #resource(e) as the resource (originator,
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performer) associated to an event e, #trans(e) as the transaction type associated to an
event e, and others depending on the type of system.

Events are labelled using various classifiers. A classifier is usually a function that
maps the attributes of an event to its label. Depending on the type of system, events can
be classified by a name of activity, transaction type or by their resource.

An event log consists of cases, whilst cases consist of events. In a case, the events
are represented in the form of a trace, i.e. a sequence of unique events [14,13].

Definition 2. Case, trace, event log [14]

Let CA be a case universe, i.e. the set of all possible case identifiers. Cases can have
attributes. For any case ca∈CA and name n∈ AN : #n(ca) is the value of attribute n for
a case ca, and #n(ca) =⊥ if a case c has no attribute named n. Each case has a special
mandatory attribute trace: #trace(ca) ∈ E∗.

A trace is a finite sequence of events σ ∈ E∗ such that each event appears only once,
i.e. for 1≤ i< j ≤ |σ | : σ(i) �= σ( j).

An event log is a set of cases L ⊆CA such that each event appears, at most, once in
the entire log.

If an event log contains timestamps (a time when the event was performed in the system)
then the ordering in a trace respects this attribute #time(e).

2.1 Social Aspect in Process Mining

There are techniques, generally known as organisational mining, which are focused on
the organisational perspective of process mining. Alongside typical information such as
event, case, activity or the time when an event was performed, we can also find infor-
mation about the originator (device, resource, person) who initiated the event (activity).
Such information is determined as the #resource(e) attribute. These events from the log
file can be projected onto their resource and activity attributes. By using this approach,
we can learn about people, machines, organisational structures (roles, departments),
work distribution and work patterns.

Social network analysis is one of many techniques used in organisational mining
[13]. Event logs with #resource(e) attributes are used in order to either discover real pro-
cess and work flow models of the organisation, or just to generally allow us to construct
models that explain some aspects of an individual’s behaviour.

The intensity of the relations can be interpreted as the similarity of two resources.
To quantify this type of similarity, resource profiles are extracted. A profile is a vector
indicating how frequently each activity has been performed by the resource [14]. It is
usually determined by the rows in the resource-activity matrix that represents how many
times each resource has worked on each activity. However, such an approach is based
only on statistical information from the log. In this paper a new approach is presented
taking into consideration the real behaviour of the users (persons, resources) within a
system.

In the proposed approach described in this paper, the similarity between user profiles
was determined by cosine measure [1]. Cosine similarity (sim) between two vectors x
and y is defined as:
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sim(x,y) =
xy

||x||||y|| (1)

However, the construction of the user profiles in some cases was more complicated.
For example, when using data from an e-learning system, it was necessary to extract the
behavioural patterns as a first step. Then, the user profiles were constructed using these
patterns.

2.2 Cluster Analysis and Spectral Clustering

Cluster analysis covers the techniques that allow a researcher to separate objects, with
the same or similar properties, into groups that are created using specific issues. These
groups of objects, called clusters (and also called patterns), are characterised by their
common attributes (properties, features) of entities that they contain [7] .

Spectral clustering is one of the divisive clustering algorithms which can be applied
in the graph theory. The spectral clustering algorithm uses eigenvalues and eigenvectors
of a similarity matrix derived from the data set to find the clusters. In this section, there
is described the type of spectral clustering based on the second smallest eigenvector of
the Laplacian matrix. How to use the spectral algorithm is studied in [10] by Cheng
et al. In [3] Ding et al. proposed a new graph partition method based on the min-max
clustering principle: the similarity between two subgraphs (cut set) is minimized, while
the similarity within each subgraph (summation of similarity between all pairs of nodes
within a subgraph) is maximized.

Spectral clustering method optimized by our proposed Left-Right Oscillate algo-
rithm [5,4] was used in two parts of the proposed approach: for finding the behavioural
patterns and for better visualization of network of student groups based on their similar
behaviour in the system.

3 Application in LMS Moodle

The experiments presented in the following part of the paper are focused on an analysis
of the students’ behaviour in Learning Management System (LMS) Moodle, in order to
find behavioural patterns and to find groups of students with similar behaviour within
the system. The groups of students and relations between them based on their similar
behaviour are presented using the tools of social network analysis.

LMS Moodle is web-based learning management system, which stores data in
MySQL database. Logging of events performed in the system is done into several
tables in the database. Example 1 shows an event log file exported from LMS Moodle
database, which was used in the experiments. Data preprocessing was applied to the log
file, during which events of course tutors and system administrators were removed, and
an anonymisation process, where the students’ full names were replaced by the general
StudentID.
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Example 1 (Example of Log File - LMS Moodle)

"CourseID";"TimeStamp";"IPAddress";"StudentID";"Activity";"ActivityInformation"
"08/09-KCJK";1.9.2008 12:52:59;"10.7.15.2";"Student1";"course enrol";"Business"
"08/09-KCJK";1.9.2008 12:52:59;"10.7.15.2";"Student1";"course view";"Business"
"08/09-FIN";1.9.2008 12:52:59;"10.7.213.1";"Student2";"resource view";"14556"
"08/09-FIN";1.9.2008 12:52:59;"10.7.7.2";"Student3";"resource view";"14541"

One record in the log file represented an event, and consisted of following event
attributes: #time(e), denoted as TimeStamp, #resource(e), denoted as SudentID,
#activity(e), denoted as Activity, and other additional attributes like CourseID,
and IPAddress. Moreover, there may be activity attribute ActivityAttr used
for a detailed description of a recorded activity. A more detailed description of the all
attributes is presented in Table 1.

Table 1. Event Attributes - LMS Moodle

Event Attribute Description
TimeStamp Date and time when the event was performed.
StudentID Each student had assigned its unique ID. Students are perform-

ers of analysed events in LMS Moodle. StudentID is used
for their identification.

CourseID Each study course in LMS Moodle has its unique ID.
CourseID is used for a sequence construction.

IPAddress Additional attribute. IP address of a client, from which a student
entered LMS Moodle.

Activity Name of activity performed in LMS Moodle by a student.
ActivityAttr A detailed description to a concrete Activity. Each value is

related to a concrete activity type, and for some activities is not
necessary.

Students may perform various activities in LMS Moodle. Because each web page and
each component of LMS Moodle is labelled, it is possible to use additional information
for each activity.

3.1 Analysis of Students’ Behaviour

LMS Moodle is a web-based system. Therefore, the construction of sequences was
based on similar principles as in web sphere. The identification of the end of sequences
by a time period of students’ inactivity was used, but with a combination to other aspects
specific for the environment of LMS. Creation of sequences is described with more
details in the following text of this section. Moreover, another problem with the student
identification was solved in this type of experiments, because of a login system in LMS.
It was not necessary to use the student identification by IP address, because in the
log file is available StudentID. However, the attribute IPAddress may be used as
additional information for a further analysis.

The main subject of interest in the experiments is the students’ behaviour in LMS,
which is recorded in form of events and stored (or exported) in the log files. Thus, we
can define the students’ behaviour with the terms of process mining which are used
commonly in business sphere. The first step of the presented approach, was focused on
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extraction of set of students U and set of sequences S performed by them in the sys-
tem. In this case, students u ∈U were denoted as students in the learning management
system. Each student was identified by its unique StudentID.

Extraction of courses and activities performed by students in the system, required the
log file as the input. An example of used log file exported from LMS Moodle database
was presented in Example 1. As the output of this step we obtain set of courses and
set of activities performed by students, which were contained in the processed log file.
Both sets will be used in the second step for filtering purposes. Other output was a set
of sequence. An example of such sequence of activities performed by student in LMS
Moodle is presenteed in Example 2.

Example 2 (Example of Sequence - LMS Moodle)

SequenceID|Frequency|SequenceOfActivities_TextFormat|SequenceOfActivities_ID
104|1|quiz viewˆ1889;resource viewˆ14750;forum view discussionˆ3602;|12;22;4;

Creation of set of sequences is the next step in our approach. In this phase, it is possible
to filter a concrete course, and even to filter selected types of activities, for further
processing. It is important to be able to filter processed data from the log file, because
it allows to tailor the outputs to the students’ (tutors’) individual needs. During this
phase, it is performed the students’ annonymisation as well. Each student had assigned
its own StudentID. The annonymisation is done due to research purposes. In the
case of implementation of this approach into real usage by tutors, the real names of
students will be available. The sequence creation was performed in relation to a concrete
student and to a concrete course. The begin of a sequence was identified by a students’
enrolment into a course; the end of a sequence was identified when the student enrolled
into another course, or using a principle of a time period of inactivity.

As the output of this phase is obtained set of students U , for research purposes an-
nonymized, and set of sequences S recorded into a .gdf 1 file. An example of such se-
quence is presented in Example 2. An example of file in .gdf format, which contained
the extracted sequences, can be seen in Example 3.

Example 3 (Example of Extracted Sequences - LMS Moodle)

nodedef>name VARCHAR,label VARCHAR,color VARCHAR, width DOUBLE,meta0 VARCHAR

0, 0; 1; 3; 1; 4; , ’128, 128, 128’, 10, forum view forumˆ1256; forum view discus
sionˆ3596; forum add postˆ10404; forum view discussionˆ3596; forum view discussio
nˆ3602;

...

2, 2; 16; 12; 21; 16; 2; 0; 381; 25; 0; 330; 2; 2; , ’128, 128, 128’, 10, course
viewˆmikroeconomy a [0809-ekemia-e]; quiz view allˆ ; quiz viewˆ1889; quiz review
ˆ1889; quiz view allˆ ; course viewˆmikroeconomy a [0809-ekemia-e]; forum view fo
rumˆ1256; forum view discussionˆ3641; forum view forumsˆ ; forum view forumˆ1256;
forum view discussionˆ3632; course viewˆmikroeconomy a [0809-ekemia-e]; course vi
ewˆmikroeconomy a [0809-ekemia-e];

...

edgedef>node1 VARCHAR,node2 VARCHAR,weight DOUBLE,directed BOOLEAN,color VARCHAR

1 GDF graph format is described on the page:
http://guess.wikispot.org/The_GUESS_.gdf_format

http://guess.wikispot.org/The_GUESS_.gdf_format
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As we can see from Example 3, sequences extracted from LMS Moodle may be very
long and different. However, several sequences differ only in small parts, sometimes
even in particular activities. This leads into a problem, that base student profile of one
student may be very large. Therefore, it makes a comparison of base student profiles
created from these sequences non-trivial.

3.2 Student Profiles

The proposed approach proceeds from the original social network approach with a mod-
ification focused on students’ behaviour. The modification is based on a definition of
the relation between students. As mentioned in Section 1, the original approach to the
analysis of social networks deals with the assumption that the social network is a set
of people (or groups of people) with social interactions among themselves [11]. Social
interaction is commonly defined as interaction between the actors like communication,
personal knowledge of each other, friendship, membership, etc.

The modification extends the original approach of social network analysis by the
perspective of the complex networks, see Section 1. This type of view differs from the
original approach in the description of relations between the nodes (students). The re-
lation between the students is defined by their common attributes characterizing their
behaviour in the system. More specifically, the student behaviour in the system is de-
fined by student profiles.

One of the problems in proposed approach described in this paper is the creation of
student profiles based on their behaviour within the system. This approach requires a
set of students U and a set of event sequences S performed in the system by the students
(see Definition 3).

Definition 3. Base student profile, sequences

Let U = {u1,u2, . . . ,un}, be a set of students (denoted as resources #resource(e)),
where i = 1,2, . . . ,n is a number of studets u. Then, sequences of events σi j =〈
ei j1,ei j2, . . .ei jmj

〉
(denoted as traces #trace(e)), are sequences of events executed

by the student ui in the system, where j = 1,2, . . . , pi is a number of that sequences,
and m j is a length of j-th sequence. Thus, a set Si =

{
σi1,σi2, . . .σipi

}
is a set of all

sequences executed by the student ui in the system, and pi is a number of that sequences.
Sequences σi j extracted with relation to certain student ui are mapped to set of se-

quences σl ∈ S without this relation to students: σi j =
〈
ei j1,ei j2, . . . ,ei jmj

〉→ σl =
〈e1,e2, . . . ,eml〉, where ei j1 = e1,ei j2 = e2, . . . ,ei jmj = eml.

Define matrix B ∈ N|U|×|S| where

Bi j =

{
f requency o f sequence σ j ∈ S f or student ui if σ j ∈ Si

0 else

A base student profile of the student ui ∈U is a vector bi ∈ N|S| represented by row i
from matrix B.

Example 4 shows an example of base student profiles generated for student’s behaviour
in the LMS Moodle. Base student profiles were generated by our application developed
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for processing of log files from LMS Moodle. In Example 4 we can see a part of the
output file profileBase.csv. The file contains the students and their sequences of events,
extracted from the log file. Each sequence has its unique ID, and has assigned its fre-
quency of which the sequence has been performed by the student in the LMS Moodle.
The activities inside the sequences are labelled; each activity has its unique ID.

Example 4 (Example of Base Student Profiles - LMS Moodle)

sequence id|amount|sequence
#user:Student27
0|1|488;14;6326;398;6326;
1|1|488;
2|1|6326;6335;
#user:Student87
20|1|6326;488;398;
2|1|6326;6335;
#user:Student101
4|1|6326;
21|1||6326;550;551;
2|1|6326;6335;
#user:Student135
22|1|6326;412;6326;5968;
23|1|6326;6326;488;4855;464;
24|1|6326;464;
4|2|6326;

3.3 Student Groups with Similar Behaviour

The issues of log analysis in connection with social aspects in process mining have been
presented in this paper yet. The approach which allows the transformation from LMS
Moodle log files into the students’ profiles was described in Section 3.2.

Last step of the proposed approach contains graph visualization of the relations be-
tween users, which is based on the students’ profiles. Described steps of the proposed
approach were applied onto a selected course ‘World Economy’ from LMS Moodle,
used as a support of distance learning at Silesian University in Opava, Czech Republic.
Table 2 describes achieved parameters of the analysed course.

Table 2. Statistical information about selected course ‘Word Economy’

Events count 517,269
Actions count 6,493
Actions types count 67
Count of students 85
Count of sequences 193

The network of student groups with similar behaviour was created using graph the-
ory approach. This approach is suitable for clear and understandable visualisation of
relations between students. In this part of the presented approach, it was constructed a
weighted and undirected graph G(V,E), where vertices (graph nodes) V are students ui

and relations (edges) E express the similarity between the student profiles.
It is possible to count edge weights (similarity) by cosine measure. As the output, we

obtained a graph of students (a .gdf file). Another output was a file with set of students
U and their vectors consisted of sequences (behavioural patterns) and their frequency.
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The groups of students with similar behaviour (similar student profiles) could be
found using Spectral clustering by Fiedler vector using Left-Right Oscillate algorithm.
The graph was constructed only from edges, which weight was higher than a selected
threshold (edge weight > 0.1). The graph contained the isolated students (nodes) as
well, because they are as important as the other connected nodes.

Fig. 1. Network of Student Groups for Course ’World Economy’

4 Conclusion and Future Work

The main goal of this paper was to propose a new approach for clear and intuitive visu-
alisation of relations between students (or groups of students) of LMS Moodle based on
their similar behaviour in the system. The approach uses principles of process mining
and graph theory. Achieved outputs can be used as a support for collaborative learning
or can be helpful for tutors to effectively manage the study process of their students.

It is intended to develop the plug-in for LMS Moodle which will provide more de-
tailed statistics of students’ behaviour in a concrete course in LMS. Present outputs are
planned to be a core of this plug-in. However, it could be suitable to supplement them
by other common type of information like histograms of activities in the course, the
most/the least frequent activity in the course etc. Moreover, it is possible to provide
more suitable outputs tailored to teachers and/or course administrators. The outputs can
be specified to several spheres, for example forums, quizzes, reading materials etc.

Acknowledgment. This work was supported by the European Regional Development
Fund in the IT4Innovations Centre of Excellence project (CZ.1.05/1.1.00/02.0070) and
by the SGS, VŠB – Technical University of Ostrava, Czech Republic, under the grant
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Abstract. The aim of this paper is to analyze the impact of developing projects 
in collaborative environments within the Bologna Process framework and the 
European Space for Higher Education context as a rewarding tool for the pro-
fessional future of University students, attempting not only to provide them 
with the traditional technical competences, but also with relationship, commu-
nication and negotiation skills and competences. In this experience, the devel-
opment of multidisciplinary projects acts as a common thread for the resolution 
of real problems, by connecting the thematic of those projects to the areas of 
knowledge of the subjects participating in the initiative. The skills and compe-
tences acquisition levels results after the completion of the pilot project have 
been very satisfactory, compared to those obtained in previous experiences. We 
would also like to point out that this type of teaching methodology can be made 
extensible to any other subject matter in which teamwork is a value in itself.  

Keywords: ESHE framework, collaborative learning, education, project  
development, competence´s rubric. 

1 Introduction 

In recent years, many changes that have affected and modified the habits of advanced 
societies have taken place. These changes have led to a transformation in the lifestyle 
of people. The Bologna Process and the creation of the European Higher Education 
Area have affected all members and sectors of the university community; for this 
reason, and due to their methodological and teaching changes, numerous opportuni-
ties around these processes arise, making it essential to adapt oneself by offering new 
experiences that enrich such processes [5][6]. 

Companies are increasingly valuing and requiring those professional profiles 
where relationship, communication and negotiation skills have a greater weight, to-
gether with the traditional technical and management competences. Therefore, aiming 
to provide our students with the competences mentioned, so they are better prepared 
and so they are affected the least possible by situations such as our present one, where 
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unemployment rates are so high, it is considered essential that in their learning stage, 
experiences and initiatives that foster and stimulate these competences, in situations 
as close as possible to reality, are included [1]. 

For all of this, a number of initiatives and pilot projects whose methodological de-
velopment and common thread are based on real problem-solving through project-
developing have been planned from some areas of knowledge within the Department of 
Mechanical, Computing and Aerospace Engineering of the University of León, which 
carries out its teaching activity in several undergraduate and master’s degrees [3]. 

One such initiative has been carried out with students from different degrees of the 
University of León over the first few months of the academic year 2012/2013, with 
the aim of fostering collaborative learning best, trying to get the experience to become 
a reference for the future professional development of the participants [3] [8]. 

For these reasons, and considering that the basis of this experience is project-
developing as a tool for collaborative learning, work teams composed of students 
from various degrees were formed. Professors from those subjects got involved in 
those work teams, acting as “customers” in order to emulate a working environment 
as real as possible. 

The main feature of this initiative, which promotes the portability of this approach 
too, is the existence of a base problem or study case that supports the common thread 
of the experience by dividing the project into different areas or subject matters based 
on the nature of such subject matters involved in the experience.  

2 Objectives 

The overall goal of this experience is to assess the impact of developing projects as a 
collaborative learning tool in the European Higher Education Area context through a 
pilot project. The project evaluation will be carried out by assessing the degree of 
individual skills acquisition, by assessing teamwork, and by a global analysis of the 
solution provided in the project [4][9]. The following specific goals have been set: 

• Analyze the ability to strengthen some skills in collaborative environments. 
• Set the basis for comparing the learning outcomes from this pilot experience to 

other methodologies, analyzing their weaknesses, threats, strengths and opportuni-
ties, as well as the lessons learned. 

• Assessment of implementation of cooperative work tools, such as Moodle,  
Open-Project, etc. 

3 Pilot Project  

The pilot project was carried out through the involvement of two subjects from two 
different degree courses. The two subjects engaged into the pilot project were “Biolo-
gy Projects” (BS in Biology) and “Project Management” (Degree in Industrial Engi-
neering). Such diversity was of particular interest to those involved, students and 
professors, as both are the main beneficiaries of the experience raised. 
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Functionally, two work teams were formed, each of them composed by half of the 
participants of each of the two subjects involved in the experience. Each team was 
composed of 32 students. In order to carry out the project, a problem of the scope of 
each degree was proposed to each team. The aim was to obtain the best solution poss-
ible by an estimate capacity of development of 3ECTS credits per team and partici-
pant, thus allowing to provide team work with more realism as well as helping to 
measure intra-team and extra-team leadership [3] [8]. 

As one of the project’s objectives was to compare its own results with previous ex-
periences, it was decided to set similar assessment methodologies, but introducing a 
rubric to assess competences [4][9]. 

During the developing phase of the experience, the following monitoring items 
were set [2]: 

• The real workload, as estimated by the professors on the one hand, and the one 
declared by each team on the other hand. 

• Capacity for work organization with an evolving vision of the aim, based on the 
goals achievement. 

• Capacity for positive and constructive criticism as well as peer assessment of the 
work carried out by the team members. 

• Skills acquired as estimated through the completion of direct surveys to each of the 
participants in the pilot experience. 

The tools used as information sources in order to assess the experience outcome and 
the subsequent comparison are [2]: 

• Minutes and follow-up reports carried out by the project management staff. 
• Records of working hours from each of the team members. 
• Surveys for checking the team development phase. 
• Observations by the professors participating in the experience.  
• Quality of the technical tasks performed. 
• Management issues and skills acquired throughout the Project, as well as their 

implementation. 
• Oral public presentation of the Project solution. 
• Internal review of each of the participants focusing on the importance of this pilot 

project for their educational training and their career development. 

Next, we will detail the competences to be evaluated in this pilot project, classified 
into four categories, and including as examples the assessment rubrics of some of the 
competences: 

Key and transversal competences [2]:  

• Ability to conceive, design and implement projects. 
• Ability to negotiate effectively. 
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Table 1. Rubric for the assessment of the competence “Ability to negotiate effectively” 

Competence Indicator Minimum 
degree of 

achievement 

Expected de-
gree of 

achievement 

Outstanding 
degree of 

achievement 
Ability to nego-
tiate effectively 

Finding joint 
solutions, with 
close coopera-
tors, to address 
the needs iden-

tified 

Student plans 
the negotiation, 

defining the 
issues to be 
addressed, 

offering alter-
natives and 

getting to know 
the opposing 

team 

Student ex-
plains his/her 
ideas in a sim-
ple way and 

offers accurate 
information 

Student knows 
that s/he must 
listen and be 

understanding, 
but stays firm 
in his/her ap-
proach and 

does not listen 
to his/her inter-

locutor 

Student knows 
how listen and 
be understand-
ing, aiming at 

reaching advan-
tageous agree-

ments 
Student asks 

questions about 
data and specif-
ic information 

in order to learn 
about the needs 

and expecta-
tions of the 

opposing team 
Student shows 
understanding 
about the oth-
er’s position 
and suggests 
and/or encou-
rages looking 

for alternatives 

Finding joint 
solutions, with 
people in dif-

ferent locations 

Student plans 
the negotiation, 
offers alterna-
tives, but the 

distant location 
of the other 

team hinders 
getting to know 

them 

Student ex-
plains his/her 

ideas and offers 
information but 
the tools pro-

vided for com-
munication 

among interlo-
cutors hinder 

effective com-
munication 

The distance 
among interlo-
cutors doesn’t 
affect commu-
nication, under-

standing and 
the reaching of 
agreement with 
the other team 

 
Instrumental competences [2]: 

• Ability to analyze and synthetize. 
• Ability to organize and plan. 
• Oral and written communication skills. 
• Information management skills. 
• Problem solving skills. 
• Decision making skills. 
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Table 2. Rubric for the assessment of  “Problem solving skills” 

Competence Indicator Minimum 
degree of 

achievement 

Expected de-
gree of 

achievement 

Outstanding 
degree of 

achievement 

Problem solv-
ing skills 

Correct applica-
tion of theoreti-
cal knowledge 

 

Student applies 
with some 

difficulty the 
theoretical 
knowledge 

needed for the 
resolution of 

the problem, or 
there are some 

deficiencies 
regarding me-
thodological 

tools. 
 

Student correct-
ly applies  
theoretical 

knowledge for 
the resolution 
of the problem 
and it has been 
aptly comple-
mented with 

methodological 
tools. 

 

Student out-
standingly 

applies both 
theoretical 

knowledge and 
methodological 

tools for the 
resolution of 
the problem, 

Grounding and   
arguing prob-
lem solving. 

Problem solv-
ing includes 

very few expla-
nations. It 

doesn´t foster 
Reading and 

comprehension. 
Most steps  

lack of  
argumentation. 

The resolution 
includes expla-
nations to ease 
Reading and 

comprehension, 
and most steps 
follow argu-
mentation. 

Student de-
scribes in a 

clear and con-
cise way the 

most important 
characteristics 
of the problem. 

Student  
includes 

thoughtful and 
reasoned  

explanations of 
the resolution 

process. 
Resolution 
Accuracy 

The resolution 
of some of the 

problems is 
incorrect 

The results are 
correct with 

minor numeral 
or notation 
mistakes. 

Results  
are totally 
incorrect. 

 
Interpersonal competences [2]: 

• Critical and self-critical skills. 
• Ability to work in a team. 
• Ability to work in a multidisciplinary team. 
• Capacity to communicate with experts in other areas.  
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Table 3. Assessment rubric for the competence “Critical and self-critical skills” 

Competence Indicator Minimum  
degree of 

achievement 

Expected  
degree of 

achievement 

Outstanding 
degree of 

achievement 

Critical and 
self-critical 

skills 

Student knows 
how to assess 
the adequate 

execution of the 
work of self 
and others 

Student is 
aware of the 
outcome, but 
the depth and 
quality of the 
comments is 
low (poorly 

reasoned, lack 
of reasoning 

and justification 

Student recog-
nizes the ap-

propriate crite-
rion of success 
or failure, but 

does not show a 
deep fore-
thought in 

his/her  
opinions. 

Student adopts 
a clear position 
with regards to 
those situations 

that can be 
easily solved 
and those that 
don´t depend-
ing on the re-

sults. Submitted 
opinions show 
argument and 

reasoning. 

 
Systemic competences [2]: 

• Project design and management 
• Leadership 
• Adaptation to new situations 
• Initiative  and entrepreneurial spirit 

In the following table, we include as an example the indicators selected for the as-
sessment of systemic competences:  

Table 4. Indicators for the assessment of the systemic competences of the project 

Project design and management 

 
Define the objectives and the scope of the 

project. 

Coordinate and plan the available resources. 

Monitor work progress. 

Leadership 

 
Influence and encourage the rest of the team. 

Make these skills extensible to organizations 
in different locations. 

Adaptation to new situations 

 
Flexibility and ability to respond quickly to 

changing situations. 

Initiative  and entrepreneurial spirit Devise and launch activities. 

 
The different items described above were measured using questionnaires and sur-

veys throughout the development of the project. 
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4 Results 

As stated above, evidence of all the work done was taken throughout the development 
of the pilot project, thus, after the consideration of all these documents, together with 
the final results and the definite resolution provided by each of the project teams, the 
results obtained, which are detailed below, were very favorable.  

The levels of competence acquisition achieved were over 18% compared to those 
from previous experiences based on project-developing which did not follow colla-
borative learning methodologies, and over 24% compared to those projects not in-
cluding competence rubrics within their assessing tools. 

The degree of fulfillment of objectives of the work teams was close to 85%, which 
is a very significant figure, taking into consideration that the average never exceeded 
70% on previous experiences. 

78% of participants rated the experience as very satisfactory on both for their uni-
versity education as well as providing training to enter the labor market. However, it 
was acknowledged that the levels of effort required in this experiment were much 
higher compared to those from previous project-developing experiences.  

Those professors involved in the pilot project also rated its outcomes as very satis-
factory, highlighting their role shift from a mere teaching figure evolving to a more 
specific task as a consultant or supervisor, adapted to the new educational context 
which forces the teacher to adapt new approaches to give more importance to the role 
of the student in relation to their learning process [7].  

5 Conclusions 

Firstly we would like to emphasize the fact that in subjects that participated in this 
project, all of them adapted to the framework of the European Space for Higher Edu-
cation, it has been made clear the change of paradigm involved in harmonizing learn-
ing processes with the nature of the subject taught itself. The creation of learning 
environments that resemble real-life settings in which cooperative problem solving 
becomes a central tool for the acquisition of competences brings forth an important 
competitive advantage for the future incorporation of students in the labor market. 

Furthermore, we would like to highlight the satisfactory results obtained not only 
in the acquisition of competences but also in the global results of the projects, whose 
degree of detail and solutions are outstanding. This has been promoted by the colla-
borative environment in which they were produced and also by the approach of the 
rubrics which, by being composed of more measurable criteria, have helped students 
to focus their efforts more efficiently. 

Acknowledgements. This work would have not been possible without the full coop-
eration of the students and faculty from the University of León who kindly partici-
pated in this experience. This work has been partially supported by the research grants 
program from the University of León (Spain). 
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Abstract. The teaching of mathematics in engineering schools has changed  
irreversibly in the last 20 years due to two significant events: the generalized 
use of the new technologies (ICT) in the learning process and the establishment 
of the European Higher Education Area (EHEA) as the common teaching 
framework, http://www.ehea.info/. 

This change has basically been developed by the teaching tools used by dif-
ferent instructors and the methodologies used. 

However, in the case of mathematics subjects in Engineering Schools, the 
methodological change and teaching innovation have not reached assessment 
techniques, at least not to a significant extent, and instructors currently continue 
to assess mathematical knowledge on the basis of traditional theory/practical 
written exams. 

Here we first offer a brief analysis of the innovations that have arisen in the 
process of learning and suggest alternatives and experiments to implement such 
innovation in the assessment process, which we are sure, will improve students’ 
academic performance. 

Keywords: Assessment methods, e-learning, tutorials, competencies. 

1 Introduction 

Over the past 20 years many things have changed within the sphere of teaching ma-
thematics in Spanish Engineering Schools. To start, let us consider the normative 
framework. After successive modifications of university studies the different degrees 
in engineering now have a theoretical duration of 4 years. The natural continuation for 
interested students will be a Master’s degree (soon to be implemented in Spanish 
universities). In the new degree courses it has been necessary to introduce a profound 
restructuring of the curriculum and this has evidently affected the structure of the 
different Maths subjects. 

The increasing use of ICTs in daily teaching and the integration of the different 
Computer Algebra Systems (CAS) in Maths classes have renovated the way of teach-
ing Maths. In this sense, it may be said that currently the teaching model based on the 
exclusive use of chalk is difficult to find in our Engineering Schools, since there has 
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been a transition to a “mixed” model with a greater or lesser integration of CAS in 
teaching. To this unquestionable modernization increasing mixed teaching practices 
in a context of b-learning can be added. The use of different virtual platforms, mainly 
based on MOODLE, in which students can perform tasks on-line in a new teaching 
scenario of increasing importance in our Engineering Schools, convinces us that their 
enormous possibilities will be used with an exponential growth in the future.  

However, the situation must be improved when the assessment methods are  
analyzed since there is considerable reluctance to be overcome among the teachers 
and students. For a big part of them the traditional procedures of assessments are the 
“most popular” and the best ones. In [1] several ideas concerning assessments of 
competencies are analyzed. 

2 The Current Situation 

After many changes in the norms that have led different study plans to coexist in our 
classrooms, the structure of the different Spanish degrees in engineering is today 
based on a 4-year study plan, generally divided into two semesters per year. However, 
the design of math subjects, owing to the character as basic materials, is to a certain 
extent peculiar both in structure (for example, semester and annual  mathematical 
courses coexist) and in timing, although all math subjects must be taught during the 
first 4 semesters of the study plan. 

That said, the situation is very diverse, depending not only on the type of engineer-
ing followed but also on the university offering the degree. To simplify, because this 
is not the focus of this work, in many engineering degrees there are three semesters 
subjects with an exclusively mathematical content, with very different names, al-
though there are also engineering degrees in which the number of math subjects is 
reduced to two. Subject placement in four semesters courses is not uniform either. 
There are very different study plans although most of the mathematical contents are 
explained during the three first semesters. As may be concluded from this short over-
view of the current situation, math subjects have lost some importance in engineering 
courses and in a short period of time we have passed from having three and even four 
annual courses to the situation described above. 

This is important when attempting to assess the methodological change imple-
mented. In a technologically changing world, the mathematical needs of our engineer-
ing students have not diminished but increased. In order to preserve their nature as 
support for other subjects (math as a service subject) and for our students to acquire 
the mathematical competencies demanded by their degrees, mathematics instructors 
have had to change the mathematical contents and their ways of delivering math 
classes. In Spain, this necessary change has been long, although we can currently say 
that neither the list of math topics nor the way of imparting them can be compared 
with the mathematics taught at Engineering Schools during the nineties. In [1] a study 
about the new Spanish degrees and mathematical competencies is shown. 
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Fig. 1. A worksheet from Pontificia Comillas University 

 

Fig. 2. A slide’s model from WEBMLS Project 

In many of today’s Engineering Schools, math subjects use some type of CAS in a 
way completely integrated in the teaching discourse, not limiting their use to the 
math´s practical developed in university computer facilities. General aspects about the 
use of CAS for didactical purposes are exposed in [2, 3, 4, 5, 6]. In this sense, al-
though there is no uniformity in the choice of the CAS to be used, all teaching re-
sources attempt to enhance their advantages, changing the perception we used to have 
some years ago with respect to their implementation or not. In [7, 8, 9, 10] readers can 
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find different possibilities, including methodological aspects, of using different CAS 
are described.  

Likewise, the use of an on-line teaching platform is common (in most cases it is 
MOODLE), where students can find nearly all the teaching material used in class: 
PowerPoint presentations, worksheets, practical use of CAS etc. (See Fig. 1 and  
Fig. 2.)  

After many experiments in educational innovation, see for example [11, 12], some 
of which derive from the participation of different European projects [13, 14], a good 
teaching practice can be designed.  We can offer an attractive cocktail, appropriately 
using high-quality teaching materials: good teaching textbooks, good problem and 
project selection and the use of a CAS able to provide the most important characteris-
tics we are seeking: calculating power, graphic capacities, etc, to form a critical think-
ing in our students. 

Additionally, the new teaching practice requires new ways of offering tutorial help. 
With the new work system, our tutorials cannot be reduced to a few hours devoted to 
solving problems just before an important exam. So that students can do their tasks 
and develop their work in an increasingly autonomous way (one of the main generic 
competencies to be acquired during the time they spend at university) it is necessary 
to set up more intimate tutorial procedures so that students can solve the mathematical 
problems that arise not only in specific math subjects. In this sense, virtual platforms 
allow closer supervision of the student. Moreover, we believe that the tasks being 
carried out at Math Centers, above all in universities in the UK, show the change to be 
pursued in this context [15]. The Mathematics Centre of Coventry University has 
managed to expand its ideas to many other universities that are now beginning to 
harvest the fruits of this new tutorial trend.  

However, within this scenario not everything is an advantage. At least in Spain the 
low starting level of our students places an unexpected barrier to starting autonomous 
work in math subjects. The initial test, given in many schools, shows that the stu-
dents’ mathematical knowledge is way behind the theoretical knowledge expected of 
a student who has passed a university entrance exam [16]. Designing an efficient 
procedure for recovering these early lagoons is one of the challenges we now face, 
bearing in mind that with the new academic schedule it is almost impossible to impart 
“introductory courses”, “updating courses” or courses under any other name, This 
contrasts to the courses in vogue several years ago, whose aim was to “revise” the 
minimum knowledge required by an engineering student to be able to follow the math 
disciplines imparted in his/her respective degree course. 

3 The Assessment of Mathematical Competencies 

There is one section in our teaching activities that has not evolved in the same way as 
the other aspects mentioned above. This has to do with anything related to assess-
ment. How can we assess math subjects? A good question, indeed. It is clear that it 
has no single easy-to-implement solution. However, what is clear is that we no longer 
teach as we did twenty years ago and we cannot assess our students as we did then. 
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Nevertheless, innovation in this field is often subject to strong inertia. The truth is that 
such reluctance appears not only in those making the assessments (the instructors) but 
also in those being evaluated (the students). In some of our experiments we have 
found that when faced with our proposal of assessment, reducing the weight of the 
final exam and increasing the possibility of undertaking several tutored projects along 
the academic year, some students do not hesitate to choose only the final exam be-
cause this option requires less work. 

The instructors also show reluctance in the assessment´s tasks. There is inertia to 
be overcome: the idea that students only show the knowledge they have gained when 
faced with a set of problems selected for the exam. Furthermore, it is well known that 
academic performance in math subjects has traditionally been poor and, sometimes, 
math subjects have been used –consciously or not- in our Engineering Schools as a 
filter designed to guarantee a low number of graduates egressing at the end of each 
year. No official statistics are published. But for example internal reports of Salaman-
ca University remark that the number of fails is around 70%. 

Despite all, this inertia is slowly being eroded. In [1] many of the math subjects in 
engineering were assessed using, to a greater or lesser text, methods that include more 
than traditional written exams, such as group work, laboratory sessions, written 
projects, etc.  Below we report several experiments of different natures that we have 
explored in our courses. 

4 Some Experiences 

In recent years we have developed different experiments with our students, changing 
the assessment systems. Below we describe two experiments: the first undertaken at 
the Higher Polytechnic School in Zamora (University of Salamanca) and the second 
at Industrial Technical Engineering in Polytechnic University in Madrid. 

The first experiment was done in Zamora in the Degrees in Building Engineering 
(DBE) and Computer Engineering in Information Systems (IEIS). In both degree 
courses the number of students is limited: 60 students in DBE and 15 in IEIS. Both 
subjects are taught in the first semester of the degree, worth 6 ECTS credits and have 
a basic content of a course on Calculus in a single variable: complex numbers, se-
quences, differential calculus, integral calculus and applications. 

The teaching makes use of the Studium platform (based on MOODLE), which is 
the virtual platform of the University of Salamanca and the Spanish Portal linked to 
the European Virtual Laboratory of Mathematics, EVLM project, where among other 
materials the subject’s blog appears (See Fig. 3). 

The CAS used is Mathematica, http://www.wolfram.com/mathematica/, since the 
University has a “campus” license that allows easy access to the software in all the 
University classrooms. The teaching material used, elaborated in collaboration with 
instructors from other Spanish and European universities consists of a textbook con-
taining theoretical summaries and a broad collection of proposed and solved problems 
[17], different PowerPoint presentations on both the Studium, https://moodle.usal.es/ 
and WEPS [18] platforms, different entries in the subject’s blog and a collection of 
teaching sessions performed with Mathematica. 
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Fig. 3. EVLM Spanish Portal from Salamanca University 

The assessment system employed has been modified over the years. Out starting 
point involved the traditional theory/problem written exams. In view of the semester 
structure of the degree course, a single exam was taken at the end of the semester 
(towards mid-January) and a second call for an exam was carried out during the first 
week of September. Tutorial assistance to students was limited to a few hours, during 
the days leading up to the exam to solve any problems appearing in previous exams or 
some theoretical or practical questions. With this system, the percentage of students 
passing the subject was of 35% out of all those registered for the subject. With this 
procedure the number of students in many cases tripled the number of newly regis-
tered students. 

The situation, however, has changed. The current assessment system includes sev-
eral steps. The students perform different tasks along the semester: they hand in writ-
ten problem solutions (using a processor for scientific texts), they participate in the 
tasks proposed on the subject’s blog, they solve the problems posed in practical ses-
sions with Mathematica and they have to perform some short tutored projects ([12, 
19]), Nearly all the tasks stated involve a broader use of the tutorial resources offered 
by the instructor. The grades obtained with these tasks count for 60% of the final 
grade. The students also do 4 short exams (1-hour), which in the present academic 
year have been:  

─ an individualized questionnaire through Studium platform  
─ an exam with Mathematica in the computer room  
─ 2 written exams with two problems each. 
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The grades obtained with these tasks account for 40% of the final grade. 
After the end of the semester, students who have not passed the subject are offered 

the opportunity to take a traditional 3-h exam, consisting of the solving of 4 problems. 
Finally, an exam of the same characteristics can be taken to pass the subject in the 
redemption exam (2nd call). 

It is clear that correcting the assessment tasks involves a considerable increase in 
the instructor’s work. 18 different marks are obtained for the first part of the assess-
ment, to which 4 grades of the exams mentioned previously in the process of conti-
nuous assessment must be added. Although the work is huge, eight additional hours 
per week for the instructor, it is worth. During the present academic year, the percen-
tage of students passing the course has risen to 85% of those registered. As well as the 
spectacular increase in academic performance, we have observed a change in the 
mental disposition with which the average student faces the challenges of the subject. 
The attitude of rejection towards to mathematical subjects has disappeared almost 
completely and the student´s participation in the classroom and tutorial activities has 
increased. 

The second experiment was done with students of the Mechanical Engineering de-
gree in University School of Industrial Technical Engineering at the Polytechnic Uni-
versity in Madrid. 

This subject is common to the degrees in mechanical Engineering, Chemical Engi-
neering, Electronics Engineering and Design. It is given during the first semester of 
the first academic year and its aim is to allow students to become familiarized with 
the requisite mathematical tools of Linear Algebra. The contents are the standard ones 
for a course on Linear Algebra: vector spaces, the solution of linear systems, linear 
applications, Euclidian spaces, similarity and orthogonal diagonalization and ortho-
gonal transformations. 

The MOODLE platform is used as a News Forum to announce the different activi-
ties and exam dates, etc, and also as a repository of documentation, providing a guide 
to the subject, offering exercises and proposals for students’ personal work. 

A continuous assessment system is used, comprising three written tests with a val-
ue of 80% of the final grade and with respective weightings of 15%, 30% and 35% of 
the final grade. The main novelty is that in all these written tests students are allowed 
to use the CAS MAXIMA, http://maxima.sourceforge.net/, if they see fit. 

The remaining 20% of the grade is obtained via different activities with MAXIMA, 
10% by solving exercises sheets that the students must hand in groups of 2-3 people 
and the other 10% via an exam in which the students must obligatorily solve problems 
and other issues using MAXIMA. 

A questionnaire was given out addressing aspects related to the experiment and 
asking the students their opinion about the use of MAXIMA integrated in the subject 
and its assessment. The results have been satisfactory. Regarding academic perfor-
mance, this was almost identical to that of the other group in the same degree, al-
though the dropout rate was lower. The students’ feeling of this experiment can be 
found in [20]. 
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We conclude this section with a brief look at the immediate future since currently 
existing technology allows us to address the assessments of math in a way different 
from the traditional one. Thus, for example, the STACK system, http://www.stack. 
bham.ac.uk/, allows the elaboration of personalized questionnaires, taken from a 
questionnaire database. The authors of the present article are collaborating in the con-
struction of a multilingual item bank that will allow us to replace some of the exams 
demanding the physical presence of students by personalized questionnaires through 
the WEPS portal (See Fig. 4.) 

 

Fig. 4. A WEPS Portal example 

We can also take advantage of motivation, a very important tool in the teaching of 
math for engineering, to propose assessment tasks aimed at increasing the following 
aspects: 

─ Student creativity, through competitions about the application of Maths in engi-
neering, such as applications of the eigenvalues to the stability of processes, appli-
cations of the least squares procedure, applications of differential and integral  
Calculus to mechanical or electrical engineering, etc. 

─ Team work through the solution of problem sheets, with a difficulty level similar to 
those done in class which; these are corrected in a tutorial or randomly. 

─ Autonomous work through the elaboration of a tool box, procedures performed by 
students with the CAS used in the subject, which can be used in the resolution of 
problems in math subjects and also in subjects with a more technological trend. 
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5 Some Proposals for Assessment: Looking at the Future 

The experiments described in the previous section show that it is possible to change 
the traditional exam system. It is clear that there will be an increase in work devoted 
to the correction of the various tests, an activity that, through the completion of indi-
vidualized questionnaires with automatic correction and automatic management of the 
grades obtained, may decrease by a certain percentage. The creation of the item banks 
necessary for later elaboration of the personalized questionnaires is a collaborative 
task in which we can use the work already carried out in other university scenarios. It 
is also clear that tutored work in small groups may make the instructor suspicious 
about the true degree of involvement of a given student in group work. However, we 
believe that the benefits observed in the application of the experiments described 
surpass by far these deficiencies since the increase in student performance is evident. 

With the above, it would be possible to articulate a new assessment framework for 
math subjects based on the following: 

─ The completion of tasks linked to problem solving. 
─ The implementation of individualized questionnaires using multilingual item 

banks. 
─ “Traditional” exams in which students are freely allowed to use a CAS, as they see 

fit, encouraging the construction of a prior tool box that can also be used in exams. 
─ Regarding motivation, the best students can be rewarded via contests about the 

technical applications of the concepts analyzed in the subject. 

A future work will be the validation of the proposed model in terms of competencies 
acquired by the students. Obviously the additional work for the instructors must also 
be analyzed. 

6 Conclusions 

The EHEA must change the behavior of the students and teachers. In this sense: 

─ The new curricula and the use of the new technologies implies a new model of 
teaching and assessment. Also implies a new way to learn mathematics.  

─ It is necessary to adapt the teaching and the corresponding assessments to the 
teaching based on competencies. 

─ In our experiences the combination of the traditional exams and the new assess-
ment methodologies produces very good results in student´s marks. Then we con-
clude: Yes, we can and we have to change!!! 

─ It is desirable a collaborative work for preparing questions to be included in auto-
matic systems of assessment like STACK for example. 

References 

1. García, A., Garcia, F., Rodriguez, G., de la Villa, A.: Learning and Assessing Competen-
cies: New challenges for Mathematics in Engineering Degrees in Spain. In: Proceedings of 
16th SEFI Seminar of Mathematics Working Group (2012) ISBN: 978-84-695-3960-6 



668 Á.M. del Rey, G. Rodríguez, and A. de la Villa 

2. Artigue, M.: Learning Mathematics in a CAS Environment: The Genesis of a Reflection 
about Instrumentation and the Dialectics between Technical and Conceptual work. Interna-
tional Journal of Computers for Mathematical Learning 7, 245–274 (2002) 

3. Lagrange, J.B., Artigue, M., Laborde, C., Trouche, L.: Technology and mathematics edu-
cation: multidimensional overview of recent research and innovation. In: Leung, F.K.S. 
(ed.) Second International Handbook of Mathematics Education, vol. 1, pp. 237–270. 
Kluwer Academic Publishers, Dordrecht (2003) 

4. Drijvers, P., Trouche, L.: Handheld technology for mathematics education: flashback into 
the future. ZDM Mathematics Education 42, 667–681 (2010) 

5. Limniou, M., Smith, M.: The role of feedback in e-assessments for engineering education. 
Education and Information Technologies 17(4) (2012) 

6. Alonso, F., Rodriguez, G., Villa, A.: A new way to teach Mathematics in Engineering New 
challenges, new approaches. In: Roy, R. (ed.) Engineering Education: Perspectives, Issues 
and Concerns, vol. 17. Shipra Publications, India (2009) ISBN 978-81-7541-505-8 

7. Franco, A., Franco, P., Garcia, A., Garcia, F., Gonzalez, F.J., Hoya, S., Rodriguez, G., de 
la Villa, A.: Learning Calculus of Several Variables with New Technologies. International 
Journal of Computer Algebra in Mathematics Education 7(4), 295–309 (2000) 

8. Garcia, A., Garcia, F., Rodriguez, G., de la Villa, A.: A course of ODE with a CAS. Pro-
ceedings of Technology and its Integration in Mathematics Education. In: TIME 2004, 
Montreal, Canadá (2004), http://time-2004.etsmtl.ca/ 

9. García, A., García, F., Rodríguez, G., de la Villa, A.: A toolbox with DERIVE. The Derive 
Newsletter 76, 5–13 (2009) 

10. García, A., García, F., Rodríguez, G., de la Villa, A.: Could it be possible to replace 
DERIVE with MAXIMA? The International Journal for Technology in Mathematics Edu-
cation 18(3), 137–142 (2011) ISSN: 1744-2710 

11. García, A., Díaz, A., de la Villa, A.: An example of learning based on competences: Use of 
MAXIMA in Linear Algebra for Engineers. The International Journal for Technology in 
Mathematics Education 18(4), 177–181 (2011) 

12. García, A., García, F., Rodríguez, G., de la Villa, A.: Small projects: A method for im-
proving learning. In: Proceedings of 3rd International Research Symposium on Problem-
Based Learning, Coventry, pp. 460–471 (2011) ISBN 978-87-7112-025-7 

13. EVLM Spanish Portal, http://portalevlm.usal.es/ 
14. WEBMLS Project, http://www.webmathls.selcuk.edu.tr/ 
15. MathCentre, http://www.mathcentre.ac.uk/ 
16. Nieto, S., Ramos, H.: Pre-Knowledge of Basic Mathematics Topics in Engineering Stu-

dents in Spain. In: Proceedings of 16th SEFI Seminar of Mathematics Working Group 
(2012) ISBN: 978-84-695-3960-6 

17. García, A., García, F., Rodríguez, G., de la Villa, A.: CALCULO I: Teoría y problemas de 
Análisis Matemático en una variable, 3rd edn. Editorial CLAGSA, Madrid (2007) ISBN 
978-84-921847-2-9 

18. WEPS Portal, https://myweps.com/moodle23/ 
19. Martin, A., Rodriguez, G., de la Villa, A.: Problemas en el Paraíso: Las Matemáticas en las 

Escuelas de Ingeniería. To appear in Proceedings TICAMES (2013) 
20. García, A., García, F., Rodríguez, G., de la Villa, A.: Changing assessments methods: New 

rules, new roles. To appear in Journal Symbolic of Computation (2013) 
 

 



Á. Herrero et al. (eds.), International Joint Conference SOCO’13-CISIS’13-ICEUTE’13,  
Advances in Intelligent Systems and Computing 239,  

669

DOI: 10.1007/978-3-319-01854-6_68, © Springer International Publishing Switzerland 2014 
 

Soft Computing Techniques for Skills Assessment  
of Highly Qualified Personnel 

Héctor Quintián1, Roberto Vega1,Vicente Vera2, Ignacio Aliaga2,  
Cristina González Losada2, Emilio Corchado1, and Fanny Klett3 

1 University of Salamanca, Spain 
{hector.quintian,rvegaru,escorchado}@usal.es 

2 University Complutense of Madrid, Spain 
{Ialia01,vicentevera}@odon.ucm.es 

3 Director, German Workforce ADL Partnership Laboratory, Germany 
fanny.klett.de@adlnet.gov 

Abstract. This study applies Artificial Intelligence techniques to analyse the re-
sults obtained in different tests to assess the skills of high qualified personnel as 
engineers, pilots, doctors, dentists, etc. Several Exploratory Projection Pursuit 
techniques are successfully applied to a novel and real dataset for the assess-
ment of personnel skills and to identify weaknesses to be improved in a later 
phase. These techniques reduce the complexity of the evaluation process and al-
low identifying the most relevant aspects in the personnel training in an intui-
tive way, enhancing the particular training process and thus, the human  
resources management as a whole and saving training costs. 

Keywords:EPP, PCA, MLHL, CMLHL, skillsassessments, high qualified  
personnel. 

1 Introduction 

Nowadays, in innovative sectors related to aviation, engineering, medicine, etc. where 
personnel with high aptitudes and skills are needed, the personnel training is espe-
cially important. In this way, the use of novel intelligent and intuitive tools, both for 
training, and assessment of the developed skills during the training period, is crucial 
to get high qualified personnel in the shortest possible time and with the lowest cost 
associated to the training process, to facilitate the skills development process, and to 
enhance the human resources management process in general [1]. 

The use of simulators represent a huge cost savings in many sectors [2-5], ensuring 
the maximum level of training. However, the evaluation of the final aptitudes and 
skills continues being made by human experts in most cases. It is then a great chal-
lenge when the number of variables to be considered is high. Therefore, having the 
adequate systems which facilitate thesetasks and allowdetecting in which parts of the 
training process actionsare needed in an individual way, represents a vast advantage 
in obtaining the best training in the shortest time. 
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Against this background, Artificial Intelligence(AI) and statistical models can re-
solve these issues, as they are able to work with a large amount of high-dimensional 
datasets, presenting this information to the user in a compressible way. Several Soft 
Computing techniques have been used previously in different areas [6, 7] for manag-
ing large amounts of high dimensional information. 
Specifically, within the various existing AI techniques, “Exploratory Projection Pur-
suit” (EPP) algorithms [22-24], allow the visualization of high dimensional informa-
tion in a compressible way for the user [8-10]. 

Thenovel studypresented in this paper, applies several EPP techniques to a real 
dataset with the aim to comprehensively analyse high dimensional information for 
professionals in specific aspects for the assessment of highly qualified personnel. 

The objective of this analysis is to determine the most relevant aspects of a person-
nel training process, and this accomplished in anobjective way according to the indi-
vidual needs of each person by stressing on those aspects of the training, which need 
to be improved during the training process. 

In particular, three EPP algorithms were applied in this study: “Principal Compo-
nents Analysis” (PCA) [20, 21], “Maximum LikelihoodHebbian Learning” (MLHL) 
[22]and “Cooperative Maximum Likelihood Hebbian Learning” (CMLHL) [24, 28]. 
These algorithms were employed to a novel and real dataset based on the assessments 
of university students’ skills referring to the field of odontology. These skills are re-
lated to the dental machining of great accuracy and finishing. 

This paper is structured as follows: Section 2 presents the use of the EPP algo-
rithms in this study; Section 3 illustrates the case study where the EPP algorithms 
were applied; Section 4 reflects the experiments developed and the results achieved; 
and finally, Section 5 shows the conclusions. 

2 Exploratory Projection Pursuit 

AI [11-13] is a set of several technologies aiming to solve inexact and complex  
problems [14, 15]. It investigates, simulates, and analyses very complex issues and 
phenomena in order to solve real-world problems [16, 17]. AI has been successfully 
applied to many different fields as, for example, feature selection [18, 19]. In this 
study, an extension of a neural PCA version [20, 21] and further EPP [22, 23] exten-
sions are used to select the most relevant input features in the data set and to study 
their internal structure. Some projection methods such as PCA [20, 21], MLHL [22] 
and CMLHL [24-26] are applied to analyse the internal structure of the data and find 
out, which variables determine this internal structure and what they affect in this in-
ternal structure. 

2.1 Principal Component Analysis 

PCA originated in work by Pearson, and independently by Hotelling [20].It refers to a 
statistical method describing multivariate dataset variation in term of uncorrelated 
variables, each of which is a linear combination of the original variables. Its main 
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goal is to derive new variables, in decreasing order of importance, which are linear 
combinations of the original variables and are uncorrelated with each other. Using 
PCA, it is possible to find a smaller group of underlying variables that describe the 
data. PCA has been the most frequently reported linear operation involving unsuper-
vised learning for data compression and feature selection [21]. 

2.2 A Neural Implementation of Exploratory Projection Pursuit 

The standard statistical method of EPP [23, 24], provides a linear projection of a data 
set, but it projects the data onto a set of basic vectors which best reveal the interesting 
structure in the data. Interestingness is usually defined in terms of how far the distri-
bution is from the Gaussian distribution [27]. One neural implementation of EPP is 
MLHL [22]. It identifies interestingness by maximizing the probability of the residu-
als under specific probability density functions that are non-Gaussian. An extended 
version of this model is the CMLHL [24, 28] model. CMLHL is based on MLHL [22] 
adding lateral connections [24, 28], which have been derived from the Rectified 
Gaussian Distribution [27]. The resultant net can find the independent factors of a 
data set but does so in a way that captures some type of global ordering in the data set. 

Considering a N-dimensional input vector ( ), and a M-dimensional output vector 
( ), with being the weight (linking input  to output ), then CMLHL can be ex-
pressed [28] as:  

Feed-forward step: 
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Where:  η is the learning rate,   is a rectification necessary to ensure that the 
  remain within the positive quadrant, τ is the "strength" of the lateral 

connections,  is the bias parameter,  is a parameter related to the energy function 
[22, 24] and  is the symmetric matrix used to modify the response to the data [24]. 
The effect of this matrix is based on the relation between the distances separating the 
output neurons. 



672 H. Quintián et al. 

3 The Real Case Study 

The real case study analysed in this paper, focuses on facilitating the identification of 
divergent or non-desirable situations in atraining process. The aim of this study is to 
classify the psychomotor skills of odontology students using two training scenarios. 

The first scenario refers to creating methacrylate figures during a Dental Aptitude 
Test, which consists of carving ten methacrylate figures by using rotatory systems and 
applying two different speeds (V1 and V2). V1 (low speed) rotates at a speed of 
10.000-60.000 revolutions per minute (rpm), while V2 (turbine or high speed) rotates 
at a speed of 250.000 rpm. Seven of the figures made by the students can be easily 
created, while the remainders, which have several planes, involve a higher level of 
difficultly. 

The second training scenario is based on a simulator (SIMODONT [29]), with 
unique advantages over conventional training as the experience is much more realistic 
and it uses true size 3D images. The students’ performance can be measured in large 
detail, and the system allows for objectives comparison of the students’ individual 
results. 

3.1 Training Scenario 1 Description 

Every student works on a methacrylate sheet at two different speeds, low speed and 
high speed. The low speed (10.000-60.000 rpm) is used to carve the first set of ten 
figures (see Figure 1a). After completing this part of the practical work, the students 
start carving the second part, which is basically a second round of the same figures, 
but this time using the high speed (150.000-250.000 rpm). The second part involves a 
higher level of difficulty as the bur is spinning faster, and better psychomotor skills 
are the pre-requisite for effectively completing this task. 

Both parts of the practical work have to be completed during 90 minutes and the 
results have to be submitted to the supervisors. 

 

 

 
a) b) 

Fig. 1. Figures to be carved by the students (a), and simulator (b) 
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3.2 Training Scenario 2 Description 

To help the dental student to obtain these skills in a virtual way, it is critical that the 
training system generates the precise sense of touch in a simulator [6, 46]. In some 
ways, it is a similar problem to training a pilot to control a plane using a simulator 
that provides a training experience so real that it counts as training hours. 

The software provides detailed feedback comparing the operator’s performance 
with a pre-programmed acceptable “ideal” cavity preparation in its database at any 
point of the procedure. 

3.3 Empirical Training Scenario 1 Evaluation 

The real case scenario is empirically evaluated based on a survey of 38 dental stu-
dents. The information analysed for each student is based on 128 variables, but we are 
measuring eighty variables in this part of the study.  

The first eight most important variables are:Age of the student; Sex of the student; 
Mark obtained by the student in the university enrolment exam;Previous experience 
gained by the student (The students may have had professional experience as a nurse, 
dental technician, hygienist, dental technician and hygienist, or lack of previous work 
experience); Mark obtained by the student in the theoretical exam of the subject; 
Mark obtained by the students in the practical exam of the subject; Group class of the 
student; Number of figures carved by the student. 

The following eighty variables (20 figures with four variables each) are the evalua-
tions of the different parts of the figures (graded between 0 and 5). The way to inter-
pret these variables is as follows: ‘x’ indicates the figure number and can range from 
1 to 10, ‘y’ indicates the speed used to carve the figure  by using Low Speed (1) or 
High speed (2), and ‘z’ indicates the evaluator who examines the test (1 or 
2):Fx_Vy_Ez_WALL: quality of the walls; Fx_Vy_Ez_DEPTH: quality of the depth; 
Fx_Vy_Ez_EDGES: quality of the edges; Fx_Vy_Ez_FLOOR: evaluate the plain and 
irregularities presented on the floor. 

3.4 Empirical Training Scenario 2 Evaluation 

In this second evaluation, the SIMODONT simulator has been used to assess the 
skills of the students. As in the previous case scenario, a survey of 38 dental students 
has been analysed, but in this case only 48 variables have been measured for the 
analysis. 

In this exercise, the goal of the student is to complete the target of each one of the 
three figures the exercise is based on, touching as less as possible the leeway bottom 
and sides and they should not erase any surface of the container (see Figure 1b). 

Variables measured and evaluated in this exercise are:Target; Leeway Bottom 
(Amount of healthy tissue (not have to remove) removed from the cavity floor. % 
who do wrong); Leeway Sides (from the cavity sides %); Container Bottom  
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(measure how much the student pass the limit of the virtual floor of the figure to 
carve, % respect of the total deep); Container Sides (% respect of the total figure sur-
face); Time Elapsed (used time to carve the figure, in seconds); Drill Time (total time 
the turbine (instrument) is active during the carve of the figure, in seconds); Moved 
with right (movements of the right hand, measure the indirect vision, in meters); 
Moved with left (movements of the left hand, measure the indirect vision, in meters). 

4 Experiments and Results 

Using both of the above-explained use cases, one dataset composed by 38 samples 
and 126 variables was created. A pre-process consisting of the normalization of the 
data was applied. Finally three algorithms were applied to the dataset (PCA, MLHL, 
and CMLHL). Figures 2a, 2b and 3 present the best projections of results for each 
algorithm. 

 

 
a) b) 

Fig. 2. PCA algorithm, projections 1-2 (a) and MLHL algorithm, projections 1-4, 
iters=100.000, lrate=0.001, m=5, p=2.2 (b) 

Comparing the results of the three algorithms applied, the CMLHL offers a more 
clear separation of the clusters than the other two methods (PCA and MLHL), obtain-
ing a clear internal structure of the data and defining two main axis of variation  
(see Figure 3). The following sub-section offers a more deep analysis of the CMLHL 
results. 

4.1 CMLHL Results Analysis 

Figure 3, shows the projections obtained bythe CMLHL algorithm. 
The identified clusters are presented in Figure 4a in a schematic way, where a de-

scriptive name was givento each one, based on their most relevant characteristics. 
Based on the most relevant characteristics, which define the internal structure of the 
data, the diagram in Figure 4b was created, were the variation of each variable is rep-
resented by an arrow. 
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Fig. 3. Clusters for projections 2-4 of CMLHL, iters=100.000, lrate=0.01, m=6, p=1.6, τ=0.25 
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Fig. 4. Schematic diagram (a) and diagram about parameters variation (b) 

Cluster 1A: The best students belong to this cluster, because they make the highest 
number of figures, and most of these figures are made with high quality. The “drill 
time” and the “elapsed time” employed in the simulations are the highest, getting the 
lowest error in the simulations. All figures are made with great care, trying to achieve 
the best result. 

The quality of students belonging to this cluster is reflected in the theoretical exam 
marks (the highest), but the practical exam marks are not as high as expected, being-
close to the marks of other clusters (1B, 2A, 2B), and in some cases even lower. 

Cluster 1B: In this group, the students are hard workers, performing a high number 
of figures with a normal quality. This effort to improve their skills performing a high 
number of figures is reflected in the theoretical/practical exam with high marks, simi-
lar to the cluster 1A students. 

1A 

1B 

1C 

2A 

2B 

2C 3 
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Cluster 1C: Students of this cluster perform a high number of figures but with a low 
quality.These students do not have interest in the subject and this is reflected in the 
final marks, getting low marks in the practical exam in spite of performing a high 
number of figures (high experience). 

Cluster 2A: Skilled students.They perform a normal/low number of figures with a 
high quality. Their marks in the practical exam are variable, some achieve good marks 
and other - bad marks.This indicates the need of developing a highernumber of  
figures. 

Cluster 2B: Students with normal skills.They make an average number of figures 
with a medium quality. The students’ marks in this cluster are similar to cluster 1B, 
the main difference between both clusters is the number of figures created. 

Cluster 2C: Students with low skills.They perform a medium number of figures but 
with low quality. They must perform a higher number of figures to improve their 
skills. It is reflected in their marks in the practical exam. 

Cluster 3: Students perform few figures with a high quality, but all figures are with 
low/medium difficulty.As these students practice not too much, their marks in the 
practical exam are lower than theirfigures marks, getting low/medium marks instead 
of high marks (they develop a low number of figures with a quite good quality). 

5 Conclusions 

The results obtained in this study illustrate the identificationof six groups of personnel 
and the unique opportunity to consider individual actions according to each group 
based on the parameters shown in the Figure 4 (increasing the number of figures in 
some of them, or increasing the difficulty of some figures in other, etc.). 

Moreover, the results show that using PCA, MLHL and CMLHL algorithms allows 
significantly improving the training process when personnel needs high level skills, 
especially in fields such as aviation, engineering, medicine, etc., where the number of 
skills to be assessed simultaneously is large. 
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Abstract. The aim of this paper is to provide an overview of the concept of 
Web 2.0 and to review how three established Web 2.0 tools: blogs, wikis and 
online forums, can be applied in organisational contexts. In doing so, this paper 
identifies ways in which Web 2.0 tools can support some of the key theoretical 
constructs of organisational learning. Furthermore, this paper proposes how to 
advance this area of research as it has been acknowledged that there is a lack of 
empirical evidence to substantiate the view that Web 2.0 tools can support the 
process of organisational learning. A traditional literature review will be used to 
indicate the differences between three of the most established types of Web 2.0 
technologies: blogs, wikis and online forums with a view to providing recom-
mendations on how these practices can be adopted in organisational settings. 
The findings of the traditional literature review show that despite their being 
relative differences between blogs, wikis and online forums; they have the po-
tential, dependent on their use, to support the concept of organisational learn-
ing. Though this paper provides an overview of how certain Web 2.0 tools can 
be applied in organisations it does not provide empirical evidence of Web 2.0 
use within enterprises. This paper presents a general overview on blogs, wikis 
and online forums and their use in organisations to assist management practi-
tioners who might be unfamiliar in their use on how to apply them internally in 
their organisations.  

Keywords: Organisational blogging, Wikis, Online forums, Web 2.0, Enterprise 
2.0, Organisational learning. 

1 Introduction 

Web 2.0 refers to the social use of the World Wide Web and describes the social cha-
racteristics emanated by groups of individuals through using Web 2.0 tools in a  
particular way. In addition, a concept often associated with Web 2.0 that can be de-
scribed as being interrelated though distinct from it is the term ‘social software’. The 
concept social software was conceptualised by Clay Shirky in 2003 who perceived 
social software to be software that predominately supported group interaction. There 
are many examples of Web 2.0 tools cited in the literature however this paper will 
examine three of the most established types of Web 2.0 tools: blogs, wikis and online 
forums. One particular area where these technologies are making a significant impact 
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is within the field of education altering the way in which educators deliver lessons 
and how they fulfil learning expectations of students [1]. However, in contrast to the 
adoption of Web 2.0 tools in education, this paper aims to answer the research ques-
tion of: ‘What concepts of organisational learning can Web 2.0 technologies support?’  

In contrast, despite the advent of the concept of ‘Enterprise 2.0’ empirical research 
associated with Web 2.0 use in organisations appears to be limited [2: 301]. This ob-
servation has already been noted in the literature in relation to organisational blog use 
[3] and ‘Enterprise Microblogging’ [4: 4200].  Enterprise 2.0 refers to: “...the use of 
emergent social software platforms within companies, or between companies and 
their partners or customers” [5: 1]. To address this issue of a lack of awareness of 
how to successfully integrate Enterprise 2.0 technologies this paper will provide a 
review of the usage of blogs, wikis and online forums to inform management practi-
tioners in industry how these types of Web 2.0 tools could be internally applied in 
their organisations and what the effect of their use might be. To begin with, the con-
cept of Web2.0 is examined to provide a sense of clarity about what the term means. 
Following on from this, comparisons are made between blogs, wikis and online fo-
rums to indicate their similarities and differences. Next, examples of how these dif-
ferent types of Web 2.0 tools can be applied to support organisational learning will be 
explored. Finally, a set of use case scenarios are provided illustrating to management 
practitioners how blogs, wikis and online forums could sustain the notion of organisa-
tional learning, as well as future directions on how to advance the state of the art of 
Web 2.0 technologies and organisational learning. 

2 The Concept of Web 2.0 

Prior to the introduction of Web 2.0 the Internet and the way in which people inte-
racted through its use was known as Web 1.0. The phrase Web 1.0 referred to when 
the World Wide Web began in 1993 as static pages and was primarily the read only 
era on the Web. Since 2004, and with the continued developments of multimedia, the 
term Web 2.0 has been used to describe what is known as the social Web.  

Several definitions of Web 2.0 have been suggested in the literature. According to 
Grosseck [6: 478] Web 2.0 refers to “...the social use of the Web which allow[s] 
people to collaborate, to get actively involved in creating content, to generate know-
ledge and to share information online”. This definition implies that use of Web 2.0 
tools are predominately designed to facilitate collaboration online in addition to collec-
tive knowledge and information sharing. In contrast, Aharony [7: 227] emphasises the 
user-driven nature of Web 2.0 and argues that the concept “...emphasizes the value of 
user-generated content. It is about sharing and about communication and it opens the 
long tail which allows small groups of individuals to benefit from key pieces of the 
platform while fulfilling their own needs”. The characteristics of Web 2.0 denoted 
from this definition accentuate the high degree of openness and transparency through 
individuals collaboratively using Web 2.0 tools in virtual learning environments 
(VLEs) that supports their use. Figure 1 illustrates some of the salient phrases predo-
minately associated with Web 2.0 focused around the core concept of collaboration. 
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Fig. 1. Key terms commonly associated with Web 2.0 

3 Web 2.0 Tools: Blogs, Wikis and Online Forums 

Web 2.0 tools such as blogs, wikis and online forums are not new. For example, the 
phrase ‘Weblog’ was coined by Jorn Barger in 1997 due to the blending of the two 
words ‘web’ and ‘log’ [8]. The person responsible for using the first wiki was Ward 
Cunningham in 1995 [9]. Furthermore, forums, sometimes referred to as discussion 
boards or bulletin boards, are one of the oldest types of technologies used for informa-
tion sharing and collaboration [10]. This section of the paper provides an overview of 
blogs, wikis and online forums comparing the differences and similarities among their 
other characteristics as depicted in figure 1. 

3.1 Blogs 

There are numerous definitions of blogs in the academic literature.  A blog is predo-
minately defined by its format and is essentially “...a frequently updated webpage 
with dated entries, new ones placed on top” [11:  ix]. In addition to displaying up-to-
date content blogs can also be used to store historical information. Blogs have strong 
connotations with diaries or journals due to their association with the word ‘log’. 
When creating a blog the owner of that blog can either make it publicly accessible to 
everyone or use it for private reflections. Many blogs can also be used collectively 
allowing several individuals to add content in addition to being administered by mul-
tiple authors. Though early blog design began with blogs consisting of a series of text 
and links, the format of blogs has continued to develop and many blogs now support 
multimedia content such as sound, video, animation and graphics. 



682 G.J. Baxter and T.M. Connolly 

3.2 Wikis 

The term wiki originates from the Hawaiian word ‘wiki-wiki’ meaning fast and was 
used to denote how quickly content can be generated with a wiki. There are numerous 
definitions of wikis in the academic literature; for example, Cole [12: 142] provides a 
concise definition that a wiki is “an editable website that is created incrementally by 
visitors working collaboratively”. According to Duffy and Bruns [13] there is no 
overall predetermined structure to a wiki page with content on a wiki often adopting 
the form of an emergent structure. Some wikis require the user to be familiar with 
some basic wiki syntax, which changes slightly depending on the type of wiki soft-
ware that is used. For example, if using the wiki software Markdown to make text 
bold format would involve the user adding the command ‘** bold text **’ or ‘_ bold 
text _’. In comparison, when using the wiki software MediaWiki to make text bold 
the command ‘’’ bold text ‘’’ is used.  

3.3 Online Forums 

Online forums allow a user to post a message for others to read and to which others 
can respond. Vieira da Cunha and Orlikowski [14: 134] provide a more comprehen-
sive definition of online forums and view them as a “many-to-many communication 
space where participants can post a new topic and reply to an existing one. This 
communication is archived, and all of the threads are always available for reading 
and posting. Online forums may be public or private”. The topics posted on online 
forums are known as ‘threads’ and the replies are known as ‘posts’. Online forums in 
contrast to wikis do not normally allow posts or threads to be modified once added. 
The exception might be in the case of a moderator whose job would be to oversee the 
use of the forum. The structure of an online forum differs from that of a wiki and 
threads in online forums are arranged in descending chronological order of the most 
recently posted message.  

3.4 Comparisons of Blogs, Wikis and Online Forums 

In comparison to wikis, the diary-like format of blogs makes them more appropriate 
to disseminate ideas [15], reflect and exchange opinions. It is the conversational na-
ture of blogs [16] that provides users with a sense of empowerment to exchange views 
and opinions about issues of mutual interest. In contrast, forums are generally used by 
people to ask questions and receive answers to questions. The knowledge contained 
on forums can be thought of as being more declarative and procedural with less em-
phasis placed on context. In a forum individuals request knowledge that is related to 
‘know how’ or to ‘know-about’ something. Though forums are used to share ideas 
and opinions it can be argued that blogs afford greater scope in permitting users to 
express their views. This is due to the diary-like format of blogs that promote reflec-
tion allowing bloggers inserting posts to reflect on the context of personal experience 
thereby sharing tacit knowledge with fellow readers.  
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Blogs have been associated with knowledge management [17]. For example, in or-
ganisational contexts blogs are sometimes referred to as k(knowledge)-logs [18]. Wi-
kis are also regarded as a useful knowledge management tool [9], however, wikis may 
be useful for managing knowledge that is formalised in documents and which is made 
explicit whereas blogs are informal in nature and may be better suited for sharing tacit 
knowledge and subjective experience [19]. Similar to wikis and forums, blogs are also 
associated with communities of practice. It could be argued that blogs build com-
munities through the exchange of dialogue and opinion as do forums though the 
knowledge contained in a forum is less contextualised. Table 1, adapted from Miya-
zoe and Anderson [20], summarises the differences between blogs, wikis and online 
forums. 

Table 1. Characteristics of forums, blogs, and wikis [20: 186] 

Key Characteristics Forums Blogs Wikis 

Number of users Many-to-many One-to-many Many-to-
many 

Editing By moderator By author/moderator All users 

Purpose Ask & answer 
questions 

Express experiences Edit docu-
ments 

Content structure Threaded Reverse chronological Final artefact 

Social-cognitive use Help Articulation Collaboration 

4 Web 2.0 Tools Adoption: Making the Transition to 
Organisational Learning 

In comparison to the educational sector, there appears to be a lack of empirical evi-
dence relating to the use of Web 2.0 tools being applied internally in enterprises to 
support the concept of organisational learning [21]. There have been several defini-
tions of organisational learning proposed in the academic literature. Despite this, a 
useful interpretation of organisational learning that assists to affirm its theoretical 
association with Web 2.0 technologies is a definition provided by Stata [22: 64] who 
views the process of organisational learning as being something that “…occurs 
through shared insights, knowledge, and mental models… [and] builds on past know-
ledge and experience – that is, on memory”. This perspective helps to denote that 
Web 2.0 technologies, dependent on their implementation and internal use in an orga-
nisation, can support one of the key domains of organisational learning which is 
knowledge creation and sharing among staff within the workplace. The following 
section identifies some important concepts associated with organisational learning and 
provides suggestions on how wikis, blogs and online forums can assist towards sup-
porting these theories.  
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4.1 Organisational Knowledge Creation 

It has been acknowledged that the sharing of tacit knowledge is a dilemma that can on 
occasion be problematic for certain organisations due to tacit knowledge being 
thought of as less formal than other types of knowledge [23]. Tacit knowledge is gen-
erally regarded as knowledge that is personalised and based upon experience, context 
and the actions of an individual. In the context of how organisational knowledge is 
created Web 2.0 tools, for example, the use of a blog or a wiki, have the potential to 
support the socialisation and externalisation stages of organisational knowledge crea-
tion. Socialisation entails the sharing of tacit knowledge through the social interaction 
of individuals through shared mental models and technical skills. The use of a collec-
tive blog or wiki would provide organisational team or departmental members with 
the ability to record this knowledge making it accessible and readable in an explicit 
format for other staff members to learn from thereby assisting with the externalisation 
process of organisational knowledge creation.  

4.2 Communities of Practice 

The majority of Web 2.0 tools, as indicated in section four, have the potential to sup-
port the learning theory of social constructivism. This process of learning can be sus-
tained in what is known as a community of practice or CoPs. Wenger, McDermott 
and Snyder [24: 4] define CoPs as: “groups of people who share a concern, a set of 
problems, or a passion about a topic, and who deepen their knowledge and expertise 
in this area by interacting on an ongoing basis”. For example, the co-editorial and 
collective authoring features of wikis make them very useful for staff to socially  
construct knowledge among one another when collaboratively creating and sharing 
documents. These documents can be disseminated among the department to all em-
ployees providing an invaluable repository of organisational knowledge. For example, 
an individual recently having started employment within the department can access 
the wiki to review prior and current documents and things that the department has 
worked on. Furthermore, this individual can also impart their own knowledge gained 
from their prior working experience on the wiki for others to learn from and apply 
within their department. 

4.3 Transactive Memory 

Web 2.0 tools also have the potential to support the process known as transactive 
memory in organisations [25]. The concept of transactive memory refers to “...a 
shared awareness among individuals about who knows what” [26: 244] and has par-
ticular reference to how members in teams transfer, retrieve and update knowledge 
among one another especially in teams or groups. In this respect, communities of 
practice are very suitable for accommodating transactive memory systems because 
they adhere to the three processes that are salient to the functioning of a transactive 
memory system, namely, directory updating, allocation or storage of information and 
the ability to retrieve information [27]. For example, through the use of a wiki, blog 
or online forum, knowledge can be updated by other members in a team or group that 
reflects existing knowledge of other group members or builds upon this knowledge. 
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Knowledge can also be effectively stored and retrieved by all group members provid-
ing individual group members with a greater awareness of who knows what within 
their team. 

4.4 Organisational Memory 

Organisational memory can be thought of as “...stored information from an organiza-
tion’s history that can be brought to bear on present decisions” [28: 61]. Organisational 
memory is considered to be made up of both mental (i.e. knowledge, information, expe-
riences and relationships) and structural artefacts (i.e. roles, structures,  
operating procedures and routines) [29]. Organisational memory is closely related to the 
notion of transactive memory as organisations can store different classifications of 
knowledge, for example, procedural or causal knowledge in a centralised knowledge 
repository for organisational members to access. For instance, the use of a blog would 
be highly applicable towards recording working experiences of employees; for example, 
how they have tackled known issues and problems at work so that work colleagues can 
learn from them and apply this knowledge in future working scenarios. 

5 Use Case Scenarios: Practical Uses of Web 2.0  
in Organisations 

From the academic literature discussed in the previous sections it appears that Web 
2.0 tools such as blogs, wikis and online forums can support several key theoretical 
concepts associated with organisational learning. However, it is also important to 
consider what practical aspects Web 2.0 tools can assist both management and em-
ployees within an organisation. This section of the paper will provide three use case 
scenarios that illustrate how certain Web 2.0 tools such as blogs, wikis and online 
forums can assist staff on a practical basis. 

5.1 Blogs as Project Reporting Tools 

The creation of a dedicated project blog has the potential to provide an alternative 
method of allowing project members to informally communicate about their project 
roles, objectives and initial thoughts about a project prior to commencement. The use 
of a blog can assist in making relevant information available to project members as 
well as creating a unique collaborative project culture. In addition, a centralised 
project blog could allow project managers to frequently update their project teams on 
a regular basis on a project’s overall status, alterations in project objectives and miles-
tones. Encouraging openness and information sharing through the use of a project 
blog can help to alleviate the problems of failing to report bad news within a project’s 
lifecycle. Project team members would also be able to provide their own updates  
and progress reports on the blog allowing project members to provide feedback and 
supportive comments.  
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5.2 Wikis Applied in Virtual Teams 

A virtual team can be defined as “…a distributed group of people working together 
across distances to achieve a common purpose via technology” [30: 116]. Adopting 
the use of a wiki for project members who are geographically dispersed to share in-
formation could assist to alleviate the problem of the disparateness of individuals in 
project teams. However, even within a small-to-medium sized company a scenario 
might arise where staff had to work in a four man project but if these four people were 
geographically distributed then a wiki might be useful for the purpose of long distance 
project co-ordination and information sharing. The fact that wikis seem to be asso-
ciated with project work, especially within the area of software development, means 
that they are beneficial tools to support virtual communities of practice though further 
empirical work is required to substantiate this assertion. 

5.3 Online Forums for Locating Expertise 

The use of an online discussion forum, especially within a large organisation, can be a 
very useful tool to help employees locate expertise and knowledge within their com-
pany. For example, if an employee has just recently joined a new organisation and 
requires information to a specific query or question then the use of an online forum 
could help them to locate expertise within that organisation. For example, through 
posting a question to a work related issue or problem on a forum an employee could 
receive a response by a colleague that addresses that particular issue. In addition, the 
employee that posted the question would then know who to contact in the organisa-
tion regarding this subject area should they encounter any future problems.  

6 Conclusions and Future Directions 

This paper has presented a general review of the use of three specific types of Web 
2.0 tools, namely, blogs, wikis and online forums to indicate from a management 
practitioner perspective how these Web 2.0 tools could be applied in organisational 
contexts. In addition, this paper also set out to investigate the question of ‘What con-
cepts of organisational learning can Web 2.0 technologies support?’ Focusing on 
blogs, wikis and online forums and their potential association with organisational 
learning, it has been identified that at a theoretical level, these technologies have the 
ability to support the organisational learning constructs of: communities of practice; 
transactive memory and organisational memory. The traditional literature review 
performed in sections three and four of this paper also identified that the Web 2.0 
technologies examined have the potential to facilitate and sustain the process organi-
sational knowledge creation. Furthermore, dependent on their use, these types of Web 
2.0 technologies can facilitate the process of organisational knowledge creation.  

With regards to moving the area of Web 2.0 tools and organisational learning  
forward, suitable areas of focus, might include the following: (1) How effective are 
Web 2.0 tools in supporting the process of organisational learning?; (2) How can 
communities of practice be fostered through the use of Web 2.0 tools?; (3) How can 
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organisational knowledge creation, transactive memory and organisational memory 
benefit from Web 2.0 adoption?; (4) What is the overall impact of ‘enterprise 2.0’ on 
organisational performance? and (5) What impact would Web 2.0 technologies have 
in supporting an organisation’s transformation into becoming a ‘learning organisa-
tion’? Advancing the state of the art of ‘enterprise 2.0’ through future empirical orga-
nisational studies will assist towards identifying whether the use of Web 2.0 tools in 
organisations can support the process of organisational learning and in doing so pro-
vide a wider contribution to knowledge in this area that will benefit the wider aca-
demic and management practitioner communities.  
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Abstract. Communication is no longer inhibited by boundaries. Communities 
of like minded people can form over countries and continents. Social media and 
collaborative technologies [Web2.0] have altered the social landscape, allowing 
students to collaborate, to be reflective and to participate in peer-to-peer learn-
ing. This paper presents the first empirical data gathered as part of a research 
study into the use of Web2.0 technologies in education. The results demonstrate 
that there are a number of barriers to the implementation of Web2.0 technolo-
gies, primarily lack of knowledge, lack of time and lack of institutional support. 
In addition, the results also demonstrate that many educators are still unsure 
‘what’ Web2.0 really is and how it can be used effectively to support teaching. 
This correlates with the literature review carried out as part of this research. 

Keywords: Empirical, Web2.0, collaboration, peer-to-peer learning, knowledge 
sharing, wikis, blogs. 

1 Introduction 

Education has evolved in recent years and is moving away from the traditional ‘chalk 
and talk’ environment to one where students are encouraged to collaborate, to be ref-
lective and to participate in peer-to-peer learning. Social media and technology have 
altered the social landscape and the way in which ‘participation’ is understood. Boun-
daries no longer prohibit individuals from communicating with each other and com-
munities of like minded people from America to Australia can discuss subjects of 
mutual interest through the utilisation of these technologies. The young have em-
braced these technologies and methods of social interaction; however educators have 
not found it easy to exploit these new participatory technologies, in particular 
Web2.0, to support learning [1]. This paper presents primary data collected as part of 
a doctoral study that looks to examine the use of Web2.0 technologies for learning 
and teaching. The following section will present a short literature review on Web2.0 
in education, discuss the methodology and methods of data collection and then 
present the results of a survey of educators’ views on Web2.0 and will finish with a 
discussion.   
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2 Literature Review 

Crook et al. [2] believe there is a need for further research into the use and impact of 
Web2.0 in education. Grosseck [3] argues that although the term ‘Web2.0’ has be-
come a ‘buzz’ word within education, very few educators truly understand what 
Web2.0 really means. There are many definitions of Web2.0 and they have been de-
fined from many different perspectives. Kear et al. [4] describe Web 2.0 as “social 
software or social media, including online communication tools such as wikis, blogs, 
and a range of different types of social networking sites...” while Abram [5] considers 
Web2.0 to be “… about conversations, interpersonal networking, personalisation, 
and individualism”. Individuals may have different experiences of Web2.0. Some 
may have used it for educational purposes, some for social or professional purposes or 
for organisational purposes [6]. Web2.0 technologies offer educators an opportunity 
to change the way in which they teach. These technologies are attractive to education 
as they allow greater student independence and autonomy, increased collaboration 
and an increase in pedagogic efficiency [7]. Casquero et al. [8] propose that Web2.0 
technologies are having a significant impact on society and as such can be beneficial 
in the manner in which educators teach and students learn. Web2.0 is a term that en-
compasses a selection of technologies that can be used for different purposes includ-
ing wikis, blogs, podcasting, vodcasting, group forums, and social networks.  

2.1 Previous Studies 

A study carried out by Mumtaz [9] highlights a number of factors that prevent teach-
ers form utilising technology: (1) lack of teaching experience with ICT; (2) lack of 
onsite support for teachers using technology; (3) lack of ICT specialist teachers to 
teach students computer skills; (4) lack of computer availability; (5) lack of time re-
quired to successfully integrate technology into the curriculum; (6) lack of financial 
support. Although this study was carried out a number of years ago, the empirical data 
presented in this paper will show that many of the same issues exist today. Hu et al. 
[10] state that there is still considerable resistance to technology use among educators 
and technology acceptance remains a critical challenge for educational administrators 
and technology advocates.  

Churchill et al. [11] state that although Web2.0 technologies have the capacity to 
be effectively applied in teaching and learning, integrating these technologies into 
education is often slow and met with resistance. They also argue that educators utilise 
resources on a daily basis for lesson planning, student support and delivery of teach-
ing; however, there are few strategies in place to allow these resources to be reused 
and they are often buried within learning management systems and only the educator 
who placed them there knows of their existence. Bonk et al. [12] reported on a three-
part study where graduate students created wikibooks across an institutional setting. 
According to these authors collaborative and participatory learning has been increas-
ing for the last two decades and that wiki-related projects present opportunities for 
learning transformation and critical reflection when students are exposed to new 
points of view or perspectives. The collaborative nature of these technologies engage 
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learners as they receive feedback from each other and informal learning overtakes 
formal learning [12]. Their study revealed five main issues: (1) instructional issues; 
(2) collaboration issues; (3) wikibooks issues; (4) knowledge construction and sense 
of community issues; (5) technology issues. For the purpose of this paper, only the 
issues faced by the educators will be presented. 

A study carried out by Fisher and Baird [13] examined how course design and so-
cial software technologies provided social and collaborative learning opportunities for 
online students. This study was carried out at Pepperdine University in the USA and 
only focused on courses that were delivered online. These researchers used a con-
structivist based course design and integrated participatory media tools enabling the 
students to support their own learning and form a community of practice. The results 
of the study were positive. Utilising the online forum helped students feel known, and 
helped to build a sense of community and accountability with other students. Students 
posted resources that were timely, relevant, primary, comprehensive, visual and edu-
cational in nature. The next section will discuss the methodology adopted for this 
research project followed by the analysis of the empirical data.   

The European project Web2.0ERC aimed to provide teachers with a simple to use 
Web 2.0 platform, a supporting pedagogy for Web 2.0 and a training package for 
teachers and teacher trainers. The pedagogical model is discussed in Baxter et al. [6], 
the implementation framework in Baxter et al. [15], an evaluation of a large-scale 
pilot of the use of Web 2.0 in education that uses this pedagogy in Connolly et al [14, 
16]. The project piloted the Web2.0 platform with 227 teachers and 710 students us-
ing a pre-test/post-test methodology. The results indicated that the teachers generally 
enjoyed the use of the platform and found the Web 2.0 tools easy to use. The study 
found that teachers were most proficient at using: YouTube, Facebook, Blogs, 
GoogleDocs and Wikis. Teachers were least proficient at using Twitter, Podcast and 
ePortfolios. Teachers considered YouTube, Blogs, Wikis, Social bookmarking and 
GoogleDocs to be more useful in an educational setting and Flickr, Online collabora-
tive games and Twitter to be the least useful tools. In contrast, students rated their 
proficiency as higher than teachers in relation to every Web 2.0 tool and teachers 
found all Web 2.0 significantly more useful than students. 

3 Methodology 

This study adopts a case study methodology utilising survey and interview methods of 
data collection. The first stage of this research project was to answer the research 
question, “What views of the use/value of Web2.0 technologies do educators have? 
Do educators understand the concept of Web2.0?” In addition to this, it was important 
to identify the barriers, if any, to Web2.0 adoption. To achieve this, educators from 
the University of the West of Scotland completed an online survey. The survey was 
designed to collect some basic demographic data (gender, age, university campus and 
school) as well as their current use of technology in general and Web2.0 technologies 
from both a personal and professional perspective.  The survey received 61 responses 
and the results were statistically analysed utilising SPSS. The next section presents 
the results of the educators’ survey. 
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4 Analysis 

61 participants completed the Web 2.0 technologies for learning and teaching survey 
returning an 18% representation of the population.   38 participants (62%) were male 
and 23 participants (38%) were female which correlates with the gender split within 
the university.  The mean age of participants was 47.38 years (SD = 8.60) with a 
range of 24.5 to 61 years. A Mann-Whitney U test indicated that there was no signi-
ficance difference in age between males and females (Z=-1.426, p < 0.154).  60 par-
ticipants (98%) specified what school they were in. 6 participants (10%) were from 
the Business School, 6 (10%) were from Creative and Cultural Industries, 4 (7%) 
were from the School of Education, 4 (7%) were from Engineering, 13 (22%) were 
from the School of Health, Nursing and Midwifery, 11 (18%)  were from the School 
of Computing, 7 (12%) were from the School of Science and 9 (15%) were from the 
School of Social Science.   1 participant (2%) did not specify what School they were 
from.  11 participants (18%) were from the Ayr campus, 2 participants (3%) were 
from the Dumfries campus, 9 participants (15%) were from the Hamilton campus and 
37 participants (62%) were from the Paisley campus.   

Participants were asked to provide their own definition of Web2.0. Of the 61 par-
ticipants, 23 (38%) provided their own definition. Responses included: “Web2.0 tech-
nologies are used for communication, sharing and proliferation of information  
between groups”; Online collaboration and sharing tools”. It could be argued from the 
above that those who gave a definition understand the collaborative and sharing na-
ture of Web2.0 tools. Participants were asked to identify what technologies they be-
lieved to be Web2.0. Social networking (e.g. Facebook) (77%) was ranked 1st, wikis 
(75%) were ranked 2nd and blogs (72%) ranked 3rd. However, discussion boards 
(25%) were ranked 14th showing that some of the participants were still unsure what a 
Web2.0 technology actually is. This is further reinforced as 5% of the participants 
believed that Microsoft Publisher was a Web2.0 technology. Participants were also 
asked to identify the technologies they used within a personal context. Not surprising-
ly email and text messaging were ranked 1st and 2nd respectively. Table 1 shows the 
ranking of the top technologies identified. 

A Mann-Whitney U test indicates that there is no significant difference in technol-
ogy usage in a personal context in relation to gender, Table 2 shows the ranking of the 
main uses of technology within a personal context split by gender. Both males and 
females rank email and text messaging 1st and 2nd respectively. It should also be 
noted that there is very little difference in ranking between the least used technologies 
with males ranking ePortfolios 14th and females ranking ePortfolios 12th. 

The most commonly used technologies within a professional context are email, 
YouTube and video conferencing with game-based learning, social bookmarking and 
photo sharing being the least utilised technologies within a professional context. 
Mann-Whitney U tests indicated there was no significant difference in the usage of 
technology in a professional context in relation to gender. Table 3 indicates the main 
technology usage in a professional context split by gender. Table 3 highlights that 
both males and females ranked email and YouTube as the top two most popular tech-
nologies for professional purposes, whereas males ranked discussion boards as being 
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the 3rd most popular technology for professional purposes and females ranked discus-
sion boards as 7th. Another significant difference between males and females is the 
ranking of ePortfolios. ePortfolios were one of the least popular technologies amongst 
males ranking them as 12th with females giving them a higher ranking of 4th. 

Table 1. Technology use within a personal context 

Technology Rank Mean SD 
Email  1st 4.75 0.54 
Text Messaging 2nd 4.55 0.86 
YouTube 3rd 3.41 1.51 
Social Networking 4th 3.37 1.67 
Blogs 5th 2.69 1.47 
Video Conferencing 5th 2.69 1.49 
Mobile Learning 6th 2.67 1.69 
GoogleDocs 7th 2.64 1.60 
Discussion Boards 8th 2.55 1.45 
Photo Sharing 9th 2.43 1.56 
Podcasts 10th 2.41 1.37 

 

Table 2. Use of technologies within a personal context split by gender 

Gender Male Female 
Technology Rank Mean SD Rank Mean SD 
Email 1st 4.66 0.63 1st 4.91 0.29 
Text Messaging 2nd 4.47 0.91 2nd 4.68 0.78 
Social Networking 3rd 3.43 1.71 4th 3.27 1.64 
YouTube 4th 3.33 1.57 3rd 3.55 1.44 
Blog 5th 2.86 1.51 8th 2.41 1.37 
Discussion Boards 6th 2.67 1.49 9th 2.36 1.40 
Video Conference 7th 2.65 1.49 9th 2.36 1.40 
Mobile Learning 7th 2.65 1.67 6th 2.71 1.76 
Google Docs 8th 2.59 1.57 6th 2.71 1.68 
Podcasts 9th 2.49 1.37 5th 2.76 1.51 
Twitter 9th 2.49 1.80 10th 2.10 1.48 
Photo Sharing 10th 2.35 1.53 7th 2.57 1.63 

 

Participants were also asked which technologies they utilised for teaching purpos-
es. Email, YouTube and discussion boards were ranked 1st, 2nd, and 3rd respectively. 
Table 4 shows technology use for teaching. 
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Table 3. Use of technology within a professional context split by gender 

Gender Male Female 
Technology Rank Mean SD Rank Mean SD 

Email 1st 4.87 0.47 1st 5.00 0.00 

YouTube 2nd  3.36 1.38 2nd 3.76 1.48 
Discussion Board 3rd 3.35 1.38 7th 2.75 1.16 
Blog 4th 3.29 1.45 9th 2.60 1.43 
Video Conference 5th 3.27 1.45 3rd 3.38 1.32 
Text Messaging 6th 3.19 1.54 8th 2.65 1.53 
Wiki 7th 3.11 1.37 10th 2.55 1.43 
Podcasts 8th 2.83 1.50 6th 2.84 1.42 

Google Docs 9th 2.72 1.63 5th 2.85 1.53 

Social Networking 10th 2.50 1.54 12th 2.05 1.54 

Twitter 11th 2.19 1.61 13th 2.05 1.54 
ePortfolios 12th 2.14 1.29 4th 3.14 1.71 

 

Table 4. Technology use for teaching 

Technology Rank Mean SD 
Email  1st 4.59 1.05 
YouTube 2nd 3.46 1.48 
Discussion Boards 3rd 2.79 1.51 
Video Conference 4th 2.61 1.47 
Blogs 5th 2.57 1.57 
GoogleDocs 6th 2.43 1.51 
ePortfolio 7th 2.37 1.58 
Podcasts 8th 2.23 1.41 
Wikis 9th 2.19 1.41 
Social Networking 10th 1.93 1.45 

Table 5. Technology use within a teaching context split by gender 

Gender Male Female 
Technology Rank Mean SD Rank Mean SD 

Email 1st 4.81 0.70 1st 4.23 1.41 

YouTube 2nd 3.33 1.51 2nd 3.67 1.43 
Blogs 3rd 2.91 1.58 8th 2.00 1.41 
Discussion Boards 4th 2.84 1.55 3rd 2.71 1.45 
Video Conferencing 5th 2.58 1.48 4th 2.67 1.49 
Google Docs 6th 2.33 1.53 5th 2.60 1.50 
Wiki 7th 2.28 1.43 7th 2.05 1.40 

Podcasts 7th 2.28 1.49 6th 2.14 1.31 

ePortfolio 8th 2.19 1.62 4th 2.67 1.49 
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As well as identifying the technologies participants used for teaching purposes they 
were also asked to explain how and why they used those particular technologies. 
Some examples are: “Primarily for information dissemination and knowledge shar-
ing”; “To point students to additional materials (e.g. Wikipedia and YouTube)”; “To 
promote learning beyond the classroom”; “To supplement lectures” 

It would appear from the responses that the technologies are primarily used to sup-
port teaching and communication. This would correlate with the most commonly used 
technologies for teaching (see Table 4), where email and YouTube are the most 
commonly used technologies. Mann-Whitney U tests indicated there was no signifi-
cant difference in the usage of technology for teaching in relation to gender. Table 5 
shows technology usage within a teaching context split by gender. 

Both males and females ranked email and YouTube 1st and 2nd respectively, how-
ever males’ ranked blogs as the 3rd most commonly used tool with females ranking 
blogs 8th. Interestingly, females also ranked ePortfolios as the 4th most popular tech-
nology for teaching. It could be argued that females appreciated the benefits of ePort-
folios for both professional and teaching purposes more than males. Discussion 
boards were more or less evenly ranked between males (4th) and females (3rd) for 
teaching purposes. This correlates with discussion boards being ranked the 3rd most 
popular technology for teaching purposes (see Table 4).  

58 participants out of the 61 participants completed the question regarding to what 
extent they agree that the introduction of Web2.0 would facilitate communication and 
collaboration between students. 19 respondents (32%) strongly agreed, 13 respondents 
(22%) agreed, 8 respondents (14%) were neutral, 2 respondents (3%) disagreed, 1 res-
pondent (2%) strongly disagreed and 16 respondents (27%) did not know if Web2.0 
tools would facilitate communication between students. Although a high number strong-
ly agreed, it should be noted that a large number (16) did not know. This could suggest 
that educators are still unsure of how to apply these technologies to their full advantage 
and there is still a lack of understanding as to how these technologies actually work. 

Of the 61 respondents, 58 answered the question “the introduction of Web2.0 tools 
would facilitate communication between lecturers and students?” Of those respon-
dents 16 (28%) did not know if Web2.0 tools would facilitate communication be-
tween students and lecturers, 1 (2%) respondent strongly disagreed, 2 (3%) disagreed, 
7 (12%) were neutral, 18 (31%) agreed and 14 (24%) strongly agreed that Web2.0 
tools would facilitate communication between students and lecturers. Interestingly 
these results correlate with the previous question (see Table 6). 

Table 6. Comparison Table 

Would Web2.0 tools facilitate communication 
between students 

Would Web2.0 tools facilitate communication 
between students and lecturers 

Strongly agree 19 (32%) Strongly agree 14 (24%) 

Agree 13 (22%) Agree 18 (31%) 

Neutral 8   (14%) Neutral 7   (12%) 

Disagree 2   (3%) Disagree 2   (3%) 

Strongly disagree 1   (2%) Strongly disagree 1   (2%) 

Don’t know 16 (27%) Don’t know 16 (28%) 
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In addition, 30 of the 61 respondents answered the question “please explain how 
you think Web2.0 would facilitate communication and collaboration between stu-
dents?” Some of the responses included: “Web2.0 represents a useful set of tools for 
communication and collaboration”; “Students could be encouraged to conduct group 
activities”; “Makes communication more dynamic outside the classroom”. Of those 
who answered the question, the results suggest that educators appreciate the collabor-
ative benefits of Web2.0 technologies, therefore it could be concluded that they could 
deliver a more open, collaborative, and peer review approach to teaching. However, it 
should be noted that only half of the respondents answered this question suggesting 
that the other respondents were unsure of how Web2.0 could facilitate communication 
and were not aware of the collaborative nature of these types of technologies. 

Of the 61 participants, 58 answered the question “Web2.0 could be used to support 
traditional teaching methods (face-to-face, lectures, courseworks, etc)”. Of those res-
pondents 18 (31%) strongly agreed, 16 (28%) agreed, 5 (9%) were neutral, 2 (3%) 
disagreed, 1 (2%) strongly disagreed, and 16 (28%) did not know. It should be noted, 
as with all new technologies and methods there is always resistance and this could be 
partly due to lack of understanding, knowledge and skills. This is reinforced when 
participants answered the question “in your teaching, what do you anticipate to be the 
most significant drawbacks to the utilisation of Web2.0 technologies?” the most 
common responses included: lack of knowledge, lack of institutional support, ICT 
infrastructure, inexperience, lack of training, availability of technology, fear, time, 
understanding of pedagogy of Web2.0, and lack of methodology. Participants were 
also asked to identify which Web2.0 tools they believed to be the most useful in term 
of teaching. The most common tools included: YouTube, blogs, wikis, podcasts, 
GoogleDocs, forums, social bookmarking, and Facebook. 

As the next stage of this research study is to design a pedagogical model, partici-
pants were asked “do you think a pedagogical model/framework designed specifically 
for Web2.0 would help you to introduce Web2.0 technologies into your teaching”. Of 
the 61 participants, 53 answered the question. 31 (59%) respondents agreed that a 
pedagogical model would help, while 22 (41%) did not think a pedagogical model 
would help. In addition to this, participants were asked to identify the 
steps/procedures they would go through to introduce Web2.0 to support their teach-
ing. The most common response was “don’t know”. This would suggest that some 
kind of pedagogical and implementation model is needed, as well as further research.     

5 Discussion 

From the empirical data gathered for this study, it could be argued that there are mixed 
views with regard to Web2.0 technology and much of this could be attributed to a lack 
of understanding and knowledge of these tools. Educators are unsure of how to apply 
these collaborative technologies to achieve the desired outcomes and how to integrate 
them to support their teaching. The data gathered correlates with the literature pre-
sented as part of this study, for example, the literature gives examples of barriers to 
adoption of technology: lack of knowledge, time and lack of institutional support, all 
of which where identified as barriers by participants of this research project.  



 A Survey of Academics’ Views of the Use of Web2.0 Technologies 697 

 

One of the primary weaknesses of a case study methodology is the lack of genera-
lisations that can be made, unless other readers/researchers can identify their applica-
tion. However, as the respondents represented an 18% response rate of the population, 
the results presented in this paper may be generalised. It should be noted that case 
study generally gives a richer description and unique example of the phenomenon 
within a real life situation.    

6 Summary  

This research project is not advocating the abolishment of face-to-face teaching but 
rather utilising these technologies to encourage student engagement, student collabo-
ration and peer to peer review as well as reflection. The next stage of this research 
project is to interview a number of the participants to get a deeper, richer description 
of their views and understanding of Web2.0 technologies. In addition to this, partici-
pants will be required to adopt a Web2.0 technology to support their teaching and 
utilise a pedagogical model to aid implementation. The intention is to re-interview 
participants and gather data to ascertain if their views of Web2.0 tools have changed 
and to gather feedback on the pedagogical model and make amendments where re-
quired.  The latter part of this study will also involve surveying those students who 
used the Web2.0 technologies. This will help to give a more balanced view of the 
Web2.0 technology used. 
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Abstract. Communities of Practice (CoPs) are a group of likeminded practitio-
ners coming together by means of common ground to converse and share 
knowledge and experience on ways of working within their sector, thus, facili-
tating knowledge transfer, professional development and learning. While not a 
new concept they have emerged as a key domain in the realm of knowledge 
creation and are often cited as facilitating organisational learning and knowl-
edge creation. However, despite the amount of literature available, there ap-
pears to be a lack of empirical evidence confirming whether learning takes 
place within a community. This paper reports on a three-year study based on 3 
CoPs, one in industry, one in health and one in education. In particular, the pa-
per reports on the members views’ of their participation in their CoP at the start 
of the study and at the end of the study. 

Keywords: CoP, Web2.0, organisational learning. 

1 Introduction 

Communities of Practice (CoPs) are characteristically a group of people who are 
brought together by a common passion, they not only share a common interest, but 
they endeavour to report on their activities and collaborate in the practices of the 
community, which reinforces learning and potentially enhances their professional 
performance. CoPs are organic entities, which evolve as a result of the passion people 
have for a given domain. Consequently, as the people interact and engage, the process 
of collective social learning becomes a reality. CoPs offer a theory of learning that 
begins by assuming that social engagement is paramount to the learning process. 

CoPs are not a new phenomenon, they have been in existence for centuries and the 
principles of communities are age-old. However, the recent coinage by Wenger [1] 
has sparked awareness and debate on the potential of CoPs amongst educationalists 
and industry specialists. The debate has resulted in a stronger focus being placed on 
the potential knowledge development and learning within CoPs. 

Despite the amount of literature available, there appears to be a lack of empirical 
evidence indicating whether learning takes place within a community. There are many 
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case studies referring to CoPs or communities in general and learning. For example, 
The Claims Processor study [1] and studies that refer to CoPs in the work place such 
as the study of School Teachers’ Workplace Learning [2] as well as many references 
to organisations that have applied the concept of CoP for improving knowledge man-
agement and project management such as Shell [3] and IBM [4]. However, these do 
not appear to have been empirically tested. Much of the literature merely implies or 
assumes that learning occurs without actually carrying out any formal exploration or 
investigations. This paper reports on a three-year study based on 3 CoPs, one in in-
dustry, one in health and one in education. In particular, the paper reports on the 
members views’ of their participation in their CoP at the start of the study and at the 
end of the study. 

2 Previous Research 

CoPs have been defined as “groups of people who share a concern, a set of problems, 
or a passion about a topic, and who deepen their knowledge and expertise in this area 
by interacting on an ongoing basis” [5, p. 4] and as “collaborative, informal networks 
that support professional practitioners in their efforts to develop shared understand-
ings and engage in work-relevant knowledge building” [6]. For the purposes of this 
paper, we define CoPs as “a group of likeminded practitioners coming together by 
means of common ground to converse and share knowledge and experience on ways 
of working within their sector, thus, facilitating knowledge transfer, professional 
development and learning”. 

Wenger [1] argues that not all social configurations or communities can be labelled 
a CoP, as this would render the concept ineffective. There are however, characteristics 
associated with CoPs and these prove useful parameters for classifying a community 
as a CoP. Briefly, the three characteristics are; the domain, the practice and the com-
munity. The domain refers to the area of concern and is what defines the community. 
It is the genesis of the community and is responsible for bringing people together to 
form the community. The community refers to the bonds and relationships that are 
established within the community. These bonds create trust, which facilitates collabo-
ration, engagement and interaction between community members. Finally, the prac-
tice denotes the shared repertoire of common resources and experiences, which are 
progressively developed and shared by the individuals belonging to the CoP. Schwier 
et al. [7] also identifies a combination of characteristics inherent in the composition of 
CoP including historicity, identity, plurality, autonomy, participation, integration, 
future, technology, learning and mutuality. 

2.1 Organisational CoPs 

Theorists now see CoPs as an essential component of the knowledge-based view of 
the organisation [8, 10]. It has been recognised that knowledge has become integral to 
organisation structure and CoP have emerged as a key domain in the realm of know-
ledge creation and are often cited as facilitating organisational learning and  
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knowledge creation [9]. However it is important to realise that CoPs are not a one size 
fits all organisations concept [4] as each organisation has unique knowledge require-
ments as well as individual strengths, and challenges. CoPs provide those concerned 
with knowledge management, organisational learning and professional development a 
model for thinking about how to manage and facilitate learning. Easterby-Smith et al. 
[11] note that the idea of organisational learning has been present in the management 
literature for decades, but it has only become widely recognised since around 1990; as 
a result, the learning organisation was formed. CoP are said to complement existing 
structures and radically galvanize knowledge sharing, learning and change [12]. 
However, many would disagree suggesting instead that in fact CoPs fail to take into 
account existing structures. The concept has attracted criticism for not taking into 
account preexisting conditions, such as habitus and social codes. Mutch [13] argued 
that social and educational origins, along with tacit knowledge of member’s leads to 
the need to renegotiate new habituses, this is in stark contrast to the suggestion of 
blending and complementing existing habitus.  

CoPs effect organisational practice and productivity and can lead to innovation and 
revitalised business strategy. Wenger and Snyder [12] highlight a number of ways in 
which CoPs add value to organisational practice: (1) Generate knowledge and  
encourage skill development; (2) Use knowledge management to drive strategy; (3) 
Disseminate valuable information and transfer best practice; (4) Initiate new lines  
of business including new products and services. CoPs can also positively affect  
organisational productivity [21]. 

3 Methodology 

The selected case study communities comprise: Industry based CoP, a Health Service 
based CoP and an Educational based CoP, as described below. 

3.1 Industry Based CoP 

This organisation has a wide range of CoPs dealing with domains such as Energy, 
Business Development, Construction and Equal Opportunities. It has 13 active com-
munities that have been developed over the past four years. The purpose of these 
communities is to maximize the resources available within the public sector to pro-
mote and support a number of different industries such as Energy or Construction. 
The community participating in this study is the Account Manager CoP. This com-
munity consists of individuals charged with working with companies across Scotland 
with high growth aspirations, which will have a positive impact on GDP. Interesting-
ly, this organisation conduct their own annual reviews of the communities in order to 
assess the progress made, the impact the community has had on the industry, to de-
termine areas for improvement, learning and best practice as well as suggesting rec-
ommendations for developing the CoP further. These findings will also feed into the 
research as they may be indicative of the relationship between the potential for learn-
ing and the community. The Industry CoP was established in 2006. The community 
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has 37 members, of which 16 agreed to participate in the research. 39% of the partici-
pants were female and 61% were male. This community participated in the research 
from 2006 – 2012. 

3.2 Health Service Based CoP 

This CoP is a newly established community, established in late 2009, and opened up 
to membership early 2012. The community arose as a result of the landmark publica-
tion of Scotland’s Dementia Strategy (June 2010), as Scotland currently has a wealth 
of existing and emerging practice in the care and treatment of dementia and it was 
essential for the sector to find an effective way to share this experience and knowl-
edge. The role of the CoP is to support the development, testing, refining and sharing 
of (Scottish) nationally endorsed information, guidance and practice in the care and 
treatment of dementia. The aims of the CoP include improving practice and ap-
proaches to dementia care and treatment. This community has a strong belief in the 
dedication of members to bring about improved service and practice within the provi-
sion of dementia care and treatment; dedication is a core characteristic of CoP, thus 
making it a good example of a CoP. This community was established in 2010. The 
health CoP has 194 members, of which 20 agreed to participate in the research. 77% 
of the community were female and 23% were male. This community participated in 
the community from 2010 – 2012. 

3.3 Educational Based CoP 

This particular organisation has a broad range of CoPs across a variety of disciplines 
such as Business Development, Marketing and Librarianship amongst others. These 
CoPs are in existence in order to advance professional development of staff across 
Scotland’s colleges. The CoP involved in this research is the Business Development 
Community. This particular community was established in 1997 and evolved from an 
informal group of commercial directors. Steering group meetings plan and organise 
the agenda for the conferences and events, which are held during the year. The com-
munity seeks to capitalise on the commercial expertise that is present within Scot-
land's colleges for the benefit of the whole sector. The key purpose is to support the 
business and commercial elements of Scotland's college sector to grow. The CoP aims 
to assist its members by: providing an online platform for discussion of issues of 
common concern; assisting members to interpret legislation that could impact on 
business activities; and building relationships with Local Education Councils. This 
CoP was of particular interest as the domain is one which is of growing interest within 
the academic field, thus it is a topical concern. The Education CoP was established in 
1997. This community has 40 members, of which agreed to participate in the re-
search. Of the 18 participating members, 67% were female and 33% were male. This 
community participated in the research from 2006 – 2012. 
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4 Results 

This sections discusses the results from a pre-test/post-test questionnaire of the three 
CoPs defined in the previous section completed the CoP questionnaire to determine 
thoughts and opinions on CoP in general and to evaluate the CoP to gain an under-
standing of the effectiveness (or otherwise) of CoP for personal development and 
learning. 

4.1 Pre-test Questionnaire Analysis 

Industrial CoP 
16 participants from the industrial CoP completed the CoP questionnaire. Table 1 
shows the percentages and frequencies for the questions asked. The responses were 
gathered using a five point Likert scale with the following options: strongly agree, 
agree, neither agree nor disagree, disagree and strongly disagree. Participants were 
asked the question of whether they belonged to any other online or face-to-face com-
munities. 5 participants from the CoP (33%) indicated that they were and 10 partici-
pants from the CoP (67%) indicated that they were not.  

Table 1. Question responses, frequencies and percentages for Industrial CoP (red highlights the 
highest frequencies and percentages per question) 

Response Strongly 

agree 

Agree Neither 

agree nor 

disagree 

Disagree Strongly 

disagree 

Question N % N % N % N % N % 

Your expectations are being fulfilled 0 0 10 62.5 3 19 2 12.5 1 6 

You are confident participating in the 

community interactions & discussions 

3 20 11 73 1 7 0 0 0 0 

Your involvement in the community 

helps you with other aspects of your job. 

2 12.5 12 75 1 6.25 1 6.25 0 0 

You have learned or gained knowledge 

from the community and the members 

3 19 11 69 1 6 1 6 0 0 

CoP are useful for learning about your 

industry and related matters 

1 6 11 69 3 19 1 6 0 0 

CoP are suitable environments for devel-

oping new skills 

1 6.25 9 56.2

5 

4 25 2 12.5 0 0 

The technological tools available to COP 

are useful for encouraging participation 

1 7 6 40 5 33 3 20 0 0 

Participating in the community has 

improved your technical skills 

0 0 3 18.7

5 

7 44.75 6 38 0 0 

CoP would be suitable for other 

work/subject areas 

1 6 7 44 8 50 0 0 0 0 

Members are supported & encouraged to 

participate in the community 

1 6 11 69 3 19 1 6 0 0 
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Health Sector CoP  
20 participants from the health sector CoP completed the CoP questionnaire. Table 2 
shows the percentages and frequencies for the questions asked. The responses were 
gathered using a five point Likert scale with the following options: strongly agree, 
agree, neither agree nor disagree, disagree and strongly disagree. Participants were 
asked the question of whether they belonged to any other online or face-to-face com-
munities. 11 participants from the CoP (55%) indicated that they were and 9 partici-
pants from the CoP (45%) indicated that they were not.  

Educational CoP 
18 participants from the educational CoP completed the CoP questionnaire. Table 3 
shows the percentages and frequencies for the questions asked. The responses were 
gathered using a five point Likert scale with the following options: strongly agree, 
agree, neither agree nor disagree, disagree and strongly disagree. Participants were 
asked the question of whether they belonged to any other online or face-to-face com-
munities. 6 participants from the CoP (33%) indicated that they were and 12 partici-
pants from the CoP (67%) indicated that they were not.  

Table 2. Question responses, frequencies and percentages for Health Sector CoP  

Response Strongly 

agree 

Agree Neither 

agree nor 

disagree 

Disagree Strongly 

disagree 

Question N % N % N % N % N % 

Your expectations are being fulfilled 17 85 1 5 2 10 0 0 0 0 

You are confident participating in the 

community interactions & discussions 

9 45 10 50 1 5 0 0 0 0 

Your involvement in the community 

helps you with other aspects of your 

job. 

7 35 12 60 1 5 0 0 0 0 

You have learned or gained knowledge 

from the community and the members 

9 45 10 50 1 5 0 0 0 0 

CoP are useful for learning about your 

industry and related matters 

6 30 12 60 2 10 0 0 0 0 

CoP are suitable environments for 

developing new skills 

4 20 14 70 2 10 0 0 0 0 

The technological tools available to 

COP are useful for encouraging partic-

ipation 

14 74 4 21 1 5 0 0 0 0 

Participating in the community has 

improved your technical skills 

7 35 9 45 4 20 0 0 0 0 

CoP would be suitable for other 

work/subject areas 

7 35 9 45 4 20 0 0 0 0 

Members are supported & encouraged 

to participate in the community 

7 35 11 55 2 10 0 0 0 0 
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Comparison of the Three CoPs  
Kruskal-Wallis tests indicated that there were significant differences between the 
three CoPs in terms of the following aspects: expectations as a member being met and 
fulfilled (χ2 = 26.153, p < 0.000), confidence in participating in the community inte-
ractions and discussions (χ2 = 11.186, p < 0.004), the CoP being a suitable environ-
ment for developing new skills (χ2 = 15.365, p < 0.000), the technological tools  
available to the community being useful for encouraging participation (χ2 = 24.480,  
p < 0.000), participating in the community helping to improve technical skills  
(χ2 = 24.383, p < 0.000), the CoP being suitable for other work/subject areas  
(χ2 = 7.245, p < 0.027) and supporting and encouraging members to participate in the 
community (χ2 = 9.501, p < 0.009). 

Table 3. Question responses, frequencies and percentages for educational CoP  

Response Strongly 

agree 

Agree Neither 

agree nor 

disagree 

Disagree Strongly 

disagree 

Question N % N % N % N % N % 

Your expectations are being fulfilled 1 5.5 10 56 6 33 1 5.5 0 0 

You are confident participating in the 

community interactions & discussions 

1 5.5 10 56 6 33 1 5.5 0 0 

Your involvement in the community 

helps you with other aspects of your 

job. 

2 11 13 72 3 17 0 0 0 0 

You have learned or gained know-

ledge from the community and the 

members 

4 25 11 69 1 6 0 0 0 0 

CoP are useful for learning about your 

industry and related matters 

3 16.

7 

14 77.

8 

1 5.5 0 0 0 0 

CoP are suitable environments for 

developing new skills 

1 5.5 3 16.

7 

12 66.

8 

2 11 0 0 

The technological tools available to 

COP are useful for encouraging partic-

ipation 

1 5.5 5 28 11 61 1 5.5 0 0 

Participating in the community has 

improved your technical skills 

0 0 2 12 8 47 6 35 1 6 

CoP would be suitable for other 

work/subject areas 

2 12 6 35 9 53 0 0 0 0 

Members are supported & encouraged 

to participate in the community 

1 5.5 9 50 7 39 1 5.5 0 0 

 
In terms of comparing the educational CoP group to the health sector CoP group, 

the participants in the CoP in the health sector group were significantly more positive 
in relation to the following aspects: their expectations being fulfilled as a member  
(Z = -4.331, p < 0.000), their confidence levels participating in the community  
(Z = -3.119, p < 0.002), believing that CoP were suitable environments for developing 
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new skills (Z = -3.881, p < 0.000), that the technological tools available to the com-
munity were useful for encouraging participation (Z = -4.472, p < 0.000), that partici-
pating in the community had improved their technical skills (Z = -4.331, p < 0.000), 
that the CoP would be suitable for other work and subject areas (Z = -2.214,  
p < 0.027) and that members were supported and encouraged to participate in the 
community (Z = -2.852, p < 0.004).   

In terms of comparing the educational CoP group to the industrial CoP group, the 
industrial CoP group were significantly more confident participating in the communi-
ty interactions and discussion than the educational CoP group (Z = -2.058, p < 0.040). 
There were no other significant differences identified in relation to any of the other 
aspects. In terms of comparing the health sector CoP group to the industrial CoP 
group, the health sector CoP group was significantly more positive than the industrial 
CoP group in relation to the following aspects: there expectations as members being 
met (Z = -4.521, p < 0.000), the CoP being useful for learning about industry and 
related matters (Z = -1.938, p < 0.05), the CoP being useful for developing new skills 
(Z = -2.121, p < 0.034), the technological tools available to the community being 
useful for encouraging participation (Z = -4.060, p < 0.000), participating in the 
community having improved their technical skills (Z = -3.993, p < 0.000), the CoP 
being suitable for other work/subject areas (Z = -2.328, p < 0.020) and members  
being supported and encouraged to participate in the community (Z = -2.120m  
p < 0.034).  

Across all three of the CoP there were no significant differences with regards to 
any of the aspects in relation to whether a participant was a member of another face-
to-face or online community.  

4.2 Post-test Questionnaire Analysis 

54 participants completed the post-test questionnaire. Participants were asked whether 
their expectations being met (or not) had any impact on their level of participation 
within the CoP. 35 participants (65%) stated that it had an impact and 19 participants 
(35%) stated that it did not. 38 participants (70%) stated that this had a positive im-
pact and 16 participants (30%) stated that this had a negative impact. 

Participants were also asked if having their expectations met provided them with a 
sense of belonging with the CoP. 34 participants (63%) stated that it did and 20 par-
ticipants (37%) stated that it did not. Participants were also asked if the pre-existing 
organisational structure/hierarchies had an impact on their participation. 34 partici-
pants (63%) stated that it did and 16 participants (37%) stated that it did not. 37 par-
ticipants (69%) indicated that this had a positive impact and 17 participants (31%) 
stated that it had a negative impact. 

Participants were also asked if the level of support they received from their line 
manager had an impact on their participation. 36 participants (67%) stated that it did 
and 18 participants (33%) stated that it did not. 33 participants (61%) stated that this 
had a positive impact and 21 participants (39%) stated that it had a negative impact. 
Participants were asked if the CoP had helped them in their job and whether they 
believed that their performance had improved. 36 participants (67%) stated that it had 
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helped them in their job and their performance had improved and 18 participants 
(33%) indicated that it had not helped them in their job and their performance had not 
improved. Participants were asked if the CoP had helped them in their job whether it 
had allowed them to become more efficient. 30 participants (56%) believed that the 
CoP allowed them to become more efficient and 24 participants (44%) believed that it 
had not allowed them to become more efficient. 

Participants were asked if their level of participation impacted on their learning 
within the CoP. 40 participants (74%) stated that it did and 14 participants (26%) 
stated that it did not. Participants were also asked if participation in the CoP assisted 
in the Continuing Professional Development (CPD). 32 participants (59%) stated that 
it did and 22 participants (41%) stated that it did not. Table 4 shows rankings of the 
ways that participants could improve their CPD by participation in the CoP. 

Table 4. Ways of improving CPD by participation in the CoP 

Method Rank N/% 

Improving/broadening Knowledge 1st 29 (54%) 

Gaining experiences 2nd 14 (26%) 

Developing skills 3rd 11 (20%) 

 
Participants were asked if online functionality impacted on the level of participa-

tion. 32 participants (59%) stated that it did and 22 participants (41%) stated that it 
did not. 25 participants (46%) stated that this had a positive effect, 11 participants 
(20) stated that this had a negative effect and 18 participants (33%) did not answer the 
question. Participants were asked what particular tools from the online site they used 
most frequently with Document Library ranked first with 36 (67%) then email with 29 
(54%), member directory 14 (26%), forum 9 (17%), blog 2 (4%) and wiki with  
0 users. 

5 Summary 

This paper has examined the importance of Communities of Practice (CoPs) within 
organisational settings. The paper has reported on a study that was carried out be-
tween 2006 and 2012 with three CoPs: Industry based CoP, a Health Service based 
CoP and an Educational based CoP and the views of the members of the CoPs before 
and at the end of the study. The study found were significant differences between the 
three CoPs in terms of the following aspects: expectations as a member being met and 
fulfilled, confidence in participating in the community interactions and discussions, 
the CoP being a suitable environment for developing new skills, the technological 
tools available to the community being useful for encouraging participation, partici-
pating in the community helping to improve technical skills, the CoP being suitable 
for other work/subject areas and supporting and encouraging members to participate 
in the community. At the end of the study, 67% of participants thought the CoP had 
helped them in their job and that their performance had improved; 74% of participants 
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felt their level of participation impacted on their learning within the CoP. In terms of 
CPD, participants thought the CoP had increased/broadened their knowledge, pro-
vided experience and developed their skills. Surprisingly, Web2.0 tools did not fea-
ture highly in any of the CoPs. 
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Abstract. In classroom and online learning, there are benefits derived from  
delivering learning content in ways that match the student’s learning style.  
A similar result has also been found in games-based learning (GBL). While the 
learning contents can be adapted based on the student’s learning style identified 
by using a learning style questionnaire, it is possible that the student’s learning 
style may change when learning through GBL, which may cause misadaptation. 
To confirm whether learning style may change in GBL, an experimental study 
was conducted involving 60 students in Higher Education learning SQL (Struc-
tured Query Language). The results show that learning style identified by the 
learning style questionnaire may be different than the learning style identified in 
GBL. In this study, the students who were identified as having a picture-based 
learning style tended to maintain their learning style while those who were 
identified as having a text-based learning style tended to change their learning 
style. 

Keywords: Adaptive games-based learning, adaptivity, learning style, SQL, 
RPG, NeverWinter Nights. 

1 Background 

Differences between students in terms of their learning style have long been recog-
nised by educationalists (e.g. [1][2]) and it has been argued that the use of a single 
instructional strategy to teach all students may have a negative impact on the learning 
outcomes of those students whose manners of learning diverge from the norm [3]. 
This has led to a focus investigating how classroom teachers can accommodate differ-
ent learning styles and a number of studies that will subsequently be discussed have 
been conducted to investigate the effects of the use of teaching materials and strate-
gies for delivery that accommodate different learning styles on learning outcomes. 
Hayes and Allinson [4] reviewed 19 studies from various sources and identified 12 
studies that supported the claim that accommodating student learning styles in class-
room education could lead to enhanced learning outcomes. 

In eLearning, the benefit of adapting the learning contents to the student’s learning 
style has also been identified (e.g. [5]). However, as Connolly and Stansfield [6] have 
suggested, eLearning simply replicates the traditional education system and may be 
overly focussed on method of delivery, i.e. delivering materials over the web rather 
than on actual teaching and learning, and indeed motivating and engaging the students 
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in the learning process. In contrast, games, particularly video games, engage people 
over extensive periods of time and also motivate them to re-play the game repeatedly 
until they have mastered it [7]. Therefore, some educationalists (e.g. [8]) have consi-
dered games to be a potential platform in supporting student learning and have turned 
their attention to what is now called games-based learning (GBL). While many GBL 
applications have been developed in the last two decades, there remains a lack of 
empirical evidence to support the use of GBL for learning purposes [9]. Given that 
there appears to be genuine advantages for learning outcomes to be derived from the 
adaptation of teaching materials to learning styles in the classroom and through 
eLearning, it may also be possible that GBL applications that are adapted to the indi-
vidual’s learning style would improve learning outcomes.  

Kirriemuir and McFarlane [7] have suggested that games, unlike the classroom or 
eLearning, provide a different type of engagement as they demand constant interac-
tion and generate a ‘flow’ that could assist in engaging students. It is therefore possi-
ble for students to adopt different leaning styles in GBL than they adopt in other 
learning settings. 

In regards to the benefit of adaptive GBL based on learning style, our recent expe-
riment in GBL also indicates that the adaptive GBL application for teaching SQL had 
higher learning effectiveness with shorter completion time compared to paper-based 
learning, GBL without adaptivity and adaptive GBL based on the learning style iden-
tified by using a learning style questionnaire [10].  

In conclusion, the studies indicated that improvements in learning outcomes could 
be achieved by accommodating the learning style of students. The following sections 
will discuss the definitions and categorisation of learning style theories including the 
reliability and validity of each of their instruments. The next section will review cur-
rent debates surrounding learning styles and provide a comparison between the theo-
ries before justifying the learning style that has been chosen for this research. 

2 Definition and Categorisation of Learning Style Theories 

According to Pashler, McDaniel, Rohrer and Bjork [11:105] learning style is “the 
concept that individuals differ in regard to what mode of instruction or study is  
most effective for them”; whilst Rayner and Riding [12:51] define learning styles as 
“individual sets of differences that include not only a stated personal preference for 
instruction or an association with a particular form of learning activity but also indi-
vidual differences found in intellectual or personal psychology”. The terms ‘learning 
styles’ and ‘cognitive styles’ have on occasion been used interchangeably in the lite-
rature. However, according to Allport as cited by Cassidy [13] cognitive style is an 
individual’s typical or habitual mode of problem solving, thinking, perceiving and 
remembering; while learning style reflects the application of cognitive style in a 
learning situation. 

According to Rayner and Riding [12] there have been four major mainstreams in 
learning-style research: 
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─ Perception: This investigates students’ perception of information within the learn-
ing context. 

─ Cognitive controls and the cognitive process: This relates to personal aptitude to-
wards information. 

─ Mental imagery: This investigates how students ‘picture’ the information. 
─ Personality constructs: This investigates how personality is related to learning. 

Riding [14] identified that learning style could be related to the presentation of the 
material, for example: text, picture, diagram and sound; the structure of the material, 
for example: sequential - global, inductive - deductive and linear - non-linear; the type 
of content: abstract material that is related to ideas and theories or concrete materials 
that focus more on practical value; and how the learning materials are processed, for 
example: active-reflective and thinking-feeling.  

In this research, we based the adaptive GBL application on the Felder-Silverman 
learning style model [15]. The model consists of four main elements: perception, 
input, processing and organization Each main element consists of two sub-elements 
that represent the element a person may have, for example a person may prefer to use 
visual or verbal materials . The Perception element consists of two sub-elements: 
sensing and intuitive. Sensing students prefer to learn facts and concrete learning 
materials, whilst intuitive students prefer abstract materials with general principles 
rather than concrete materials. The Input element relates to the presentation of mate-
rials preferred by students. Visual students prefer to learn using pictures, diagrams, 
graphics, etc., whilst verbal students prefer to listen or read the learning materials. 
Verbal students tend to be able to remember written or spoken text or a sentence. For 
example, in an advertisement, some people remember the slogan, whilst others re-
member what the advertisement looks like. In the Processing element, active students 
prefer to learn by doing and enjoy discussion with other people, whilst reflective stu-
dents prefer to reflect on the learning materials (learning by thinking it through) 
alone. Active students can be categorised as extroverted and reflective students can be 
categorised as introverted. In the Organisation of materials, sequential students learn 
in a step-by-step/linear sequence, following a logical sequence, whilst global students 
absorb learning materials randomly and when they have learned enough, they will 
understand the whole picture. Global students can also be categorised as holistic stu-
dents and sequential students as serial students whilst sensing - sequential students 
have a tendency to be convergent and intuitive and global students have a tendency to 
be divergent students. 

2.1 Debate Surrounding Learning Styles 

The main debate within the area of learning styles relates to the reliability of the in-
strument and its conceptual validity. The research into the validity and reliability of 
these theories is primarily conducted through a test-retest method over a period of 
time to assess the consistency of results and to investigate the relationship between 
elements of the theory in order to prove their validity. There have been a number of 
studies that have investigated the reliability of the Felder-Silverman model and the 
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reliability of its instrument. The results of investigations involving students from dif-
ferent schools have shown support for its reliability (eg. [16-17]). The results showed 
that sensing-intuitive learning style category had the highest score for consistency 
followed by visual-verbal, active-reflective and sequential-global. Further studies 
from Livesay, Dee, Nauman and Hites [18], Van Zwanenberg et al. [19] and Zywno 
[20] concluded that the active-reflective element and visual-verbal element had a 
higher degree of independence compared to sequential-global and sensing-intuitive. 
However the results did not compromise the purpose and reliability of the learning 
style theory as each learning style element represented different aspects of learning 
that therefore required different instructional methods. These studies suggest that the 
Felder-Silverman model has relatively better reliability and validity compared to other 
theories. Limongelli, Sciarrone, Temperini and Vaste [21] also suggested that in addi-
tion to the positive results of the reliability and validity tests, Felder-Silverman learn-
ing style is measured by using numbers/quantitative elements and also it contains 
most elements appearing in other learning style models.  

3 Learning-Style-Based Adaptive GBL 

3.1 Methodology 

For the purpose of this research, an adaptive GBL application based on learning style 
was developed. The term ‘adaptive GBL application’ refers to the ability of the GBL 
application to automatically customise certain elements of the system based on a se-
ries of the student’s interactions with the system. The game was intended to teach the 
basics of the database programming language SQL (Structured Query Language) 
while the learning style adopted in this game was the Felder-Silverman learning style 
model, particularly the presentation elements (picture-text). The selected genre of the 
game was role-playing games and it was developed by using NeverWinter Nights 2 
engine. Three modes of the same game were designed and developed: 

─ a non-adaptive mode of the game. This mode treats all students the same and takes 
no account of the student’s learning style. 

─ an in-game adaptive mode. In this mode, the student’s characteristics are identified 
during the gameplay. As it is possible for the student to change learning style in the 
course of the game, the game will have an adaptive system that can automatically 
customise the game in real-time according to the student’s current learning style. 
The difference between the modes concerns the nature of the adaptive approach 
adopted while the rest of the game elements such as storyline, game environment, 
controls and game interface, are identical. The adaptive approach itself was im-
plemented through the presentation of the learning materials presented by the con-
versation system of the game. 

In each game group, 30 students were randomly allocated. The students were uni-
versity students with no knowledge of SQL who voluntarily participated in the study. 
The methodology adopted in this research was pre-test and post-test. On pre-test, the 
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SQL knowledge of the students was tested and only the students who scored 0 in the 
pre-test SQL test were selected in this study. The students also needed to answer a 
Felder-Silverman learning style questionnaire to identify their learning style. During 
the gameplay, the learning styles selected by the student were counted. The learning 
style identified by using the learning style questionnaire was then compared to the 
learning style identified in the game. 

4 Learning Style Changes 

The hypothesis tested to answer whether people prefer to change or maintain their 
learning style when learning through a game is: 

─ H0: There is no difference between the proportion of people who change their 
learning style and those who maintain their learning style. 

─ H1: There is a difference between the proportion of people who change their learn-
ing style and those who maintain their learning style. 

To test this hypothesis, an experiment was conducted using a pre-test/post-test me-
thod. For the pre-test stage, the students were required to fill in a learning style ques-
tionnaire and then play the game in accordance with the group to which the student 
was allocated. The learning style was then identified with a learning style question-
naire and through a comparison of the learning processes that took place during the 
game. 

The data used to answer this research question is derived from the game without 
adaptivity group and the game with the in-game adaptive group; each had 30 students. 
In the game without adaptivity group, 13 students had a learning style that was identi-
fied as being a text-based learning style and 17 students had a picture/diagram-based 
learning style. In the in-game adaptive group, there were 14 students with a text-based 
learning style and 16 students with a picture-based learning style. 

To test the hypothesis, a two-tailed binomial test was used in each of the cases. The 
first case sought to analyse the text sub-group from the non-adaptive game group. In 
this case, 11 of the students (85%) changed their learning style from text-based to 
picture-based and 2 students (15%) maintained their learning style. The results of the 
binomial test for this case indicates there is a significant difference between the pro-
portion of those who change and those who maintain their learning style when learn-
ing through the game, which means the null hypothesis H0 is rejected (p<0.05).  

The second case required analysis of the picture sub-group from the non-adaptive 
game group. In this case, 2 students (12%) changed their learning style from a pic-
ture-based to a text-based style and 15 students (88%) maintained their learning style. 
The result of the binomial test for this case indicates there is a significant difference 
between the proportion of those who change and those who maintain their learning 
style while learning through the game, which means the null hypothesis H0 is rejected 
(p<0.05). The summary of the analysis in non-adaptive group is presented in Table 3. 

The third case requires analysis of the text sub-group from the in-game adaptive 
group. In this case, 12 students (86%) changed their learning style from a text-based 
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to picture-based and 2 students (14%) maintained their learning style. The results of 
the binomial test for this case indicate there is a significant difference between the 
proportion of those who change and those who maintain their learning style while 
learning through the game, and again the null hypothesis H0 is rejected (p<0.05).  

Table 1. Learning Style Changes in Non-adaptive Group 

Non-Adaptive Group After Game Significance 
 
Before Game 

 Text Picture 

Text 2 11 p<0.05 

Picture 2 15 p<0.05 

 
The fourth case involves analysis of the picture sub-group from the in-game adap-

tive group. In this case, 3 students (19%) changed their learning style from picture-
based to text-based and 13 students (81%) maintained their learning style. The result 
of the binomial test for this case indicated a significant difference between the propor-
tion of those who change and those who maintain their learning style while learning 
through the game, and again the null hypothesis H0 is rejected (p<0.05). The summary 
of the analysis in non-adaptive group is presented in Table 4. 

Table 2. Learning Style Changes in In-game Adaptive Group 

In-game Adaptive Group After Game Significance 

 
Before Game 

 Text Picture 

Text 2 12 p<0.05 

Picture 3 13 p<0.05 

  
From the four binomial tests conducted, the results consistently indicated that there 

was a significant difference between the proportion of those who changed and those 
who maintained their learning style when learning through the game. The results were 
investigated further to discover if the preference was towards those who had changed 
their learning style or those who maintained their learning style.  

To discover the preferences, a McNemar test was conducted on a combination of both 
game groups (text-to-text: 4 students, text-to-picture: 23 students, picture-to-text: 5 stu-
dents, picture-to-picture: 28 students). The result showed a more significant trend of 
those who were identified to have a text-based learning style to change their learning 
style compared to those who were identified to have a picture-based learning style (χ2(1) 
= 10.321; p<0.002). The summary of the McNemar analysis is presented in Table 5.  

To confirm whether more students who were previously text-based learning style 
changed their learning style when learning through game, a hypothesis is defined as: 

─ Ho: a lesser or equal proportion of people changed their learning style than those 
who maintained it (changed <= maintained) 

─ H1: a higher proportion of people changed their learning style than those who 
maintained it (changed > maintained). 
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Table 3. Overall Learning Style Changes 

 Unchanged Changed Significance 
Text 4 23 χ2(1) = 10.321; p<0.002 (text-based to a picture-

based > picture-based to a text-based) Picture 28 5 

 
To answer this hypothesis, a one-tailed binomial test was conducted on a combination 
of the text sub-groups from the non-adaptive and in-game adaptive groups. The result 
showed a significant difference between the proportion of people who changed their 
learning style (85%) and those who maintained it (15%), therefore the null hypothesis 
H0 is rejected with p<0.011. The result indicated that students who were identified as 
having a text-based learning style had a tendency to change their learning style to a 
picture-based learning style when learning through the game. 

The findings indicate that the students seemed to prefer picture materials. To inves-
tigate further, an investigation was designed to discover if more students who  
previously had a picture-based learning style maintained their learning style when 
learning through the game. In this case, the hypothesis is: 

─ Ho: a less or equal proportion of people maintained their learning style than those 
who changed it (maintained <= changed) 

─ H1: a higher proportion of people maintained their learning style than those who 
changed it (maintained > changed). 

By using a one-tailed binomial test, a significant difference was obtained between 
the proportion of people who maintained their learning style (84%) and those who 
changed it (16%) and therefore the null hypothesis H0 is rejected with p<0.011. The 
result indicates that the students who were identified as having picture-based learning 
style were more consistent in maintaining their learning style when learning through 
the game. 

5 Conclusions and Future Directions 

In classroom and eLearning, adaptivity based on learning style has shown to have 
positive impact in learning effectiveness and experience. Particularly in GBL, the 
results from our previous experiment show that adaptive GBL has higher learning 
effectiveness with faster completion time [10]. Further analysis then conducted to 
investigate the learning style changes during the learning process in GBL. The result 
shows that the student’s learning style may change when learning through GBL. In 
this case, the students who were identified to have picture-based learning style tended 
to maintain their learning style while those who were identified to have text-based 
learning tended prefer to change their learning style. 

The empirical evidence produced from this experiment is the original contribution 
to adaptive GBL. The results also confirm the fluctuation of learning style in GBL 
which indicate that the learning style identified by using the learning style question-
naire may not be the same as the learning style in the game.  
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One of the considerations in designing an educational game lies in how to teach the 
learning materials without losing the ‘fun’ part of the game so the student can remain 
motivated to learn the materials. One way of maintaining motivation is to blend the 
materials and the game story in such a way that the learning materials are part of the 
challenge of the game. The findings here may be specific to the integration of these 
particular learning materials and the mechanics of the game therefore modifications in 
the game’s specification could give rise to different outcomes. 

However, the conversation system used to present the learning materials in the 
game is highly customisable and can provide a useful platform for exploring the 
game’s potential for teaching different disciplines or accommodating different learn-
ing styles. Further research based on this game and its variants may contribute empir-
ical evidence of the beneficial effects of GBL and adaptive GBL in particular. The 
adaptivity may also be improved in future research particularly to address different 
learning styles in a game and to create more complex adaptivity in various elements 
of the game. 
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Abstract. Serious games are considered by some educationalists to be a poten-
tially highly motivating form of supplementary education. In some cases, seri-
ous games are stand-alone but if delivered over the web is a subset of Web2.0 
technologies. To properly deliver serious games over the web for educational 
purposes it is important to understand the motivations for playing computer 
games for leisure and for playing computer games in an educational context. 
This paper will present the findings of a survey carried out in a Higher Educa-
tion (HE) institution involving 415 participants to ascertain what motivations 
and attitudes HE students have towards playing computer games in general, 
playing computer games when they get progressively more difficult and playing 
computer games for educational purposes. The results indicate that challenge is 
the most important motivation for playing computer games when they get pro-
gressively difficult and for playing computer games in HE. Challenge is the 
fourth most important motivation for playing computer games in general.  

Keywords: games-based learning, serious games Web2.0, motivations, HE. 

1 Introduction 

Computer games are regarded by some educationalists as highly engaging and it is 
hoped that by exploiting their highly compelling even addictive qualities that they can 
be used to help people learn effectively. In a recent study, Boyle, Connolly, and 
Hainey [1] examine the literature on computer games and serious games, focussing on 
the potential positive impacts of gaming, particularly with respect to learning value 
and skill enhancement. Over 7392 papers were identified in the review of the research 
literature between 1996 and 2009, confirming the surge of interest in this area. How-
ever, only 127 papers were empirical and only 64 of these were considered to have 
used an appropriate methodology that would allow generalisations to be made. Their 
literature review shows that playing computer games confers a range of perceptual, 
cognitive, behavioural and affective and motivational impacts and outcomes. In their 
review the most frequently occurring outcomes and impacts were affective and moti-
vational followed by knowledge acquisition/content understanding. This reflects the 
parallel interests in games as an entertainment medium but increasingly their use for 
learning. The authors felt that there was a dearth of evidence and believed that much 
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more research was required to understand the use of computer games in education and 
in entertainment.  

This paper contributes to empirical evidence in the serious games literature by ana-
lysing the results of a survey to investigate the reasons for playing computer games, 
reasons for playing computer games when they get more difficult and reasons for 
playing computer games in HE. This study also looks at differences in attitudes to 
computer games. Following a discussion of previous work in the field, we describe 
the methods used to collect the data including procedure, participants and materials. 
We then present the results of the surveys carried out including: game playing habits, 
reasons for playing computer games, reasons for playing computer games in HE and 
attitudes to computer games. The paper concludes with a discussion of the overall 
results and future research directions. 

2 Previous Research 

Computer games are considered by some educationalists to be highly motivating and 
engaging by incorporating features that have extremely compelling, even addictive, 
quality [2]. Connolly, Stansfield, McLellan, Ramsay, and Sutherland [3] suggest that 
computer games build on theories of motivation, constructivism, situated learning, 
cognitive apprenticeship, problem-based learning, and learning by doing. By creating 
virtual worlds, computer games integrate “.not just knowing and doing. Games bring 
together ways of knowing, ways of doing, ways of being, and ways of caring: the 
situated understandings, effective social practices, powerful identities, and shared 
values that make someone an expert” [4]. Games and simulations fit well into the 
constructivist paradigm and “generally advocate the active acquisition of knowledge 
and skills, collaboration and the use of authentic and realistic case material” [5]. The 
use of computer games can be linked to the display of “expert” behaviours such as: 
superior long and short-term memory, pattern recognition, qualitative thinking, prin-
cipled decision-making and self-monitoring [6]. 

Probably the best known distinction in motivation research is that between intrinsic 
and extrinsic motivation [7]. Intrinsically motivated behaviours are carried out be-
cause they are rewarding in themselves, while extrinsically motivated behaviours are 
carried out because of the desire for some external reward, such as money, praise or 
recognition from others. Intrinsic motivation is thought to be more successful in en-
gaging students in effective learning because intrinsically motivated students want to 
study for its own sake, they are interested in the subject and want to develop their 
knowledge and competence. This distinction has been used by designers of educa-
tional computer games, notably Malone and Lepper [8] who argued that intrinsic mo-
tivation is more important in designing engaging games and created a framework of 
points to consider when designing learning games. They suggested that intrinsic mo-
tivation is created by four individual factors: challenge, fantasy, curiosity and control 
and three interpersonal factors: cooperation, competition, and recognition. Interesting-
ly these factors also describe what makes a good game, irrespective of its educational 
qualities. Garris, Ahlers, and Driskell [9] present six dimensions that computer games 
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can provide for educational purposes that are based on the work of Malone and Lepper 
[8]. These dimensions are: fantasy – imaginary themes, characters or contexts; 
rules/goals clear rules, goals and feedback; sensory stimuli – novel auditory and visual 
stimuli; challenge – optimal level of difficulty and goal attainment uncertainty; mys-
tery – similar to curiosity providing optimal level of complexity of information; and 
control– active learner control. Thiagarajan [10] suggests five critical characteristics of 
computer games: conflict– similar to challenge [8] and encompasses the attainment  
of goals in both cooperation and competition with other players or the computer; con-
trol – the rules that regulate play; closure – the game has some form of ‘end point’; 
contrivance – the game is not taken too seriously by the players and they are offered 
motivation to continue; and competency – the players experience growth in their prob-
lem solving, skill level and knowledge. Cordova and Lepper [11] discovered that stu-
dents learning by traditional methods were outperformed by students learning with 
instructional games and that control, context, curiosity and challenge increased. 

The primary purpose for the discussion of intrinsic motivation in this study is due 
to the fact intrinsic motivation is more desirable than extrinsic motivation for learning 
according to the America Psychological Associations 14 learner centred psychologi-
cal principles [12]. As a result Malone and Lepper’s [8] framework of intrinsic moti-
vation was utilised to gain measurements as it has been extremely well utilised and 
documented in the games-based learning literature to study the educational design 
principles of learning games [13]. The framework uses the original interpersonal and 
individual factors. On an individual level there is: Challenge, Fantasy, Curiosity  
and Control, and on an interpersonal level there is: Cooperation, Competition and 
Recognition. 

Whitton [14] performed a study with 200 participants to examine gaming prefe-
rences, attitudes towards games in HE and motivations. 63.1% reported that they 
would find games positively motivating for learning, 28.3% not motivating either way 
and 8.6% demotivating. Gibson, Halverson, and Riedel [15] performed a survey of 
228 ‘pre-service’ students to ascertain perceptions and attitudes to simulations and 
games. 80% of respondents were white females. 65% believed that simulations and 
games could be an important or very important learning tool; only 7% believed that 
they were of little or no importance. Males were more negative about the potential of 
games in learning. 53% of males were positive while 70% of females were positive. 
There was no notable generation gap between the respondents. Eglesz, Fekete, Kiss, 
and Izsó [16] performed a study with two surveys, one online survey with 843 partici-
pants and a second with 102 participants. The studies found that woman play comput-
er games significantly less than men and prefer Role Playing Games (RPGs) while 
men prefer action, adventure simulation and sports games. 

3 Methodology 

The methodology selected for this research was survey/questionnaire based research. 
The results were collected through SurveyMonkey and downloaded into IBM SPSS 
Statistics version 20 for detailed analysis. Out of approximately 18,000 students sur-
veyed in 2011 there were 415 respondents who completed the motivations for playing 
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computer games questionnaire. 387 participants specified their gender. 197 partici-
pants (51%) were male and 188 (49%) were female. This compares with a gender 
breakdown in the University as a whole of 37% males and 63% females. The mean 
age of participants was 26.50 (SD = 9.41) with a range from 17 to 60. The mean age 
of males was 26.29 years (SD = 9.05) and the mean age of females was 26.50 years 
(SD = 9.56). A Mann-Whitney U test indicated that there was no significant differ-
ence in age between males and females (Z = -0.175, p < 0.861). This is broadly con-
sistent with the overall student age of 25. 47 participants (12%) indicated that they 
were part-time students and 338 (88%) indicated that they were full-time students. 56 
participants (15%) specified that they were postgraduate students and 329 participants 
(85%) stated that they were undergraduate students. The breakdown of the students 
across the different Schools in UWS was: 55 (14%) were Business students, 95 (25%) 
were Computing students, 13 (3%) were Education students, 85 (22%) were Engi-
neering and Science students, 43 (11%) were Health, Nursing and Midwifery students 
and 45 (12%) were Social Science students. 

3.1 Procedure 

The survey was carried out across all students at the University of the West of Scot-
land. The questionnaire was made available through the online questionnaire package 
SurveyMonkey for a two-week period during March 2011. Participation was volunta-
ry and participants were notified of the availability of the questionnaire through email 
and a login notice posted in the BlackBoard Virtual Learning Environment (which the 
majority of students use). Notices were also posted across the University. Respon-
dents completed the questionnaire online at their convenience during this period. 
Access to the questionnaire was controlled using the students’ BlackBoard usernames 
and passwords, and the students’ unique banner identification number was used to 
ensure a student only completed the questionnaire once. 

4 Results 

4.1 General Game Playing Habits  

303 participants (79%) played computer games for leisure and 82 respondents (21%) 
indicated that they did not. Students who played computer games for leisure were 
significantly younger (Mean = 25.83, SD = 9.06) than those who did not (Mean = 
28.95, SD = 10.18) (Z = -2.585, p < 0.010). Bearing in mind that there was not a sig-
nificant difference in the number of female and male respondents, 83% of males 
played computer games for leisure and 73% of females played computer games for 
leisure.  

To calculate the mean time spent playing games the time bands used as responses 
were recoded with their mean value (e.g. 1-5 hours was recoded as 3), while less than 
1 was coded as 1 and more than 25 was coded as 26. Using this recoded data the aver-
age number of hours played per week was 9.22 (SD = 7.46). Males played games for  
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significantly longer periods per week (11.35, SD = 7.97) than females (6.49, SD = 
5.69) (Z = -4.955, p < 0.000). A significantly higher percentage of men (36.6%) than 
women (13.1%) played for more than 8 hours per week.  

There were also differences in the number of hours played by students in different 
Schools. Computing students played for the longest (10.71 hours per week) followed 
by Business (10.24 hours) and Media (10.05 hours) with Education students playing 
least (3.0 hours).  

On average participants had been playing computer games for 15.31 years (SD = 
6.77) with a range of 2 to 35 years. Given that the average age of the participants was 
26.5, the average participant had been playing computer games for just under half of 
their life. Although there was no significant difference in the age of respondents, male 
respondents had been playing games for significantly longer (16.50 years, SD = 7.15) 
than females (13.83 years, SD = 5.91). 

4.2 Reasons for Playing Computer Games 

Participants were asked to rate the importance they considered different reasons for 
playing computer games in general. Pleasure, relaxation and excitement were rated as 
the three top ranking motivations. Challenge was rated as the fourth top ranking moti-
vation. Control, avoidance of other activities and recognition were rated as the least 
important ranking motivations. Table 1 shows the rankings of the top ten motivations 
by respondents for playing computer games in general for leisure. Table 2 shows the 
main ten reasons for playing computer games split by gender. Mann-Whitney U tests 
indicated that males rated cooperation as significantly more important for playing 
computer games than females (Z = -2.657, p < 0.008). Males also rated prevention of 
boredom as significantly more important than females (Z = -2.521, p < 0.012).  
Females considered curiosity to be significantly more important for playing computer 
games than males (Z = -2.643, p < 0.008) and also rated relieving of stress to be  
significantly more important than males (Z = -2.098, p < 0.036).  

Table 1. Ranking of motivations for playing computer games 

Reason Rank Mean SD 
Pleasure 1st 4.31 0.81 

Relaxation 2nd 4.20 0.93 

Excitement 3rd 4.13 0.92 

Challenge 4th 4.08 0.89 

Leisure time 5th 4.02 1.02 

Prevention of boredom 6th 3.95 1.07 

Feeling good 7th 3.95 0.86 

Relieve stress 8th 3.79 1.15 

Curiosity 9th 3.72 1.09 

Release tension 10th 3.72 1.20 
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Table 2. Ranked reasons for playing computer games in relation to gender 

Gender Male Female 

Reason Rank Mean SD Rank Mean SD 
Pleasure 1st 4.32 0.85 2nd 4.29 0.77 
Challenge 2nd 4.17 0.85 5th 3.98 0.94 
Excitement 3rd 4.15 0.97 3rd 4.10 0.85 
Relaxation 4th 4.11 1.02 1st 4.31 0.80 
Prevention of boredom 5th 4.11 1.00 10th 3.76 1.13 
Leisure time 6th 4.04 1.04 4th 4.01 0.96 
Feeling good 7th 3.94 0.83 7th 3.97 0.91 
Release tension 8th 3.68 1.11 9th 3.77 1.08 
Relieves stress 9th 3.64 1.22 6th 3.98 1.03 
Curiosity 10th 3.57 1.10 8th 3.91 1.06 

4.3 Reasons for Playing Computer Games in HE 

Participants were asked to rank the importance of reasons for playing computer games 
in HE. The top three ranking reasons for playing computer games in HE were chal-
lenge, curiosity and cooperation. The three least important reasons were leisure, rec-
ognition and fantasy. Table 3 shows the top ten motivations for playing computer 
games within a HE context. Table 4 shows the rankings of the top ten motivations for 
playing computer games in HE in relation to gender. Mann-Whitney U tests indicated 
that males rated competition (Z = -2.255, p < 0.024) and cooperation (Z = -3.437,  
p < 0.001) as significantly more important for playing computer games in a Higher 
Education context than females.   

Table 3. Ranking of motivations for playing computer games in HE 

Reason Rank Mean SD 
Challenge 1st 3.83 1.42 
Curiosity 2nd 3.61 1.40 
Cooperation 3rd 3.46 1.39 
Pleasure 4th 3.40 1.43 
Relaxation 5th 3.26 1.43 
Competition 6th 3.21 1.41 
Control 7th 3.07 1.40 

Leisure 8th 2.98 1.47 
Recognition 9th 2.96 1.40 
Fantasy 10th 2.76 1.41 
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4.4 Attitudes to Computer Games 

Participants who played computer games had significantly more positive attitudes to 
computer games than those who did not with the exception of computer games being 
a time consuming activity (Z = -0.873 p < 383). Table 6 shows attitudes split by 
gender for playing computer games. Mann-Whitney U tests indicated that there were 
significant differences in attitudes to computer games in relation to gender. Males 
found games to be significantly more or a social activity (Z = -2.899, p < 0.004), more 
time consuming (Z = -2.170, p < 0.030), more interesting (Z = -2.334, p < 0.020), 
more enjoyable (Z = -3.667, p < 0.000) and more exciting (Z = -2.797, p < 0.005). 
Females found that playing computer games was significantly more or a lonely activi-
ty (Z = -4.053, p < 0.000). 

Table 4. Ranking of motivations for playing computer games in HE split by gender 

Gender Male Female 

Reason Rank Mean SD Rank Mean SD 
Challenge 1st 3.91 1.40 1st 3.72 1.45 
Curiosity 2nd 3.74 1.38 2nd 3.48 1.42 
Cooperation 3rd 3.73 1.35 4th 3.22 1.40 
Pleasure 4th 3.49 1.43 3rd 3.29 1.42 
Competition 5th 3.38 1.43 6th 3.04 1.38 
Relaxation 6th 3.34 1.38 5th 3.16 1.47 
Control 7th 3.10 1.46 7th 3.03 1.36 
Leisure 8th 3.04 1.52 8th 2.92 1.43 
Recognition 9th 3.02 1.42 9th 2.91 1.40 
Fantasy 10th 2.71 1.44 10th 2.79 1.39 

4.5 Skills Obtained in HE  

Participants were asked to rate the skills that they believed they could acquire from 
playing computer games. Problem solving, critical thinking and collabora-
tion/teamwork were the most popular skills and management, reflection and recollec-
tion were the least popular skills. Table 5 shows responses to the question “What 
types of skills do you think can be obtained from computer games that would be  
relevant to Higher Education?”  
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Table 5. Skills that can be obtained from computer games 

Skill Rank N % 
Problem Solving 1st  245 59.0% 

Critical Thinking 2nd 182 43.8% 

Collaboration/teamwork 3rd 181 43.6% 

Creativity 3rd 181 43.6% 

Analysing/Classifying 4th 178 42.8% 

Leading/motivating 5th 124 29.8% 

Management 6th 112 26.9% 

Reflection 7th 110 26.5% 

Recollection 8th 102 24.5% 

Table 6. Attitudes to computer games split by gender 

Gender Male Female 

Attitude Mean SD Mean SD 

Playing games is a sociable activity 3.93 1.10 3.52 1.22 

Playing games is a waste of time 2.12 1.04 2.31 1.05 

Playing games helps to develop useful skills 3.74 0.91 3.69 0.80 

Playing games is time consuming 4.11 0.67 3.83 0.92 

Playing games is interesting 4.22 0.79 3.98 0.89 

Playing games is a worthwhile activity 3.80 0.96 3.57 1.02 

Playing games is enjoyable 4.42 0.76 4.10 0.81 

Playing games is a lonely activity 2.39 1.03 2.90 1.05 

Playing games is a valuable activity 3.48 0.94 3.34 0.95 

Playing games is exciting 4.19 0.87 3.91 0.89 

5 Discussion and Summary 

79% of respondents played computer games for leisure and students who played 
computer games for leisure were significantly younger than those who did not. Partic-
ipants played computer games for an average of 9.22 hours per week with males  
playing computer games for significantly longer periods per week than females. On 
average participants had been playing computer games for 15.31 years. Given that the 
average age of the participants was 26.5 years, the average participant had been  
playing computer games for just under half of their life. 195 participants (74%) be-
lieved that computer games could be used in HE for the purposes of learning and 137 
participants (59%) participated in computer games on-line. 

In terms of the reasons for playing computer games, pleasure, relaxation and ex-
citement were rated as the three top ranking motivations. Challenge was rated as the 
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fourth top ranking motivation which is consistent with three similar studies performed 
at the University of the West of Scotland [17]. Control, avoidance of other activities 
and recognition were rated as the least important ranking motivations. Males rated 
cooperation and prevention of boredom to be significantly more important for playing 
computer games than females. Females considered curiosity and relieving stress to be 
significantly more important for playing computer games than males. 

The top three ranking motivations for playing computer games in HE were chal-
lenge, curiosity and cooperation and the three least important reasons were leisure, 
recognition and fantasy. Males rated competition and cooperation as significantly 
more important than females for playing computer games in a HE context. Partici-
pants who played computer games had significantly more positive attitudes to com-
puter games than those who did not with the exception of computer games being a 
time consuming activity. Males found games to be significantly more or a social ac-
tivity, more time consuming, more interesting, more enjoyable and more exciting. 
Females found that playing computer games was significantly more or a lonely activi-
ty. In terms of skills that could be obtained from computer games, participants rated 
problem solving, critical thinking and collaboration/teamwork as the most popular 
skills and management, reflection and recollection as the least popular skills.  

This paper has provided empirical evidence in the field of serious games and 
games-based learning (subsets of Web2.0) with regards to the motivations for playing 
computer games in general, playing computer games when they get progressively 
more difficult and playing computer games in an HE context. The study has also pro-
vided empirical evidence on the general game playing habits of HE students, their 
attitudes towards computer games and the skills they believe that they can obtain from 
playing computer games in an HE context. The results indicate that challenge is the 
most important motivation for playing computer games in HE and when they get 
progressively more difficult. Future work will entail running this survey in different 
countries to perform cultural comparisons and provide further empirical evidence in 
the area of serious games and games-based learning.  
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Abstract. This paper reviews the state of the art of enterprise microblogging 
(EMB) investigating the potential of microblogging tools to facilitate the con-
cept of organisational learning. Focusing on the area of information systems 
development (ISD) this paper examines what impact EMB might have in terms 
of supporting the process of organisational learning within ISD project envi-
ronments. This paper acknowledges that there appears to be a lack of empirical 
evidence related to the subject area of EMB as the concept is still a relatively 
new phenomenon. Reviewing the organisational learning literature in addition 
to prior work on EMB, this paper argues that dependent on the context of its 
implementation and use EMB tools have the potential to support the process of 
organisational learning in ISD project environments. This paper further propos-
es future directions on how to advance the area of EMB and provides an over-
view of a future empirical study associated with EMB that will be undertaken 
by the authors. 

Keywords: Enterprise 2.0, ISD Projects, Enterprise Microblogging, Weblogs, 
Organisational Learning.  

1 Introduction 

Enterprise 2.0 refers to: “The use of read/write (or Web 2.0 technologies) by busi-
nesses for a business purpose” [1: 215]. Enterprise 2.0 was a concept coined by And-
rew McAfee in 2006 and is often applied in the context of Web 2.0 technologies that 
are used internally or behind the firewall of an organisation to support internal know-
ledge sharing and collaboration. Whilst certain organisations such as Microsoft and 
IBM have been early adopters of the philosophy of Enterprise 2.0 there still remains a 
lack of empirical evidence associated with the effectiveness of certain Web 2.0 tech-
nologies in organisations that include, for example, weblogs [2] [3]. Despite this, it 
has been suggested in the academic literature that certain Web 2.0 technologies such 
as microblogging, when applied internally in an organisation, may have the potential 
to support project teams with aspects of project co-ordination and communication [4]. 
The concept of microblogging can be perceived as being a: “…smaller version of 
weblogs enriched with features for social networking and with a strong focus on mo-
bility. Users have their own public microblog where they can post short updates. 
Other members can be “followed” by adding them to the personal network.” [5: 2].  
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A specific problem area where enterprise microblogging might be beneficially applied 
is in the context of alleviating the complexity of managing and executing ISD 
projects. For example, the way in which ISD projects are conducted means that they 
are often social and interactive in nature. ISD projects often consist of diverse groups 
of stakeholders from different backgrounds who possess varying skill sets. Prior re-
search into the topic of how ISD projects sometimes become ‘troubled’ [6] indicates 
that projects can often escalate and can eventually become abandoned. From a theo-
retical perspective, it also appears that the association between enterprise blogging 
and organisational learning has yet to be explicitly identified in the literature. There 
have however been works published stating that microblogging has the potential to 
support communities of practice [7] and knowledge-intensive work practices [8]. 
Several definitions of organisational learning have been proposed in the literature. 
However, this paper agrees with the view that the process of organisational learning 
“…occurs through shared insights, knowledge, and mental models… [and] builds on 
past knowledge and experience – that is, on memory” [9: 64]. This definition of orga-
nisational learning coincides with the ontological perspective of the authors which is 
that reality is socially constructed, knowledge is tacit with individuals being able to 
act and think for themselves. 

Furthermore, it has been argued in the literature that Web 2.0 technologies can help 
to support the concept of the knowledge worker [10]. Microblogging, with its poten-
tial to facilitate communication and information sharing in project teams could assist 
in supporting project team members to learn from one another in the form of project 
updates throughout the duration of a specific project [4]. 

This paper contributes to the body of knowledge of enterprise microblogging by 
identifying its theoretical association with organisational learning. Furthermore, this 
paper also proposes various avenues for future research in the subject area in addition 
to providing a review of future empirical work that will be performed by the authors. 
The paper is presented in the following manner. To begin with, the paper reviews the 
nature of ISD projects with specific reference to the teamwork aspect of these 
projects. Following on from this, the concepts of organisational learning and micro-
blogging are discussed with a view to identifying the theoretical relationship between 
both subject areas. Next, prior work in the topic of enterprise microblogging is re-
viewed. Following on from this, future research directions for the area are proposed 
and a review of future empirical work to be undertaken by the authors is outlined. 

2 Nature of ISD Projects 

ISD projects can encounter difficulties due to a number of factors: project, psycholog-
ical, social and organisational [11]. For instance, within the context of projects, each 
individual project stakeholder may have a differing perception of how a software 
project is running. This outlook  could be determined by their place and responsibili-
ty within the project team. A resulting factor might be the notion of project escalation 
due to conflicting reports regarding the overall status of a project. These attitudinal 
and behavioural problems could also be related towards project members not fully 
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understanding the divergent nature of one another’s job roles. ISD projects can at 
times run into trouble due to rivalry among the project members resulting in withhold-
ing project information from one another. An important influence that may also  
determine the successful development of an ISD project is the organisational envi-
ronment in which the project is undertaken. Projects that are run in an organisational 
climate that is used to success might encounter difficulties if the project begins to 
appear to be in trouble. Furthermore, an organisation that inhibits an environment that 
facilitates openness of knowledge sharing, exchanging ideas and learning from past 
mistakes may unconsciously have laid the very foundations to facilitate the unsuc-
cessful running of its ISD projects. 

3 Fluid Nature of Project Teams 

A project team, by definition, can be perceived as being “…an established, fixed 
group of people cooperating in pursuit of a common goal” [12: 13]. The intensity and 
different approaches undertaken by organisations to compete in what is often referred 
to as the knowledge economy [10] has implications for how project teams are formu-
lated and function to achieve project deliverables. Concepts such as virtual organisa-
tions and virtual teams often relate to transparent forms of organisational structures 
sometimes forced to materialise due to the changing circumstances of an organisation 
or affiliated companies. Virtual organisations, similarly to virtual teams, are predomi-
nately multi-site, multi-organisational, where members communicate through the use 
of information technology to achieve long or short-term goals. In addition, it can be 
argued that virtual teams employ similar features to the concept known as ‘teaming’. 
The phrase teaming refers to when organisational members undertake flexible team-
work. Teaming often involves forming project teams at short notice where the project 
teams are often short term, disbanded after project completion and where project 
members have to liaise with individuals with different skill sets and varying back-
grounds almost on a rotational basis. Teaming is therefore a concept often applied in 
temporary teams or organisations collaborating with one another and has been  
referred to as “… the engine of organizational learning” [12: 14] .  

4 Different Perspectives of Organisational Learning 

This section of the paper will examine the various perspectives that are associated 
with the subject area of organisational learning and will explain the thinking behind 
these viewpoints. The perspective of organisational learning that this paper adopts 
will also be justified. 

4.1 The Functionalistic Perspective 

The traditional perspective of organisational learning, also referred to as the functio-
nalistic viewpoint, adopts the outlook that learning begins with the individuals who 
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inhabit organisations [13] and argues that individuals learn as representatives for the 
organisation [14]. Within this context of organisational learning the functionalistic 
outlook argues that an organisation primarily learns in two main ways, namely, by the 
learning undertaken by the individuals contained within the organisation or by acquir-
ing new members of staff who possess knowledge the organisation did not previously 
have access to [15]. Within the functionalistic perspective learning occurs primarily 
through ‘explicit knowledge’ creation and sharing. Explicit knowledge is knowledge 
that can be articulated into formal language, such as words, mathematical expressions, 
specifications and computer programmes, and can be readily articulated to others 
[16]. Within the functionalistic paradigm, organisational learning occurs through  
regulated or structured routines, formal procedures and documentation [17].  

4.2 The Interpretive Perspective 

The interpretive outlook of organisational learning argues that learning in organisa-
tions is a social process [14]. This view is becoming more main stream in contrast to 
the formal viewpoint of organisational learning. Within this context of organisational 
learning it is argued that learning in organisations must be viewed as a social pheno-
menon because individuals are essentially social beings [18]. The social perspective 
of organisational learning is theoretically different to its functionalist counterpart and 
argues that learning is predominately relationship-based and learning begins in the 
form of relationships and through social construction [19]. This outlook of organisa-
tional learning challenges the idea that learning starts within individuals and instead 
argues that organisational reality is socially constructed and that organisations and the 
individuals within them are socially dynamic and interactive in nature [20].  

The interpretive viewpoint of organisational learning further argues that learning 
that occurs in unique working contexts can be shared in the form of learning communi-
ties, known as communities of practice (CoPs) [21]. CoPs are defined as being: 
“…groups of people who share a concern, a set of problems, or a passion about a 
topic, and who deepen their knowledge and expertise in this area by interacting on an 
ongoing basis” [22: 4]. In addition, in contrast to the functionalistic view of organisa-
tional learning, the social perspective views knowledge as non-quantifiable and perce-
ives knowledge to be subjective and personal in nature based on an individual’s unique 
experience, consisting of their own mental models, beliefs and know-how [23]. In this 
standpoint, knowledge is considered to be ‘tacit’; that is, personalised and based upon 
experience, context and the actions of an individual. Closely associated with tacit 
knowledge is the role of dialogue and conversation, which is considered to be impor-
tant in the social aspect of organisational learning [24] and a fundamental prerequisite 
to the success of a community of practice. 

4.3 View That Organisations Can Learn 

The literature on organisational learning also debates whether organisations can learn. 
This perspective of organisational learning argues that organisations are ‘living enti-
ties’ that possess a cognitive ability to learn [25] while an alternative outlook is that 
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organisations are incapable of learning. In addition, it has been further argued that to 
imply that organisations can learn results in wrongly anthropomorphising them [26]. 
Anthropomorphism, a term that originated from the mid-1700s, has been defined by 
Epley, Waytz and Cacioppo [27: 864] as “… the tendency to imbue the real or im-
agined behavior of nonhuman agents with humanlike characteristics, motivations, 
intentions, or emotions”. In contrast to this view, Kim [17] states that all organisa-
tions do learn whether they consciously choose to or not to survive and that organisa-
tions learn as a result of the individuals who reside in them. This viewpoint is  
supported by Mumford [28] who states that it is difficult to imagine an organisation 
that does not learn or ‘exist’ through learning. 

Organisational memory is linked to the question about whether an organisation can 
learn. The concept of organisational memory can be thought of as “…stored informa-
tion from an organization’s history that can be brought to bear on present decisions” 
[29: 61]. Organisational memory is considered to be made up of both mental (i.e. 
knowledge, information, experiences and relationships) and structural artefacts (i.e. 
roles, structures, operating procedures and routines). The three fundamental compo-
nents associated with organisational memory are: (1) acquisition; (2) retention; and 
(3) retrieval of information.  

This paper adheres to the view of the interpretive position of organisational learn-
ing arguing that learning in organisations is a social process and is predominately 
relationship based. The viewpoint we adopt in this paper is that organisations can be 
conceptualised as ‘social worlds’ [30] where the culture of an organisation is shaped by 
the individuals in it due to their collective actions and interactions that occur whilst at 
work. 

5 Enterprise Microblogging 

With the launch of the Twitter.com, an online public social networking and micro-
blogging service in October 2006, the popularity of microblogging has steadily in-
creased. On Twitter.com, users publish short extracts of their activities and views on a 
particular subject. The postings are referred to as ‘tweets’, published on the author’s 
personal Twitter page and are sent to followers of that person who can then ‘retweet’ 
their response. Users of Twitter can direct tweets to another user by using the at [‘@’] 
sign. Furthermore, Twitter can also group topics or themes where tweets can be ar-
ranged using a hash sign ‘#’ to link dialogue of users together.  

Despite the increased use of Twitter as a social media communication tool, there 
remains insufficient evidence that identifies the impact that microblogging might have 
when applied in an internal corporate environment especially in relation to improving 
team communication [31] [32]. However, microblogging platforms such as Yammer, 
introduced in 2008, have allowed organisations to adopt microblogging for internal 
use among employees for business purposes. The principal difference between Twit-
ter and Yammer is that Twitter is a public and open network where anyone can regis-
ter and participate. In contrast, microblogging platforms such as Yammer are installed 
behind an organisation’s firewall and users are more aware of the boundaries of use 
that might include issues such as terms and purpose of use. 
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Several benefits of enterprise microblogging have been cited in the academic lite-
rature. For example, it has been argued that enterprise microblogging has the potential 
to support team and project work in addition to being used as a communication me-
dium for aiding the coordination of teamwork [4]. In addition, it has also been stated 
that enterprise microblogging could act as a useful tool for managing projects by 
keeping management up-to-date on project deliverables and the overall progression of 
the project’s life-cycle [33]. Enterprise microblogging can also be used to facilitate 
team discussions and to assist project members to locate expertise and find answers to 
work-related problems [4].  

6 Enterprise Microblogging and Organisational Learning 

The literature review performed in sections II, III and IV of this paper indicate that 
the subject area of enterprise microblogging is an applicable social media platform 
that has the potential to support the social aspect of organisational learning especially 
in ISD project environments.  

In addition, enterprise microblogging appears to have a unique practical association 
with the concept of ‘teaming’. The application of microblogging is a flexible social 
media tool that can be used internally in project-based organisations to support 
projects that are commenced at short notice, are short-term and can involve a signifi-
cant amount of information sharing among project members from diverse back-
grounds with diverging skill sets. In addition, microblogging, when applied internally 
during project teamwork, also supports the community-driven nature of project work 
and thereby assists in facilitating and sustaining communities of practice. From a 
project management perspective, enterprise microblogging is a useful project disse-
mination tool that can be used to exchange dialogue about a project’s status and  
development and assist management to avoid some of the pitfalls associated with 
running ISD projects such as receiving conflicting reports on the status of a project 
and overcoming the problem of information asymmetry whereby individuals in a 
project are privileged to certain information over others.  

7 Prior Work on Enterprise Microblogging 

Some studies have been undertaken in the area of enterprise microblogging. For in-
stance, a case study performed by Riemer and Richter [31] used genre analysis to 
identify types of communication used by a team of staff adopting enterprise micro-
blogging in a software company called Communote. The findings of the study indi-
cated that the team primarily used microblogging for five principal motives: (1) to 
provide updates about work-related tasks; (2) to coordinate work among team mem-
bers; (3) to share information among team members; (4) ask questions; and (5) to 
discuss and clarify issues related to project work. In another study, Muller and stocker 
[34] conducted a case study adopting a mixed methods approach in Siemens, investi-
gating the use of a microblogging site known as References@BT used for the global 
exchange of knowledge with the aim of connecting employees across the company. 
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The findings of the study revealed that user acceptance of the microblog were high 
among employees. The study further denoted that the success of the microblog was 
the ability of staff to create content easily and share it quickly among colleagues.  

A study conducted by Zhao and Rosson [35] used a qualitative approach and em-
ployed semi-structured interviews to explore microblogging’s impact on informal 
communication in the workplace. In this case, the study involved reviewing the use of 
Twitter at work whereby it was found that individuals did use the site to provide up-
dates about personal events to form better relationships with colleagues. In addition, 
the study found that because microblogging is communication delivered in real time, 
users of the Twitter site considered the information posted on the site to be more val-
uable than other types of media used in the organisation, especially for the purposes 
of acquiring real-time information associated with their job roles. Employees using 
the site also considered the brevity, mobility of use and the flexible access that Twit-
ter provided to them at work as beneficial. 

A participatory action research study performed by Meyer and Dibbern [36] in-
volved reviewing a team of seven researcher’s use of Twitter for the purposes of liais-
ing about project work. The study identified that the use of Twitter had a positive 
impact on their teamwork and helped towards supporting the coordination of shared 
work and actions, facilitation of social interaction and sharing of tacit and explicit 
knowledge. A different study conducted by Riemer, Diederich, Richter and Scifleet 
[37] involved exploring the use of Yammer at Capgemini that was introduced into the 
workforce to support knowledge sharing in the firm. When undertaking the study, 
genre analysis was used to categorise structures in communications on the platform. 
The principal findings of the study indentified that users at Capgemini used Yammer 
principally for purposes of: (1) sharing opinions and seeking clarification about work 
related issues; (2) problem solving and supporting work colleagues; (3) receiving 
updates and notifications in addition; to (4) general information sharing.  

Riemer, Scifleet and Reddig [38] investigated the role of Yammer in Deloitte Aus-
tralia by reviewing communicative work practices that had occurred on the platform 
among employees. Undertaking the analytical approach of genre analysis, the most 
prevalent genre categories were those that related to: (1) discussion and sharing opi-
nions; (2) information sharing; (3) updates about a person’s status; (4) problem  
solving and advice; (5) social and praise whereby users thanked one another for  
contributions to the site; and (6) idea generation.  

8 Conclusions and Future Directions 

The review undertaken in this paper on the topic of enterprise microblogging has 
revealed that microblogging is a very flexible and accommodating social media tool 
that can be applied in organisations to support the social phenomenon of organisa-
tional learning. The ease of use and characteristics associated with microblogging 
indicates that it is a very applicable Web 2.0 technology which can support the con-
cept of ‘teaming’ and the running of ISD projects as a communication medium that 
can help to provide project updates to project members and allow project managers to 
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coordinate projects through real-time information sharing. Furthermore, in association 
with the notion of ‘teaming’ and the nature of ISD projects, microblogging, dependent 
on its use, can also assist in facilitating the formation of communities of practice in 
addition to their running and co-ordination. As evidenced by some of the prior work 
performed on the topic of enterprise microblogging reviewed in section seven, the 
majority of studies concluded that it is also a beneficial social media tool for sharing 
knowledge on how to solve problems during the course of project team work. 

We propose several new avenues of research that have the potential to provide  
a contribution to knowledge in this area. For example, the following research  
questions might be applicable towards advancing the state of the art of enterprise 
microblogging: 

• What factors impact on the use of enterprise microblogging? 
• How effective is microblogging as a project management tool? 
• How beneficial is microblogging as a tool for knowledge sharing in project-based 

environments? 
• Is a ‘top-down’ or ‘bottom-up’ approach more pragmatic towards supporting the 

adoption of microblogging in enterprises? 
• How adaptable are microblogs towards supporting organisational learning? 
• How does microblogging compare as a communication medium among employees 

in project environments when contrasted with other types of Web 2.0 technologies?  
• Is there a ‘best practice’ approach towards using microblogs internally in  

organisations? 

A future study designed to contribute to advancing the area of enterprise micro-
blogging will be undertaken by the authors. The research will involve investigating 
the perception of enterprise microblogging among SMEs to evaluate whether their 
views about microblogging substantiate the findings of the academic literature. The 
study will adopt a mixed methods approach utilising questionnaires and semi-
structured interviews to compare and contrast different viewpoints among staff in 
SMEs already engaged in using microblogs about whether they are effective tools to 
use for supporting organisational learning. The findings obtained from this research 
will also be compared with previous studies performed in the area of enterprise mi-
croblogging to identify similarities or differences in results in addition to identifying 
any gaps in knowledge. 
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Ðjord̄jević, Goran 589
Dohnálek, Pavel 201
Dráždilová, Pavla 641
Durães, Joana 91

Encinas, Ascensión Hernández 517
Encinas, Luis Hernández 399, 517, 567
Etxeberria-Agiriano, Ismael 101
Ezpeleta, Enaitz 479

Fedor, Pavol 339
Fernández, Alejandro Moreo 631
Fernández-Ceniceros, Julio 1, 151
Fernandez-Gauna, Borja 101
Fernández-Martínez, Roberto 269, 279
Franco, Camilo 141
Friedrich, Jiri 379
Fúster-Sabater, Amparo 499, 547, 557

Gajdoš, Petr 201
Galán-García, Patxi 419, 449
Galdámez, Pedro Luis 181
Garcia, Ana Cristina Bicharra 211



740 Author Index

García Bringas, Pablo 419
García-Ferreira, Iván 191
Garcia-Gutierrez, Jorge 249
Ghani-Olabi, Abdul 279
Girovský, Peter 349
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Kolář, Václav 359
Körösi, Ladislav 329
Kozák, Štefan 329

Laorden, Carlos 449, 469
Larzabal, Ekaitz 71
Le Clainche Martínez, Soledad 259
León, Coromoto 11
López-de-Ipiña, Diego 601
López-Guede, Jose Manuel 389
Losada, Cristina González 669
Lostado-Lorza, Rubén 269, 279

Mac Donald, Bryan J. 269, 279
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