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Abstract. In image processing, finding the optimal threshold(s) for an
image with a multimodal histogram can be done by solving a Gaussian
curve fitting problem, i.e. fitting a sum of Gaussian probability density
functions to the image histogram. This problem can be expressed as a
continuous nonlinear optimization problem. The goal of this paper is to
show the relevance of using a recently proposed variant of the Particle
Swarm Optimization (PSO) algorithm, called PSO-2S, to solve this im-
age thresholding problem. PSO-2S is a multi-swarm PSO algorithm using
charged particles in a partitioned search space for continuous optimiza-
tion problems. The performances of PSO-2S are compared with those of
SPSO-07 (Standard Particle Swarm Optimization in its 2007 version),
using reference images, i.e. using test images commonly used in the lit-
erature on image segmentation, and test images generated from brain
MRI simulations. The experimental results show that PSO-2S produces
better results than SPSO-07 and improves significantly the stability of
the segmentation method.

1 Introduction

Digital image processing has attracted a growing interest, due to its practical
relevance in many fields of research and in industrial and medical applications.
Image segmentation is typically used to locate objects and boundaries in im-
ages. It is one of the main components of several image analysis systems, thus
it received a great deal of attention. Several surveys and comparative papers
are available in the literature [13,10,14,7]. Image thresholding is one of the most
popular segmentation approaches. It makes use of the image histogram to par-
tition the images into several meaningful groups of pixels. In automatic image
thresholding methods, the segmentation problem can be formulated as a con-
tinuous nonlinear optimization problem. Hence, the use of a metaheuristic is a
relevant choice to solve it efficiently.

In this paper, we propose to use a recently proposed algorithm [5], called
PSO-2S, which is a new variant of particle swarm optimization (PSO) [8]. PSO
is inspired by social behavior simulations of bird flocking. It has already been

J.-S. Pan et al. (eds.), Genetic and Evolutionary Computing, 13
Advances in Intelligent Systems and Computing 238,
DOI: 10.1007/978-3-319-01796-9_2, c© Springer International Publishing Switzerland 2014



14 A. El Dor et al.

applied successfully to image processing problems [6,9]. This algorithm optimizes
a problem by iteratively improving a candidate solution with regard to a given
measure of quality. PSO-2S is a multi-swarm PSO algorithm based on several
initializations in different zones of the search space, using charged particles. This
algorithm uses two kinds of swarms, one main and several auxiliary swarms. The
best particles of the auxiliary ones generate the main swarm. More precisely, the
auxiliary swarms are initialized several times in different zones. An electrostatic
repulsion heuristic is then applied in each zone to increase the diversity of the
particles. Each auxiliary swarm performs several generations based on standard
PSO algorithm to provide the best solution in its related zone. The provided
solutions are then used as the main swarm.

This paper is structured as follows: Section 2 presents an overview of the
standard particle swarm optimization and its new variant PSO-2S. Section 3 is
dedicated to the presentation of the image thresholding method. The image seg-
mentation criterion is given in Section 4. Experimental protocol and parameter
setting are presented in Section 5. Experimental results are discussed in Section
6. The work in this paper is concluded in section 7.

2 Presentation of the PSO-2S Algorithm

2.1 Review of the Standard PSO

The particle swarm optimization (PSO) [8] is inspired originally by the social
and cognitive behavior existing in the bird flocking. The algorithm is initialized
with a population of particles randomly distributed in the search space, and each
particle is assigned a randomized velocity. Each particle represents a potential
solution to the problem.

In this paper, the swarm size is denoted by s, and the search space is n-
dimensional. In general, the particles have three attributes: the current position
Xi = (xi,1, xi,2, ..., xi,n), the current velocity vector Vi = (vi,1, vi,2, ..., vi,n) and
the past best position Pbesti = (pi,1, pi,2, ..., pi,n). The best position found in
the neighborhood of the particle i is denoted by Gbesti = (g1, g2, ..., gn). These
attributes are used to update iteratively the state of each particle in the swarm.
The objective function to be minimized is denoted by f . The velocity vector
Vi of each particle is updated using the best position it visited so far and the
overall best position visited by its neighbors. Then, the position of each particle
is updated using its updated velocity per iteration. At each step, the velocity of
each particle and its new position are updated as follows:

vi,j(t+1) = wvi,j(t)+c1r1i,j (t) [pbesti,j(t)−xi,j(t)]+c2r2i,j (t) [gbesti,j(t)−xi,j(t)]
(1)

xi,j(t+ 1) = xi,j(t) + vi,j(t+ 1) (2)

where w is called inertia weight, c1, c2 are the learning factors and r1, r2 are two
random numbers selected uniformly in the range [0, 1].
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Fig. 1. Partitioning of the search space

2.2 PSO Improved Variant: PSO-2S

An improved variant of the original PSO algorithm, called PSO-2S, was proposed
by El Dor et al. [5]. This variant consists of using three main ideas: the first is
to use two kinds of swarms: a main swarm, denoted by S1, and s auxiliary ones,
denoted by S2i, where 1 ≤ i ≤ s. The second idea is to partition the search space
into several zones in which the auxiliary swarms are initialized (the number of
zones is equal to the number of auxiliary swarms s). The last idea is to use the
concept of the electrostatic repulsion heuristic to diversify the particles for each
auxiliary swarm in each zone.

To construct S1, the auxiliary swarms S2i evolve several times in different
areas, and then each best particle for each S2i is saved and considered as a new
particle of S1. To do so, the population of each auxiliary swarm is initialized
randomly in different zones (each S2i is initialized in its corresponding zone i).
After each of these initializations, nbgeneration displacements of particles, for each
S2i, are performed in the same way as standard PSO. Then the best solution
found by each auxiliary swarm, named gbesti, is added to S1. The number of
initializations of S2i is equal to the number of particles in S1.

As mentioned above, the second idea is to partition the search space [mind,
maxd]

D into several zones (maxzone zones). Then, one calculates the centerd and
the stepd of each dimension separately, according to (3) and (4). In the case of
using an uniform (square) search space, the stepd are similar for all dimensions.

centerd = (maxd +mind)/2 (3)

stepd = (maxd −mind)/2×maxzone (4)

where maxzone is a fixed value, and d is the current dimension (1 ≤ d ≤ D).
This process is illustrated in Figure 1, where the ith swarm S2i and its

attributed zone Zi are denoted by (Zi, S2i).
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(a) (b)

Fig. 2. Repulsion process: (a) (Z3, S23) before repulsion, (b) (Z3, S23) after repulsion

The sizes of the zones of the partitioned search space are different (Z1 < Z2 <
. . . < Zmaxzone). Therefore, the number of particles in S2i, denoted by S2isize,
depends on its corresponding zone size. Indeed, a small zone takes less particles
and the number of particles increases when the zone becomes larger. The size of
each auxiliary swarm is calculated as follows:

S2isize = numzone × nbparticle (5)

where numzone = 1, 2, ..., maxzone is the current zone number and nbparticle is
a fixed value.

After the initializations of the auxiliary swarms in different zones (Zi, S2i), an
electrostatic repulsion heuristic is applied to diversify the particles and to widely
cover the search space [4]. This technique is used in an agent-based optimization
algorithm for dynamic environments [11]. Therefore, this procedure is applied
in each zone separately, hence each particle is considered as an electron. Then
a force of 1/r2 is applied, on the particles of each zone, until the maximum dis-
placement of a particle during an iteration becomes lower than a given threshold
ε (where r is the distance between two particles, ε is typically equal to 10−4).
At each iteration of this procedure, the particles are projected in the middle of
the current zone, before a new application of the repulsion heuristic. Figure 2
presents an example of the repulsion applied to (Z3, S23).

3 The Problem at Hand

The segmentation problem has received a great deal of attention, thus any at-
tempt to survey the literature would be too space-consuming. The most popular
segmentation methods may be found in [15]. In this work, image segmentation
is performed using the thresholding approach. Image thresholding is a super-
vised segmentation method, i.e. the number of regions (classes of pixels) and
their properties are known in advance by the user. The segmentation is done by
determining, for each pixel, the class whose properties are the closest to those
observed for that pixel. The thresholding technique is based on the assumption
that different regions of the image can be distinguished by their gray levels.
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It makes use of the histogram h(j) of the processed image, i.e. the observed
probability of gray level j. It can be defined as follows:

h(j) =
g (j)

∑L−1
i=0 g (i)

(6)

where g(j) denotes the occurrence of gray-level j ∈ {0, 1, . . . , L−1} in the image.
Thresholding the image into N classes is to find the N − 1 thresholds that

will partition the histogram into N zones.
The main contribution of the work we present here is to show the significance

of using PSO-2S for MR image segmentation. The performances of PSO-2S are
first compared with those of SPSO-07 (Standard Particle Swarm Optimization in
its 2007 version) [2], using reference images, commonly used in the literature on
image segmentation. Then, the performances of both algorithms are compared
using images from a database generated by brain MRI simulation [1,3]. This
database, called BrainWeb, provides images for which an ”optimal” segmentation
is known. Indeed, the BrainWeb MRI simulations are based on a predefined
anatomical model of the brain. The images generated by these simulations can
then be used to validate a segmentation method, or to compare the performance
of different methods.

4 Image Segmentation Criterion

Before using this criterion we must fit the histogram of the image to be seg-
mented to a sum of Gaussian probability density functions (pdf’s). This proce-
dure is named Gaussian curve fitting, more details about it are given below. The
pdf model must be fitted to the image histogram, typically by using the max-
imum likelihood or mean-squared error approach, in order to find the optimal
threshold(s). For the multimodal histogram h(i) of an image, where i is the gray
level, we fit h(i) to a sum of d probability density functions [12]. The case where
the Gaussian pdf’s are used is defined by:

p (x) =

d∑

i=1

Pi exp

[

− (x− μi)
2

σ2
i

]

(7)

where Pi is the amplitude of Gaussian pdf on μi, μi is the mean and σ2
i is the

variance of mode i, and d is the number of Gaussians used to approximate the
original histogram and corresponds to the number of segmentation classes.

Our goal is to find a vector of parameters, Θ, that minimizes the fitting error
J , given by the following expression:

J(Θ) =

L−1∑

i=0

|h(i)− p(Θ, i)|2 (8)

where h(i) is the measured histogram. Here, J is the objective function to be
minimized with respect to Θ, a set of parameters defining the Gaussian pdf’s
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and the probabilities, given by Θ = {Pi, μi, σi; i = 1, 2, · · · , d}. After fit-
ting the multimodal histogram, the optimal threshold could be determined by
minimizing the overall probability of error, for two adjacent Gaussian pdf’s,
given by:

e(Ti) = Pi

∫ Ti

−∞
pi (x) dx+ Pi+1

∫ ∞

Ti+1

pi+1 (x) dx (9)

with respect to the threshold Ti, where pi(x) is the ith pdf and i = 1, . . . , d− 1.
Then the overall probability to minimize is:

E(T ) =
d−1∑

i=1

e(Ti) (10)

where T is the vector of thresholds: 0 < T1 < T2 < ... < T(d−1) < L − 1. In our
case L is equal to 256.

5 Experimental Protocol and Parameter Setting

To compare the performance of PSO-2S and SPSO-07, the criterion (8) is min-
imized for each test image in Figure 3 (a). The stagnation criterion used is
satisfied if no significant improvement (greater than 1E−10) in the current best
solution is observed during 1E+4 successive evaluations of the objective function.
In addition, the maximum number of evaluations allowed is set to 300000.

In this figure, LENA and BRIDGE are reference images used for the validation
of segmentation methods in the literature. The images MRITS and MRICS are
obtained from BrainWeb [1] and correspond to transverse and coronal sections
of a brain, respectively. The parameters used for the MRI simulation are a T1-
weighted sequence, a slice thickness of 1mm, a Gaussian noise of 3% calculated
relative to the brightest tissue, and a 20% level of intensity non-uniformity (radio
frequency bias).

The values of the PSO and SPSO-07 parameters used for the segmentation
problem are defined below:

– PSO-2S using 30 zones and p4

7000 + 10 particles in each zone, where p is the
zone number. The parameter K used to generate the neighborhood of the
particles is set to K = 3. The parameter Nbgeneration is set to 15 ;

– SPSO-07 (Standard Particle Swarm Optimization in its 2007 version) [2]
using 10+2

√
D particles (the formula recommended by the authors of SPSO-

07), where D is the dimension of the problem. The parameter K is set to
K = 3.

6 Experimental Results and Discussion

In this section, the experimental results obtained with PSO-2S and SPSO-07 are
presented. The segmentation results are shown in Figure 3. In this figure, the
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Fig. 3. Illustration of the segmentation process. (a) Original images. (b) Segmented
images using thresholds in Table II. (c) Original histograms. (d) Approximated his-
tograms.

original images and their histograms are illustrated in (a) and (c), respectively.
Approximated histograms are presented in (d), and segmented images (using 5
classes) are shown in (b). For each test image, one can see that the approximation
of its histogram, illustrated in detail for LENA in Figure 4, leads to a good image
segmentation.

The histogram approximation results, for each test image, are presented in
Table 1. In this table, the parameters of each of the five Gaussian pdf’s used
to approximate the histogram of each image are given. The parameters of the
ith pdf of an image are denoted by Pi, μi and σi. Threshold values between
the different classes of pixels, calculated for each image using its approximated
histogram, are given in Table 2.

For each test image, the number of evaluations performed by each algorithm,
averaged over 100 runs, is given in Table 3. The success rate (the percentage of
acceptable solutions found among the ones of the 100 runs, i.e. the percentage of
solutions with an objective function value lower or equal to 5.14E−4, 5.09E−4,
7.51E−4, 7.99E−4 for LENA, BRIDGE, MRITS, MRICS, respectively), and the
average approximation error (the average value of the objective function for the
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Fig. 4. Illustration of the histogram approximation process for LENA. (a) Original
histogram. (b) Gaussian pdf’s for each class of pixels. (c) Sum of the Gaussian pdf’s
(approximated histogram).
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Table 1. Parameters of the Gaussian pdf’s used to approximate the histogram of each
test image

Image μ1 P1 σ1 μ2 P2 σ2 μ3 P3 σ3 μ4 P4 σ4 μ5 P5 σ5

LENA 41.62 0.17 9.87 90.57 0.28 23.14 117.21 0.06 6.33 142.54 0.43 23.82 199.56 0.07 12.64
BRIDGE 41.13 0.06 15.36 76.75 0.39 25.97 119.25 0.38 34.73 173.38 0.14 28.43 225.53 0.02 9.09
MRITS 4.71 0.28 3.78 40.79 0.17 10.05 94.50 0.36 14.26 131.55 0.19 9.17 225.60 0.00 252.92
MRICS 4.66 0.41 3.66 41.76 0.09 7.64 99.57 0.21 11.92 135.53 0.29 7.46 192.73 0.00 239.82

Table 2. Threshold values for each test image

Image Thresholds

LENA 57 112 120 183
BRIDGE 46 98 156 215
MRITS 15 62 117 184
MRICS 17 64 121 177

Table 3. Average number of evaluations for the segmentation of an image, approxi-
mation error and success rate obtained for each algorithm, for each test image

Image Algorithm Evaluations Approximation error Success rate

LENA
PSO2S 119721.7 ± 64844.3 5.44E−4 ± 3.06E−5 41 %
SPSO-07 67057.1 ± 64316.9 5.52E−4 ± 3.08E−5 25 %

BRIDGE
PSO2S 241537.8 ± 70707.8 5.27E−4 ± 9.54E−5 48 %
SPSO-07 125524.4 ± 63277.9 5.16E−4 ± 6.01E−6 24 %

MRITS
PSO2S 81080.9 ± 66569.8 7.69E−4 ± 1.26E−4 95 %
SPSO-07 44212.0 ± 57321.5 8.79E−4 ± 2.73E−4 77 %

MRICS
PSO2S 72922.5 ± 35894.4 8.68E−4 ± 1.18E−4 70 %
SPSO-07 28185.4 ± 16188.4 9.46E−4 ± 2.71E−4 54 %

best solution found) of an image histogram are also given in this table, for 100
runs of an algorithm.

In this table, we see that PSO-2S requires more evaluations than SPSO-07
to converge to an acceptable solution. However, its success rate is significantly
higher than the one of SPSO-07 for all images, according to the Fisher’s exact test
with a 95% confidence level. Indeed, PSO-2S is designed to prevent premature
convergence of PSO algorithm. Hence, it significantly improves the stability of
the segmentation method. It shows the significance of using PSO-2S for this class
of problems.

7 Conclusion

In this paper, we present an image segmentation method using the thresholding
approach to identify several classes of pixels in standard and medical images.
This method includes an optimization step in which we integrated our PSO-2S
algorithm. We also tested the method using the algorithm SPSO-07.
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Segmentation results obtained on several test images, commonly used in the
literature in image processing and on synthetic images obtained from simulations
of brain MRI, are satisfactory. We show that using PSO-2S provides greater
stability for this segmentation method, compared with SPSO-07. It shows the
relevance of using PSO-2S for this type of problems. Our work in progress con-
sists in the improvement of the segmentation criterion in order to enhance the
segmentation quality and accelerate the optimization process.
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