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Preface

This volume of Advances in Intelligent Systems and Computing contains
accepted papers presented at ICGEC 2013, the 7th International Conference
on Genetic and Evolutionary Computing. The conference this year was techni-
cally co-sponsored by The Waseda University in Japan, Kaohsiung University of
Applied Science in Taiwan, and VŠB-Technical University of Ostrava. ICGEC
2013 was held in Prague, Czech Republic. Prague is one of the most beautiful
cities in the world whose magical atmosphere has been shaped over ten centuries.
Places of the greatest tourist interest are on the Royal Route running from the
Powder Tower through Celetná Street to Old Town Square, then across Charles
Bridge through the Lesser Town up to the Hradčany Castle. One should not
miss the Jewish Town, and the National Gallery with its fine collection of Czech
Gothic art, collection of old European art, and a beautiful collection of French
art.

The conference was intended as an international forum for the researchers
and professionals in all areas of genetic and evolutionary computing. The main
topics of ICGEC 2013 included Intelligent Computing, Evolutionary Computing,
Genetic Computing, and Grid Computing.

The organization of the ICGEC 2013 was entirely voluntary. The review pro-
cess required an enormous effort from the members of the International Technical
Program Committee, and we would therefore like to thank all its members for
their contribution to the success of this conference. We would like to express
our sincere thanks to the invited session organizers, to the host of ICGEC 2013,
VŠB – Technical University of Ostrava, and to the publisher, Springer, for their
hard work and support in organizing the conference.

August 2013 Jeng-Shyang Pan
Pavel Krömer
Václav Snášel
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Forecast Models of Partial Differential Equations Using 
Polynomial Networks 

Ladislav Zjavka 

VŠB-Technical University of Ostrava, IT4innovations Ostrava, Czech Republic 
ladislav.zjavka@vsb.cz 

Abstract. Unknown data relations can describe lots of complex systems 
through partial differential equation solutions of a multi-parametric function 
approximation. Common neural network techniques of pattern classification or 
function approximation problems in general are based on whole-pattern 
similarity relationships of trained and tested data samples. They apply input 
variables of only absolute interval values, which may cause problems by far 
various training and testing data ranges. Differential polynomial neural network 
is a new type of neural network developed by the author, which constructs and 
substitutes an unknown general sum partial differential equation, defining a 
system model of dependent variables. It generates a total sum of fractional 
polynomial terms defining partial relative derivative dependent changes of 
some combinations of input variables. This type of regression is based only on 
trained generalized data relations. The character of relative data allows 
processing a wider range of test interval values than defined by the training set. 
The characteristics of differential equation solutions also in general facilitate a 
greater variety of model forms than allow standard soft computing methods. 

Keywords: polynomial neural network, partial differential equation 
composition, sum relative derivative term, multi-parametric function 
approximation. 

1 Introduction 

Differential equation solutions allow define models for a variety of pattern 
recognition [10] and primarily function approximation problems, applying genetic 
programming (GP) techniques [3] or an artificial neural network (ANN) construction 
[9]. A common ANN operating principle is based on entire similarity relationships of 
new presented input patterns with the trained ones. It does not allow for eventual 
forthright data relations of variables, which might define a generalized model. 
Common soft-computing techniques utilize only absolute interval values of input 
variables, which are not able to describe a wider range of applied data [1]. The 
generalization from the training data set may be difficult or problematic if the model 
has not been trained with inputs around the range covered testing data [2]. If training 
data involve relations, which may become stronger or weaker character, the network 



2 L. Zjavka 

 

model could generalize it into wide-range valid values. Differential polynomial neural 
network (D-PNN) is a new neural network type, which creates and resolves an 
unknown partial differential equation (DE) following a data description of a multi-
parametric function approximation. A general DE is substituted producing sum of 
fractional polynomial derivative terms, forming a system model of dependent 
variables. In contrast with the ANN functionality, each neuron can direct take part in 
the network total output calculation, which is formed by the sum of active neuron 
outputs. The study tried to create a neural network, which function approximation is 
based on any dependent data relations. ANN solutions do not provide model 
specifications in the form of a math description. The model appears to the users as a 
“black box”. D-PNN combines the neural network functionalities with some math 
techniques of differential equation solutions. Its models are the boundary of neural 
network and exact computational techniques.  
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D-PNN’s block skeleton is formed by the GMDH (Group Method of Data 
Handling) polynomial neural network, which was created by a Ukrainian scientist 
Aleksey Ivakhnenko in 1968, when the back-propagation technique was not known 
yet [4]. General connection between input and output variables is possible to express 
by the Volterra functional series, a discrete analogue of which is Kolmogorov-Gabor 
polynomial (1). This polynomial can approximate any stationary random sequence of 
observations and can be computed by either adaptive methods or system of Gaussian 
normal equations [6]. GMDH decomposes the complexity of a process into many 
simpler relationships each described by low order polynomials (2) for every pair of 
the input values. Typical GMDH network maps a vector input x to a scalar output y, 
which is an estimate of the true function f(x) = yt. 

 
y = a0 + a1xi + a2xj + a3xixj + a4xi

2 + a5xj
2    (2) 

2 General Partial Differential Equation Composition 

The basic idea of the D-PNN is to compose and substitute a general sum partial 
differential equation (3), which is not known in advance and can describe a system of 
dependent variables, with a generated sum of fractional relative multi-parametric 
polynomial derivative terms (5). 
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u = f(x1, x2,, … , xn) – searched function of all input variables 
a, B(b1, b2,, ..., bn), C(c11, c12, ,... ) – polynomial parameters 
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Partial DE terms are formed according to the adapted method of integral 
analogues, which is a part of the similarity model analysis. It replaces mathematical 
operators and symbols of a DE by ratio of corresponding values. Derivatives are 
replaced by their integral analogues, i.e. derivative operators are removed and 
simultaneously with all operators are replaced by similarly or proportion signs in 
equations to form dimensionless groups of variables [5].  
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n – combination degree of  a complete polynomial of n-variables 
m – combination degree of denominator variables 

 
The fractional polynomials (5) define partial derivative relations of n-input 

variables. The numerator of a DE term (5) is a polynomial of all n-input variables and 
partly defines an unknown function u of eq. (4). The denominator is a derivative part, 
arose from the partial derivation of the complete n-variable polynomial in respect to 
competent variable(s). The root function of numerator takes the polynomial into 
competent combination degree to get the dimensionless values [5]. 

 

 

Fig. 1. D-PNN block of basic and compound neurons 

Blocks of the D-PNN (Fig.1.) consist of derivative neurons, one for each fractional 
polynomial derivative combination, so each neuron is considered a summation DE 
term (4). Each block contains a single output polynomial (2), without derivative part. 
Neurons do not affect the block output but participate direct in the total network 
output sum calculation of a DE composition. Each block has 1 and neuron 2 vectors 
of adjustable parameters a, resp. a, b.  
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where F(x1, x2, u, p, q, r, s, t) is a function of 8 variables 
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In the case of 2 input variables the 2nd odder partial DE can be expressed in the 
form of eq. (6), which involve all derivative terms of variables applied by the GMDH 
polynomial (2). D-PNN processes these 2-combination square polynomials of blocks 
and neurons, which form competent DE terms of eq. (5). Each block so include 5 
basic neurons of derivatives x1, x2, x1x2, x1

2, x2
2 of the 2nd order partial DE (6), which 

is most often used to model physical or natural systems.  

3 Differential Polynomial Neural Network 

Multi-layered networks forms composite polynomial functions (Fig.2.). Compound 
terms (CT), i.e. derivatives in respect to variables of previous layers, are calculated 
according to the composite function partial derivation rules (7)(8). They are formed 
by products of partial derivatives of external and internal functions. 

 
F(x1, x2, … , xn) = f(y1, y2, … , ym) = f(φ1(X), φ2(X),..., φm(X))    (7) 
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Fig. 2. 3-variable multi-layered backward D-PNN with 2-variable combination blocks 
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Thus blocks of the 2nd and following hidden layers are additionally extended with 
compound terms (neurons), which form composite derivatives utilizing outputs and 
inputs of back connected previous layer blocks. The 1st block of the last (3rd) hidden 
layer (Fig.2.) forms neurons e.g. (9)(10)(11) [10]. 
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The square (12) and combination (13) derivative terms are also calculated 

according to the composite function derivation rules. 
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The best-fit neuron selection is the initial phase of the DE composition, which may 

apply a proper genetic algorithm (GA). Parameters of polynomials might be adjusted 
by means of difference evolution algorithm (EA), supplied with sufficient random 
mutations. The parameter optimization is performed simultaneously with the GA term 
combination search, which may result in a quantity of local or global error solutions. 
The number of network hidden layers coincides with a total amount of input 
variables. There would be welcome to apply an adequate gradient descent method too, 
which parameter updates result from partial derivatives of polynomial DE terms in 
respect with the single parameters [7].  
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Only some of all potential combination DE terms (neurons) may participate in the 

DE composition, in despite of they have an adjustable term weight (wi). D-PNN’s 
total output Y is the sum of all active neuron outputs, divided by their amount k (14). 
The root mean square error (RMSE) method (15) was applied for the polynomial 
parameter optimization and neuron combination selection. D-PNN is trained only 
with a small set of input-output data samples likewise the GMDH algorithm does [6]. 
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4 Test Experiments 

The presented 3-variable multi-layered D-PNN (Fig.2.) can be tested to approximate 
non-linear multi-parametric functions. The D-PNN and ANN models were trained 
with 24 data samples, randomly generated by benchmark functions from the interval 
<10,400>. The ANN approximation ability falls rapidly outside of training range, 
while the D-PNN’s alternate errors grow just slowly (Fig.3. and Fig.4.). Experiments 
with other benchmarks (e.g. x1+x2

2+x3
3) result in similar outcome graphs. The ANN 

with 2-hidden layers of neurons applied the sigmoidal activation function and 
standard back-propagation algorithm. The parameter and weight adjustment of both 
methods appeared heavy time-consuming and have not succeed any experiment. 
 

 

Fig. 3. Comparison of the f(x1, x2, x3)=( x1+x2+x3)
2 function approximation 

 

Fig. 4. Comparison of the f(x1, x2, x3)= x1
2+x2

3+x3
4  function approximation 
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5 Real Data Multi-parametric Models 

A real data multi-parametric function can be represented by the relative humidity 
model which inputs are 3 weather variables of wind speed, temperature and sea level 
pressure of a 1-site locality. The test model of real meteorological data can roughly 
estimate the time and amount of precipitations. The relative humidity values increase 
at night hours (with temperature decrease), upswing or day grows can indicate 
precipitations (Fig.5a-d). The comparisons were done with 1-layer recurrent neural 
network (RNN), which applies as inputs also its neuron outputs from a previous time 
estimate. D-PNN applies only 3 current state variables, which disadvantages it, as it 
does not allow for time sequences. Both networks were trained with previous day 
hourly data series (24 or 48 hours, i.e. data samples) free on-line available [11].  

 

  

Fig. 5a. RMSED-PNN = 4.16, RMSERNN = 4.72 

 

Fig. 5b. RMSED-PNN = 5.75, RMSERNN = 3.48 
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Fig. 5c. RMSED-PNN = 5.33, RMSERNN = 5.70 

  

Fig. 5d. RMSED-PNN = 5.27, RMSERNN = 7.99 

The humidity value estimation model (Fig.5.) is only a search test of unknown real 
meteorological data function relations. The model could be formed with reference to 
other weather variables forecasts, as meteorological predictions of this very complex 
dynamic system are sophisticated and not any time faithful, using simple neural 
network models requiring as a rule high amount of input variables. This method could 
try to improve an official “Aladin” forecast model provided by Czech hydro-
meteorological institute. The model comprises 2-day chart prognoses of temperature, 
humidity, wind speed, pressure and cloudiness in a selected locality [12]. Thus D-
PNN can be trained with real data observations of previous 1 or 2 days to define a true 
multi-parametric function relation, exactly actual for this time interval. After it can 
form a new revised 24-hour estimation of some variable (e.g. relative humidity),  
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applying the previous day trained real model of data relations and input variables of 
the “Aladin” predictions. In the case of an unexpected weather change from a day to 
day the model will be not equally true, however this trend is not very frequent. The 
estimation will also depend on prediction accuracies of other “Aladin” model 
variables, which form the D-PNN’s input vector. 

6 Time-Series Predictions 

The simple neural network models applying 3 state weather variables of 1 site locality 
are able to predict their values simultaneously in this very complex system (Fig.6a-c.). 
The 3 meteorological variables (wind speed, dew point, see level pressure) and their 
3-time series of hour stamps form 9 variables of the input vectors totally [11]. 
However D-PNN applies only 3 hidden layers of blocks, i.e. 3 inter-connected 
networks of Fig.2, which disallows it to define all possible data relations.  

 

 (a) 

 (b) 

Fig. 6a-b. Comparison of weather variables predictions 
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 (c) 

Fig. 6c. Comparison of weather variables predictions 

The D-PNN and RNN (Fig. 7) predict values of the 3-variables at a next time state, 
which form the 3 latest time inputs of a following prediction. Dew point is the non-
linear function of temperature and relative humidity. There was need of doing more 
time-consuming experiments, which were not always succeeded and also not valid on 
all tested data as other factors can fair influence the very complex weather system [8]. 

 

Fig. 7. Recurrent neural network 

7 Conclusion 

D-PNN is a new neural network type, which function approximation and 
identification is based on generalized data relations. Its relative data processing is 
contrary to the common soft-computing method functionality (e.g. ANN, GP), which 
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applications are subjected to a fixed interval of absolute values. This handicap 
disallows it to use far various training and testing data range values, which may 
involve real data applications. Regarding to test experiments the D-PNN’s non-linear 
regression can cover a wider interval of input values. It forms and resolves an 
unknown general DE with a composition of sum fractional derivative terms, defining 
a system model of dependent variables. The inaccuracies of presented experiments 
can result from applied incomplete rough training and selective methods, requiring 
improvements. The D-PNN’s operating principle differs by far from other common 
neural network techniques. 
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Abstract. In image processing, finding the optimal threshold(s) for an
image with a multimodal histogram can be done by solving a Gaussian
curve fitting problem, i.e. fitting a sum of Gaussian probability density
functions to the image histogram. This problem can be expressed as a
continuous nonlinear optimization problem. The goal of this paper is to
show the relevance of using a recently proposed variant of the Particle
Swarm Optimization (PSO) algorithm, called PSO-2S, to solve this im-
age thresholding problem. PSO-2S is a multi-swarm PSO algorithm using
charged particles in a partitioned search space for continuous optimiza-
tion problems. The performances of PSO-2S are compared with those of
SPSO-07 (Standard Particle Swarm Optimization in its 2007 version),
using reference images, i.e. using test images commonly used in the lit-
erature on image segmentation, and test images generated from brain
MRI simulations. The experimental results show that PSO-2S produces
better results than SPSO-07 and improves significantly the stability of
the segmentation method.

1 Introduction

Digital image processing has attracted a growing interest, due to its practical
relevance in many fields of research and in industrial and medical applications.
Image segmentation is typically used to locate objects and boundaries in im-
ages. It is one of the main components of several image analysis systems, thus
it received a great deal of attention. Several surveys and comparative papers
are available in the literature [13,10,14,7]. Image thresholding is one of the most
popular segmentation approaches. It makes use of the image histogram to par-
tition the images into several meaningful groups of pixels. In automatic image
thresholding methods, the segmentation problem can be formulated as a con-
tinuous nonlinear optimization problem. Hence, the use of a metaheuristic is a
relevant choice to solve it efficiently.

In this paper, we propose to use a recently proposed algorithm [5], called
PSO-2S, which is a new variant of particle swarm optimization (PSO) [8]. PSO
is inspired by social behavior simulations of bird flocking. It has already been

J.-S. Pan et al. (eds.), Genetic and Evolutionary Computing, 13
Advances in Intelligent Systems and Computing 238,
DOI: 10.1007/978-3-319-01796-9_2, c© Springer International Publishing Switzerland 2014
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applied successfully to image processing problems [6,9]. This algorithm optimizes
a problem by iteratively improving a candidate solution with regard to a given
measure of quality. PSO-2S is a multi-swarm PSO algorithm based on several
initializations in different zones of the search space, using charged particles. This
algorithm uses two kinds of swarms, one main and several auxiliary swarms. The
best particles of the auxiliary ones generate the main swarm. More precisely, the
auxiliary swarms are initialized several times in different zones. An electrostatic
repulsion heuristic is then applied in each zone to increase the diversity of the
particles. Each auxiliary swarm performs several generations based on standard
PSO algorithm to provide the best solution in its related zone. The provided
solutions are then used as the main swarm.

This paper is structured as follows: Section 2 presents an overview of the
standard particle swarm optimization and its new variant PSO-2S. Section 3 is
dedicated to the presentation of the image thresholding method. The image seg-
mentation criterion is given in Section 4. Experimental protocol and parameter
setting are presented in Section 5. Experimental results are discussed in Section
6. The work in this paper is concluded in section 7.

2 Presentation of the PSO-2S Algorithm

2.1 Review of the Standard PSO

The particle swarm optimization (PSO) [8] is inspired originally by the social
and cognitive behavior existing in the bird flocking. The algorithm is initialized
with a population of particles randomly distributed in the search space, and each
particle is assigned a randomized velocity. Each particle represents a potential
solution to the problem.

In this paper, the swarm size is denoted by s, and the search space is n-
dimensional. In general, the particles have three attributes: the current position
Xi = (xi,1, xi,2, ..., xi,n), the current velocity vector Vi = (vi,1, vi,2, ..., vi,n) and
the past best position Pbesti = (pi,1, pi,2, ..., pi,n). The best position found in
the neighborhood of the particle i is denoted by Gbesti = (g1, g2, ..., gn). These
attributes are used to update iteratively the state of each particle in the swarm.
The objective function to be minimized is denoted by f . The velocity vector
Vi of each particle is updated using the best position it visited so far and the
overall best position visited by its neighbors. Then, the position of each particle
is updated using its updated velocity per iteration. At each step, the velocity of
each particle and its new position are updated as follows:

vi,j(t+1) = wvi,j(t)+c1r1i,j (t) [pbesti,j(t)−xi,j(t)]+c2r2i,j (t) [gbesti,j(t)−xi,j(t)]
(1)

xi,j(t+ 1) = xi,j(t) + vi,j(t+ 1) (2)

where w is called inertia weight, c1, c2 are the learning factors and r1, r2 are two
random numbers selected uniformly in the range [0, 1].
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Fig. 1. Partitioning of the search space

2.2 PSO Improved Variant: PSO-2S

An improved variant of the original PSO algorithm, called PSO-2S, was proposed
by El Dor et al. [5]. This variant consists of using three main ideas: the first is
to use two kinds of swarms: a main swarm, denoted by S1, and s auxiliary ones,
denoted by S2i, where 1 ≤ i ≤ s. The second idea is to partition the search space
into several zones in which the auxiliary swarms are initialized (the number of
zones is equal to the number of auxiliary swarms s). The last idea is to use the
concept of the electrostatic repulsion heuristic to diversify the particles for each
auxiliary swarm in each zone.

To construct S1, the auxiliary swarms S2i evolve several times in different
areas, and then each best particle for each S2i is saved and considered as a new
particle of S1. To do so, the population of each auxiliary swarm is initialized
randomly in different zones (each S2i is initialized in its corresponding zone i).
After each of these initializations, nbgeneration displacements of particles, for each
S2i, are performed in the same way as standard PSO. Then the best solution
found by each auxiliary swarm, named gbesti, is added to S1. The number of
initializations of S2i is equal to the number of particles in S1.

As mentioned above, the second idea is to partition the search space [mind,
maxd]

D into several zones (maxzone zones). Then, one calculates the centerd and
the stepd of each dimension separately, according to (3) and (4). In the case of
using an uniform (square) search space, the stepd are similar for all dimensions.

centerd = (maxd +mind)/2 (3)

stepd = (maxd −mind)/2×maxzone (4)

where maxzone is a fixed value, and d is the current dimension (1 ≤ d ≤ D).
This process is illustrated in Figure 1, where the ith swarm S2i and its

attributed zone Zi are denoted by (Zi, S2i).
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(a) (b)

Fig. 2. Repulsion process: (a) (Z3, S23) before repulsion, (b) (Z3, S23) after repulsion

The sizes of the zones of the partitioned search space are different (Z1 < Z2 <
. . . < Zmaxzone). Therefore, the number of particles in S2i, denoted by S2isize,
depends on its corresponding zone size. Indeed, a small zone takes less particles
and the number of particles increases when the zone becomes larger. The size of
each auxiliary swarm is calculated as follows:

S2isize = numzone × nbparticle (5)

where numzone = 1, 2, ..., maxzone is the current zone number and nbparticle is
a fixed value.

After the initializations of the auxiliary swarms in different zones (Zi, S2i), an
electrostatic repulsion heuristic is applied to diversify the particles and to widely
cover the search space [4]. This technique is used in an agent-based optimization
algorithm for dynamic environments [11]. Therefore, this procedure is applied
in each zone separately, hence each particle is considered as an electron. Then
a force of 1/r2 is applied, on the particles of each zone, until the maximum dis-
placement of a particle during an iteration becomes lower than a given threshold
ε (where r is the distance between two particles, ε is typically equal to 10−4).
At each iteration of this procedure, the particles are projected in the middle of
the current zone, before a new application of the repulsion heuristic. Figure 2
presents an example of the repulsion applied to (Z3, S23).

3 The Problem at Hand

The segmentation problem has received a great deal of attention, thus any at-
tempt to survey the literature would be too space-consuming. The most popular
segmentation methods may be found in [15]. In this work, image segmentation
is performed using the thresholding approach. Image thresholding is a super-
vised segmentation method, i.e. the number of regions (classes of pixels) and
their properties are known in advance by the user. The segmentation is done by
determining, for each pixel, the class whose properties are the closest to those
observed for that pixel. The thresholding technique is based on the assumption
that different regions of the image can be distinguished by their gray levels.
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It makes use of the histogram h(j) of the processed image, i.e. the observed
probability of gray level j. It can be defined as follows:

h(j) =
g (j)∑L−1
i=0 g (i)

(6)

where g(j) denotes the occurrence of gray-level j ∈ {0, 1, . . . , L−1} in the image.
Thresholding the image into N classes is to find the N − 1 thresholds that

will partition the histogram into N zones.
The main contribution of the work we present here is to show the significance

of using PSO-2S for MR image segmentation. The performances of PSO-2S are
first compared with those of SPSO-07 (Standard Particle Swarm Optimization in
its 2007 version) [2], using reference images, commonly used in the literature on
image segmentation. Then, the performances of both algorithms are compared
using images from a database generated by brain MRI simulation [1,3]. This
database, called BrainWeb, provides images for which an ”optimal” segmentation
is known. Indeed, the BrainWeb MRI simulations are based on a predefined
anatomical model of the brain. The images generated by these simulations can
then be used to validate a segmentation method, or to compare the performance
of different methods.

4 Image Segmentation Criterion

Before using this criterion we must fit the histogram of the image to be seg-
mented to a sum of Gaussian probability density functions (pdf’s). This proce-
dure is named Gaussian curve fitting, more details about it are given below. The
pdf model must be fitted to the image histogram, typically by using the max-
imum likelihood or mean-squared error approach, in order to find the optimal
threshold(s). For the multimodal histogram h(i) of an image, where i is the gray
level, we fit h(i) to a sum of d probability density functions [12]. The case where
the Gaussian pdf’s are used is defined by:

p (x) =

d∑
i=1

Pi exp

[
− (x− μi)

2

σ2
i

]
(7)

where Pi is the amplitude of Gaussian pdf on μi, μi is the mean and σ2
i is the

variance of mode i, and d is the number of Gaussians used to approximate the
original histogram and corresponds to the number of segmentation classes.

Our goal is to find a vector of parameters, Θ, that minimizes the fitting error
J , given by the following expression:

J(Θ) =

L−1∑
i=0

|h(i)− p(Θ, i)|2 (8)

where h(i) is the measured histogram. Here, J is the objective function to be
minimized with respect to Θ, a set of parameters defining the Gaussian pdf’s
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and the probabilities, given by Θ = {Pi, μi, σi; i = 1, 2, · · · , d}. After fit-
ting the multimodal histogram, the optimal threshold could be determined by
minimizing the overall probability of error, for two adjacent Gaussian pdf’s,
given by:

e(Ti) = Pi

∫ Ti

−∞
pi (x) dx+ Pi+1

∫ ∞

Ti+1

pi+1 (x) dx (9)

with respect to the threshold Ti, where pi(x) is the ith pdf and i = 1, . . . , d− 1.
Then the overall probability to minimize is:

E(T ) =
d−1∑
i=1

e(Ti) (10)

where T is the vector of thresholds: 0 < T1 < T2 < ... < T(d−1) < L − 1. In our
case L is equal to 256.

5 Experimental Protocol and Parameter Setting

To compare the performance of PSO-2S and SPSO-07, the criterion (8) is min-
imized for each test image in Figure 3 (a). The stagnation criterion used is
satisfied if no significant improvement (greater than 1E−10) in the current best
solution is observed during 1E+4 successive evaluations of the objective function.
In addition, the maximum number of evaluations allowed is set to 300000.

In this figure, LENA and BRIDGE are reference images used for the validation
of segmentation methods in the literature. The images MRITS and MRICS are
obtained from BrainWeb [1] and correspond to transverse and coronal sections
of a brain, respectively. The parameters used for the MRI simulation are a T1-
weighted sequence, a slice thickness of 1mm, a Gaussian noise of 3% calculated
relative to the brightest tissue, and a 20% level of intensity non-uniformity (radio
frequency bias).

The values of the PSO and SPSO-07 parameters used for the segmentation
problem are defined below:

– PSO-2S using 30 zones and p4

7000 + 10 particles in each zone, where p is the
zone number. The parameter K used to generate the neighborhood of the
particles is set to K = 3. The parameter Nbgeneration is set to 15 ;

– SPSO-07 (Standard Particle Swarm Optimization in its 2007 version) [2]
using 10+2

√
D particles (the formula recommended by the authors of SPSO-

07), where D is the dimension of the problem. The parameter K is set to
K = 3.

6 Experimental Results and Discussion

In this section, the experimental results obtained with PSO-2S and SPSO-07 are
presented. The segmentation results are shown in Figure 3. In this figure, the
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LENA

BRIDGE

MRITS

MRICS

(a) (b) (c) (d)

Fig. 3. Illustration of the segmentation process. (a) Original images. (b) Segmented
images using thresholds in Table II. (c) Original histograms. (d) Approximated his-
tograms.

original images and their histograms are illustrated in (a) and (c), respectively.
Approximated histograms are presented in (d), and segmented images (using 5
classes) are shown in (b). For each test image, one can see that the approximation
of its histogram, illustrated in detail for LENA in Figure 4, leads to a good image
segmentation.

The histogram approximation results, for each test image, are presented in
Table 1. In this table, the parameters of each of the five Gaussian pdf’s used
to approximate the histogram of each image are given. The parameters of the
ith pdf of an image are denoted by Pi, μi and σi. Threshold values between
the different classes of pixels, calculated for each image using its approximated
histogram, are given in Table 2.

For each test image, the number of evaluations performed by each algorithm,
averaged over 100 runs, is given in Table 3. The success rate (the percentage of
acceptable solutions found among the ones of the 100 runs, i.e. the percentage of
solutions with an objective function value lower or equal to 5.14E−4, 5.09E−4,
7.51E−4, 7.99E−4 for LENA, BRIDGE, MRITS, MRICS, respectively), and the
average approximation error (the average value of the objective function for the



20 A. El Dor et al.

0.01

0 0080.008

0.006

0 0040.004

0.002

0 50 100 150 200 250
0

0 50 100 150 200 250

(a)

0.01

0 0080.008

class 1
class 2
class 3
class 4
class 5

0.006

0 0040.004

0.002

0 50 100 150 200 250
0

0 50 100 150 200 250

(b)

0.01

0 0080.008

0.006

0 0040.004

0.002

0 50 100 150 200 250
0

0 50 100 150 200 250

(c)

Fig. 4. Illustration of the histogram approximation process for LENA. (a) Original
histogram. (b) Gaussian pdf’s for each class of pixels. (c) Sum of the Gaussian pdf’s
(approximated histogram).
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Table 1. Parameters of the Gaussian pdf’s used to approximate the histogram of each
test image

Image μ1 P1 σ1 μ2 P2 σ2 μ3 P3 σ3 μ4 P4 σ4 μ5 P5 σ5

LENA 41.62 0.17 9.87 90.57 0.28 23.14 117.21 0.06 6.33 142.54 0.43 23.82 199.56 0.07 12.64
BRIDGE 41.13 0.06 15.36 76.75 0.39 25.97 119.25 0.38 34.73 173.38 0.14 28.43 225.53 0.02 9.09
MRITS 4.71 0.28 3.78 40.79 0.17 10.05 94.50 0.36 14.26 131.55 0.19 9.17 225.60 0.00 252.92
MRICS 4.66 0.41 3.66 41.76 0.09 7.64 99.57 0.21 11.92 135.53 0.29 7.46 192.73 0.00 239.82

Table 2. Threshold values for each test image

Image Thresholds

LENA 57 112 120 183
BRIDGE 46 98 156 215
MRITS 15 62 117 184
MRICS 17 64 121 177

Table 3. Average number of evaluations for the segmentation of an image, approxi-
mation error and success rate obtained for each algorithm, for each test image

Image Algorithm Evaluations Approximation error Success rate

LENA
PSO2S 119721.7 ± 64844.3 5.44E−4 ± 3.06E−5 41 %
SPSO-07 67057.1 ± 64316.9 5.52E−4 ± 3.08E−5 25 %

BRIDGE
PSO2S 241537.8 ± 70707.8 5.27E−4 ± 9.54E−5 48 %
SPSO-07 125524.4 ± 63277.9 5.16E−4 ± 6.01E−6 24 %

MRITS
PSO2S 81080.9 ± 66569.8 7.69E−4 ± 1.26E−4 95 %
SPSO-07 44212.0 ± 57321.5 8.79E−4 ± 2.73E−4 77 %

MRICS
PSO2S 72922.5 ± 35894.4 8.68E−4 ± 1.18E−4 70 %
SPSO-07 28185.4 ± 16188.4 9.46E−4 ± 2.71E−4 54 %

best solution found) of an image histogram are also given in this table, for 100
runs of an algorithm.

In this table, we see that PSO-2S requires more evaluations than SPSO-07
to converge to an acceptable solution. However, its success rate is significantly
higher than the one of SPSO-07 for all images, according to the Fisher’s exact test
with a 95% confidence level. Indeed, PSO-2S is designed to prevent premature
convergence of PSO algorithm. Hence, it significantly improves the stability of
the segmentation method. It shows the significance of using PSO-2S for this class
of problems.

7 Conclusion

In this paper, we present an image segmentation method using the thresholding
approach to identify several classes of pixels in standard and medical images.
This method includes an optimization step in which we integrated our PSO-2S
algorithm. We also tested the method using the algorithm SPSO-07.
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Segmentation results obtained on several test images, commonly used in the
literature in image processing and on synthetic images obtained from simulations
of brain MRI, are satisfactory. We show that using PSO-2S provides greater
stability for this segmentation method, compared with SPSO-07. It shows the
relevance of using PSO-2S for this type of problems. Our work in progress con-
sists in the improvement of the segmentation criterion in order to enhance the
segmentation quality and accelerate the optimization process.
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Abstract. A grid computing environment is a parallel and distributed system that
brings together various computing capacities to solve large computation prob-
lems. Task scheduling is a critical issue for grid computing, which maps tasks
onto a parallel and distributed system for achieving good performance in terms
of minimizing the overall execution time. This paper presents a genetic algorithm
to solve this problem for improving the existing genetic algorithm with two main
ideas: a new initialization strategy is introduced to generate the first population
of chromosomes and the good characteristics of found solutions are preserved for
new generations. Our proposed algorithm is implemented and evaluated using a
set of well-known applications in our specific-defined system environment. The
experimental results show that the proposed algorithm outperforms other algo-
rithms within several parameter settings.

1 Introduction

In past few years, grid computing systems and applications become popular [3], due to
a rapid development of many-core. A grid computing environment is a parallel and dis-
tributed system that brings together various computing capacities to solve large compu-
tation problems. In grid environments, task scheduling, which plays an important role,
divides a larger job into smaller tasks and maps tasks onto a parallel and distributed sys-
tem [1,6]. The goal of a task scheduling is typically to schedule all the tasks on a given
number of available processors so as to minimize the overall length of time required to
execute the whole program.

A parallel and distributed computing system may be homogeneous [10] or hetero-
geneous systems [7,11,13]. A homogeneous system means that the processors are the
same performance in processing capabilities. On the other hand, heterogeneous systems
have different processing capabilities in the target system. In general, the processors
are connected by an interconnection network, which is either fully-connected [11,13]
or partially-connected [2]. In the fully-connected network every processor can commu-
nicate with each other, whereas data can be transferred to some specified processors
in a partially-connected network. Besides, the task duplication issue [10] was also dis-
cussed to reduce the communication time by duplicating some tasks on more than one
processor to eliminate communication cost. To avoid increasing energy consumption,
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here we consider the target system which is the fully-connected heterogeneous systems
without task duplication.

The genetic algorithm (GA), first proposed by Holland [5], provides a popular so-
lution for application problems [4,9]. GAs have been shown that outperforms several
algorithms in the task scheduling problem, which simply define the search space to be
the solution space in which each point is denoted by a number string, called a chro-
mosome. Based on these solutions, three operators which are selection, crossover, and
mutation, are employed to transform a population of chromosomes to better solutions it-
eratively. In order to keep the good features from the previous generation, the crossover
operator exchanges the information from two chromosomes chosen randomly, and the
mutation operator alters one bit of a chromosome.

In this paper, we proposed a genetic algorithm for task scheduling on a grid com-
puting system, called TSGA. In general, GA approaches directly initialize the first pop-
ulation by some uniform random process. TSGA develops a new initialization policy,
which divides the search space into specific patterns in order to accelerate the con-
vergence of solutions. To solve the task scheduling problem, a chromosome usually
contains a mapping part and an order part to indicate the corresponding computer and
the executing order. In the standard GA, when crossover and mutation operators are
applied, both of the mapping part and the order part will be changed, which brings that
the parents’ characteristics cannot be kept in the next generation. Inspired by the idea
of eugenics, TSGA presents new operators for crossover and mutation to preserve good
features from the previous generation.

The remainder of the paper is organized as follow. In the next section, we provide the
problem definition. The proposed genetic scheduling algorithm is presented in Section
3. We describe our experimental results in Section 4. Finally, conclusions are drawn in
Section 5.

2 Problem Definition

Task scheduling is mapping smaller tasks to multiprocessors. Tasks with data prece-
dence are modeled by a Directed Acyclic Graph (DAG) [13]. The main idea of DAG
scheduling is minimizing the makespan which is the overall execution time for all tasks.

2.1 DAG Modeling

A DAG G = (V,E) is depicted in Fig. 1(a), where V is a set of N nodes and E is a
set of M directed edges. For the problem of task scheduling, V represents the set of
tasks and each task contains a sequence of instructions that should be completed in a
particular order. Let wi, j be the computation time to finish a particular task ti ∈ V on
the processor Pj, detailed in Fig. 1(b). Each edge ei, j ∈ E in the DAG indicates the
precedence constraint that task ti should complete its execution before task t j starts. Let
ci, j denote the communication cost needed to transport the data between task ti and task
t j, which is the weight on an edge ei, j. If ti and t j is assigned to the same processor, the
communication cost ci, j is zero.

The source node of an edge is called a predecessor of that node. Similarly, the des-
tination node emerged from a node is called a successor of that node. In Fig. 1(a), t1 is
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the predecessor of t2, t3, t4, and t5. On the other hand, t2, t3, t4, and t5 are the successor
of t1. In a graph, a node with no parent is called an entry node, and a node with no child
is called an exit node. If a node ti is scheduled to a processor Pj, the start-time and the
finish-time of ti are denoted by ST (ti,Pj) and FT (ti,Pj), respectively.

(a) (b) (c)

Fig. 1. An example of (a) DAG, (b) the computation cost matrix, and (c) an example of scheduling

2.2 Makespan

After all tasks are scheduled onto parallel processors, considering a particular task ti on
the processor Pj, the start-time ST (ti,Pj) can be defined as

ST (ti,Pj) = max{RTj,DAT (ti,Pj)},
where DAT (ti,Pj) is the data arrival time of task ti at the processor Pj, which is the
time when all the needed data have been transmitted. On the other hand, DAT (ti,Pj) is
defined as

DAT (ti,Pj) = max
tk∈pred(ti)

{(FT (tk,Pj)+ ck,i)},

where pred(ti) denotes the set of immediate predecessor tasks of the task ti. Since

FT (tk,Pj) = wk, j + ST(tk,Pj)

and
RTj = max

tk∈exe(Pj)
{FT (tk,Pj)},

where exe(Pj) is the set containing tasks which executes on the processor Pj, the overall
schedule length of the entire program is the largest finish time among all tasks and can
be expressed as

makespan = max
ti∈V

{FT (ti,Pj)}.

Fig. 1(c) demonstrates a scheduling for the graph described in Fig. 1(a). The makespan
of this scheduling is 23.
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3 Proposed Method

In this section, we introduce TSGA algorithm in detail, including the encoded and de-
coded representations and five important operators.

3.1 The Representation of Solutions

The representation of a chromosome is given in Fig. 2, which is divided into a mapping
part (SM) and an order part (SO). We use integer arrays to store SM and SO and the size
of arrays is equal to the number of tasks. If SM[i] is j and SO[i] is k, it means that a task
tk is executed on the processor Pj.

According to the chromosome represented in Fig. 2, the solution of a DAG in Fig.
1(a) can be scheduled in Fig. 1(c). First, we assign tasks into the mapping processor
according to the index of SM. Tasks t4, t7, and t8 are scheduled on processor P1. Tasks t3,
and t5 are executed on processor P2. Tasks t1, t2, t6, and t9 are assigned to the processor
P3. Following the order in SO, we schedule t4, t7, and t8 in the order of t4, t8, t7 in P1.
For P2, t3 is executed before t5. Tasks t1, t2, t6, and t9 are taken in the order of t1, t2, t6,
t9 in P3. Finally, we should count the wait time for communicating, if two dependent
tasks are scheduled on a different processor.

TSGA defines the fitness function in order to measure the quality of solutions. The
purpose of the scheduling problem is minimizing the makespan. Thus, the fitness func-
tion is defined as the makespan.

Fig. 2. A representation of chromosome

3.2 TSGA

An algorithmic flowchart of TSGA is given in Fig. 3. If the number of generation is not
smaller than the maximum generation G, TSGA will output the best solution.

Initialization. As shown in Algorithm 1, TSGA initializes the first population that
consists of encoded chromosomes. Each chromosome is composed of the processor
assignment and the execution order. Instead of using the random strategy to give the
processor assignment, we devise a new method dividing the search space into specific
patterns equally. The search space is divided into log2 n subspaces, where n is the num-
ber of processors. Since the best scheduling solution may occupy either few processors
or most processors in different cases, we give some patterns with a different number of
processors in order to explore the solution space in different aspects.
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Initialization

Choose a random number p from (0,1]

p pc

Crossover

Choose a random number RN from (0,1]

RN 0.5

Crossover map Crossover order

Choose a random number p from (0,1]

p pm

Mutation

Choose a random number RN from (0,1]

RN 0.5
Mutation map Mutation order

Yes

Yes

No

No

No

Yes

g++

Select chromosomes
according to the fitness

g > G

Output

No

No

Yes

Yes

Fig. 3. TSGA flowchart

Crossover Map Operator. As shown in Fig. 4(a), the crossover map operator is used
for changing the mapping processor of two chromosomes. The crossover map operator
chooses two chromosomes S and T from the population and an integer I between 1 and
N randomly. TSGA keeps the processor assignment which is located on the left of I.
For the processors on the right of I, we exchange the processors of S and T which are
assigned to execute the same task. The processor assignments of tasks t5, t6, and t9 are
exchanging directly, since those tasks are occupied in the same place in both chromo-
somes. On the other hand, tasks t7 and t8 are located at different places in these two
chromosomes, so they are scheduled to the processor in which they are assigned to an-
other chromosome, and TSGA exchanges the processor assignments. The chromosome
S′′ and T ′′ are generated by the crossover map operator in SGA.

Crossover Order Operator. The crossover order operator is practiced to the second
part of the chromosome. In Fig. 4(b), after choosing two chromosomes S and T , TSGA
chooses a crossover point I between 1 and N. Then, Step 1 copies the left portion of I in
S and T to the new chromosome S′ and T ′, respectively. In order to complete the right
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Algorithm 1. Initialization operator(C,n,DAG)
Require: C: population set; n: the number of processors
Ensure: C
1: d ← log2 n {Divide chromosomes into d groups}
2: for group =1 to d do
3: for i = 1 to population size/d do
4: SM ← choose a processor for each task from {1,2, . . . ,2d}
5: SO ← an executed order according to a topological ordering
6: S ← SM ⊕ SO
7: C ← C

⋃{S}
8: end for
9: end for

10: return C

(a)

(b)

Fig. 4. An example of (a) the crossover map operator and (b) the crossover order operator

segment of I, the crossover order operator carries tasks into S′ according to the order in
T . Step 2 uses the same rules in step 1 to generate the second offspring T ′. Note that
the processor assignment should be adjusting to corresponding to the original processor
assignment. The chromosome S′′ is created by the crossover order operator in SGA.
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(a)

(b)

Fig. 5. An example of (a) the mutation map operator and (b) the mutation order operator

Table 1. Parameter settings used in the experiment

Population size Generation size Crossover rate Mutation rate Selection operator

400 1000 0.8 0.2 Binariesry tournament

Mutation Map Operator. The mutation map operator is used for the mapping section
of the chromosome, shown in Fig. 5(a). Like the crossover operator, choosing a ran-
dom number I between 1 to N is essential. Then, the mutation map operator changes
the processor in which the chosen task SO[I] is executed to another processor chosen
randomly.

Mutation Order Operator. The mutation order operator is applied to the second part
of the chromosome. We select an index I0 from 1 to N randomly, which decides a task
SO[I0] to will be mutated. We create an empty set cand which would contain indexes of
tasks that can be inserted. I1 and I2 are the index of the first related task of task SO[I0]
on the left and right of I0, respectively. For the index i between I1 + 1 and I0, if DAT of
SO[i] is larger than DAT of SO[I0], task SO[I0] should be executed before task SO[i], since
task SO[I0] can be executed early. For the index i between I0 and I2 − 1, if DAT of SO[i]
is smaller than DAT of SO[I0], task SO[i] should be executed before task SO[I0], since
task SO[i] can be executed early. We add tasks which meets those conditions to the set
cand. If cand is empty, we fill cand with indexes between I1 + 1 and I2 − 1. We select
an index I4 from cand randomly, and move task SO[I0] to the location I4. Finally, we
adjust the processor assignment to correspond with the original processor assignment,
for the same reason mentioned in the crossover order operator. Fig. 5(b) demonstrates
the mutation order operator.
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4 Experimental Results

This paper considers five well-known applications, Gauss-Jordan elimination (GJ) [14],
the fast Fourier transformation (FFT) [11], Robot control, Sparse matrix solver, and

FFT

Fig. 6. Experimental results with varying parameters
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SPEC fpppp are regared as the benchmark in the problem. Robot control, Sparse matrix
solver, and SPEC fpppp are taken from a Standard Task Graph (STG) archive [15]. GJ,
FFT, Robot control, Sparse matrix solver, and SPEC fpppp have 300, 223, 88, 96, and
334 tasks, and 552, 382, 131, 67, and 1145 edges, respectively. Each application has
various features depending on different settings as below.

1) The number of processors (P):
SETP = {4,8,16}

2) The range percentage of computation costs on processors (β):
SETβ = {0.1,0.25,0.5,0.75,1.0}

3) The communication to computation ratio (CCR):
SETCCR = {0.25,0.5,1.0,2.0,4.0}

To evaluate our proposed algorithms, we have implemented them using an AMD
FX(tm)-8120 eight-core processor (3.10 GHz) using C++ language. Generally speak-
ing, the excellent solution of various problems would be generated by various parame-
ters for a specific algorithm. However, we use the same parameter values listed in Table
1, to show the performance in terms of makespan in this paper.

The performance of TSGA is compared with four algorithms, CPGA [10], SGA,
GVNS [13], and HEFT [11]. For each data configuration of five DAGs, the average of
makespan obtained over 10 runs is computed for CPGA, SGA, GVNS, and TSGA. On
the other hand, HEFT is run only once, since it is a deterministic algorithm.

The experimental results of five DAGs with P fixed to 16 and varying β value are
given in Fig. 6, which presents histograms in a table way. Column 1 indicates that a
specific application was tested. The parameter CCR is recorded in the row 1, if the CCR
value is changing. Every application, shown in each row, was tested with different CCR
value and varying β value. Each column contains five applications with fixed CCR value.
For instance, the result of testing FFT with CCR = 4 and varying β value is given in the
row 3 and column 4, and so on. Note that, the vertical coordinate shows the makespan.

5 Conclusion

In this paper, we presented a genetic algorithm for task scheduling, called TSGA, to
solve the problem of task scheduling on parallel and distributed computing systems
by improving the standard genetic algorithm by increasing the convergence speed and
preserving the good features of previous generation. To demonstrate the TSGA per-
formance, we introduced new genetic operators in TSGA. The initialization operator
divides the search space into specific patterns so that we can save much time to explore
the whole search space. The crossover map operator and the mutation map operator
help us to find more suitable processor assignments and the crossover order operator
and the mutation order operator provide us with more efficient execution order. For
some cases with high CCR values, TSGA schedules tasks to occupy fewer processors
to reduce the communication time. For some cases with small β values, TSGA assigns
tasks to occupy the processors which have higher processing capability to minimize the
execution time. The experimental results show that the proposed algorithm outperforms
other algorithms within several parameter settings.
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Abstract. Many real–world problems are modeled as global continuous
optimization problems with a nonlinear objective function. Stochastic
methods are used to solve these problems approximately, when solving
them exactly is impractical. In this class of methods, swarm intelligence
(SI) presentsmetaheuristics that exploit a population of interacting agents
able to self–organize, such as ant colony optimization (ACO), particle
swarm optimization (PSO), and artificial bee colony (ABC). This paper
presents a new SI-based method for solving continuous optimization prob-
lems. The new algorithm, called Swarm Random Walk (SwarmRW), is
based on a random walk of a swarm of potential solutions. SwarmRW is
validated on test functions and compared to PSO and ABC. Results show
improved performance on most of the test functions.

Keywords: Continuous Optimization, Swarm Intelligence, Meta-
heuristic.

1 Introduction

A continuous optimization problem is defined by a given objective function.
Optimization algorithms search the solution space of such problems in order to
find a solution, possibly subject to constraints [6]. An unconstrained continuous
optimization problem is defined as:

minimize f(x), x = (x1, x2, . . . , xnx)

subject to xj ∈ R, j = 1, . . . , nx

(1)

where x ∈ R
n, Rn is the feasible domain, and R is the domain of the variable

xj . The search terminates when the optimum is found, or when a number of
iterations has been exceeded, or if progress is insufficient.

Many algorithms exist to solve continuous optimization problems, such as the
Genetic Algorithm [11], Simulated Annealing [16], and Tabu Search [10]. Swarm
Intelligence (SI) is a major paradigm that includes many of these algorithms. In
species that live in groups without a leader, individuals have no universal knowl-
edge of the environment or the behavior of the group as a whole. These species
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depend on local interactions between individuals of the swarm to share infor-
mation that enables them to move and survive in their environment. Examples
from nature include a school of fish, or a flock of birds.

Studies of social organisms have resulted in a number of metaheuristics for
SI. A swarm generally refers to a collection of interacting agents or individuals.
Each individual is relatively simple; local interactions with neighboring individ-
uals and the environment result in collective emergent swarm behavior that can
be used to solve complex problems. Examples of SI based metaheuristics abound:
Particle Swarm Optimization (PSO) [15], introduced by Eberhart and Kennedy,
simulates the social behaviour of bird flocking. PSO can optimize multidimen-
sional nonlinear functions, and has been applied to several real-world problems,
e.g. [9,21,19,7]. Ant Colony Optimization (ACO) [4] can be thought of as a swarm
whose individual agents are ants. ACO is used to solve a wide range of problems
(e.g. [8,20,1]). The Artificial Bee Colony algorithm (ABC) [13] is based on the
foraging behavior of bees while searching for food, and has been used to solve
many problems (e.g. [12,18,3]). Many other swarm–based metaheuristics exist,
and most derive their power from mimicking natural phenomena.

This paper aims to formulate a new algorithm based on trial and error behav-
ior exhibited during the learning process of the swarm. The rest of this paper
is organized as follows: Section 2 presents some relevant related work. Section 3
presents our proposed algorithm, SwarmRW. Next, Section 4 presents results on
the chosen benchmark functions. Finally, Section 5 concludes this paper.

2 Related Work

The basic PSO [15] maintains a swarm of potential solutions called particles. Par-
ticles move in the search space by adding a velocity vector to the current particle
position vector. There are basic variations to the original PSO that improve the
quality of solutions and convergence speed. Velocity clamping was introduced
to control particle divergence, especially of those particles that are far from the
global best position. If the particle’s velocity exceeds a certain threshold, it is
set to the maximum velocity allowed. The inertia weight w controls the momen-
tum of the particle, and is applied to the previous velocity. For w < 1, particles
decelerate until their velocities are zero, where larger values of w encourage ex-
ploration, and small values encourage exploitation. In addition to the basic PSO,
two other variants are used for comparison purposes in this study: PSO–TVAC
and HPSO–TVAC [21]. PSO with Time Varying Acceleration Coefficients (PSO–
TVAC) varies the acceleration coefficients and the intertia weight. The cognitive
component is reduced over time, while the social component is increased over
time, to facilitate global search in the early stages of the optimization process,
and convergence towards the global optimium at the end. c1 is varied from 2.5 to
0.5, and c2 is varied from 0.5 to 2.5. The inertia weight is varied from w = 0.9 to
w = 0.4. HPSO–TVAC “Self-Organizing Heirarchical Particle Swarm Optimizer
with TVAC” keeps the previous velocity term vi(t) constant at 0, and whenever
particles stagnate in the search space (i.e. vi(t + 1) = 0), their velocities are
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reinitialized as vi ∼ (−rV, rV ), where r is randomly generated number in the
range [0,1], and V is a time-varying reinitialization velocity that decays from
the maximum velocity allowed Vmax to 0.1 ∗ Vmax. ABC [13] is based on the
foraging behavior of bees while searching for food. ABC has been widely studied
and used to solve a variety of problems [14].

3 The Proposed Algorithm

Trial and error [22] is a basic method for solving problems. Trial and error
attempts to solve a problem through repeated, varied methods that are continued
until the problem is successfully solved, or until the agent decides to stop. For
example, a dog might learn how to open a gate through trial and error, using
a series of movement approximations, with no insight by the dog. A particular
movement that helps the dog achieve its goal is learned and adopted, and moves
that are detrimental to its goal are abandoned. Trial and error is unsystematic
and does not require insight. Learning is promoted by positive results. Trial and
error is a heuristic method for problem solving; in the field of computer science, it
is called generate and test. Many metaheuristics apply the basic idea of generate
and test, such as the Genetic Algorithm [11] and Simulated Annealing [16].

3.1 Proposed Method

SwarmRW also applies the basic trial and error method to solve optimization
problems. A swarm of potential solutions is randomly generated. Each individual
then generates a new solution. However, in contrast to the simple generate and
test methodology, individuals in the swarm cooperate —to a certain extent— to
generate the next solution for a particular individual. Individuals “learn” from
each other the best values, or positions, and change themselves accordingly. This
cooperative behavior is illustrated in the fact that an individual will “imitate”
its neighbor in a single trait (dimension) at a time, and if this improves the
position of the individual, it will be accepted, otherwise, it will be rejected.

3.2 Definition

For an optimization problem with many dimensions d, a number of potential
solutions xi = (xi1, . . . , xid), 1 ≤ i ≤ n, are randomly generated in a swarm of
size n. A change to xi is made in a single dimension j, and greedy selection is
performed: if this move results in a better fitness value, the change is accepted.
If, however, the move decreases fitness, the move is rejected. The change made
to xij is done through swarm cooperation. A random solution xk, 1 ≤ k ≤ n
and k 
= i, is selected, and solution xi imitates solution xk in dimension j.

Compare the method described above to PSO. PSO creates a population of
solutions, and attempts to solve the problem by adding velocity values to all
dimensions j, 1 ≤ j ≤ max dimensions, simultaneously. For a small number
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of dimensions, PSO can converge to the optimum, but as the number of di-
mensions increases, solution quality could decrease given limited execution time.
Intuitively, changing the solution in a single dimension at a time allows the
search process to better judge if the proposed change is beneficial.

Based on this observation, a new algorithm is proposed, where a solution is
changed in only one dimension j at a time t, using a simple formula:

xt+1
l =

{
xt
l + ρ ∗ (xt

l − ytl ) l = j,

xt
l l 
= j.

(2)

where j is a randomly selected dimension, and y is a randomly selected solu-
tion, distinct from x. The parameter ρ is a randomly generated number that
describes how much x is attracted or repelled by y. This process is a random
walk performed by the swarm.

The SwarmRWmethod is similar to how employed bees in the ABC algorithm
produce neighboring solutions. However, the main differences between SwarmRW
and ABC are that no onlooker bees are employed to probabilistically improve
the best solutions produced by employed bees. In addition, solutions are never
abandoned and scout bees are not used to replace abandoned solutions with new
solutions in the search space. See Algorithm 1.

Algorithm 1. SwarmRW Pseudo Code

Input: S, max, ρ
Output: Best Solution
Initialise: S: swarm size, max: maximum runs, ρ: parameter;

begin
Initialize swarm randomly;
for iter = 0 → max− 1 do

for i = 0 → S − 1 do
Randomly select k, 0 ≤ k < S, k �= i, and set y = xk;
Randomly select dimension j;

Calculate xt+1
ij by eq. (2), and set x̄i = (xt

i1, . . . , x
t+1
ij , . . . , xt

id);

if fitness(xi) < fitness(x̄i) then
xi = x̄i;

end

end

end
return Best Solution

end

4 Experimental Results

The benchmark functions selected for testing [6], their ranges of search and ini-
tialization, and maximum velocities allowed for PSO are shown in Table 1. The
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Sphere function is the first function of De Jong’s test set [2], a unimodel function
with one global minimum. The Rosenbrock function, also called Rosenbrock’s
valley or Rosenbrock’s banana function, is a non-convex unimodel
function where the global minimum is inside a flat, long, and narrow valley. Op-
timization algorithms can easily find the valley, but find it difficult to converge
to the global minimum. The Rastrigin function is a non-convex function with a
large number of local minima, making it difficult to locate the global minimum.
The Griewank function and Schaffer’s F6 function both have a large number of
local minima. Schwefel’s function is a multimodal function with a global min-
imum that is distant from the next best local minimum. Consequently, search
algorithms can potentially converge in the wrong direction. Ackley’s function is
a widely used moderately complex multimodal test function. The Weierstrass
function is a continuous function that is differentiable only on a set of points.
The Katsuura function is a multi-modal, non-separable, asymmetrical, contin-
uous everywhere yet differentiable nowhere function. The Lunacek bi-Rastrigin
function is a hybrid function consisting of a Rastrigin and a double-sphere part
with two funnels. It is a multi-modal, non-separable, asymmetrical, continuous
everywhere yet differentiable nowhere function. f10 is shifted, while f11 is shifted
and rotated. Katsuura and Lunacek are rotated and shifted as in the CEC2013
benchmark suite [17]. These functions are used extensively in the literature, and
as such, were chosen to illustrate the performance of SwarmRW. SwarmRW is
compared with PSO, PSO–TVAC, HPSO–TVAC [21], and ABC. We evaluate
the different algorithms according to their precision and execution time, where
all are designed to break early if the function minimum is found.

Swarm size is set to 40, except for ABC, where it is set to 80 as ABC divides
the swarm into employed and onlooker bees. Using the same swarm size would
result in 20 solutions being evaluated instead of 40, as in the other algorithms.
PSO parameters are set as follows: c1 = c2 = 1.4962 as recommended in [5], ve-
locity clamping is employed with maximum velocity set as shown in Table 1, and
a time-varying inertia weight c = 0.9 to c = 0.4. PSO–TVAC and HPSO–TVAC
parameters are set as specified in [21]. SwarmRW’s parameter ρ is sampled from
a uniform distribution in the range [−1.5, 1.5] for all experiments. Results are
shown in Tables (2, 3), the average value is shown on top, the standard devia-
tion is shown in parenthesis, and the execution time on the bottom. Gmax is the
maximum number of generations allowed, and Dim is the number of dimensions.
For ABC, the number of generations is set to half that of PSO and its vari-
ants and SwarmRW, as ABC combines the employed and onlooker bee phases
in one loop (generation). Setting the same number of generations would allow
some solutions (the best solutions) to be optimized at least twice as many times
as allowed for by PSO and its variants and SwarmRW. Results for 50 and 100
dimensions are unreported for HPSO–TVAC. The stopping condition in [21] is
set to 0.01. For the rest of the algorithms, it is set to 0.0. Averages, standard
deviations and times are reported for 100 trials, except for HPSO–TVAC, where
they are reported for 50 trials. Experiments were performed on a 2.6 GHz Intel
Core i7 machine with 16GB of RAM. PSO, PSO–TVAC, HPSO–TVAC, ABC,
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Table 1. Benchmark Functions: Function name, Function Definition, Range of Search,
Initialization Range, Maximum Velocity, and Global Minimum

Function Definition Search Range Init. Range Vmax f(x∗)

Sphere f1(x) =
n∑

i=1

x2
i (−100, 100)n (50, 100)n 100 0

Rosenbrock f2(x) =
n−1∑

i=1

[100(x2
i − xi+1)

2 + (xi − 1)2] (−100, 100)n (15, 30)n 100 0

Rastrigin f3(x) =
n∑

i=1

[x2
i − 10 cos(2πxi) + 10] (−10, 10)n (2.56, 5.12)n 10 0

Griewank f4(x) = 1
4000

n∑

i=1

x2
i −

n∏

i=1

cos(
xi√

i
) + 1 (−600, 600)n (300, 600)n 600 0

Schaffer’s f6 f5(x) = 0.5 −
(
sin

√
x2+y2

)2−0.5

(1.0+0.001(x2+y2))2
(−100, 100)2 (15, 30)2 100 0

Schwefel f6(x) = 418.9829 ∗ n −
n∑

i=1

xi sin
√|xi| (−500, 500)n (−500, 500)n 500 0

Ackley
f7(x) = −20 exp

(

−0.2

√

1
n

n∑

i=1

x2
i

)

(−30, 30)n (−30, 30)n 30 0

− exp

(
1
n

n∑

i=1
cos 2πxi

)

+ 20 + e

Weierstrass
f8(x) =

n∑

i=1

(
kmax∑

k=0

[ak cos(2πbk(xi + 0.5))]

)

(−0.5, 0.5)n (−0.5, 0.2)n 0.5 0

−n
kmax∑

k=0

[ak cos(πbk)], a = 0.5, b = 3, kmax = 20

Katsuura
f9(x) = 10

n2

n∏

i=1

(

1 + i +
32∑

j=1

|2jzi−round(2jzi)|
2j

) 10
n1.2

(−100, 100)n (−100, 100)n 100 200

− 10
n2 + 200, z = M2 ∧100 (M1

5(x−o)
100 )

Lunacek

f10(x) = min

(
n∑

i=1

(x̂i − μ0)
2, dn+ s

n∑

i=1

(x̂i − μ1)
2

)

(−100, 100)n (−100, 100)n 100 300
+10

(

n −
n∑

i=1

cos(2πẑi)

)

+ 300, s = 1 − 1
2
√

n+20−8.2

d = 1, μ0 = 2.5, μ1 = −
√

μ2
0−d

s , y = 10(x−o)
100

x̂i = 2sign(x∗
i )yi + μ0, z = ∧100(x̂ − μ0)

Lunacek

f11(x) = min

(
n∑

i=1

(x̂i − μ0)
2, dn+ s

n∑

i=1

(x̂i − μ1)
2

)

(−100, 100)n (−100, 100)n 100 400+10

(

n −
n∑

i=1

cos(2πẑi)

)

+ 400, s, d, μ0, μ1, y, x̂i

as in f10, z = M2 ∧100 (M1(x̂− μ0))
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Table 2. Average results, standard deviation and time (m:s) for the different methods
on f1 − f5 functions

Function Dim. Gmax PSO
PSO HPSO

ABC SwarmRW
TVAC TVAC

f1

30 3000

1.21e–7 1.50e–4 0.01 7.88e–16 7.65e–22

(4.32e–7) (5.77e–4) (n/a) (1.43e–16) (6.40e–22)

0:19 0:19 n/a 0:02 0:01

50 5000

0.026 0.322 n/a 1.74e–15 3.22e–21

(0.11) (0.47) (n/a) (3.06e–16) (2.10e–21)

0:56 0:59 n/a 0:03 0:02

100 6000

342.94 358.06 n/a 3.24e–8 2.70e–9

(498.38) (382.22) (n/a) (1.15e–7) (1.38e–9)

2:21 2:28 n/a 0:06 0:05

f2

30 5000

59.19 187.49 13.67 10.43 4.53

(55.95) (347.38) (11.0) (6.96) (4.19)

0:56 0:58 n/a 0:24 0:24

50 6000

289.71 738.91 n/a 11.63 6.31

(395.94) (903.11) (n/a) (6.81) (5.14)

1:56 2:00 n/a 0:47 0:47

100 7000

5.98e+5 2.13e+5 n/a 37.01 22.36

(2.20e+6) (4.02e+6) (n/a) (17.33) (8.06)

4:39 4:46 n/a 1:46 1:51

f3

30 5000

68.56 57.08 0.044 1.56e–13 0.0

(20.37) (17.68) (0.196) (6.84e–13) (0.0)

1:06 1:08 n/a 0:33 0:23

50 6000

203.23 183.05 n/a 0.05 1.64e–13

(43.96) (39.75) (n/a) (0.21) (9.56e–13)

2:19 2:22 n/a 1:07 1:03

100 7000

767.41 731.24 n/a 13.67 5.52

(108.09) (91.91) (n/a) (3.66) (1.29)

5:37 5:45 n/a 2:44 2:40

f4

30 5000

6.31e–14 4.89e–8 0.01 7.59e–16 2.22e–16

(2.80e–13) (1.96e–7) (0.0035) (1.82e–16) (3.85e–17)

1:11 1:12 n/a 0:43 0:42

50 6000

3.72e–5 0.002 n/a 1.77e–15 4.77e–16

(1.16e–4) (0.003) (n/a) (3.74e–16) (5.98e–17)

2:24 2:32 n/a 1:24 1:24

100 7000

2.46 2.82 n/a 2.01e–11 4.44e–14

(5.09) (3.16) (n/a) (1.62e–11) (2.71e–14)

5:56 6:40 n/a 3:15 3:14

f5 2 1000

0.0025 0.0025 0.01 0.0025 0.0025

(1.11e–17) (0.0) (0.007) (1.50e–8) (2.05e–9)

0:00 0:00 n/a 0:00 0:00
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Table 3. Average results, standard deviation and time (m:s) for the different methods
on f6 − f11 functions

Function Dim. Gmax PSO
PSO

ABC SwarmRW
TVAC

f6

30 5000
2420.91 2381.68 2.24e–6 5.71e–8

(390.10) (503.33) (1.67e–5) (9.09e–13)

1:00 1:03 0:33 0:29

50 6000
5513.21 6491.22 63.82 2.73

(654.85) (975.18) (74.78) (16.84)

2:08 2:10 1:04 0:57

100 7000
15168.92 18289.87 1313.21 1019.01

(986.78) (1269.45) (249.40) (189.45)

5:04 5:07 2:27 2:16

f7

30 5000
1.21 1.24 5.32e–14 3.28e–14

(0.69) (0.62) (6.80e–15) (3.71e–15)

0:54 0:55 0:24 0:23

50 6000
2.69 2.73 1.05e–11 1.37e–13

(0.64) (0.53) (4.05e–12) (2.35e–14)

1:53 2:00 0:46 0:45

100 7000
6.75 6.74 7.50e–6 1.98e–6

(0.95) (0.97) (3.57e–6) (5.78e–7)

4:44 4:54 1:51 1:46

f8

30 5000
1.91 1.06 7.11e–16 0.0

(1.13) (0.83) (2.36e–15) (0.0)

41:28 41:21 42:15 27:56

50 6000
10.65 8.51 1.06e–12 1.28e–14

(2.79) (2.39) (1.08e–12) (1.13e–14)

79:20 79:23 79:29 79:12

100 7000
48.89 48.37 9.61e–4 3.48e–4

(6.09) (5.03) (2.08e–4) (5.03e–5)

177:51 177:45 179:37 179:32

f9

30 5000
202.54 202.29 201.67 201.18

(0.30) (0.35) (0.22) (0.22)

60:46 60:49 60:56 61:13

50 6000
203.51 203.41 202.39 201.75

(0.34) (0.41) (0.24) (0.23)

123:22 123:43 122:10 121:29

100 7000
204.26 204.11 203.09 202.38

(0.25) (0.34) (0.20) (0.24)

289:18 289:20 288:4 286:43

f10

10 5000
314.05 313.66 307.92 304.29

(2.94) (1.65) (2.66) (4.49)

0:52 0:53 0:46 0:44

20 6000
344.03 340.17 320.12 316.80

(7.34) (6.19) (1.49) (6.69)

2:16 2:17 1:54 1:54

30 7000
391.47 377.04 330.52 329.83

(15.94) (12.39) (0.04) (3.63)

4:03 4:04 3:22 3:22

f11

10 5000
421.73 417.38 436.83 430.16

(7.11) (4.17) (4.17) (4.87)

0:55 0:55 0:50 0:46

20 6000
469.11 456.00 554.79 527.49

(19.97) (11.00) (15.30) (17.44)

2:33 2:33 2:13 2:10

30 7000
531.36 505.57 743.56 680.14

(34.85) (22.31) (23.55) (27.93)

4:41 4:41 4:08 4:01
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and SwarmRW were tested on functions f1 to f5. The remaining functions were
used to test PSO, PSO-TVAC, ABC, and SwarmRW. Results on functions f1
to f5 show that SwarmRW outperforms PSO, PSO–TVAC and HPSO–TVAC
on all benchmark functions except Schaffer’s F6, which has only two dimen-
sions. It also outperforms ABC, however, their performance is comparable. ABC
and SwarmRW are faster than PSO and its variants, except on Schaffer’s F6
function, and their execution time is again comparable. The performance gap
between SwarmRW and PSO and its variants increases with an increase in the
number of dimensions for these functions. For the Sphere function, SwarmRW
achieves the best results in all dimensions, and as the number of dimensions
increases, the gap between it and PSO and its variants increases. This trend is
seen in all test functions except for Schaffer”s F6 function. ABC and SwarmRW
perform similarly. For the Rosenbrock function, SwarmRW outperforms all other
algorithms for all dimensions, however, it is again comparable with ABC. On
the Rastrigin function, SwarmRW locates the global minimum at 30 dimensions
with a standard deviation of 0.0, and outperforms the others in 50 and 100 di-
mensions. The gap with ABC in 50 dimensions is quite large, however, similar
performance is noted in 100 dimensions. On the Griewank function, SwarmRW
outperforms all others in all tested dimensions, marginally outperforming ABC.
Finally, on Schaffer’s F6 function, all algorithms perform comparably.

Results on functions f6, f7, f8, f9, and f10 show that SwarmRW outper-
forms PSO and PSO–TVAC. It also outperforms ABC in all tested dimensions
on the Schwefel function; the largest gap is observed in 30 dimensions, how-
ever, the performance gap is decreased as dimensions increase. On the Ack-
ley function, SwarmRW and ABC are comparable, and both outperform PSO
and PSO–TVAC. On the Weierstrass function, SwarmRW locates the minimum
with a standard deviation of 0 for 30 dimensions, and outperforms PSO and
PSO–TVAC. Its performance is close to that of ABC. On the Katsuura func-
tion, all algorithms perform similarly. On Lunacek bi-Rastrigin without rotation,
SwarmRW outperforms all other algorithms, however, it is comparable with
ABC. On Lunacek bi-Rastrigin with rotation, PSO–TVAC is the best performer
followed by PSO and SwarmRW, with ABC showing the worst performance. This
might be due to dependencies among variables, which SwarmRW is unaware
of. A niching strategy might be beneficial for SwarmRW on this and similar
functions.

Overall, SwarmRW has shown successful performance on test functions. It
outperforms ABC on all instances, is quite simple to implement and makes use
of a single parameter, easing the process of parameter selection.

5 Conclusion and Future Work

This paper presented SwarmRW, a new algorithm for continuous unconstrained
optimization problems. It was tested on eleven well-known benchmark functions,
and performed favorably compared with PSO, PSO–TVAC, HPSO–TVAC, and
ABC, with regards to precision as well as execution time. It makes use of a single
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parameter, ρ, to decide the step size in each dimension. Future work includes
finding the best parameter values for different functions, extensive testing of
SwarmRW on other benchmark functions, as well as investigating other versions
of SwarmRW for other problems such as TSP and graph coloring problems.
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Abstract. Clustering is grouping objects into clusters such that objects within the 
same cluster are similar and objects of different clusters are dissimilar. Several 
clustering algorithms have been proposed in the literature, and they are used in 
several areas: security, marketing, documentation, social networks etc. The  
K-means algorithm is one of the best clustering algorithms. It is very efficient but 
its performance is very sensitive to the initialization of clusters. Several solutions 
have been proposed to address this problem. In this paper we propose a hybrid 
algorithm for document web clustering. The proposed algorithm is based on  
K-means, PSO and Sampling algorithms.  It is evaluated on four datasets and the 
results are compared to those obtained by the algorithms: K-means, PSO, 
Sampling+K-means, and PSO+K-means. The results show that the proposed 
algorithm generates the most compact clusters. 

Keywords: Clustering algorithms, PSO, K-means, Sampling. 

1 Introduction 

Clustering is grouping objects into groups such that objects within a same group are 
similar and objects into different groups are dissimilar. The main problem of clustering 
is to obtain optimal grouping. This issue arises in many scientific applications, such as 
biology, education, genetics, criminology, etc… Many approaches [1], [2], [3], [4], [5], 
[6], [7] have been developed in this regard, but the K-means algorithm [8] is the most 
popular for its simplicity and efficiency. The main problem of K-means algorithm is its 
sensitivity to the initial cluster centroids. This influences seriously its optimal solution 
which may be local rather than global.  Several solutions were proposed to overcome 
these shortcomings. In [9] the authors proposed the Global K-means algorithm which is 
an incremental approach that dynamically adds one centroid at a time, followed by the 
processing of the K-means algorithm until the convergence. In this algorithm, the 
centroids are chosen one by one in the following way: the first centroid is chosen to be 
the centroid of all the data. Other centroids are chosen in the data set where every data is 
a candidate to become a centroid. The latter centroid will be tested with the rest of the 
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data set. The best candidate is the one who minimizes the objective function. In [10] the 
authors proposed to use the hierarchical clustering to choose the initial centroids. This 
approach proposes to use a hierarchical clustering at a first step, then we compute the 
centroids of each resulting cluster, and at the end we use the K-means algorithm with 
the obtained results. In [11] the authors propose to use bootstrap to determine the initial 
centroids. It consists of dividing the data set into a set of samples and then we use the K-
means algorithm on each sample. Each cluster of the different groups produces a set of 
candidate centroids to be used for the initialization of the K-means algorithm. Another 
approach proposed in [12], uses MaxMin method for the initialization. Many 
Hybridizations approaches are also used to face the problem of the initialization of K-
means. These approaches use metaheuristics such genetic algorithms [13], Particle 
Swarm Optimization (PSO) [14,21], and Ant Colony Organization (ACO) [15,22], to 
choose the initial centroids.  

In this paper we propose a clustering algorithm that hybridizes PSO, K-means and 
stamping techniques to improve the clustering results. It is based on the PSO-K-
means algorithm presented in [14] and the initialization by sampling presented in 
[11]. The proposed algorithm is used to cluster a set of documents collection. The 
results show that the proposed algorithm produce more compact clusters than PSO, K-
means, and PSO-K-means algorithms. 

The remaining of the paper is organized as follows: the next section presents the 
PSO-K-means algorithm on which our proposition is based. The section 3 presents 
our proposition. The results of our algorithm are presented in section 4. Finally,  
section 5 presents our conclusion and future works. 

2 PSO-K-means Algorithm 

In this section, we present an algorithm that hybridizes the PSO and the K-means 
algorithm. The PSO algorithm is used to generate initial centroids for K-means. This 
algorithm is proposed in [14] and it was proposed for document clustering. 

The Particle Swarm Optimization (PSO) algorithm is a stochastic optimization 
technique based on population. It can find an optimal solution, or near the optimal of 
a quantitative or qualitative problem. [16, 17,18]. 

The hybrid algorithm PSO+K-means includes two modules: the PSO module and 
the K-means module. Firstly, the PSO module is executed to determine the centroids 
of the clusters. The algorithm PSO is used at first step to find the neighboring of the 
optimal solution thanks to a global search. Then the resulting centroids are used by 
the K-means module in order to refine and generate the optimal solution. 

2.1 PSO Module 

A particle in the swarm represents a possible solution for the clustering of a collection 
of documents. A swarm represents a set of possible solutions.  
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As the problem of clustering of documents is multi-dimensional, the PSO method 
must be adapted to this problem. To do this, a matrix (Nt,k) is used,  where Nt is the 
number of terms in the collection, and k is the number of clusters. So, each particle is 
represented as follows:  

 Xi=(C1, C2, …, Ci, …, Ck) 

Where Ci represents the ith centroid vectord, and k represents the number of  
clusters. 

At each iteration, the particle changes the position of each of its centroids by taking 
into account its experience and the neighbors’ experience. The distance between the 
centroid and a document of the collection is used as fitness to evaluate the obtained 
solution of each particle. The value of the fitness is measured by the following  
formula: 

                                               (1) 

Where mij represents the jth document in the ith cluster; oi is the centroid of the ith 
cluster; d(oi,mij) is the distance between the document mij and the centroid oi; pi is the 
number of documents in the cluster ci; and k is the number of clusters.  

The PSO module can be defined by the following steps: 

(1) Initially, each particle chooses randomly k vectors of documents from the  
collection as cluster centroids.  

(2) For each particle: 
(a) Assign each document vector of the collection to the nearest cluster 

(minimal distance). 
(b) Compute the fitness value. 
(c) Change the position and the speed of each particle.  

(3) Repeat the step (2) until one of the following stopping criteria is reached: 
       (a) The maximum number of iterations is exceeded  
           or 
     (b) The average change in centroid vectors is less than  a predefined value. 

2.2 K-means Module 

The K-means module uses as initial centroids those resulting from the PSO algorithm, 
and executes the remaining of the K-means algorithm by computing the optimal 
centroids. The algorithm is given through the following steps:  
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(1) Use the centroids vectors resulting from PSO algorithm. 
(2) Assign each document vector of the collection to the nearest cluster (minimal 

distance). 
(3) Compute each centroid by using the following formula: = 1

∀ ∈  

Where dj is the document vector of the cluster Sj; Ci is the centroid ; nj is the 
number of documents in the cluster Sj. 

(4) Repeat the steps (2) and (3) until convergence. 

In the PSO+K-means algorithm, the global search of PSO and the rapidity of 
convergence of K-means are combined. The algorithm PSO is used at first step to find 
the neighboring of the optimal solution thanks to a global search. The obtained result 
is then used for the K-means algorithm, by using a local search to generate the final 
result.  

3 Sample-PSO-K-means Algorithm: Our Contribution 

In this section we present our proposed algorithm: Sample-PSO-K-means. As outlined 
above, the hybridization of PSO and K-means algorithm avoids the problem of the 
initialization of initial centroids, and combines a local and a global optimum search. 
On the other hand, and according to the experiment and the analysis presented in [14], 
the PSO approach needs a big number of iterations to insure a good convergence. 
Larger the database is, more particles are needed, and higher will be the number of 
iterations. 

Refining the algorithm of the initialization by stamping [11] is also a solution for 
the initialization problem of K-means. It consists of stamping a collection of data in a 
set of sub-groups, and then using the K-means algorithm on each group. The next step 
consists of applying K-means with the different solutions, but in this case, it is applied 
on the whole data sets. Finally the best found solution is chosen. This approach is 
called also, K-means refinement clustering algorithm, because it applies the algorithm 
twice. In this approach the sub-groups collaborate to have best results. 

The sampling approach is efficient when the size of the data set is large. For this 
reason, we propose to use this approach with PSO. The main idea is that the sub-
samples collaborate by taking the principal of the particles in the swarm and the PSO 
algorithm can have a good initial configuration and reduce the number of particles to 
be created.  The data set is divided into a known number of sub-samples. The same 
number represents the size of the PSO swarm (number of the particles).  

Our algorithm is summarized as follows:  

1. Choose S sub-samples in the initial collection (this number represents the number 
of PSO particles). 

2. Apply the K-means on each sub-sample using random initial centroids. We obtain 
for each sub-sample a set of centroids. 
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3. Apply PSO having S particles on the howl data using the centroids resulting from 
the previous step. 

4. Apply the K-means on all data using as initial configuration the results obtained by 
PSO. 

4 Implementation 

As application, we choose to cluster web documents. We do this in two steps: the first 
step preprocesses the web documents. The second step encodes the web documents 
and implements the algorithm. 

4.1 Web Document Preprocessing 

Before clustering the data, a preprocessing is necessary. This step is done through two 
steps: the first one prepare the data (cleaning, lemmatization, and tokenizing), and the 
second one creates the index file containing all the important information in each 
document of the collection. The most used method for the index file is TF*IDF.  

4.2 Representation of the Different Components 

We have three components: documents, centroids and clusters. Particularly, for the 
PSO optimization, the components are particles and the swarm to which are assigned. 
For the initialization by sample method, we have to define a structure for a sub-
sampling. 

A document is represented as a vector of size m, where m is the number of terms in 
the collection. We note Di=(wi1,wi2,wi3,…,wim) the ith document vector of the 
collection, where, wij represents the weight of the jth term in the document Di, with 
i∈1,2,…,n and j∈1,2,3,…,m. n is the number of documents in the collection.  

Each cluster is represented by a vector. Its size is unknown, because it can’t be 
determined in advance. We note Ci=(Di1,Di2,Di3,…) the ith cluster, with i∈1,2,3,…,k.  
k is  the number clusters.  

A particle is a vector of k centroids. A centroid is represented by a document 
vector. We note Pi=(Ci1,Ci2,Ci3,…, Cik)  the ith particle, with i∈1,2,3,…,N. N is the 
number of particles ( Swarm size).  

A swarm is a vector of N particles. We note S=(Pi,P2,P3,…,PN) with i∈1,2,3,…,N 
A sub-stamp is a sub-group in the collection. It can be represented as a vector of M 

documents. M is the size of the sub-stamp. We note Ei=(Di1,Di2,Di3,…, DiM) the ith 
sub-stamp with  i∈1,2,3,…,N 

4.3 Evaluation of the Solutions 

To evaluate the solutions, we use the formula defined by the equation (1). This 
function is used as a fitness function for the PSO algorithm and to evaluate the 
different results. It measures the average distance between the documents of a cluster 
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and its centroid. The smaller this value is, the more the cluster is compact. So, it can 
be used to evaluate the quality of the clusters.  

To calculate the similarity between two documents mp and mj, we often use a 
distance measure. The most used measures are based on the Minkowski formula given 
by:  

, = , − ,
/

 

For n=2, the formula defines the Euclidian distance. For our work we use the  
normalized Euclidian distance. The normalized Euclidian distance between the  
documents mp and mj is given as follows: 

, = ( − ) ⁄  

Where mp and mj are two document vectors; dm is the size of the vectors; mpk and 
mjk represents respectively the weight values of the kth term in the collection for the 
documents mp and mj. 

5 Experimentation and Results 

In this section we give the details of the implementation of our algorithm and its  
results. 

5.1 Experimentation  

We implemented the K-means algorithm, the initialization by stamping approach, the 
PSO, the PSO + K-means algorithm, and finally our algorithm.  

To evaluate these algorithms, we used four datasets [7]. Since this document 
collection is large (11 000 documents with 12 621 201 terms), and The results of 
some researches [19,20], say that it is preferred to use the data with low 
dimensionality for the PSO + K-means algorithm, we used the sub-categories 
separately. For example, we used the algorithm for the category with the subject « 
Banking and Finance » to find the clusters: Commercial Banks, Building societies and 
Insurance Agencies. We selected the documents with low size to reduce the number 
of terms. For each algorithm, we use the Euclidian distance as a similarity measure.   

5.2 Parameters 

After several executions, we noticed that K-means is stable after 20 iterations for the 
most datasets. The PSO algorithm needs generally 100 iterations to reach a stable 
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solution. Our results show that hybridization of PSO and K-means returns the best 
solution than the previous algorithms, and it stabilizes after 50 iterations. 

We have two kinds of parameters. The parameters that are fixed in the program 
and they do not change (see table 1.), and the parameters we change at each test (see 
table 2.). The choice of the fixed parameters is based on the results of [18]. In order to 
explore the large data space, we choose to use 50 particles for the PSO algorithm and 
25 particles where PSO is used (PSO, PSO + K-means, Stamping + PSO + K-means). 
Since the number of stamps is related to the number of particles, we used 25 sub-
stamps. 

Table 1. Fixed PSO Parameters 

Parameter Value 
Inertia factor 0.3 
Confident coefficient at its best position. 0.72 
Confident coefficient at its neighboring 1.49 

Table 2. Parameters of the Stamping+PSO+K-means algorithm 

Parameter Value 

Number of clusters 5 

Number of  iteration in PSO 5-50 

Number of  iteration in K-means 10-25 

Number of particles 10-25 

Dimension of the problem 500-10.000 

Size of a stamp 26-65 

Number of documents to classify 137-655 

5.3 Results 

The fitness function (formula (1)) evaluates the different generated solutions. The best 
solution is the one minimizing the value of this function. The Table 3. shows the  
results obtained by using the algorithms K-means, PSO, Sampling+K-means, 
PSO+K-means and Sampling+PSO+K-means. The values represent the average of the 
fitness values for 10 simulations performed separately. The data sets: Dataset 1, 
Dataset 2, Dataset 3, Dataset 3 and Dataset 4 represent respectively the document 
collections: “Banking and Finance”, “Programming Languages”, “Science” and  
“Sport”. 

The results show that the Sampling+PSO+K-means algorithm generates the lowest 
values of the fitness function. This means that the clusters generated by this algorithm 
are the most compact. 
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Table 3. Performances of the implemented algorithms (fitness values) 

 K-means PSO Sampling  
+   K-means 

PSO+
K-means 

Sampling+ 
pso+K-means 

Dataset 1 5.093 6.982 4.098 3.211 2.911 

Dataset 2 4.788 4.871 4.021 2.922 3.109 

Dataset 3 7.245 8.632 6.883 5.447 4.398 

Dataset 4 4 9.09 10.093 7.902 4.63 4.877 

 
The figure 1 illustrates the convergence of the different algorithms on the dataset 1. 

In this figure, we notice that the algorithm K-means converges quickly but 
prematurely. Its fitness value grows from 11.45 to 8.26 after only 10 iterations, and 
after that, it doesn’t change. For PSO and PSO+K-means, we notice that the two 
curves have the same trajectories until the 25th iteration because the two algorithms do 
the same work (they use PSO). After the 25th iteration, the trajectories change. PSO 
converges slowly. In contrast, the PSO+K-means algorithm converges quickly. For 
the Sampling + K-means, we notice that the curve is identical to the K-means one. 
The difference is the initial point which is 9.34. Finally, we can deduce that the 
Sampling+PSO+K-means algorithm is the fusion of the two curves of Sampling +K-
means and PSO+K-means. It is the algorithm which gives the better results. 

 

Fig. 1. Convergence graph of the clustering algorithms: K-means, PSO, PSO+K-means, 
Sampling+K-means, Sampling+PSO+K-means) 

6 Conclusion 

The use of hybrid algorithms to improve the performance of the clustering is not a 
new idea. At our knowledge, there is no gain using the stamping with PSO and  
K-means for the initialization. From our experimentations, the hybrid algorithm 
PSO+K-means returns better result than the classical K-means algorithm.  
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In contrast, we notice that PSO needs an important number of iterations and 
particles because its initialization is random. In the case of a large collection of data, 
the complexity of the problem is empiric and the use of PSO+K-means algorithm for 
clustering needs large memory, and high execution time. This makes it not an 
interesting solution.  

We have used the stamping with PSO and not directly with K-means. 
Experimentations achieved in [14] shows that the hybrid algorithm PSO+K-means 
does not improve the results. Using K-means first, generates a local optimum. Using 
the obtained result as the initial value of one of the particles of the swarm, the others 
will be chosen randomly. This particle has the best fitness of the group. This will help 
the convergence of the other particles, but the considered particle does not converge 
even it is the best solution. In our algorithm, the stamping approach returns a number 
of solutions equal to the number of particles. So, all the particles will have a good 
initial configuration and they can all cooperate to converge to a global optimum. The 
tests we did show that our proposition returns the best results than PSO+K-means 
algorithm. In fact, with a more large data collection, the results will be more visible. 

The proposed algorithm gives good initialization to the K-means algorithm. It  
improves the performance of the hybrid algorithm PSO+K-means and makes it usable 
for large data sets.  

As future work, we tend to use parallelism for the stamping, by executing the  
K-means algorithm on the different stamps at the same time, and for the computation 
of the fitness value for each particle.   
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Abstract. This paper presents a new algorithm for data clustering based on the 
cuckoo search optimization. Cuckoo search is generic and robust for many  
optimization problems and it has attractive features like easy implementation, 
stable convergence characteristic and good computational efficiency. The 
performance of the proposed algorithm was assessed on four different dataset 
from the UCI Machine Learning Repository and compared with well known 
and recent algorithms: K-means, particle swarm optimization, gravitational 
search algorithm, the big bang–big crunch algorithm and the black hole 
algorithm. The experimental results improve the power of the new method to 
achieve the best values for three data sets. 

Keywords: Data Clustering, Cuckoo Search, Metaheuristic, Optimization. 

1 Introduction   

Clustering is an unsupervised classification technique of data mining [1] [2]. It 
divides a set of data into groups or clusters based on the similarity between the data 
objects, such that similar objects fall in the same cluster and different objects in 
different clusters.  

Clustering is used in several applications like document clustering [3], image 
segmentation [4] and pattern recognition [5]. For each application we have to select 
and extract a set of features to represent the data objects and also we have to define 
measuring proximity between these data objects.  

Many clustering methods have been proposed. They are classified into several 
major algorithms: hierarchical clustering, partitioning clustering, density based 
clustering and graph based clustering.   

One of the most popular and famous partitioning algorithm is K-means because its 
efficiency and simplicity [6]. Unfortunately, the K-means algorithm suffers from two 
problems: It needs to define the number of clusters before starting and in addition, its 
performance depends strongly on the initial centroids and may get trapped in local 
optimal solutions.  



56 I.B. Saida, K. Nadjet, and B. Omar 

 

Recently, nature inspired approaches have received increased attention from 
researchers dealing with data clustering problems [7].  

To avoid the inconvenience of K-means, we propose in this paper to use a new 
metaheuristic approach. It is mainly based on the cuckoo search (CS) algorithm which 
was proposed by Xin-She Yang and Suash Deb in 2009 [8] [9]. Cuckoo search is 
based on the interesting breeding behaviour such as brood parasitism of certain  
species of cuckoos and typical characteristics of Lévy flights. The CS is generic and 
robust for many optimization problems [10] [11]. It is a population based and this 
algorithm overcomes the problem of local optimum to global one.   

The efficiency of the proposed algorithm is tested on four different data sets issued 
from literature [12] and the obtained results are compared with some recent well 
known algorithms reported in [13].  

The remaining of this paper is organized as follows: In section 2, related works is 
presented. In section 3, we present cluster analysis. In section 4, we describe the  
basics of cuckoo search algorithm. The proposed approach for data clustering is 
explained in section 5. Numerical experimentation and comparisons are provided in 
Section 6. Finally, conclusions and our future work are drawn in Section 7. 

2 Related Works  

Several metaheuristic were developed to overcome the disadvantage of K-means.  
Most of them are evolutional and population based. For instance the genetic algorithm 
is evolutionary population optimization based; it uses natural genetics and evolution: 
selection, mutation, and crossover [14]. It is still suffers from the difficulty of coding 
modelling. Also, the operation of crossover and mutation are too expensive. More 
over it needs much parameter to handle. The ant colony algorithm is another 
metaheuristic inspired from the behaviour of the real ants to find the shortest path 
between a food source and their nest [15] [16]. Particle Swarm Optimization (PSO) 
incorporates swarming behaviours observed in flocks of birds, schools of fish, or 
swarms of bees, and even human social behaviour, from which the idea is emerged 
[17][18]. Like the genetic algorithm, it needs much parameter to manipulate. A data 
clustering algorithm based on the gravitational search algorithm (GSA) was proposed 
in [19] [20]. It is based on the law of gravity and the notion of mass interactions. The 
Big Bang–Big Crunch (BB–BC) algorithm was also applied for resolving the problem 
of clustering [21]. It is an   optimization method that is based on one of the theories 
of the evolution of the universe namely the Big Bang and Big Crunch theory. Another 
heuristic algorithm namely the black hole algorithm was defined to resolve the 
problem of clustering, which is inspired from the black hole phenomenon [13]. 

The new algorithm proposed in this paper is based on the cuckoo search 
optimization. In this metaheuristic no much parameters is used. We need only to 
define the worse nests probability which does not really affect in the results of 
clustering. More over, the research of the optimal solution is done by a mathematical 
function. In each generation we select the best solution and the next generation is 
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calculated by the cuckoo search function using the best solution. Thereby, we always 
convert to the optimal solution. 

3 Cluster Analysis  

The main goal of the clustering process is to group the most similar objects in the 
same cluster or group. Each object is defined by a set of attributes or measurements.   

To determine the similar objects, we use the measure of similarity between them. 
Several similarity measures are defined in the literature. In this paper we use the 
Euclidean distance to calculate the similarity between the objects. It is the most 
popular metric done by the formula (1): 

, = ∑ −                      (1) 

Where:  is the number of attributes and  is the value of the attribute number 

 of the object number i  ( ). 
The result of a clustering algorithm must be evaluated and validated. This is done 

by using validity indexes. They are classified into internal and external one [22]. In 
this paper we use the sum intra cluster (SSE) which is an internal validity index, and 
the error rate which is an external validity index. These indexes are defined by the 
formula (2) and (3).   

SSE = ∑ ∑ ∗ ∑ −                     (2) 

Where: 1ijW =  if the object is in the cluster and 0  otherwise.  is the number of 
clusters,  is the number of objects,  is the number of attributes and ipc  is the 
value of  the attribute number  of the centroid of the cluster number i ( )ic .  =        ∗ 100                       (3) 

4 Basics of Cuckoo Search Algorithm 

The Cuckoo search (CS) is a new metaheuristic optimisation algorithm, proposed by 
Xin-She Yang and Suash Deb [8] [9]. The algorithm is based on the obligate brood 
parasitic behaviour of some cuckoo species in combination with the Lévy flight  
behaviour of some birds and fruit flies. In fact, the algorithm has three particular 
idealized rules [8]:  

1. Each cuckoo lays one egg at a time, and dumps its egg in randomly chosen nest;  
2. The best nests with high quality of eggs will carry over to the next generations;  
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3. The number of available host nests is fixed and the egg laid by a cuckoo is 
discovered by the host bird with a probability pa ∈  [0, 1]. In this case, the host 
bird can either throw the egg away or abandon the nest, and build a completely 
new nest.  For simplicity, this last assumption can be simulated by the fraction 
(pa) of the n worse nests that are replaced by new random nests. 

Based on these three rules, the basic steps of the Cuckoo Search (CS) can be 
summarized by the pseudo code shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 

Fig. 1. Pseudo code of the standard Cuckoo Search (CS) [8] 

5 Clustering with Cuckoo Search 

For solving the data clustering problem, the standard cuckoo search algorithm is 
adapted to reach the centroids of the clusters. For doing this, we suppose that we have 
n  objects, and each object is defined by m  attributes. In this work, the main goal 

of the CS is to find k  centroids of clusters which minimize the formula (2). 
Knowing that the problem is multi-dimensional, the data set must be represented by a 
matrix ( )n m, , such as the row i corresponds to the object number.  

In cuckoo search mechanism, the solutions are the nests and each nest is 
represented by a matrix with k  rows and m  columns, where, the matrix rows are 
the centroids of clusters.  

 

Cuckoo Search via Lévy Flights 

begin 

Objective function f(x), x = (x1, ..., xd)T 

Generate initial population of n host nests xi (i = 1, 2, ..., n) 

while (t <MaxGeneration) or (stop criterion) 

Get a cuckoo randomly by Lévy flights 

Evaluate its quality/fitness Fi 

Choose a nest among n (say, j) randomly 

if (Fi > Fj), 

Replace j by the new solution; 

end 

A fraction (pa) of worse nests are abandoned and new ones are built; 

Keep the best solutions (or nests with quality solutions); 

Rank the solutions and find the current best 

end while 

Post process results and visualization 

End 
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We propose a cuckoo search algorithm for the data clustering throught the  
following steps: 

1. Generate randomly the initial population of nb_nest host nests;  
2. Calculate the fitness of these solutions and find the best solution;  

While (t < MaxGeneration) or (stop criterion); 
3. Generate nb_nest new solutions with the cuckoo search; 
4. Calculate the fitness  of the new solutions; 
5. Compare the new solutions with the old solutions, if the new solution is better 

than the old one, replace the old solution by the new one ;  
6. Generate a fraction (pa) of new solutions to replace the worse nests;   
7. Compare these solutions with the old solutions. If the new solution is better than 

the old solution, replace the old solution by the new one; 
8. Find the best solution;  

End while; 
9. Print the best nest and fitness; 

6 Implementation and Results 

In order to test the validity and the efficiency of the proposed approach, we have 
selected four data sets from the literature [12]. We have used an internal and an 
external quality measure in order to evaluate and compare this method with the other 
ones cited in [13]. 

For the Internal quality measure, we consider the sum of intra-cluster distances 
represented by the formula (2). The goal is to minimize this function called fitness 

function. For the External quality measure, we calculate the error rate ( )ER , which 

represents the percentage of misplaced objects as given in formula (3). It is the same 
one used in [13], thereby we can compare the performance of the CS algorithm to the 
most recent algorithms reported in [13]: K-means, particle swarm optimization (PSO), 
gravitational search algorithm (GSA) the big bang–big crunch algorithm (BB-BC) 
and the black hole algorithm (BH).  

We should note that, for all datasets the population size and the probability of 
worse nests were set to 20 and 0.25 respectively.  

6.1 Iris Dataset 

The Iris dataset contains 150 objects with four attributes. They are unscrewed into 3 
classes of 50 instances, where each class represents a type of iris plant. The best 
obtained solution using the cuckoo search for the iris data is given in Table 1, where the 
row i  represents the value of all the attributes of the centroid of the cluster number i . 
The variation graph of the fitness function according to the number of generations is 
represented in Figure 2. 
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Table 1. The best solution for Iris data by CS 

Center 1 5.9347 2.7979 4.4179 1.4171 

Center 2 6.7336 3.0664 5.6301 2.1055 
Center 3 5.0130 3.4040 1.4710 0.2358 

 

Fig. 2. Fitness function for Iris dataset 

6.2 Wine Dataset 

The Wine dataset describes the quality of wine from physicochemical properties. 
There are 178 instances with 13 features grouped into 3 classes. 

The best obtained solution using the cuckoo search for the wine data is given in 
Table 2, and the variation graph of the fitness function according to the number of 
generations is represented in Figure 3. 

Table 2. The best solution for Wine data by CS 

Center 1 Center 2 Center 3 
13.69227 12.48561 12.80205 
1.82475 2.29206 2.52757 
2.52063 2.42019 2.43197 

16.89081 21.29222 19.61010 

105.29640 92.54816 98.89915 
2.81080 2.04322 2.10036 
3.15359 1.73150 1.45264 
0.30168 0.36522 0.45469 
2.02348 1.42479 1.41032 
5.73206 4.43186 5.75083 

1.08947 1.02753 0.86257 
3.13876 2.41258 2.19260 

1137.21760 463.65681 687.03916 
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Fig. 3. Fitness function for Wine dataset 

6.3 Cancer Dataset 

The Cancer dataset represents the Wisconsin breast cancer databases. The dataset 
contains 683 instances with 9 features. Each instance has one of two possible classes: 
benign or malignant. 

The best obtained solution using the cuckoo search for the cancer data is shown in 
Table 3, and the variation graph of the fitness function according to the number of 
generations is represented in Figure 4. 

Table 3. The best solution for cancer data by CS 

Center 1 2.88848 1.12802 1.20058 1.16359 1.99256 1.11893 2.00507 1.10059 1.03144 

Center 2 7.11641 6.64365 6.62561 5.61432 5.24276 8.10514 6.07841 6.02254 2.32808 

 

 

Fig. 4. Fitness function for Cancer dataset 

6.4 Vowel Dataset 

The Vowel dataset consists of 871 instances. Each point are represented by 3 features. 
These instances are grouped into 6 classes.  
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The best obtained solution using the cuckoo search for the Vowel data is given in 
Table 4, and the variation graph of the fitness function versus to the number of 
generations is represented in Figure 5. 

Table 4. The best solution for Vowel data by CS 

Center 1 360.48780 2290.36553 2976.77797 

Center 2 437.21449 993.57547 2658.09454 
Center 3 407.75777 1011.99989 2310.59089 
Center 4 507.54437 1839.75796 2555.73930 
Center 5 374.96411 2149.78838 2678.23073 
Center 6 622.99723 1308.62969 2332.83028 

 

 

Fig. 5. Fitness function for Vowel dataset 

For the considered dataset, the best value of fitness functions given by the cuckoo 
search are compared with those obtained by the different algorithms: K-means, 
particle swarm optimization (PSO), gravitational search algorithm (GSA), big bang–
big crunch algorithm (BB-BC) and the black hole algorithm (BH). The comparison  
results are shown in Table 5.  

From Table 5, it is obvious that the Cuckoo Search algorithm can reach very 
important results.  In the case of Iris data, the value of the best fitness function 
obtained by the Cuckoo Search is 96.65564, which is better than all other ones. Also, 
for the Wine data the value of the best fitness function given by the Cuckoo Search is 
16292.24388, which is significantly better than the all the other ones. As we can see 
in table 5, the value of the best fitness function achieved by the Cuckoo Search for the 
Cancer data is 2964.38839, which is the best one. However, the value of the best 
fitness function found by the Cuckoo Search for Vowel data is 148990.15884, which 
is the best one after the black hole algorithm (BH). 

Table 6 compares the error rate obtained by the clustering with the CS on the four 
dataset with different clustering algorithms (K-means, PSO, GSA, BB-BC and BH). 
As shown in the Table 6, CS gives a minimum error rate for all the datasets except the 
Vowel data.   
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Table 5. Best fitness obtained by different algorithms on Iris, Wine, Cancer and Vowel dataset 

Approach Iris Wine Cancer Vowel 
K_means 97.32592 16,555.67942 2986.96134 149 394.80398 

PSO 96.87935 16,304.48576 2974.48092 152 461.56473 

GSA 96.68794 16,313.87620 2965.76394 151 317.56392 

BB-BC 96.67648 16,298.67356 2964.38753 149 038.51683 

BH 96.65589 16,293.41995 2964.38878 148 985.61373 

CS 96.65564 16292.24388 2964.38839 148990.15884 

Table 6. The error rate (ER) of clustering algorithm on the different dataset 

Dataset K-means PSO GSA BB-BC BH CS 

Iris 13,42 10,06 10,04 10,05 10,02 10,01 

Wine 31,14 28,79 29,15 28,52 28,47 27,07 

Cancer 4,39 3,79 3,74 3,70 3,70 3,52 

Vowel 43,57 42,39 42,26 41,89 41,65 42,45 

7 Conclusion 

In this paper, we have presented a new approach for solving the data clustering 
problem. The approach is principally based on the cuckoo search algorithm. The 
proposed algorithm is applied to four different data sets. Simulation experiments 
show that the proposed approach gives better results compared to some other more 
frequently used clustering approaches. The cuckoo search algorithm is useful for 
solving the data clustering problem. Moreover it is easy to implement and it 
manipulates a few parameters. In order to improve the obtained results and as a future 
work, we plan to hybridize the proposed approach with other algorithms. 
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Abstract. An object detection scheme using the Scale Invariant Feature
Transform (SIFT) is proposed in this paper. The SIFT extracts distinc-
tive invariant features from images and it is a useful tool for matching
between different views of an object. This paper proposes how the SIFT
can be used for an object detection problem, especially human detection
problem. The Support Vector Machine (SVM) is adopted as the classi-
fier in the proposed scheme. Experiments on INRIA Perdestrian dataset
are performed. Preliminary results show that the proposed SIFT-SVM
scheme yields promising performance in terms of detection accuracy.

1 Introduction

Human detection problem has been an important issue in computer vision with
applications involved with locations and movements of target human. The in-
crease in the use of digital cameras for various applications including security
purposes requires for an automatic method which yields efficient detection of
human objects. Various approaches have proposed for this problem[1–3]. Ap-
proaches to the human detection problem can be largely classified into two cat-
egories. The first category of methods tries to detect parts of the human body
and then combine them to detect an entire human[1] while the other category
of methods considers statistical characteristics of given image data that utilize
a set of low level features within a target window to find if the target window
contains a human[2]. The method proposed in this paper can be considered as
a method in the latter category. However, our main emphasis are given to how
the SIFT can be used for the feature extraction in human detection problem.

The SIFT proposed by David Lowe is one of the most famous algorithms in
computer vision [4–6]. The SIFT has been widely used for its advantageous fea-
tures including its invariance to scale, orientation, and view point. The SIFT has
been successfully applied to several computer vision problems including image
matching, stereo matching, and motion tracking[3, 7].

Typically, a human detection system consists of two main parts: selection of
a proper feature extraction method and design of an efficient classifier. Much
effort on the human detection problem has been given to adopting various com-
binations of these two parts. One of the most widely used methods is HOG-
SVM(Support Vector Machine)[1]. HOG feature uses the spatial distribution of

J.-S. Pan et al. (eds.), Genetic and Evolutionary Computing, 65
Advances in Intelligent Systems and Computing 238,
DOI: 10.1007/978-3-319-01796-9_7, c© Springer International Publishing Switzerland 2014



66 T. Nguyen et al.

Fig. 1. DoG space

edge orientations and its dimension is usually very high enough to cause com-
putational problems. In this paper, a simple feature extraction method using
SIFT to improve the training time is proposed. Since SVM is known as a power-
ful classifier, we can expect an acceptable performance in the proposed human
detection scheme.

The content of this paper is organized as follows: Section 2 summarizes the
SIFT and describes how the SIFT can be used as a feature extraction method
for the proposed human detection scheme. A brief review on SVM is given in
Section 3. Experiments and results on a set of data are presented in Section 4.
The final concluding remarks on this paper is given in Section 5.

2 Feature Extraction Method

2.1 Scale Invariant Feature Transform

The SIFT has been used for extracting highly distinctive invariant features from
image data. The SIFT can provide features invariant to scale, rotation, illumina-
tion and viewpoint[4]. By adopting the features extracted by adopting the SIFT,
reliable matching of the same object among different images can be obtained[7].
When the SIFT is applied to images, the followings are the major computation
processes to generate the set of image features:

Scale-space Extrema Detection. The first stage in the SIFT searches over
all scales and image locations. It is implemented efficiently by using a DoG
(Difference of Gaussian method) shown in Fig. 1.

Keypoint Localization. At each potential location, a detailed model is fit to
determine location and scale. Keypoints are finally passed through a contrast
and edge test to keep the stable one.
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Fig. 2. Histogram of dominant orientations

Fig. 3. Keypoint descriptor

Orientation Assignment. One or more dominant orientations are assigned to
each keypoint in order to perform the rotation invariance as explained in Fig. 2.

Keypoint Descriptor. A descriptor is created to represent each keypoint based
on the orientation assigned in the previous stage. The descriptor based on the
histogram of gradient in the image is calculated as shown in Fig. 3. Finally,
the descriptor is processed to reduce changes in illumination. Once the keypoint
descriptors are retrieved, the descriptors can be used as a feature for data for
different problems. More detailed information on SIFT computation can be found
in [1].

2.2 Feature Extraction Using SIFT for Human Detection Problem

Many different feature extraction methods including HOG, HSV, LBP, and
ULBP have been proposed for object detection problems [1, 8, 9]. In this paper,
we propose an extraction method using the SIFT algorithm which is extremely
strong in image matching and object tracking problems. The SIFT, however, is
rarely used in human detection problem because the SIFT catches only details
around the keypoints, not the human shape. Note that the number of keypoints
in SIFT is not a static number. After careful observations on keypoint loca-
tions in each category (which is negative for backgrounds and positive for hu-
man objects), we find that keypoint positions can be used for human detection.
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(a) Negative Keypoints

(b) Positive Keypoints

Fig. 4. Keypoints in Negative and Positive images

Fig. 5. Histogram computation

Fig. 4-(a) and Fig. 4-(b) are the keypoint locations for negative and positive
images, respectively.

As can be seen from Fig. 4, the distribution of keypoints in positive images
mostly has distinctive differences from the distribution in negative images while
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the keypoints in positive images always spread out in the whole spatial image
space. Based on this observation, we proposed a method to compute the fea-
ture descriptor for each image as shown in Fig. 5. The extracted features are
computed based on the center point of the picture. The orientation histograms
are computed based on the relative angle between each keypoint and the cen-
ter point. The accumulative magnitude is computed by the Euclidean distance
from each keypoint to the center point. The number of histogram bins used for
our experiments is 8. Furthermore, the number of keypoints is stable for both
negative and positive images. In our experiments, the numbers of keypoints for
negative and positive images are set to 105 and 150, respectively. This method
also yields a lower dimensional feature space but still discriminative enough for
our classification task.

3 Support Vector Machine

SVM is first introduced by Boser, Guyon and Vapnik [10]. In machine learning,
SVM is a supervised learning algorithm with associated learning algorithms that
analyze data and recognize patterns, used for classification and regression anal-
ysis. The basic SVM takes a set of input data and predicts, for each given input,
which of two possible classes forms the output, making it a non-probabilistic
binary linear classifier. In the case of linear SVM, the SVM algorithm will try
to find the function which minimizes an objective function that combines the
training error and the complexity as follows:

1

m

m∑
i=1

l(f(xi, α), yi) + ||w||2 (1)

where X = {x1, x2, .., xm} is the input dataset and yi is the binary values, which
only has value of 1 or -1 and w is the margin. It was said that we only need
to minimize ||w||2, subject to yi(wxi + b) ≥ 1. The classification task is then
performed by checking this decision function: f(x) = wx + b. More details on
SVM can be found in[10].

4 Experiments and Results

INRIA is a data set which has been used for testing in many human detection
systems. 1,000 images are randomly selected for positive training examples, to-
gether with their left-right reflections (2,000 images total). A fixed set of 10,000
patches randomly sampled from the 1,000 negative images yields the negative
training data. Fig. 6 and Fig 7 show examples of positive and negative training
images, respectively.

For a training data set including positive and negative training data, SIFT
is applied on each image. Then these SIFT keypoint locations are processed to
obtain the histogram of orientation as described in section 2.
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Fig. 6. Positive training images

Fig. 7. Negative training images

(a) Negative Keypoints (b) Positive Keypoints

Fig. 8. Experimental results on INRIA dataset

Typically, the system searches human by using a scanning window with var-
ious sizes over the whole image. For each window size and location, a feature
extraction process such as HOG is perform and then passed to a classifier to
determine if it is a human object or not. The most advantageous feature of the
proposed method is that we only need to perform SIFT only once for each test
image since SIFT is scale invariant. Hence, for each window size and position,
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we do not need to perform SIFT more than once. We only collect all keypoints
inside the window and compute the histogram, then pass it to SVM for clas-
sification task. Moreover, the number of keypoints in positive image is usually
quite higher than the number in negative images. It is stable with 150 keypoints
per image while negative has only about 105 keypoints per image. Hence, before
computing the histogram, we can pre-check and eliminate window which does
not have enough number of keypoints. By doing so, scanning process will be
more effective and can save us a lot of computing time as well as complexity
in computation. In experiments on the cropped positive and negative images,
we perform SIFT with SVM. The results show that the detection accuracy with
the proposed SIFT-SVM detection scheme is 91.56 % on average. The average
training time for the proposed detection scheme on our PC (Intel Core Quad
2.33GHz, 4GB of RAM) is 2 hour 37 minutes 26 seconds. The detection accuracy
and the proposed extraction method are acceptable for the system that requires
real time performance or needs to update the training database quickly. How-
ever, the training time for SVM is quite a burden for practical uses. Fig. 8 shows
some results on testing example.

5 Conclusions

In this paper, we propose an feature extraction method using SIFT and a human
object detection scheme by adopting the SVM. In the proposed scheme, the SIFT
produces keypoints from images first. Based on the observation on the distinctive
difference in the distribution of keypoints in positive images and negative images,
a computing method of feature descriptor for each image is proposed in this
paper. The orientation histograms are computed based on the relative angle
between each keypoint and the center point and this histogram is used as the
input to the SVM-based classifier. Preliminary results from experiments show
that the detection accuracy obtained from the proposed detection scheme is
extremely high on a set of INRIA database. However, the training time for SVM
is somewhat too much. Topics in future research include a way how to alleviate
the computational burden in training SVM.
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Abstract. In this paper, nearest feature line with half face (NFLhalfface) 
classifier and extended nearest feature line with half face (ENFLhalfface) 
classifier are proposed for face recognition. Nearest feature line (NFL) classifier 
and extended nearest feature line (ENFL) classifier both constitute the feature 
line by a pair of the samples belonging to the same class. Being different from 
them, NFLhalfface and ENFLhalfface constitute the feature line by left half 
face and right half face of a prototype face, which reduce the computational 
complexity. At the same time, the experimental results on AR face database and 
Yale face database show that they are superior to nearest neighbour (NN), NFL, 
ENFL, nearest feature mid-point (NFM) and shortest feature line segment 
(SFLS). 

Keywords: Nearest Feature Line, Extended nearest Feature Line, Nearest 
Neighbor, Face Recognition. 

1 Introduction  

The procedure of face recognition contains two steps. The first step is feature 
extraction. For instance PCA [1], LDA [2], ICA [3] and other methods [4-6]. The 
second step is classification. One of the most popular classifiers is the nearest 
neighbor (NN) classifier [7]. However, the performance of NN is limited by the 
available prototypes in each class. To overcome this drawback, nearest feature line 
(NFL) [8] was proposed by Stan Z. Li. NFL was originally used in face recognition, 
and later began to be used in many other applications.  

NFL attempts to enhance the representational capacity of a sample set of limited 
size by using the lines through each pair of the samples belonging to the same class. 
NFL shows good performance in many applications, including face recognition  
[9-12], audio retrieval [13], speaker identification [14], image classification [15], 
object recognition [16] and pattern classification [17]. The authors of NFL explain 
that the feature line can give information about the possible linear variants of the 
corresponding two samples very well. 
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Though successful in improving the classification ability, there are still some 
drawbacks in NFL that limit their further application in practice, which can be 
summarized as two main points. Firstly, NFL will have a large computation 
complexity problem when there are many samples in each class. Secondly, NFL may 
fail when the prototypes in NFL are far away from the query sample, which is called 
as extrapolation inaccuracy of NFL.  

To solve the above problems, extended nearest feature line [18] (ENFL), nearest 
feature mid-point [19] (NFM), shortest feature line segment [20] (SFLS) and nearest 
feature centre [21] (NFC) are proposed. They gains better performance in some 
situation. However, they are not so good in other situation.  

In this paper, two classifiers, called nearest feature line with half face (NFLhalfface) 
classifier and extended nearest feature line with half face (ENFLhalfface) classifier, are 
proposed for face recognition. A large number of experiments are executed on Yale 
face database and AR face database. Detailed comparison result is given. 

The rest of this article is organized as follows. In Section 2, we introduced the 
background. In section 3, we describe the new classifiers. In section 4, the analysis of 
the new classifiers is introduced. In the fifth quarter we compare the NN, NFL, 
ENFL, NFM, SFLS, NFLhalfface and ENFLhalfface by the experiment on Yale face 
database and AR face database. Finally, a brief summary is given. 

2 Background  

In this section, we will introduce nearest feature line classifier, extended nearest 
feature line classifier, nearest feature centre classifier and shortest feature line 

segment classifier. Suppose that { , 1, 2, , , 1, 2, , }c D
i cY y c M i N R= = = ⊂   

denote the prototype set, where c
iy  is the ith prototype belonging to c-class, M is the 

number of class, and cN is the number of prototypes belonging to the c-class. 

2.1 Nearest Feature Line  

The core of NFL is the feature line metric. As is shown in Fig. 1, the NFL classifier 

doesn’t compute the distance of query sample y and c
iy ; doesn’t calculate the distance 

of y and c
jy , while NFL classifier calculates the feature line distance between query 

sample y and the feature line c c
i jy y . The feature line distance between point y and 

feature line c c
i jy y  is defined as: 

,d( , ) || ||c c ij c
i j py y y y y= −                                          (1) 
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where ,ij c
py  is the projection point of y on the feature line c c

i jy y , || . ||  means the L2-

norm. 

c
iy

c
jy

y

,ij c
py

 

Fig. 1. The metric of NFL 

2.2 Extended Nearest Feature Line 

Borrowing the concept of feature line spaces from the NFL method, the extended 
nearest feature line (ENFL) is proposed in 2004. However, the distance metric of 
ENFL is different from the feature line distance of NFL. 

ENFL does not calculate the distance between the query sample and the feature 
line. Instead, ENFL calculates the product of the distances between query sample and 
two prototype samples. Then the result is divided by the distance between the two 
prototype samples. As shown in Fig. 2. The new distance metric of ENFL is described 
as 

|| || || ||
( , )

|| ||

c c
i jc c

ENFL i j c c
i j

y y y y
d y y y

y y

− × −
=

−
                             (2) 

The distance between the pair of prototype samples can strengthen the effect when 
the distance between them is large. 

c
iy

c
jy

y  

Fig. 2. The metric of ENFL 
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2.3 Shortest Feature Line Segment 

Instead of calculating the distance between the query sample and the feature line, 
SFLS tries to find the shortest feature line segment which satisfies the given 
geometric relation constraints together with the query sample. As shown in Fig. 3. 
The pair of samples in the sample class constitute a feature line segment. If the query 
sample is inside or on the hyper sphere centered at the midpoint of the feature line 
segment, the corresponding feature line segment will be tagged and the distance 
metric of SFLS can be calculated as 

( , ) || ||c c c c
SFLS i j i jd y y y y y= −                                 (3) 

In the worst case, there is no tagged feature line for a query sample y, and then 
SFLS uses the rule of NN to make the classification decision for the query y.  

y

c
iy c

jy

 

Fig. 3. The metric of SFLS 

3 The Proposed Methods 

NFL enhances the representational capacity of a sample set of limited size by using 
the lines passing through each pair of the samples belonging to the same class. 
However, the computational cost is large. In order to reduce the computational 
complexity, the nearest feature line with half face (NFLhalfface) classifier and 
extended nearest feature line with half face (ENFLhalfface) classifier are proposed in 
this section.  The detailed information of NFLhalfface and ENFLhalfface are as 
follows. 

Before introducing the new methods, several definitions are given. As shown in 
Fig. 4, the left half face and right half face are the two half faces of a full face. 

 

                           
    a                       b                   c 

Fig. 4. Three definitions of a prototype face. (a) the full face of a prototype face. (b) the left 
half face of a prototype face. (c) the right half face of a prototype face. 
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3.1 The Idea of Nearest Feature Line with Half Face 

NFLhalfface classifier does not calculate the distance between the query sample and 
the feature line composed by a pair of the samples belonging to the same class. 
Instead, NFLhalfface calculates the distances between the two half faces of query face 
and the feature line composed by two half face of a prototype face. The procedure of 
calculation is described in formula (5).  

      
, , , ,

, ,
, ,

d ( , ) min( ( , ), ( , )

min(|| ||,|| ||)

=

= − −

c c c c c
NFLhalfface i NFL L i L i R NFL R i L i R

i c i c
L L p R R p

y y d y y y d y y y

y y y y
            (4) 

where ,
c
i Ly is the left half face of prototype c

iy , ,
c
i Ry is the right half face of prototype 

c
iy , Ly is the left half face of the query face y, Ry is the right half face of the query 

face y, ,
,

i c
L py  is the projection point of Ly  on the feature line , ,

c c
i L i Ry y , ,

,
i c
R py  is the 

projection point of Ry  on the feature line , ,
c c
i L i Ry y .  And the symbols are also used in 

formula (6). 
The classification procedure of NFLhalfface is as follows. Firstly, the NFLhalfface 

distance between the query sample y and each prototype sample c
iy  is calculated by 

the formula (5), which generates a number of distances. Secondly, the distances are 
sorted in ascending order and each is associated with a class identifier and a 
prototype. The first rank gives the best matched class c* and the best matched 
prototypes i* of the c* class. The query sample y will be classified into the class c*. 

3.2 The Idea of Extended Nearest Feature Line with Half Face 

ENFLhalfface classifier calculates the product of the distances between query face’s 
left half face and two half face of a prototype face. Then ENFLhalfface classifier 
calculates the product of the distances between query face’s right half face and two 
half face of the same prototype face. At last the two results are divided by the distance 
between two half faces of the corresponding prototype face. The procedure of 
calculating is also described in formula (6). 

, , , ,

, , , ,

, , , ,

d ( , ) min( ( , ), ( , )

|| || || || || || || ||
min( , )

|| || || ||

=

− × − − × −
=

− −

c c c c c
ENFLhalfface i ENFL L i L i R ENFL R i L i R

c c c c
L i L L i R R i L R i R

c c c c
i L i R i L i R

y y d y y y d y y y

y y y y y y y y

y y y y

        (5) 

The classification procedure of ENFLhalfface is described as follows. Firstly, the 

ENFLhalfface distance between the query sample y and each prototype sample c
iy  is 
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calculated by the formula (6), which generates a number of distances. Secondly, the 
distances are sorted in ascending order and each is associated with a class identifier 
and a prototype. The first rank gives the best matched class c* and the best matched 
prototypes i* of the c* class. The query sample y will be classified into the class c*.  

4 Complexity Analysis 

Suppose there are cN  prototype samples in the cth class, L is the dimensionality of 
each sample. With the NFL and ENFL classifiers, there are ( 1) / 2−c cN N  feature 
lines in the cth class. So the complexities of NFL and ENFL are both 2( )Ο cN L in the 
cth class. With the NFM classifiers, there is ( 1) / 2−c cN N  feature mid-point in the 
cth class. So the complexity of NFM is 2( )Ο cN L in the cth class. With the SFLS 
classifiers, there are ( 1) / 2−c cN N  feature lines segment in the cth class. So the 
complexity of SFLS is 2( )Ο cN L in the cth class. With the NFC classifiers, there are 

( 1) / 2−c cN N  feature centers in the cth class. So the complexity of NFC 
is 2( )Ο cN L in the cth class. From the formula (2) and (3), we can know that there are 
2 cN  feature lines in the cth class. So the complexities of NFLhalfface and 
ENFLhalfface are both ( )Ο cN L  in the cth class. There are cN  samples in the cth 
class, so the complexity of NN is ( )Ο cN L . 

5 Experimental Results 

The classification performance of the proposed classifiers is compared with NN, NFL, 
ENFL, NFM and SFLS classification approach. The experiments are executed on 
Yale face database and AR face database. 

Yale [22] face database contains 165 greyscale images in GIF format of 15 persons. 
There are 11 images per people, one per different facial expression or configuration: 
center-light, w/glasses, happy, left-light, w/no glasses, normal, right-light, sad, sleepy, 
surprised, and wink. All images are copped in 100×100.  

The AR [23] database contains over 4000 face images of 126 subjects (70 men  
and 56 women). To reduce the computational complexity, the subset of AR database 
includes 1680 face images of 120 individuals with fourteen face images of different 
expressions and lighting conditions except wearing sun glasses and wearing  
scarf per subject, and all images in AR database were manually cropped into 50×40 
pixels.  

“Randomly-chose-N” scheme is taken for comparison: N images per person are 
randomly chosen from the Yale face database or AR face database as prototype set. 
The rest images of Yale face database or AR face database are used for testing. The 
whole system runs 20 times. To test the robustness of new algorithms, the average 
recognition rate (ARR) and the average running time are used to assess the 
performance of new algorithms. 
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Fig. 5. The recognition rate of several classifiers using “randomly-choose-N” scheme on Yale 
face database 

 

Fig. 6. The recognition rate of several classifiers using “randomly-choose-N” scheme on AR 
face database 

In the first experiment, we adopt the “randomly-choose-N” scheme on Yale face 
database. The average recognition rates of NN, NFL, ENFL, NFM, SFLS, NFC, 
NFLhalfface and ENFLhalfface are shown in Fig. 5. In the second experiment, we 
adopt the “randomly-choose-N” scheme on AR face database. The average 
recognition rates of NN, NFL, ENFL, NFM, SFLS, NFLhalfface and ENFLhalfface 
are shown in Figure 6. From the Figure 5 and Figure 6, we can know that the 
recognition rate of the proposed is better than the recognition rate of NN, NFL, 
ENFL, NFM and SFLS on Yale face database and AR face database. 
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6 Conclusion  

In this paper, two improved classifiers, called as nearest feature line with half face 
(NFLhalfface) and extended nearest feature line with half face (ENFLhalfface), are 
proposed. The two classifiers both use the two half faces of a full face for constituting 
the feature line, which reduces the computational complexity. And the experimental 
results on Yale face database and AR face database confirm the better performance of 
the two proposed classifiers than some other classifiers. 
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Abstract. One of the main challenges in developmental systems is the
design of a method for building complex systems with a structural or
computational goal. In previous work, we studied the common properties
of several computational architectures consisting of connected computa-
tional elements. Their common property of sparsely connected networks,
envisages how universal properties and processes can be included in a
developmental mapping through an EvoDevo approach. The potential-
ity of using the same developmental mapping, to develop more than
one class of computational architectures was also investigated through
Common Developmental Genomes. In this work, the focus is towards
development of intra-connected computational architectures, forming a
common biological entity - a Hybrid architecture. Also, we explore how
common developmental genomes operate under symbiosis and their ef-
fect on the evolutionary performance of the partners involved. The re-
sults are enlightening gaining a deeper understanding of the capabilities
and the limitations of common developmental genomes in these original
formations.

Keywords: Hybrid architectures, Symbiosis, Common developmental
genomes, cellular automata, boolean network, L-systems.

1 Introduction

Artificial development has been widely used for designing complex structures
[1],[2],[3] and as a means to increase the complexity of an artifact (aiming at
a structural or computational goal) [4], [5]. Most evolutionary developmental
systems, have an artificial setting having a specific genotype (genetic represen-
tation), a genotype-phenotype mapping process and they are usually targeting
special phenotypic structures (i.e., structures comprising connected computa-
tional elements or computational architectures). Computational architectures
can, for example, be cellular automata [6] or boolean networks [7].

In biology, organisms with different DNA, morphology or ecological niche, are
considered of different species [8]. In the artificial metaphor, a species can be
linked to a certain computational architecture (i.e., cellular automata). Compu-
tational architectures, such as, CA and BN can be considered as different species,
since they have different structural and organizational properties.
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One central challenge in artificial development is to understand how a map-
ping process could work on a class of architectures (species) in a more general
way. The hypothesis for going this way forward, is that it may be possible to
exploit the most favorable properties from each architecture or be able to com-
bine efficiently more than one architectures (i.e., a true multicellular approach),
towards more scalable systems able of complex computation. Such a mapping
process was investigated in [9], [10], [11], which gave rise to common develop-
mental genomes. It was shown that common genomes successfully developed
and evolved both CA, with a regular connectivity pattern [6] and BN, as NK
networks [7].

In this work, we are changing the way we consider computational architec-
tures: we explore them not as different species but as organs of a common bi-
ological entity. In this case, architectures need to be connected somehow (as
biological organs do). In the quest of generating scalable systems able of com-
plex computation, intra-connected architectures may have the required potential
of a candidate method. Intra-connected architectures can be evolved in a num-
ber of ways: (a) exploit them as one computational entity, which from now one
we will call by the name Hybrid architecture, or (b) explore close associations
between architectures in symbiotic formations. Symbiosis is the phenomenon in
which organisms of different species live together in close association, resulting
in a raised level of fitness for one or more of the organisms [12]. A symbiotic
environment assumes–among others–a host organism and a symbiont which is
dependent on its host for its survival.

Using the hypothesis mentioned previously, this work has a twofold scope.
First, to identify whether common developmental genomes are able to evolve
hybrid architectures by exploiting the most favorable properties from each part-
ner. Second, to understand how common developmental genomes function under
symbiosis and their effect on the evolutionary performance of the co-evolving
partners. Symbiosis here is of interest only from a computational point of view,
meaning that no analysis on emerged morphologies or physiologies is given.

The rest of the article is laid out as follows. The genetic representation is
briefly described in Section 2. The detailed description can be found in [9]. The
hybrid architecture model and the symbiotic model are described in Sections
3 and 4, respectively. Experimental setup come in Section 5. In Section 6, we
present the results and discussion with the conclusion in Section 7.

2 The Common Genetic Representation

A species is often used as the basic unit for biological classification and for tax-
onomic ranking [13]. As such, an organism with unifying properties and same
characteristics can be of the same species. Figure 1, shows how the genome looks
like. The genome is split into two parts (chromosomes). The first chromosome is
responsible for creating the cells/nodes. The second chromosome is responsible
for creating the connectivity (i.e., for the BNs). Each chromosome is built out of
rules. Each rule has sufficient information for cell/node creation and connectiv-
ity. Also, the rules are of certain length. Those destined for cell/node creation
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Fig. 1. This is how the genome looks like with the genome split into two chromosomes.
The first chromosome is responsible for generating the cells/nodes whereas the second
chromosome is responsible for generating the connectivity of the network.

are different from the ones for connectivity. Consequently, chromosomes contain
different rules.

2.1 An L-system for the Genetic Representation

L-systems [14], [15] were chosen due to the ease of defining a specific rule set,
that can target the rewriting of specific features of a structure, e.g., connec-
tions or node functions that enable a way of splitting genetic information into
separate information carrying units (i.e., chromosomes). The first L-system pro-
cesses the rules of the first chromosome, while the second L-system deals with
the connectivity rules of the second chromosome.

2.2 The L-system for the First Chromosome

The L-system used here is context-sensitive. As such, development is using the
strict predecessor/ancestor to determine the applicable production rule. The
rules are able to incorporate all the cell processes of a computational architec-
ture. Table 1(a), shows the type of symbols used by the L-system of the first
chromosome. The length of each rule is 4 symbols (i.e., 4x8bits=32bits). For
node/cell generation the L-system runs for 100 timesteps and then it stops. As
such, the intermediate phenotypes generated by development are of variable size.

(a) (b)

Fig. 2. (a) Example of L-system rules for the first chromosome, (b) Example of L-
system rules for the second chromosome

Figure 2(a), gives an example of a L-system for the first chromosome. A
detailed example of step-by-step development of both CA and BN architectures
is described in [9].
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2.3 The L-system for the Second Chromosome

The rules are able to generate the connections necessary for the wiring of the
nodes. The length of the rules here is also 4 symbols / rule. In addition, we
make sure that the chromosome has sufficient information for the developmental
processes (i.e., growth, differentiation and apoptosis). The L-system uses a D0L
(i.e., with zero-sided interactions). An example L-system for the second chro-
mosome is shown in Figure 2(b), and the symbols used are explained at Table
1(b).

Table 1. (a) Symbol table for Node generation, (b) Symbol table for Connectivity
generation

(a)

Symbol Description

a (AXIOM) Add (growth)
b Add (growth)
c Add (growth)
d Delete (apoptosis)
X Substitute (differentiation)
Y Substitute (differentiation)
→ Production

(b)

Symbol Description

x Node (different from y)
y Node (different from x)
+ Connect forward
– Connect backwards
→ Production

The axiom rule for the second chromosome is x→y. It means that development
initially searches if the axiom exists. If so, development continues and looks for
rules of type xy→+value, or xy→-value. In short, these two rules imply that if
two different (i.e., distinct) nodes are found (x 
=y), then it creates a connection
forward (if the rule includes a ’+’), or backwards (if the rule includes a ’-’). The
field value is encoded in the genotype and denotes the node number for the
generated connection. For example, rule xy→+3 denotes that a connection will
be created from the current node (node 0), to the one being three nodes forward.
If value=0, a self-connection is created to the current node. The modularity of
the genome, gives the possibility to develop itself to enable or disable parts of it
(chromosomes), when this is required and driven by the goal set. For example, if
the target architecture is a 2D-CA, the second chromosome (i.e., connectivity)
is disabled, since connectivity is predetermined. Similarly for BN development,
both chromosomes are enabled (i.e., nodes and connectivity).

3 The Hybrid Architecture Model

The investigation of how CA and BN respond as different species, in different
environments, was studied in [16]. Evolving artificial species to explore the evo-
lution of species [17] or the ecology [18], is of great importance as it provides
a platform to address many important questions about natural systems [19].
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Bull [20], studied the dynamics of multiple, mutually coupled traditional ran-
dom boolean networks with varying degree of inter-network connectivity and
differing intra-network connectivity.

Here, we study how different species can be evolved in close-association, form-
ing one integrated architecture – a Hybrid architecture. The development and
evolution of hybrid architectures with a common genome, will enable the ex-
ploitation of properties that are most favorable for both architectures, towards a
common goal. Also, the emerging topology of hybrid architectures may help ad-
dress many real-life multiple networks, each with their own internal structure to
the external world (economic markets, immune networks, ecologies, etc). Figure
3, shows the merging of a CA (left) and a BN (right), with intra-connectivity
K = 2.

Intra-connectivity is constant and does not change throughout evolution. The
connections departing from BN, always connect to specific cells at the 2-D CA
lattice. Destination cells of the CA comprise the first and the last cells. Similarly,
connections departing from the CA, will always connect to specific nodes at the
BN. Destination nodes at BN, since there is no specific geometry, depend on
the dynamic size of the first chromosome (nodes chromosome). So, the nodes’
location cannot be predefined but CA will always connect to the first and last
active nodes of the BN.

At Figure 3, we see that the BN is connected to the first and last cells of
our exemplified 3x3 2D CA (cell numbers 0 and 8). On the other hand, CA is
connected to a 9-node BN through the connections located at nodes 0 and 8.
The numbering of cells and nodes, is only an example. The architecture sizes of
CA and BN, are given at the experimental setup (Section 5).

Fig. 3. The Hybrid architecture

Increasing the degree of intra-network connectivity will potentially have an
impact on the topology and performance of the hybrid model. Also, the intra-
network connectivity acts as a constraint to the external environment set by
the system. Mutation rate is .005 and the crossover .001. The overall evaluation
fitness is measured by averaging CA’s and BN’s partial fitnesses. Further details
about the number of rules in the genome, developmental steps, species sizes,
evolutionary mechanisms, fitness function etc., are common to the symbiotic
model and are described in Section 5.
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4 The Symbiosis Model

The word symbiosis describes the phenomenon in which organisms of different
species live together in close association. Even though symbiosis is often used
to describe mutually beneficial interactions between different species, it also de-
scribes close and long-term associations [21]. Bull [22], used a modified version
of Kauffman and Johnsen’s abstract NKCS model [7], to study symbiogenesis
in two aspects: by exploring the endosymbiotic relationship between two genet-
ically separated species with differing reproduction rates and by studying the
evolutionary performance of endosymbionts that transfer increasing fractions of
their genome to their partner (a.k.a. horizontal gene transfer).

In this work, we consider CA and BN as different species coevolving in an
endosymbiotic environment. We study endosymbiosis and compare the evolu-
tionary progress of the partner organisms. Partner organisms have a constant
number of intra-connections meaning, they are loosely integrated.

In our model, endosymbionts exist as cooperating symbionts, evolving with
their respective separate genome and populations, that is, as heterogeneous
species. Close and long-term association is obtained by the continuous exchange
of their outputs – the output of a species acts as an input to the other species,
for each evolutionary step. Mutation and crossover operators act upon the re-
spective individuals of each population. The fitness goal is though common for
both species.

Here, we study a specific symbiotic association, where the ’host’ has a purely
external association with the ’symbiont’ organism (ectosymbiosis). As such, we
first examine the symbiotic case where CA is the ’host’ and the BN, the ’sym-
biont’. At the second symbiotic case, we switch roles; the BN becomes the ’host’
and the CA, the ’symbiont’. The genomes of the two coevolving organisms are
quite independent from each other (i.e., epistatically independent) and all par-
ticipating species are benefited from the relationship (i.e., mutualism).

Because of the inherent constraint in the way genomes are generated in our
model, one would expect a facultative-obligative association with the CA as
the ’host’, but an obligative-obligative association for the case where the BN is
the ’host’. These kinds of associations will potentially become evident from the
evolutionary behavior of the coevolving organisms for each symbiotic case.

Species are evaluated and evolved at the same evolutionary time within pop-
ulations of many individuals. This allows any association between species to
become immediately evident. Each population in endosymbiosis receives its own
fitness evaluation. Mutation rate is .0005 and crossover .0001. Further details
about the genome’s structure, the genetic algorithm, fitness function, etc., are
provided in Section 5.

5 Experimental Setup

We run 20 experiments in total, resulting in 20 different organisms. The develop-
mental process was apportioned of 1000 state steps. A total number of 70 rules
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were used for node and connectivity generation (total size 70x32=2248bits).
In this setup, each rule can be used more than once during development of the
genome. The evaluation of CA and BN phenotypes is based on Table 2.

Table 2. Cell types with their functionality

Cell Type Function name

a NAND
b OR
c AND
d IDENTITY CELL
X XOR
Y NOT

A 2D-CA of size 6x6 and a BN of size of N = 36 nodes are used. The number
of outgoing connections per node is K = 5. The fitness function evaluates cycle
attractors of size 2 - 800; best score 100 is assigned to individuals obtaining cycle
attractor of 400. The fitness evaluation has a bell-curve ”distribution” with the
worst score (4) assigned at limit values. Generational mixing protocol was used
as the GA’s global selection mechanism and Fitness proportionate for parental
selection. The population size is 20. The GA run for 10000 generations. Note
that, the computational problem here is of minor importance.

6 Results and Discussion

In [16], it was studied the ability of our genetic representation to deal with the
dynamic behavior of CA and BN. Their ability was assessed by looking at cycle
attractors of certain size, both when evolved using separate genomes but also
with a common genome (as different species). Figure 4, shows the average fitness
evaluation of the common genome used to develop and evolve both CA and BN.

Here, we address the same problem and keep the same state space, as in [16],
for comparison purposes.

Figure 5, shows the results of the hybrid architecture model. Comparing the
fitness evaluations of Figure 4 and 5(a), we see a better overall performance of the
hybrid model. The big evolutionary ’jump’ in fitness around generation 4000, is
potentially caused by the continuous information exchange between CA and BN
on each evolutionary step, which has a direct impact in their dynamic behavior.

Figure 5(b), shows the average cycle attractors obtained per generation ex-
posing also the worst individuals for each generation. We note a nearly-best cycle
attractor (380) after generation 6000, but evolution was not able to maintain this
solution. In addition, increasingly better fitness evaluations are slowly obtained
after generation 7000.
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Fig. 4. Average fitness of CA and BN in random environment using common genome

(a) (b)

Fig. 5. Hybrid architecture model results: (a) Fitness evaluation, (b) Cycle attractors
averaged across generations

Regarding the symbiotic model, we initially run the model with the same
reproduction rate (rounds of mutation and selection) for the CA and BN. Both
species obtained surprisingly good fitness evaluations (results not shown). To
experience a phase-transition-like dynamic phenomena, it is more interesting to
evolve the symbiotic model having different reproduction rates for the partners.
As such, we run the model with the host having a relative rate of reproduction
4 times larger than the symbiont.

Figure 6(a), shows one of the best fitness plots (out of 20 runs), with the
’host’ BN and the ’symbiont’ CA. The host was not able to evolve at all and
this had an impact on the evolvability of the symbiont. The promising solution
found at generation 5100 by the host, was not able to maintain it due to the
average performance of the symbiont. This had a negative impact resulting in
fitness drop for the host organism (generation 6500). A random fitness drop for
the host organism, had a major fitness impact (sudden drop) for the symbiont
(generation 9700). Figure 6(b), shows the cycle attractors for both the host and
symbiont organisms per generation. Here, the worst individuals per generation
are also shown.
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(a) (b)

Fig. 6. Symbiotic model results with the ’host’ boolean network and the ’symbiont’ cel-
lular automata: (a) Fitness evaluation, (b) Cycle attractors averaged across generations

(a) (b)

Fig. 7. Symbiotic model results with the ’host’ cellular automata and the ’symbiont’
boolean network: (a) Fitness evaluation, (b) Cycle attractor averaged across generations

Figure 7(a), shows one of the best fitness runs (out of 20) for the second symbi-
otic setup, with the CA being the ’host’ and the BN, the ’symbiont’. Here, again,
the host has a greater relative reproduction rate of 4. This is clearly mapped
during fitness evaluation. Also, the impact of the host to the symbiont is consid-
erable. The BN obtained only fair performance. From generation 4200 to 6200,
it benefited greatly by the host resulting in higher fitness evaluation. The cy-
cle attractors are shown in Figure 7(b). The plot shows the averaged individual
fitnesses from each generation. As such, and due to the GA’s selection mech-
anism (fitness proportionate), the plot has a scatter-like look after generation
6300, with relatively higher deviation. Though, the best individuals dominate
the population after generation 9200 (with less dispersion from the population
mean).

From the symbiotic model experiment, it was evident that who is the ’host’ or-
ganism has a direct impact on the evolvability of the partners. The first chromo-
some responsible for node generation, inevitably acquires a facultative role over
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the second chromosome, whose association is rather obligative (i.e., a faculative-
obligative symbiotic association).

Extending this evidence to the phenotypic level, the ’host’ BN did not succeed
in leveraging the evolvability of the ’symbiont’ CA. Random destructive behavior
had a direct impact to the obligative organism. On the other hand, the ’host’ CA
managed to evolve in a step-wise mode with radical evolutionary changes while
feeding the ’symbiont’ BN with potentially better genetic information allowing
for better adaption.

7 Conclusion

The overall goal of this study is to target more adaptive scalable systems able of
complex computation. We studied how different species can be evolved in close-
association forming a hybrid architecture. The different species were evolved in
cooperation having the same genetic information. The hybrid architecture model
showed in average a better performance than in [16].

We also considered a symbiotic model with two types of associations. In the
first case, the BN was not able to evolve as expected. This was mainly because
the genetic information for node generation, is based on the development of the
first chromosome (i.e., is CA dependent). This was due to the way the genetic
representation is constructed by the system. In addition, the ’symbiont’ CA had
1
4 the reproduction rate of the host, which greatly constrained the evolutionary
ability of the ’host’. In other words, the slower species were unable to track down
the own optima within their own landscape. In the next case of endosymbiosis
with the ’host’ CA, both species showed fairly good performance. Here, the
influence of the host organism had an impact at the evolutionary performance
of the symbiont.

For future work, we will study how varying degrees of intra-connectivity
(greater level of integration between partners) affects endosymbiosis. Taking ad-
vantage of the genome’s modular structure, we could introduce horizontal gene
transfer between coevolving species, when, any of the species show detriment be-
havior. Gene transfer can be applied in a selective way: transferring genes from
a specific chromosome only or, in a holistic way, copying the entire genome from
one species to its partner. Transfered genes under a new context (computational
goal, constraints, etc.), may become better exploited by the receiving species or
even utilize additional genetic information not previously exploited. In this way,
it may be possible to better control and regulate the dynamic properties of any
developing organism (phenotypic shaping).
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Abstract. The routing and wavelength assignment (RWA) problem is NP-hard 
and also an important issue in wavelength-division multiplexing (WDM) optical 
networks. We propose an algorithm which is based on the maximum number of 
edge-disjoint paths (MEDP) to solve the RWA problem. The performance of 
the proposed method has been verified by experiments on several realistic 
network topologies. 

Keywords: edge-disjoint paths, MEDP, routing and wavelength assignment 
problem, RWA. 

1 Introduction 

In optical networks, wavelength-division multiplexing (WDM) is a technology which 
multiplexes a number of optical carrier signals onto a single optical fiber by using 
different wavelengths of laser light, thus further provides users more efficient use of 
the huge bandwidths. In such networks, sending data from one node to another 
requires an establishment of connection, which can be realized by determining a path 
in the network between the two nodes and allocating a wavelength on all of the edges 
traversed by the path. The all-optical path is commonly called a lightpath and the pair 
of nodes asking a lightpath for information transmission is a connection request.  

Given an undirected network = ( , ) and a set of connection requests ={( , ) ∈ × | = 1, … , I and ≠ } , the routing and wavelength assignment 
(RWA) problem attempts to route each request and to assign wavelengths to these 
routes subject to two constraints: (i) in the absence of wavelength converters, a 
lightpath must use the same wavelength on all fiber links which it traverses, this is 
known as the wavelength continuity constraint; (ii) lightpaths that share a common 
physical link cannot use the same wavelength, which is known as the wavelength 
clash constraint. A feasible solution of the RWA problem is composed of a set of 
lightpaths = { | = 1, … , I}  in , where each path π  connects the request ( , ) ∈ ; and a set of wavelengths = { | = 1, … , I} for these paths. Path π  
and π , ≠ , cannot use the same wavelength if they share a common edge. The 
objective is to minimize the number of wavelengths used to satisfy all requests in . 
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Observe that the lightpaths can utilize the same wavelength as long as they do not 
traverse the same physical link (i.e., these paths are edge-disjoint). Maximizing the 
number of requests which can be simultaneously realized by edge-disjoint paths is 
useful for minimizing the number of required wavelengths. The idea of the proposed 
method is to tackle the RWA problem by solving the maximum edge-disjoint paths 
(MEDP) problem iteratively. Given an undirected graph  and a set of connection 
requests , the MEDP problem maximizes the number of requests that are 
simultaneously realizable as edge-disjoint paths (EDPs). A feasible solution of MEDP 
is given by a subset ⊆ , such that each request in  is assigned a path and these 
paths are pairwise edge-disjoint. The path set is denoted by = ∈ , where ={ |( , ) ∈ } is the set of indices of the accepted requests. The goal of the MEDP 
problem is to maximize the cardinality of . 

In this paper, we developed an algorithm for solving the RWA problem. The 
experiments results confirm the effectiveness of the proposed method. The rest of the 
paper is organized as follows. In Section 2, we review related works on RWA and 
provide some details of the bin-packing based algorithms. The proposed method is 
presented in Section 3. In section 4, the benchmark instances are briefly introduced 
and the computational results are provided in section 5. Finally, we make a conclusion 
and point out possible directions for future research. 

2 Related Works 

The RWA problem was proven to be NP-complete [5] in 1992. In the literature, the 
approaches for solving the RWA problem can be divided into two main categories. One 
decomposes the problem into two subproblems, the routing problem and wavelength 
assignment problem [3, 10] to be solved separately. The other one solves the two 
subproblems simultaneously [7, 8, 11]. Reference [4] covers different approaches and 
variants developed in the 1990s for RWA. A functional classification of RWA 
heuristics can be found in [6]. The bin-packing-based algorithm [7] is the state-of-art 
heuristic for RWA. The author adapted some ideas from bin-packing heuristics to the 
RWA problem by considering each connection request as an item and copies of the 
original graph as bins. Four bin-packing based heuristics were proposed in [7]: (i) first 
fit heuristic (FF-RWA), (ii) best fit heuristic (BF-RWA), (iii) first fit decreasing 
heuristic (FFD-RWA) and (iv) best fit decreasing heuristic (BFD-RWA). 
Computational results showed that FFD-RWA and BFD-RWA both outperform Greed-
EDP-RWA [8]. Several local search and heuristic methods [1, 9, 11] which are based on 
the solution constructed by the bin-packing-based methods were proposed. In [11], a 
memetic algorithm which includes the iterated local search, mutation, and 
recombination operators was proposed. In addition, a multilevel algorithm was applied 
to address large size instances. The results showed that this method can be considered as 
the most sophisticated heuristic algorithm known in the literature. 

2.1 Bin-Packing Based Methods for RWA 

The bin packing problem is a classical combinatorial optimization problem that has 
been widely studied in the literature. Given is a list of I items of various sizes, and 
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identical bins with a limited capacity. To solve the problem, it is necessary to pack 
these items into the minimum number of bins, without violating the capacity 
constraints. Four classical algorithms for the bin packing problem are the First Fit 
(FF), Best Fit (BF), First Fit Decreasing (FFD) and Best Fit Decreasing (BFD) 
algorithms. The FF algorithm packs each item into the bin with the lowest index. On 
the other hand, the BF algorithm packs each item into the bin which leaves the least 
room left over after packing the item. The FFD and BFD algorithm first place larger 
items into bins and then fill up remaining space with smaller items. 

To apply bin-packing methods to solve the RWA problem, Skorin-Kapov of [7] 
considered using lightpath requests to represent items and using duplicates of graph  
to represent bins. Each copy of , i.e., , = 1,2, …,  corresponds to one 
wavelength. Let the size of each lightpath π  be represented by the length of its 
shortest path SP  in graph . To solve the RWA problem, packing maximum units 
of items (lightpaths) into a minimum number of bins (copies of ) may minimize the 
number of used wavelengths. 

The FF algorithm runs as follows. Fisrt, a copy of , bin , is created. Higher 
indexed bins are created as needed. Lightpath requests are selected and routed on the 
lowest indexed copy of  if the length of the shortest path on such graph is less than 
a given thresehold. If a lightpath is routed in bin , the lightpath is assigned 
wavelength  and the edges along such path are removed from . A new bin is 
created if no existing bin can accommodate the request.  

On the other hand, the Best Fit bin-packing algorithm routes requests in the bin 
which they fit “best”. The best bin is considered to be the one in which the request can 
be routed on the “shortest” shortest path. The FFD and BFD sorts the requests in a 
nonincreasing order in terms of the lengths of their shortest paths in . The motivation 
is that, the connection request with the longest shortest path is usually harder to route. 
Thus considering these requests first then filling up the remaining space with the 
requests having the shortest routes may lead to fewer wavelengths used. 

3 Solving RWA Using Edge-Disjoint Paths 

A set of EDPs can be assigned the same wavelength, maximizing the number of EDPs 
may lead to fewer wavelengths required to satisfy all requests. Thereby a good method 
for solving the maximum edge-disjoint paths problem is useful for tackling the RWA. In 
[3], we have developed a GA-based method to solve the MEDP problem. The 
subroutine is called _ , which has two inputs ( , ) and two outputs ( , ), 
where  denotes the set of accepted requests and  the corresponding edge-disjoint 
paths set. 

Similar to the preprocessing on the order of  in bin-packing algorithm (FFD and 
BFD), the shortest path of each request in  is precomputed, then  is sorted in a 
non-increasing order of the shortest path distances. Although these paths are unlikely 
to be the final routes, they still provide good information about the minimum units of 
resources (edges) they occupy in . Thus a better solution could be secured if we first 
consider the request with longer shortest path distance and then fill up the remaining 
space with the request with shorter shortest path length. 
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After the adjustment of  is made, the first  requests in  are selected. The 
current wavelength is denoted by the variable  initialized to be 1. Then GA_MEDP 
is executed to find the maximum number of edge-disjoint paths among the selected 
requests in . The current wavelength  is assigned to the accepted requests and each 
of the obtained edge-disjoint paths is assigned to the corresponding lightpaths. The 
residual graph, where all edges used by the paths are removed, is stored in the 
variable . The rejected requests at this stage remain in  and will be included in 
the next batch. 

Before starting GA_MEDP with the next batch, the algorithm scans all the 
remaining requests in  in a backward manner. Starting from the last request, which 
has the shortest distance of shortest path in , the algorithm tries to find a shortest 
path to route the request in . If such path exists, the request is assigned wavelength 
 and removed from . After the backward-scanning process is done,  is increased 

by 1. Another batch of requests is selected and GA_MEDP is executed again. The 
algorithm halts when  is empty. We call this proposed method the 
GA_MEDP_RWA algorithm, whose pseudocode is shown as follows. 

 
Input: = ( , ), = {( , )| = 1, … , I} and batch size  
Begin: 
1. = ∅, π = ∅, = {σ = | = 1, … , I}; 
2. = 1; 
3. Sort  in non-increasing order of their shortest paths distance in  
4. While ≠ ∅ 
5. ′ = _ ( , ); 
6. ( , , ) = _ ( , ′); 
7. = , ∀ ∈ { |( , ) ∈ }; 
8. = , ∀ ∈ { |( , ) ∈ }; 
9. = \ , , ∀ ∈ { |( , ) ∈ }; 
10. = \ , ∀ ∈ { |( , ) ∈ }; 
11. for = | | to 1 
12. Find shortest path SP  for ( , ) on G ; 

13. If SP < ∞ then 
14. = ; 
15. π = SP ; 

16. = \ , ; 
17. = \ ; 
18. end if 
19. end for  
20. = + 1; 
21. end while 
End 
Output: π and  
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4 Benchmark Instances 

In order to evaluate the performance of the proposed method, 7 benchmark networks 
provided in [11] are collected. They assume the patterns and sizes of some real-life 
telecommunication networks.  For each network, different numbers of connection 
requests are randomly generated according to a given probability, i.e., the probability 
that there is a request between a pair of nodes is . There are 31 testing instances in 
total. The last two numbers of the instance’s name indicate the value of  which is 
used to generate the instance. For example, instance EON_02 is generated on network 
EON with = 0.2 and EON_10 is generated with = 1.0. 

Table 1. Main quantitative characteristics of the instances 

Graph | | | | Min. Avg. Max. Diameter

NSFNET 16 25 2 3.1 4 4 

EON 20 39 2 3.9 7 5 

Norway 27 51 2 3.8 6 7 

janos-us-ca 39 61 2 3.1 5 10 

Germany50 50 88 2 3.5 5 9 

zib54 54 80 1 3.0 10 8 

ta2 65 108 1 3.3 10 8 

(Min., Avg. and Max. denote the minimum, average and maximum degree, respectively) 

5 Computational Experiments 

The computational results and comparisons with the bin-packing based heuristic are 
reported in this section. The three algorithms were implemented in MATLAB and the 
experiments were conducted on a PC with Intel® Core i7 CPU @1.6GHz and 4 Gb of 
memory running the Windows 7 operating system. The experiments were conducted 
by applying PSO and the proposed method on each instance for 30 runs to obtain the 
best, worst, mean and standard deviation of the objective values. The average 
computational time are also recorded. Regarding the four bin-packing methods, each 
method only needs to be executed once, and the results and computational time are 
recorded.  

The comparison of the proposed method and the four bin-packing based methods is 
shown in Table 2. The first column gives the name of the tested instance. For the FF, 
FFD, BF and BFD methods, the objective value, which is denoted by # wl, and the 
computation time , ,  and  were recorded, respectively. The first 
three columns under GA_MEDP_RWA show the maximum, average, and minimum 
objective values that were obtained in 30 runs. The fourth column is the mean 
computation time (in seconds). The objective value is underlined and in boldface 
when it is the best among the five.  
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Table 2. Results of GA_MEDP_RWA and bin-packing based methods (time unit: sec) 

GA_MEDP_RWA FF FFD BF BFD 

instance max avg min avg time # wl time # wl time # wl time # wl time 

NSF_02 5 5.0  5 2.41  6 0.34 5 0.17 6 0.19  6 0.18  

NSF_04 8 7.3  7 5.80  9 0.37 9 0.35 8 0.52  8 0.50  

NSF_06 9 8.8  8 7.97  10 0.46 10 0.49 9 0.59  9 0.64  

NSF_08 14 13.2 13 15.11  17 1.06 15 1.10 14 1.50  14 1.47  

NSF_10 17 16.6 16 22.89  19 1.70 17 1.45 17 1.96  17 2.08  

EON_02 4 3.1  3 3.19  3 0.22 4 0.17 4 0.34  4 0.36  

EON_04 9 8.3  8 14.74  10 1.10 9 1.14 8 1.53  8 1.54  

EON_06 11 11.0 11 17.52  13 1.21 11 1.18 11 1.94  11 1.90  

EON_08 14 13.7 13 26.63  16 2.20 13 2.99 13 3.61  13 3.72  

EON_10 19 18.1 18 38.17  22 3.64 18 3.58 18 5.77  18 5.73  

Norway_02 9 8.6  8 9.26  10 1.67 8 1.78 9 1.90  8 2.17  

Norway_04 15 14.6 14 18.47  15 3.75 15 4.12 15 4.56  15 5.43  

Norway_06 22 21.4 21 32.84  22 7.87 22 8.20 22 9.73  22 12.32  

Norway_08 30 29.5 29 46.41  31 15.05 30 16.59 31 19.79  30 24.59  

Norway_10 37 36.6 36 63.77  37 21.99 36 23.75 38 28.58  36 36.13  

janos-us-ca_02 26 26.0 26 54.75  27 16.61 26 16.53 27 27.40  27 27.58  

janos-us-ca_04 40 39.6 39 97.42  42 49.52 39 59.49 43 70.75  40 88.45  

janos-us-ca_06 68 67.8 67 210.36  71 110.99 69 124.10 72 157.50 68 200.32 

janos-us-ca_08 89 88.2 88 326.39  92 199.09 92 212.16 93 257.39 91 345.67 

Germany50_02 21 20.7 20 109.28  21 35.86 21 36.10 21 46.10  22 58.58  

Germany50_04 45 44.2 43 350.24  45 152.90 44 163.00 48 217.60 48 276.50 

Germany50_06 61 60.5 60 584.92  63 347.70 61 410.61 63 430.89 65 544.74 

Germany50_08 76 74.7 73 921.59  77 552.50 75 725.90 79 843.70 76 1098.40 

zib54_02 32 31.1 30 149.44  33 52.28 31 55.01 35 77.70  33 91.67  

zib54_04 67 65.7 65 406.90  67 209.80 65 220.50 73 304.64 71 379.55 

zib54_06 92 90.0 88 762.56  91 442.95 89 522.85 99 696.78 98 889.98 

zib54_08 122 119.2 117 1446.41 117 994.60 117 939.60 130 1229.60 127 1457.22 

ta2_02 35 34.6 34 411.59  35 148.93 34 163.00 35 188.75 35 250.99 

ta2_04 72 70.1 69 945.79  72 507.30 69 542.50 73 635.57 70 813.04 

ta2_06 99 97.4 96 1865.20 98 1311.70 98 1484.00 100 1881.30 97 2047.40 

ta2_08 131 129.7 128 2835.57 130 1935.30 129 2577.90 135 2644.43 128 3713.46 

 
The proposed method can find the best solution among the five methods on all 

instances. However, bin-packing based methods have clearly advantages in terms of the 
computation time, especially on those relatively small instances. Nevertheless, the 
difference of computation time becomes smaller as the problem size grows. We take  
the instances on the three networks: Norway, Germany50, and ta2, whose sized are in 
an ascending order, to demonstrate how the computation time changes along with the 
problem size. Define the relative differences to be ( − )/ , where  is the mean 
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Abstract. Minimal energy consumption and maximal event detection rate are 
among the main objectives in Wireless Sensor Networks (WSN). Sensor nodes 
are constrained units that have limited energy and low processing capabilities. 
Some challenging applications aim to spread a large number of nodes randomly 
in a geographical location to monitor it. Since it is difficult to access frequently 
and physically these sensors, an independent, failures resistant and distributed 
control, that is non-assisted by humans is mandatory. However, any intelligent 
strategy in WSN should have minimal requirements and low overhead. In this 
paper, we exploit the cell/node analogy to introduce a bio-inspired controller 
based on the principles of Gene Regulatory Network (GRN). This controller is 
adapted by the Genetic Algorithm. By implementing this controller in each 
node, the emergent network is characterized by an auto-organized, robust and 
adaptive behavior similar to a biological system. We compare the approach to a 
classical approach that uses redundancy as a failure resistance strategy, and 
found a significant increase in lifetime and event detection rates of the entire 
network.  

Keywords: Wireless Sensor Network (WSN), Gene Regulatory Network, Self-
Organization, Biological Inspiration, Genetic Algorithm, Robustness. 

1 Introduction 

Wireless Sensor Networks (WSNs) are a kind of communication networks based on 
sensor nodes that are characterized by a limited, generally non rechargeable battery 
and a processor with limited capacities. [1].  

A large part of research in the WSN area has been motivated by two constraints: 
(1) modest intelligence of its processing unit (that simply senses and transmits events) 
and (2) limited battery capacity that should be saved in order to extend the lifetime of 
the network (in many cases, the sensor is considered "dead" once its energy is 
vanished). Many solutions drawn from the classic optimization world have been 
proposed. They include mainly solution based on spatial and temporal correlation, 
routing to minimize energy consumption [1] [2], etc... 

Bio-inspired techniques have proved to be a successful source of solutions for 
many computer-related problems. They are characterized by attractive properties such 
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as: adaptation to environmental changes, resilience, collaborative yet simple behavior, 
self-organization, distribution, evolution and survival [3]. 

This research aims to introduce a particular biological inspiration, the Gene 
Regulatory Network (GRN), to address the challenge of autonomous and distributed 
control in Wireless Sensor Networks (WSN). Like biological cell networks, a WSN is 
formed of identical simple components (cells/nodes) with limited capabilities that are 
able to communicate together in order to drive the network toward the required state. 
In biological systems, cells adapt to external environment perturbations through the 
optimized and evolvable structure of its Gene Regulatory Network (GRN). In this 
research, the objective is to build a WSN that inspires from the GRN to automatically 
find the optimized configuration that allows for its survival. 

Each sensor is assimilated to a living cell and implements a GRN controller 
inspired from the principles of genetic regulation, with the aim to emerge a global 
optimal behavior at the network level. With this, the network will work in a 
distributed and dynamic manner, without a central failure point, and without the need 
to be manually configured at the initialization or during its lifetime.  

The rest of the paper is organized as follows: Section 2 presents an overview of 
related works inspired from GRNs. Section 3 provides the details of the proposed 
Wireless Genomic Sensor controller while section 4 gives an overview of the main 
methods used to implement and adapt the proposed system. Section 5 presents results 
of the simulation, and shows the advantages of the system. We conclude with section 
6 where we summarize the research issues and present some future work. 

2 Related Work 

Bio-inspired systems and applications have been extensively used and discussed in 
the literature [3] [4]. GRN inspirations, however, have received little attention. In the 
following, we discuss few GRN based works.  

Das et al. (2008) [5] use a GRN model based on differential equations to solve the 
problem of coverage in wireless sensor networks. They show that the GRN approach 
is characterized by a performance similar to a Genetic Algorithm (NSGA II) applied 
in a distributed system. Their approach, however, is applied at the initialization only 
and does not consider the future evolution of the system. Besides, the approach is a 
central one, and although the distribution is cited as one possible aspect of the system, 
it has not been studied or discussed further. 

A similar approach to our work is presented by Markham and Trigoni (2010) [6] 
[7]. The authors use a discrete model of GRN (called dGRN) in order to offer to every 
sensor the ability to regulate its sampling rate (and therefore energy conumption) 
based on its data and its neighbors’ data. One of the main ideas in the work is that the 
structure of the dGRN controller embedded in every sensor is determined by the 
genetic algorithm that adapts it to an application where sensors have to track a mobile 
target. Authors argue that by using this technique, they can avoid the need for an 
expert, and limit the repetitive cycles of design, test, and adaptation. 

Ghosh et al. propose the use of the attractor theory in GRN to achieve a fault-
tolerant WSN routing. Preliminary results can be found in [8]. 

In a different orientation, Quick et al. (2003) propose GRN based real time 
controllers coupled to the environment. The approach is used in artificial organisms 
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[9] but it doesn't involve more than one agent. In Taylor work: "Biosys" [10], 
submarines robots are configured using a GRN controller. This work shows how a 
GRN controller allows a group of distributed entities to communicate and achieve a 
distributed task. Knabe et al. use GRN based artificial controllers to build biological 
clocks able to respond to periodic environmental stimuli [11]. 

3 Controller Structure 

Genes do rarely encode information in a direct manner. Instead, it is the genes 
interaction at the cell or the multicellular level that implies the behavior of a living 
organism. The activation of a gene at a given point can regulate the expressions levels 
of genes in other points or even regulate the expression of the gene itself. In a 
multicellular organism, intracellular interactions add more complexity to the 
regulatory network.  

In unicellular organisms, gene regulatory network optimizes the cell to make it 
survive its environment conditions at a given time. Gene regulatory network is 
composed of DNA segments. These segments will interact through their products: 
RNA and proteins and with other substances in the cell to determine the rates of 
transcription of the genes [12]. As in the previous cell example, the aim of our 
approach is to offer every sensor a phenotypic plasticity, i.e. the ability to choose the 
most adapted behavior to its environment [13]. 

Random Boolean Network (RBN) is one of the first models used to represent 
GRN. The model is based on an oriented graph where genes and their products are 
represented by nodes and the regulation is modeled by edges [14]. Each node has a 
binary state updated synchronously and periodically using regulation functions at 
discrete time steps [15]. Although we use a random network to form our controller, we 
don't use the Boolean state to represent the gene. Instead, we directly use the level of 
protein concentration as a proxy to the gene expression. A regulatory network has two 
types of influence: internal and external depending on whether the influence is 
performed by a protein concentration inside the cell or is a result of environment 
conditions or concentration of migrant proteins, coming from other cells.  

A sensor has two states: ON (meaning normal sampling and communication) and 
OFF (in sleep mode with negligible energy consumption). A sensor state is decided 
dynamically based on its environment and the contribution it can add to this 
environment. A node turned off is judged non vital at the current instant, and doesn't 
make part of the functional network. It has periodical distant wake ups, where its 
controller can update its information and decide whether to switch ON or not. 

3.1 Genome 

We consider simplified controller genome representation as a sequence of Ng genes. 
Each gene has one activation site (formed of two proteins) and one output protein (its 
concentration reflects the gene expression level).  An input protein is either an inhibitor 
or an amplifier (fig.1). Each gene is therefore representing a simple law, having 
proteins concentrations as inputs and outputs. Table 1 resumes the proteins used in the 
controller. 
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Table 1. Controller Proteins and their Description 

Protein Type Description 

P1 Sensory Intersection between the sensor and its neighbors 

P2 Sensory Sum of the remaining energy in neighbors sensors 

P3 Diffusion Remaining energy in the sensor 

P4 Actioner State of the sensor 

P5-P8 Intern  

 
A/I Input Protein 

P1 
A/I Input Protein 

P2 
Output 

Protein P3 
Output    

function form 

Fig. 1. Schema of the gene structure. A genome contains Ng genes. 

3.2 Proteins 

Each gene, through its output protein, can potentially act as inhibitor or amplifier of 
the expression of another gene. Moreover, some proteins act as sensory inputs or as 
actuators. Table 1 presents the number and the description of proteins used in our 
design. Three sensory proteins are used. These proteins represent environmental 
inputs including (1) node overlap with its on neighbors (2) the sum of neighbors' 
energies and (3) the energy left in the sensor at a given time. P4 is considered an 
output protein or actioner, its value determines the state of the node (on or off). 

Overlap. Protein P1 is associated with the total overlap zone of a node. The 
intersection of two identical sensors coverage zones (fig.2) is given by the following 
equation (coverage radius is R and centers are Zi and Zj): = 2 acos( ) − 1 −  (1)

Where = /2      and    = ‖ − ‖. 

 

Fig. 2. Intersection of two coverage zones 

Energy. Proteins P2 and P3 are associated with energy. P2 value of a node i is given 
by equation (2) where we sum the energies left in the neighbor sensors of i and divide 
the sum by the energy left in i. P3 is the ratio of residual energy in i over its initial 
energy (eq.3). 
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= ∑ , (2)

=  (3)

Activation. Protein P4 concentration is the parameter that determines the activation 
or deactivation of a sensor. If the value of the concentration exceeds a given 
activation threshold Sa (0.5 for example), the sensor is considered ON, otherwise, it is 
in OFF state. 

Other Proteins. In order to have indirect and non-intuitive sensory protein-actuator 
relations, we use intern proteins P5 - P8 that add more complexity to the system. 

3.3 Output Function 

Each gene is associated with an output function. All Ng output functions have the 
same sigmoid form. They differ, however, in their parameters. The sigmoid form is 
issued from genes activation and proteins expression dynamics. The output is function 
of the activation level, defined as the sum of proteins concentrations at the input of 
the gene as shown in the following equation: 

= ±   
Where La is the activation level at the input of the gene, M is the number of proteins 
at the input (in this case 2), and Pi is an input protein to this gene. The  ±  sign 
corresponds to the protein effect: « + » for an amplifier and « − » for an inhibitor.  

The resulting output is added to the output protein concentration in the cell. This 
concentration will decrease with a fixed decay rate (decay=0.1). Pi is therefore 
updated using the following equation: 

( + 1) = ( ( ) + ∆ )(1 − ) 

Output Function Types. A gene is « On » by default if its output function is positive 
for La = 0. The protein is therefore produced at a negative or null activation level. In 
such a case, the gene doesn't directly become inactive in response to an inhibitor 
input. The inhibitor effect should exceed the amplifier effect in order for the 
activation level to reach the negative input that corresponds to a null output. A gene is 
« Off » by default if its output function is null for La = 0. 
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Fig. 3. Gene Output function. 
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temperature sensor, Monnit WIT™. The lifetime of a sensor having 270 joules of 
initial energy is estimated to be around 3600 s. We choose the Ad-Hoc DSR (Dynamic 
Source Routing) protocol to simulate routing, the cost being the energy consumption 
over the chosen route. Sensors energy levels are updated according to the selected 
routes.  

4.3 Genetic Algorithm 

We use the genetic algorithm to reach an optimized form of the structure proposed in 
the previous section. The genetic algorithm, an evolutionary algorithm inspired from 
natural selection concepts, is extensively used as an optimization technique in NP 
complete problems. Its implementation includes successive iterations where newer 
populations take the place of older ones. The individuals forming this population are 
obtained from the most adapted "parents" in the last generation using the process of 
cross-over [16]. In our implementation, the individual genome size is 6xNg, and the 
one point cross-over is performed with a 0.9 rate. To assess the adaptability of an 
individual we use a two-objective fitness function. We implement the tested individual 
genome/controller in each node of the network and we run a simulation over the whole 
network where random events and failures occur. The fitness function is then deduced 
from the network performance in terms of coverage and lifetime.  

5 Results 

Here, we provide the results of the simulation implemented in Matlab for the 
following parameters: L=16 units, N=50, R=3 units and RT=6 units (fig. 4). Fig. 7 
shows the convergence of protein P4 values during the initialization stage. Initially, 
all nodes are turned on and every node is able to decide autonomously to remain ON 
or to sleep. We noted two "life cycles" based on the winner GRN controller.  

Figure 5 (green line) shows an average initial coverage rate of ~ 93%, associated 
with an average of 25 sensors turned on (50% of the nodes) during the first life cycle of 
the network that has duration of 3600 s. 

The coverage rate drops around t=3600s (fig.5, right), this is associated with a 
collective drain of energy among sensors that were turned on initially. This can also be 
seen in fig.5 (left) where the number of sensors turned on falls at the same time. Figure 
6 (left) equally shows the drop in P4 concentration in these sensors. The network 
becomes quasi-inactive during the time needed to recover from this collective failure. 
The recovery can be clearly noted in fig.6 (right) where the P4 concentration of several 
nodes increase marking the "awakening" process of 14 nodes that were initially turned 
off. The coverage rate during the second life cycle is around 73%. The second drop 
appears near t = 7600 s and the same recovery behavior described above reappears 
(fig.5). Since the sensors left are not enough to have an acceptable coverage rate, we 
can no longer consider the network functional for a third life cycle. 

 



112 N. El-Mawass, N. Ch

 

Fig. 5. Evolution of covera

Fig. 6. Sudden drop of P4 con
and collective increase of P4 c
cycle (right figure). Each line c

A particular node failur
representing the P4 concent
stabilizing at a positive valu
sensors are now turned on t

We compare our approa
are used to ensure that the c
fig.5). The enhancement of
involving enhancement of c

Formulated together: w
83% compared to 99%), the

Concerning the compu
computation added by the c
When a law is executed, co
the output function value a
These laws do not invol
consuming functions. 

hendeb, and N. Agoulmine 

 

age rate, and number of ON nodes in the network over time (s.)

ncentration in "ON" sensors during the 1st life cycle (left fig
concentration in the "ON"sensors at the beginning of the 2nd 
corresponds to a different senor. 

re occurs around t= 1730 s. As shown in fig.7, two li
trations in two sensors will take an increasing shape bef
ue higher than the activation point, which indicates that 
to adjust the coverage rate.  
ach to a redundancy based network where redundant sens
coverage rate is not influenced by nodes failures (red lin
f the proposed network can be seen in two different w
coverage rate and life time. 
hile keeping the coverage rate high enough (average
e enhanced network has its lifetime increased by 100%. 
utational overhead of our solution, we state that 
controller is resumed in Ng simple laws: one law per ge
oncentration values of two input proteins are summed 
associated with this input is located in a matching tab
lve multiplication or any other complex or proces

 

) 

 

ure) 
life 

ines 
fore 
the 

sors 
ne in 
ways 

e of 

the 
ene. 
and 
ble. 
ssor 



 

 

Fig. 7. P4 concentration co
initialization 

 
The only information t

residual energy value at the
be deduced from the presen
period. Additionally, the 
encapsulated in a data pack

6 Conclusion and 

Using GRN principles, we 
autonomous and distribute
limited intelligence and c
controller are able to self-
efficiency and lifetime. 

Our GRN based contro
using a fitness function that 

In addition to the autom
improvements of our enhan
two ways: (1) improving 
considered and (2) increasin

As a future work, we p
sensor network. We think th
GRN to the routing domain
have a scale free structure, a
based on this model. For ad
consider comparing it to 
objectives. 

 

Robust Self-organized Wireless Sensor Network 

 

onvergence at the Fig. 8. Increase in P4 concentrations in 
sensors 

to be exchanged during a communication period is 
e communicating sensor. The state of a neighbor node 
nce or absence of its information during a communicat
information can be contained in one byte of data 

ket.  

Future Work 

offer the sensor nodes in a WSN the ability to perform
d behavior based on a set of simple laws. Despite th
constrained processor, sensors equipped with the G
organize and apply a strategy that increases the netw

oller is proposed and optimized by the genetic algorit
reflects our objectives (optimum coverage and lifetime)

matic recovery after individual and collective failures, 
nced network compared to a normal network can be seen
the coverage rate by 66%, if the extended lifetime w

ng the lifetime of the network by 100%.  
plan to study the GRN approach in the frame of mob
hat it will be equally beneficial to study the contribution
n in WSNs. Nowadays; biological networks are believed
and thus it may be better to explore an alternative contro
dditional justification of the approach that we proposed,

a similar proposition that has the same optimizat

113 

two 

the 
can 
tion 
and 

m an 
heir 

GRN 
work 

thm 
. 
the 

n in 
was 

bile 
ns of 
d to 
oller 
 we 
tion 



114 N. El-Mawass, N. Chendeb, and N. Agoulmine 

 

References 

1. Akyildiz, I., Su, W., Sankarasubramaniam, Y., et al.: Wireless sensor networks: a survey. 
Elsevier Computer Networks 38, 393–422 (2002) 

2. Akkaya, K., Younis, M.: A survey on routing protocols for wireless sensor networks. Ad 
Hoc Networks 3(3), 325–349 (2005) 

3. Dressler, F., Akan, O.B.: A survey on bio-inspired networking. Computer Networks 54(6), 
881–900 (2010) 

4. Dressler, F., Akan, O.B.: Bio-Inspired Networking: From Theory to Practice. IEEE 
Communications Magazine 48(11), 176–183 (2010) 

5. Das, S., Koduru, P., Cai, X., Welch, S., et al.: The gene regulatory network: an application 
to optimal coverage in sensor networks. In: GECCO 2008 Proceedings of the 10th Annual 
Conference on Genetic and Evolutionary Computation (2008) 

6. Markham, A., Trigoni, N.: Discrete Gene Regulatory Networks (dGRNs): A novel 
approach to configuring sensor networks. In: IEEE INFOCOM (2010) 

7. Markham, A., Trigoni, N.: The Automatic Evolution of Distributed Controllers to 
Configure Sensor Network. Oxford Computer J. 54(3), 421–438 (2011) 

8. Ghosh, P., Mayo, M., Chaitankar, V., et al.: Principles of Genomic Robustness Inspire 
Fault-Tolerant WSN Topologies: a Network Science Based Case Study. In: Seventh IEEE 
International Workshop on Sensor Networks and Systems for Prevasive Computing (2012) 

9. Quick, T., Nehaniv, C.L., Dautenhahn, K., Roberts, G.: Evolving Embodied Genetic 
Regulatory Network-Driven Control Systems. In: Banzhaf, W., Ziegler, J., Christaller, T., 
Dittrich, P., Kim, J.T. (eds.) ECAL 2003. LNCS (LNAI), vol. 2801, pp. 266–277. 
Springer, Heidelberg (2003) 

10. Taylor, T.: A Genetic Regulatory Network-Inspired Real-Time Controller for a Group of 
Underwater Robots. In: Proceedings of the Eighth Conference on Intelligent Autonomous 
Systems (2004) 

11. Knabe, J.F., Nehaniv, C.L., Schilstra, M.J., et al.: Evolving Biological Clocks using 
Genetic Regulatory Networks. In: Artificial Life X Conference (Alife 10) (2006) 

12. Albert, R.: Boolean modeling of genetic regulatory networks. Complex Networks, 459–
479 (2004) 

13. Bradshaw, A.: Evolutionary significance of phenotypic plasticity in plants. Advances in 
Genetics 13, 115–155 (1965) 

14. Knabe, J.F.: Evolvability of Computational Genetic Regulatory Networks, PhD diss., 
University of Hertfordshire (2009) 

15. Kauffman, S.: Metabolic stability and epigenesis in randomly constructed genetic nets. J. 
of Theoretical Biolog. 22(3), 437–467 (1969) 

16. Haupt, R.L., Haupt, S.E.: Practical Genetic Algorithms, 2nd edn. John Wiley & Sons, Inc. 
(2004) 



J.-S. Pan et al. (eds.), Genetic and Evolutionary Computing,  
Advances in Intelligent Systems and Computing 238,  

115

DOI: 10.1007/978-3-319-01796-9_12, © Springer International Publishing Switzerland 2014 
 

Automated Test Data Generation for Coupling Based 
Integration Testing of Object Oriented Programs Using 

Particle Swarm Optimization (PSO) 

Shaukat Ali Khan and Aamer Nadeem 

Center for Software Dependability 
Mohammad Ali Jinnah University (MAJU), 

Islamabad, Pakistan 
shaukatali74@gmail.com, anadeem@jinnah.edu.pk 

Abstract. Automated test data generation is a challenging problem for 
researchers in the area of software testing. Up until now, most of the work on 
test data generation is at unit level. Until level test data generation involves the 
execution of test path at unit level where interaction with other components is 
minimum. Test data generation for unit testing involves a single path and there 
is no usage of formal and actual parameters. The problem of automated test data 
generation becomes very challenging when we move to other levels of testing 
including integration testing and system level testing. At integration level, the 
variables are passed as arguments to other components and variables change 
their names; also multiple paths are executed from different components to 
ensure proper functionality. Recently evolutionary approaches have been 
proven a powerful tool for test data generation. In this paper, we have proposed 
a novel approach for test data generation for coupling based integration testing 
using particle swarm optimization. Up until now, there is no research for test 
data generation for coupling based integration testing using particle swarm 
optimization. Our approach takes the coupling path as input, containing 
different sub paths, and generates the test data using particle swarm 
optimization. We have also proposed architecture of tool for automation of our 
approach. In future, we will implement our proposed approach and will perform 
different experiments to prove its significance. 

Keywords: Coupling Path; Consequent Method; Antecedent Method; Coupling 
Variable; Coupling Type; Particle Swarm Optimization (PSO). 

1 Introduction  

Software testing is one of the most important phases in software development cycle. 
Testing can be performed at different levels including unit, integration, or system 
level. Unit level testing validates the functionality of individual units. Integration 
level testing, tests the interaction of different components after integration with other 
components. System level testing treats the system as black box and checks the 
functionality of the system as a whole. Integration testing is an important level of 
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testing which verifies the different components interactions and message passing 
through interfaces. Unit level testing is a base for integration testing, if the units work 
correctly then different units are integrated together using different interfaces exposed 
by different components. Integration level testing verifies that the interfaces are 
correctly integrated and message passing through interfaces is correct. Integration 
testing is concerned with the interactions among components. Does a component call 
other components correctly? Are the right parameters with right types and ranges are 
passed? Does the called method return the proper type and the value is in the correct 
range? These questions are focus of the integration testing. Unfortunately, very little 
research has been done in the area test data generation for integration testing using 
evolutionary approaches. Coupling based integration testing is based upon coupling 
relationships that exist among variables across call sites in procedures.  In the same 
way as unit level testing is a base for integration testing, integration testing is a base 
for system level testing. System level testing is difficult to achieve before integration 
testing [20, 21]. 

Test data are an important part of test case, without test data test case execution is 
not possible. Research has explored several techniques for test data generation using 
evolutionary approaches. A number of test data generation approaches have been 
developed and automated. Random test data generation, generates test data based on 
selective random inputs form some distribution. Path- oriented and structural 
approaches use the program’s control flow graph for test data generation; they select a 
path, and use a technique such as symbolic execution for generation of test data. 
Goal-oriented test-data generation approaches select inputs to execute the selected 
goal, such as statement, condition coverage, decision coverage, irrespective of the 
path taken. Evolutionary test approaches use evolutionary algorithms i.e. genetic 
algorithm, for selection and generation of test data by applying evolutionary 
operators, i.e., crossover and mutation.  Most of the work on test data generation has 
been done at unit level. Unit level test data generation involves the test data that 
executes the test case for unit level testing. [20, 21] 

This paper presents a novel approach for automated test data generation for 
coupling based integration testing of object oriented programs using particle swarm 
optimization. Our approach takes the coupling path as input, containing different sub 
paths, and generates the test data using particle swarm optimization.  

The rest of the paper is organized as follows: Section II elaborates the background 
knowledge of evolutionary approaches and coupling based integration testing. Section 
III describes the proposed approach of test data generation for coupling based 
integration testing of object oriented programs using particle swarm optimization and 
section IV represents the architecture of tool for test data generation of coupling based 
integration testing of object oriented programs. Section V represents the related work.  
Section VI concludes the paper and presents the future work. 

2 Background 

PSO was first invented by Kennedy and Eberhart in 1995 [44]. PSO shows few 
similarities with genetic algorithms, it does not use evolution operators such as 
crossover and mutation. Each member in the swarm, called a particle, adjusts its 
position by learning from its own experience and from other members of the swarm. 
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During the iteration process, each particle maintains its own current position, its 
present velocity and its personal best position.  In general, the personal best position 
of particle is denoted by pbest and the global best position of the entire population is 
called gbest. 

Jin and Offutt [41] proposed an approach for integration testing of procedural 
languages that is based upon coupling relationships among variables across different 
call sites in different procedures. They defined three types of coupling relationship 
that must be tested: parameter coupling, shared data coupling and external device 
coupling.  When one procedure passes parameters to other procedure, then parameter 
couplings occur.  When two procedures references the same global variables, then 
shared data couplings occur. External device couplings occur when two procedures 
accesses the same external storage medium. Their approach requires the execution of 
programs from each definition of a variable in a caller to a call site and then to the 
uses using formal arguments in the called procedures. 

Up until now, most of the work on test data generation is for unit testing of object 
oriented programs. Integration testing is an important part of testing phase of software 
development life cycle. Coupling based testing is an integration testing approach that is 
based upon coupling relationships that exist among different variables across different 
call sites in functions. Different types of coupling exist between variables across 
different call sites. Up until now, test data generation approaches cater only unit level 
testing. There is no work for test data generation for coupling based integration testing.  

Alexander and Offutt [40] extend the approach of Jin and Offutt [41] of coupling 
based testing for object oriented programs. They identified four types of coupling 
relationships among object oriented programs. They also identified four structural 
types of coupling sequences for coupling based testing of object oriented programs. 
We used the classification of coupling types of object oriented programs identified by 
Alexander and Offutt and generates the test data for each coupling type using particle 
swarm optimization. Our proposed approach takes the coupling path as input and 
generates the test data for that path [39, 40, 41]. 

Test data generation for unit testing involves the single path, execution and 
monitoring of single path is required in unit testing. In integration testing, as different 
components interact with each other so execution and monitoring of multiple paths 
are required. Test data generation for unit testing involves a single path and there is 
no usage of formal parameters. In integration testing, different methods interact with 
each other via passing message passing through actual and formal parameters so there 
is a requirement of mapping between actual and formal parameters. We have to 
maintain a mapping table for that contains mapping between actual and formal 
parameters as variable change names in formal parameters. Def use analysis is very 
difficult to achieve as variables change name in formal parameters so a mapping must 
be maintain for actual to formal parameters. 

3 Proposed Approach for Test Data Generation 

We have proposed a novel approach for test data generation for coupling based 
integration testing using particle swarm optimization.  Working of particle swarm 
optimization for test data generation for coupling based integration testing has been 



118 S.A. Khan and A. Nadeem 

depicted in figure 2. Our approach starts with random data, generator by random test 
data generator, based upon the coupling variables and other variables involved in the 
execution of coupling path. In our proposed technique, each particle presents the input 
variable required for executing a specific coupling path. We have encoded each 
particle, each input variable required for executing a specific coupling path, in binary 
format.  

Random population of n numbers is produced to initialize n particles. Each number 
is converted into binary format before initializing particles. After  initialization 
phase, now each input variable required for executing a  coupling path is presented 
by a particle containing an array of 0’s and 1’s. We have initialized each dimension of 
the position vector between 1 and maximum length required for presenting any input 
variable as have been shown in the particle below.  

 
0 1 0 1 0 

Fig. 1. Particle encoding in PSO 

To assess the fitness f(x) of each particle x in the population. We have calculated 
fitness of particle based upon the coverage analysis. By coverage analysis, we mean 
that how many nodes in the coupling path are covered by current particle. For  every 
particle in the population we see  whether its current fitness is better than its previous 
personal best. If this is the case, we set its personal best to its current value, otherwise 
it has same personal best.  

Once we have updated all the personal best positions, we will determine the global 
best by using local best of all particles. If this global best is having better fitness than 
previous global best, we update the global best otherwise we do not change the global 
best. After determining the personal best and the global best, we have changed the 
current velocity of each particle using PSO standard equations [44] and cost function 
proposed Tracey et al. [15]. After having updated velocities for each particle, we now 
calculate the new position of each particle. If end condition is fulfilled, stop and return 
the global best of the population. Otherwise go to step of fitness evaluation. There are 
three different types of completion criteria, Maximum number of generations 
configured for each particle, if there is no improvement in the global fitness of the 
swarm for certain number of generations and time can also be used as terminating 
criteria. 

To illustrate the working of our proposed approach for test data generation for 
coupling based integration testing, consider the following example.  Coupling path 
contains three sub paths. One path is coupling sub path where context variable, which 
is used to define and use coupling variable, is defined. Second path is antecedent path 
where coupling variable is defined by using context variable defined in coupling sub 
path. Third path is consequent path where coupling variable is used by using context 
variable defined in coupling sub path. This example is to show the working of PSO 
evolutionary algorithm for coupling based integration test data generation.  We have 
chosen a simple path for illustration of our proposed approach. 

Coupling path= Coupling sub path + Antecedent path+ Consequent path 
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Fig. 2. Proposed approach for test data generation using PSO 

Table 1. Showing Test Path Encoding in PSO 

P1 
P11 1, 3, 4, 5 ,6 ,7           Coupling sub path 

P12 1, 3, 5, 6,7, 9, 10       Antecedent path 
P13 1, 3, 4 ,5 ,7, 8           Consequent Path 

 
Our proposed approach encoded particle in PSO in the form of following structure. 

Let suppose a particle ‘P1’, we encoded the particle after breaking into its sub paths, 
the first is coupling sub path, second is antecedent path and third is consequent path. 

We have taken one particle ‘P1’ and encoded it in PSO after splitting into its sub 
paths. Each path has its own dimensions and fitness. The dimension of each path is its 
statement id in path e.g. ‘1’ is id for some statement  in program used in the path and 
fitness of each particle is calculated on the basis of number of statements covered by 
each path in execution. In table1, the particle P1 is encoded after splitting into three 
sub particles i.e. P11, P12, and P13. Each particle has its own dimensions and fitness. 
Local best of each particle is calculated in the following way: 

 lb_P11= 1, 3, 4, 5, 6, 7                0/5 

 lb_P12= 1, 3, 5, 6, 7, 9, 10          0/7 
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 lb_P13= 1, 3, 4, 5, 7, 8                0/7 

Every sub particle is showing its local best at the start and global best is calculated, by 
using the above local best values of every sub particle, for particle ‘P’ 

 Gb_P= (lb_P11+lb_P12+ lb_P13)/3 

4 The Proposed Tool  

We have proposed a high level architecture of the tool for our proposed approach and 
is depicted in Figure 3.  

 

Fig. 3. High Level architecture of proposed Tool 

Coup Testing Controller is the main component of our tool. This component 
receives all the inputs from the external sources including source code of system 
under test, test paths and the control parameters of the tool including number of 
iterations for test data generation, stopping condition etc.   

PSO controller checks the coupling type and mapping information for the 
variables because variables change names when passed from one method to other 
methods. Instrumentor extract the information about actual and formal parameters 
from the source code and stored it in mapping table for further usage.  The fitness 
calculator calculates the fitness of each data value using the cost function proposed 
Tracey et al. [15] and then these values are passed to velocity and position calculator 
for calculation of new position based on velocity of the particle. 
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5 Related Work 

Evolutionary approaches are mostly used in the area of automated test data generation 
[8, 11, 13, 14, 15, 17] for unit testing. Cheon et al. [3, 4] proposed a specification 
based fitness function for evolutionary testing of object oriented program. They also 
proposed automation of Java program testing at unit level using evolutionary 
approaches. Dharsana et al. [5] generated test cases for Java based programs and also 
performed optimization of test cases using genetic algorithm. Jones et al. [6] 
performed automatic structural testing using genetic algorithm in their approach. Bilal 
and Nadeem [2] proposed a state based fitness function for object oriented programs 
using genetic algorithm. Smith and Robson observe that OO classes cannot be tested 
directly and classes must be tested indirectly by sampling among their instances [23]. 
Fiedler approach uses a combination of black and white-box testing techniques for 
class testing [22]. Edwards created test cases based on specifications of the system 
[26].Perry and Kaiser [27] concluded that single inheritance, method overriding, and 
multiple inheritance do not reduce the amount of testing effort, and in many cases, 
increase the required effort to achieve test adequacy. Jorgensen and Erickson describe 
an approach to integration testing that is similar to many black box testing techniques 
[14]. They define paths through a collection of classes that are traversed through 
method calls.  

Most research in OO testing has been at the intra-class level. This includes work by 
Hong et al. [28], Parrish et al. [29], Turner and Robson [30], Doong and Franklin 
[31], and Chen et al. [32]. Intra-class testing strategies focus on one class at a time; 
hence, it does not find problems that exist in the interfaces between classes, or in 
inheritance, dynamic binding, and polymorphism among classes. Chen and Kao [25] 
describe an approach to testing OO programs called Object Flow Testing, in which 
testing is guided by data definitions and uses in pairs of methods that are called by the 
same caller, and testing should cover all possible type bindings in the presence of 
polymorphism. Though their work is similar, there are significant differences. First, 
their criteria are coarse-grained. The criteria presented by Alexander and Offutt [39, 
40] are a superset of those of Chen and Kao. Kung et al. observe that one of the key 
difficulties in testing OO software understands the relationships that exist among the 
components [25].  

6 Conclusion and Future Work 

In this paper, we have proposed a novel approach for automatic test data generation 
for coupling based integration testing using particle swarm optimization. Our 
proposed approach takes coupling path as input and then generates test data for 
coupling path using particle swarm optimization. We have also proposed tool’s 
architecture for automation of our proposed approach. In future, we will implement 
our proposed tool and will perform different experiments to prove the significance of 
our approach.  
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Abstract. The detection of copy-move forgery image is important in the field of 
blind image forensics because it is of pure image processing technique without 
any support of embedded security information. The proposed method consists 
of a boosting scheme, feature extraction and similarity matching for the 
detection of duplicated regions. The boosting scheme comprises an estimation 
of dark channel, histogram equalization and grayscale layering, by which the 
number of image blocks on each subimage layer can be dramatically reduced so 
that the time efficiency of subsequent lexicographical sorting and similarity 
matching can be greatly improved. Experimental results show that the proposed 
boosting scheme can significantly enhance the computation efficiency and have 
a good detection rate. Moreover, the propose method is robust to any angles 
rotation attack. 

Keywords: Copy-move forgery detection, Similarity matching, Feature 
extraction, Dark channel. 

1 Introduction 

In recent years, the popularity of digital cameras, smart phones and tablet computers 
has made the acquisition of digital images become easier. In addition, modern photo-
editing software package such as Photoshop and PhotoImpact makes it relatively 
simple to create digital image forgeries, on which people almost cannot perceive the  
difference between the original image and its tampered version. The most common 
approach used to create a digital image forgery is the so-called copy-move method, 
which copies a specific block of image and then pastes it into another region in the 
same image to achieve information hiding. Because the copied block comes from the 
same image, some features such as noise distribution, surface texture and lighting 
condition are very similar to the rest of the image and thus it leads to a great challenge 
in detecting and locating the tampered parts. 

In general, the detection of copy-move forgery can be roughly categorized into 
keypoint-based methods and block-based methods [1]. The widely used features are 
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SIFT [2] and SURF [3] for the keypoint-based methods and DCT [4], DWT [5], SVD 
[5, 6], PCA [7] and Zernike moments [8] for the block-based methods, respectively. 
The typical workflow for copy-move forgery detection (CMFD) is shown in Fig.1, 
but in this study, we only focus our attention on block-based methods for CMFD. 
First, the image is split into fixed-size overlapping blocks and feature extraction such 
as DCT, DWT, SVD, PCA or Zernike moments is performed to each block for 
representing their features. Then, the feature vectors are sorted by a lexicographical 
order method and similar blocks would be consecutive. Finally, the duplicated blocks 
are filtered out by the similarity measure of Euclidean distance or correlation 
coefficient. 
 

 

Fig. 1. Typical workflow of copy-move forgery detection methods [1] 

In block-based CMFD methods, most of the algorithm frameworks are similar to 
that proposed by Popescu et al. [7], indicating that much computational effort are 
required to the task of dimension reduction, matching control and similarity filtering 
for large numbers of image blocks. In general, as test images grow larger, the 
computational complexity of CMFD becomes much higher. To reduce the 
computational cost, the task of CMFD is normally conducted on a reduced image 
size; information loss is, however, inevitable. In this paper, we propose a boosting 
scheme for CMFD not only to improve the computational efficiency but also to retain 
the detection accuracy especially when test images become considerably large. 

This paper is organized as follows. In Section 2, we introduce our new algorithm 
for CMFD with a boosting scheme. Experiment results are presented in Section 3. 
Finally, we will give a brief summary in Section 4. 

2 The Proposed Algorithm 

The proposed method for CMFD with a boosting scheme is shown in Fig. 2. The 
boosting scheme consists of the procedures of dark channel evaluation, histogram 
equalization and grayscale layering. The remaining of the workflow for CMFD is 
similar the common pipeline shown in Fig. 1. In this paper, we use SVD to extract the 
features of image blocks and transform the diagonal matrix into a column vector for 
representing the feature of each image block. Lexicographical order using quick-sort 
algorithm is then conducted so that similar blocks would be consecutively sorted. 
Finally, the similarity measure of Euclidean distance is utilized and a visual map is 
then built with white intensity value for duplicated regions. 
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Fig. 2. Proposed method for copy-move forgery detection with a boosting scheme 

Block-based CMFD is, however, an exhaustive search approach that detects the 
duplicated blocks by searching all pixels in the tampered image; therefore, this method 
would become computationally prohibitive when test images grow considerably large. 
Suppose a grayscale image is of size m×n pixels, it can be partitioned into enormous 
small overlapping blocks of size B×B pixels. Total image blocks of N=(m-B+1)× 

(n-B+1) are then generated by sliding the window of B×B pixels over the whole image 
by one pixel each time from upper left to bottom right corner. For instance, suppose the 
sizes of tampered image and sliding window are 1024 × 1024 and 8 × 8 pixels, 
respectively, the number of image blocks will be high up to (1024-8+1)2=1,034,289. 
The large number of image blocks inevitably leads to extremely high computational 
burden for subsequent feature extraction and similarity matching. 

The computation complexities for lexicographical order by quick sort algorithm 
and similarity matching are O(Nlog2N) and O(N), respectively, where N is the 
number of total image blocks. Therefore, the key point to increase computation 
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efficiency is to greatly reduce the number of image blocks to be estimated. Based on 
the idea above, we propose a boosting scheme to reduce the number of estimated 
blocks each time and it turns out to increase time efficiency dramatically. The 
proposed method consists of the boosting scheme, feature extraction and similarity 
matching, which are described as follows. 

2.1 Proposed Boosting Scheme 

The boosting scheme consists of an estimation of dark channel, histogram 
equalization and grayscale layering. He et al. [9] used dark channel prior for single 
image haze removal, which is based on an observation that haze-free images except 
for sky regions have a very low and nearly close to zero intensity in at least one color 
channel. As haze becomes heavier, the dark channel is no longer dark. Therefore, the 
intensity of the dark channel can fully respond to the scattering properties of object 
surface due to atmospheric light. Since duplicated regions in a forgery image 
generally have the same lighting condition and surface texture, they should have the 
same values of the dark channel. 

For an arbitrary image I(x, y), the dark channel can be estimated as. 

 
( , ) ( , , )

( , ) min min ( , )dark c
x y c R G B

I x y I x y
∈Ω ∈
 =   

 (1) 

where Ω is a local patch centered at (x,y), c represents one of the three color channels 
of R, G or B, and Ic(x,y) denotes the color channel c of I(x,y), and Idark(x,y), as shown 
in Fig. 3(c), is the result of the estimated dark channel. 
 

 

Fig. 3. Result of the estimated dark channel; (a) original image, (b) forgery image of (a), and 
(c) result of estimated dark channel. 

In [9], He et al. found that the gray levels for 86% of the pixels in the dark channel 
are in the range [0, 16] by estimating 5,000 haze-free images, indicating that the 
components of the histogram are totally biased toward the low side of the grayscale. 
In general, the low contrast can be enhanced by the method of histogram equalization 
(see Eq. (2)), through which the components of the histogram tend to cover the entire 
range of the grayscale to achieve uniformly distributed pixels. As formulated in Eq. 
(2), for a given gray level of rp, it can be transformed into rq after the mapping of 
histogram equalization. 
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where rk is the kth gray level and p(rk) is the probability of occurrence of gray level rk, 
for k=0, 1,…, p. 

As indicated previously, the key point to increase computation efficiency is to 
reduce the number of image blocks considered each time. This idea motivates us to 
partition the whole gray levels of an image into subgroups with a specific range of 
grayscale, which is similar to the concept of bin grouping used in image segmentation 
proposed by Huang et al. [10]. For instance, if an image is divided into 32 subgroups, 
we can assign the grayscale { }( , ) | 0 7f x y f≤ ≤  to subgroup_0, grayscale 

{ }( , ) | 8 15f x y f≤ ≤  to subgroup_1,..., and { }( , ) | 248 255f x y f≤ ≤  to subgroup_31. 

By this way, 32 binary subimage layers can be obtained if we use one new image to 
display the gray levels corresponding to one specific subgroup in the query image and 
mark them in white intensity value. In this manner, we call it as “grayscale layering.” 
Therefore, the mapping of any gray level to a specific subimage layer can be given as. 

 
255  ( , ) / 8

( , )
0

k if k f x y
I x y

otherwise

 =   = 


 (3) 

where the symbol ⋅    denotes to take the floor (i.e., round towards minus infinity) 

of the value ( , ) / 8f x y  to be an integer k, where k=0, 1,…, 31, and ( , )kI x y  

represents the kth subimage layer corresponding to grayscale subgroup_k. 

2.2 Feature Extraction and Similarity Matching 

In this work, SVD is used to extract the feature vectors of image blocks. The features 
of singular values are inherently rotation-invariant and mostly used in the applications 
of image forgery detection, data compression and noise reduction so on. The 
fundamental theory of SVD is described as follows. 

Let A be an m×n image matrix, the decomposition of SVD can be expressed by the 
following form. 

 
( )

0

Rank A
T

i
i

A U V σ
=

= Σ =  T
i iu v  (4) 

where U is an m×m matrix whose columns are the vectors m∈ℜiu , for i=0,1,..,m-1, 

( )0 1 1, ,..., ,0,...,0rdiag σ σ σ −Σ =  is an m×n diagonal matrix whose entries iσ , for 

i=0, 1,…, r-1, are positive and ordered so that 0 1 1... 0rσ σ σ −≥ ≥ ≥ > , each of which 

is called singular value, and V is an n×n matrix whose columns are n∈ℜiv , for i=0, 

1,.., n-1. The superscript T on the matrix V denotes the matrix transpose of V. The 
value r is the rank of the matrix A. Both U and V are orthonormal matrices. For  
the diagonal matrix Σ , it represents how much the vectors in V are stretched to give 
the vectors in U. 
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The similarity measure of Euclidean distance is exploited for blocks matching to 
find the duplicated regions of a forgery image. After extracting the features of image 
blocks by the SVD method, the entries of the diagonal matrix can be represented as an 
r-dimension feature vector. Let ( ) ( ) ( ) ( )

0 1 1[ , ,..., ]k k k k T
rσ σ σ −=s  and 

( ) ( ) ( ) ( )
0 1 1[ , ,..., ]l l l l T

rσ σ σ −=s  be the feature vectors of the kth and lth image blocks, 

respectively, the Euclidean distance ( ) ( )( , )k ld s s  can be calculated as. 

 ( )
1/ 221

( ) ( ) ( ) ( )

0

( , )
r

k l k l
i i

i

d σ σ
−

=

  = − 
  
s s  (5) 

By this way, the similarity matching of image blocks is carried out to identify the 
duplicated regions. 

2.3 The Proposed Algorithm 

In this section, we propose a novel algorithm with a boosting scheme for the detection 
of copy-move forgery image. The boosting scheme comprises an estimation of dark 
channel, histogram equalization and grayscale layering. The details of the procedures 
for detecting tampered regions are described as follows. 

1. Input a forgery image of size m×n pixels and use an image block of size B×B 
pixels. 

2. Estimate the dark channel of the original image, and perform histogram 
equalization for the dark channel map to achieve a more uniform distribution of 
pixels. 

3. Split the whole gray levels of the histogram equalization map into 32 subgroups, 
each of which has a specific range of gray levels that are marked as white intensity 
value in the subimage layer, where the white pixel has the same location as that of 
the histogram equalization map. By the similar manner, 32 separate subimage 
layers can be obtained. 

4. For each subimage layer, apply SVD to every image block in the grayscale image 
with an upper left coordinate that corresponds to the location of white pixel in the 
subimage layer for feature extraction, and then converting the diagonal matrix into 

a column feature vector ( ) ( ) ( ) ( )
0 1 1, , ,

Tk k k k
Bσ σ σ − =  s  , for k=0, 1,.., Ns-1, where Ns is 

the total number of white pixels in the subimage layer. Therefore, we can construct 

a matrix (0) (1) ( 1), , , NsA − =  s s s  using all the feature vectors of the subimage 

layer. 
5. For each subimage layer, apply lexicographical order to the matrix A so that 

similar blocks are consecutively sorted. 
6. For each subimage layer, copy-move blocks identification is performed. For  

two neighboring feature vectors ( ) ( ) ( ) ( )
0 1 1[ , ,..., ]k k k k T

Bσ σ σ −=s  and 
( 1) ( 1) ( 1) ( 1)

0 1 1[ , ,..., ]k k k k T
Bσ σ σ+ + + +

−=s , if ( 1) ( )
0 0

k kσ σ ε+ − < , then the distance 
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= − is calculated; otherwise, skip to the next record. Moreover, 

if the distance d α< , the two feature vectors ( )ks  and ( 1)k +s  are considered to 

be similar and their upper left coordinates ( )( ) ( ),k kx y  and ( )( 1) ( 1),k kx y+ +  are 

recorded, respectively, where the Euclidean distance of them is calculated as 

( ) ( )2 2( 1) ( ) ( 1) ( )k k k kl x x y y+ += − + − , and if l β> , then these two blocks are 

identified as the copy-move ones, which will be marked as white pixels in a 
prepared black image. 

7. Repeat step 4 to step 6 until all the image blocks in the 32 subimage layers have 
been identified. 

8. Output the resulting visual map for the duplicated regions. 

3 Experimental Results 

The proposed method was implemented on Borland C++ 6.0. All experiments were 
performed on a personal computer of 2.33 GHz processor with 4GB memory. In these 
experiments, the setting parameters are listed as follows: Ω= 8×8 (dark channel), B=8 
(block size), ε=0.01, α=0.001 and β=15. The query images are all downloaded from 
internet websites. 

Table 1. Comparisons of time efficiency with and without the boosting scheme for different 
sizes of images (unit: Sec) 

 

512×512 pixels  1024×1024 pixels 

with 
boosting 

without 
boosting 

Ratio 
with 

 boosting 
without 
boosting 

Ratio 

Total 
time 

13.06 114.05 8.73 131.38 1660.8 12.64 

 
Two image sizes of 512×512 and 1024×1024 pixels were used to verify the time 

efficiency of the proposed boosting scheme. As shown in Table 1, comparisons of 
time efficiency are performed under the situations of using the boosting scheme or 
not. The time efficiency is improved by a factor of 8.73 for 512×512 pixels and 12.64 
for 1024×1024 pixels, respectively, indicating the feasibility of the proposed boosting 
scheme. 

To verify the robustness against rotation attack, one duplicated region with rotation 
angles of 90 degrees and 180 degrees, as shown in Fig. 4 and Fig. 5, respectively, 
were performed. Clearly, the tampered region can be successfully detected by the 
proposed method, indicating the effectiveness of the proposed method. 
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Fig. 4. Result of detecting duplicated region with a rotation angle of 90 degree; (a) original 
image, (b) forgery image of (a), and (c) result of duplicated region detection 

 

Fig. 5. Result of detecting duplicated region with a rotation angle of 180 degree; (a) original 
image, (b) forgery image of (a), and (c) result of duplicated region detection 

4 Conclusions 

In this paper, we have presented a novel method to detect copy-move image forgery 
based on a boosting scheme and the SVD method. The boosting scheme comprises an 
estimation of dark channel, histogram equalization and grayscale layering. The time 
efficiency can be greatly improved by a factor of 8.73 for the image of 512×512 
pixels and 12.64 for the image of 1024×1024 pixels, respectively, when the boosting 
scheme is applied. Due to the inherently rotation-invariant feature of the SVD 
method, large angle rotation of tampered region can be successfully detected, 
indicating the feasibility of the proposed method. 
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Abstract. Based on integer wavelet transform (IWT), the author uses the 
radius-weighted mean (RWM) and proposes a robust color image watermarking 
scheme. More specifically, by employing the Euclidean distance of the RWM 
and mean, a watermark (or copyright logo) is effectively embedded into the 
low-low subband of the IWT domain. Experiments confirm that the marked 
images generated by the proposed method are robust against manipulations 
such as JPEG, JPEG2000, color quantization, noise additions, cropping, (edge) 
sharpening, and so on. In addition, the resultant perceived quality is good and 
the payload is not bad while our peak signal-to-noise ratio (PSNR) is better than 
existing techniques.  

Keywords: Robust digital watermarking, radius-weighted mean, IWT domain. 

1 Introduction 

Due to the ubiquitous broadband services and fast information retrieve services, it is 
convenient for people to share their resources and surf on the internet. However, data 
can be tampered with and eavesdropped during transmission. In addition to 
encryption/decryption systems, data hiding techniques play an alternative option to 
protect intellectual property right, content authentication, copy control, and copyright 
protection [1-3]. In general, color images are more attractive than gray-level ones for 
human being. Namely, color images are popular for people and commonly circulated 
around the world. Therefore, several researchers have presented data hiding 
techniques for color images [4-6]. Based on the particle swarm optimization and k-
nearest neighbor algorithm, Findik et al. [5] suggest a novel digital watermarking for 
color images. Simulations indicated that the resultant images are robust several image 
process operations. Niu et al. [6] presented a color image watermarking scheme based 
on support vector regression and nonsubsampled contourlet transform. One major 
merits of the scheme is the robustness of against geometric distortions. However, the 
aforementioned papers provide a limited payload size. This shortcoming may prohibit 
their functionality. For example, it is not feasible for the above two schemes if a 
watermark of size is larger than 4,096 bits. 
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In this paper, the author proposes a robust digital watermarking for color images by 
applying the Euclidean distance of RWM and mean to the low-low (LL) subband of 
IWT domain. The rest of the paper is organized as follows. First, the radius-weighted 
mean (RWM) is briefly specified in Section 2. The process of bit embedding and bit 
extraction for the proposed method is described in Section 3. Experimental results are 
demonstrated in Section 4. Finally, a conclusion is summarized in Section 5. 

2 Review of RWM 

The RWM is a special kind of point originally introduced to register shapes [7-8]. 
Thereafter, the RWM has been used to generate economic block truncation coding 
(EBTC) for real-time compression [9]. Subsequently, the RWM has been applied for 
colour images quantization and data hiding [10-11]. Let 

},...,2,1|),,{( MNibgrS iii ==  be a RGB colour system. The RWM ),,( bgrR ′′′=  
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3 The Proposed Method 

An input image is first decomposed to the IWT domain by the following two 
formulas: 
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where kjd ,  and kjs ,  are the kth high-frequency and low-frequency wavelet 

coefficients at the jth level, respectively [12]. Then, data bits are embedded into the 
host blocks which derived from the LL-subband of the IWT domain. The  x  is a 

floor function. 
Two rules, namely, primary-rule and secondary-rule, are used to determine whether 

a host block can hide a data bit. Specifically, if a host block satisfies either of the two 
rules, then a data bit is embedded into the block, otherwise, the block would be 
skipped. Note that the skipped blocks contain no data bit. The specifications of the 
primary-/secondary-rule are described in the following subsections. 

3.1 The Primary-Rule 

Without loss of generality, let { } 12

0
),,( −

=
= n

kkjkjkjj bgrP  be the jth block of size n×n 

taken from the LL-subband of IWT domain. Also let 
{ }jljljlj PpOROpp ∈<=Ω  ||,|||| ||| 1 τ  and { }jmjmjmj PpOROpp ∈≥=Ω , ||||||||| 2 τ  be the 

two subsets of Pj with ,21 Ω∪Ω=jP  where τ is a control parameter. The ||P|| Oj  

represents the Euclidean distance of jP  and O, and OR  represents the Euclidean 

distance of O and R. If an input bit is 1 and |||| 21 Ω>Ω , then do nothing, which 

meaning the block “carries” data bit 1; otherwise, we repeatedly decrease mjp  by the 

λ value each time until either |||| 21 Ω>Ω  or times η is encountered. Both η and λ are 

two integers. Conversely, if an input bit is 0 and |||| 21 Ω≤Ω , then do nothing, which 

meaning the block “carries” bit 0; otherwise, we repeatedly increase ljp  by the λ 
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value each time until either |||| 21 Ω≤Ω  or η times is encountered. Notice that if a 

block fails to satisfy the primary-rule, then the secondary-rule is subsequently applied 
to this block. 

3.2 The Secondary-Rule 

Let CCPj
~ˆ ∪=  be the host block with 0,2,4,6,8}  |){(Ĉ == i,b,gr ijijij  and 

,1,3,5,7} |){(C
~ == t,b,gr tjtjtj  as shown in Fig. 1 when n=3. Also let xOR ||||  and 

dOR ||||  be the Euclidean distances of O and R that computed from two subsets Ĉ  

and ,
~
C  respectively. If an input bit is 1 and dx OROR |||||||| > , then do nothing, which 

meaning the block “carries” data bit 1; otherwise, we repeatedly increase Ĉ  by the λ 
value each time until either dx OROR |||||||| >  or times η is encountered. Conversely, 

if an input bit is 0 and dx OROR |||||||| < , then do nothing, which meaning the block 

“carries” bit 0; otherwise, we repeatedly increase C
~

 by the λ value each time until 
either dx OROR |||||||| <  or η times is encountered. Finally, if a block fails to satisfy 

the secondary-rule, then the block is marked as a skipped block. 

 
(r0jg0jb0j) (r1jg1jb1j) (r2jg2jb2j) 

(r3jg3jb3j) (r4jg4jb4j) (r5jg5jb5j) 

(r6jg6jb6j) (r7jg7jb7j) (r8jg8jb8j) 

Fig. 1. A 3×3 block taken from the LL-subband of IWT 

3.3 Bit Embedding 

The major steps of bit embedding are specified as follows: 

Step 1. Input a host block H from the LL-subband of IWT domain. If the end of input 
is encountered, then proceed to Step 5. 

Step 2. If H satisfies the primary-rule, then Set 0 to the corresponding position of the 
block map B, and repeat from Step 1. 

Step 3. If H satisfies the secondary-rule, then Set 1 to the corresponding position of 
the block map B, and repeat from Step 1. 

Step 4. Set mark 2 to the corresponding position of the block map B, and return to 
Step 1. 

Step 5. Stop. 
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To further promote security and help the decoder to extract the hidden watermark, the 
block map B, the RWM, the mean, λ, and η are sent to the receiver by out-of-bound 
transmission. 

3.4 Bit Extraction 

The process of bit extraction is much simper than that of bit embedding. Let 

{ } 12

0
),,( −

=
= n

kkjkjkjj bgrQ  be the jth hidden block taken from the LL-subband of IWT 

domain, which derived from a marked image. Also let 
{ }jljljlj QqOROqq ∈<=Ω′  ||,|||| ||| 1 τ  and { }jmjmjmj QqOROqq ∈≥=Ω′ , ||||||||| 2 τ  

be the two subsets of Qj with .21 Ω′∪Ω′=jQ  In addition, let jjj CCQ
~ˆ ∪=  be the 

hidden block with  0,2,4,6,8}  |){(ˆ == i,b,grC ijijijj  and ,1,3,5,7} |){(
~ == t,b,grC tjtjtjj  and 

xOR ||||  and dOR ||||  be the Euclidean distances that computed from two subsets jĈ  

and jC
~

, respectively. The major steps of bit extraction are specified as follows: 

 

Step 0. Read in RWM, mean, λ, η, and the block map 
}.2/,2/|{ nNjnMibB ij <<= . 

Step 1. Input a hidden block, say the jth hidden block, from the LL-subband of IWT 
domain. If the end of input is encountered, then proceed to Step 5. 

Step 2. If both conditions of |||| 21 Ω′>Ω′  and the corresponding mark bij=0 are 
satisfied, then data bit 1 is extracted; otherwise, data bit 0 is extracted, and return 
to Step 1. 

Step 3. If both conditions of dx OROR |||||||| >  and bij=1 are satisfied, then data bit 1 is 
extracted; otherwise, data bit 0 is extracted, and return to Step 1. 

Step 4. If bij=2, then return to Step 1. 
Step 5. Stop. 

4 Experimental Results 

Several 512×512 color images were used as host images. Each RGB pixel of the 
host images is represented by 24 bits, 8 bits per component. A binary watermark 
of size 70×70 was used as test data. The marked images generated by the 
proposed method are depicted in Fig. 2. From the figure we can see that the 
perceived quality is good. Apparently, no false colors exist in the figure. Their 
PSNR and payload are 49.89 dB/4,787 for Lean, 46.03/4,900 for Jet, 41.72/4,900 
for Baboon, 48.01/4,513 for Peppers, 38.76/4,900 for Splash, and 47.25/4,263 for 
Couple, respectively. Figure 3 shows the PSNR and payload generated by the 
proposed method using various τ in host images. It can be seen that the PSNR and 
payload for images: Peppers and Couple are slightly inferior to those for other 
four images.  
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To demonstrate the robustness of the proposed method, the marked images are 
tested by a variety of attacks. The extracted watermarks and their bit correct ratio 
(BCR) are given in Table 1. The tested marked image is generated by the 
proposed method using τ=5, η=11, and λ=1, respectively, on image Lena. The 
PSNR is defined by  

MSE
PSNR

2

10
255

log10×=        (10)

 

(a) (b) 

(c) (d) 

(e) (f)  

Fig. 2. The marked images generated by the proposed method using various τ in host images. 
(a) Lena (τ=5), (b) Jet (τ=4), (c) Baboon (τ=25), (d) Peppers (τ=12), (e) Splash (τ=9), and (f) 
Couple (τ=2). 
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Fig. 3. The PSNR and payload generated by the proposed method using various τ in host 
images 
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where iw  and iw~  represent the values of the original watermark and the extracted 

watermark respectively, as well as the size of a watermark is .ba ×  The BCR for an 
extracted watermark is 100% if a marked image is not manipulated. Table 1 shows 
that most extracted watermarks are recognized. Notice that the extracted watermark is 
still recognizable when the marked image was compressed by JPEG2000 with a 
compression ratio (CR) of 110. Similar performance can be found in the case of JPEG 
compression with quality factor (QF) of 10, which is an approximated CR of 50. 
Figure 4 illustrates the BCR values of the extracted watermarks under attacks: 
JPEG2000 and JPEG with various CR, as well as colour quantized operations. From 
the figure we can find that the larger the CR imposed to the marked images, the less 
the BCRs are obtained. Conversely, the marked images quantized by less number of 
colours, the less the BCRs are acquired by the proposed method. Further,  
Table 1 confirms that BCR with value above 80%, the extracted watermarks are 
recognized. 
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Table 1. The survived watermarks extracted from the marked images which had been 
undergone various manipulations. 

Attacks 
Survived 

watermarks 
Attacks 

Survived 
watermarks 

Null Attack 
BCR = 100% 

Gaussian noise 
(4%) 

BCR =85.57% 
 

JPEG2000 
(CR=110) 

BCR=81.55% 

Winding 
BCR =81.49 % 

 

JPEG (QF=10) 
BCR=83.00% 

Blurring 
BCR=90.14% 

 
Color 

quantization  
(8-color), 

BCR=82.16% 

Sharpening 
BCR=91.31% 

 

Diagonal-cutting 
(50%) 

BCR=63.82% 

Edge 
Sharpening 
BCR=97.92% 

 
Anti-diagonal-

cutting 
(50%), BCR 
=65.39% 

Equalized 
BCR=72.06% 

 

Uniform noise 
(4%) 

BCR =87.12% 
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(a) 

 
(b) 

 
(c) 

Fig. 4. The BCRs extracted from the marked images under various attacks. (a) JPEG2000, (b) 
JPEG, and (c) colour quantization. 
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Performance comparison between the proposed method and existing schemes: 
Findik et al.’s scheme [5] and Niu et al.’s technique [6] is given in Table 2. It can 
be seen that our method provides the largest payload (in bit) among these 
compared methods while the resultant PSNR (dB) is the best. Further, the 
robustness of resisting from JPEG and JPEG2000 attacks for the proposed 
method is superior to that for other two schemes. 

Table 2. PSNR and payload comparison between our method and existing schems 

Images 
Methods 

Findik et al. [5] Niu et al. [6] Our method 

Lena 41.83/4,096 40.57/1,024 44.48/4,900 

Jet 39.63/4,096 - 46.03/4,900 

Baboon 42.76/4,096 41.67/1,024 44.44/4,815 

5 Conclusions 

In this paper, the author proposes a robust watermarking scheme for color images 
based on integer wavelet transform. By using the idea of the Euclidean distance of the 
mean and RWM, the secret bits are effectively embedded into the LL-subband of 
IWT domain. Experimental results indicate that the marked images generated by the 
proposed method are tolerant of manipulations such as JPEG, JPEG2000, color 
quantization, noise additions, cropping, (edge) sharpening, winding, burring, and 
equalized. In addition, the resultant perceived quality is good while both the PSNR 
and payload size are better than existing schemes. To further promote hiding 
capability, we are trying to employ different approach to embed data bits into the LH-
/HL-subband of IWT domain. The work will be our future study. 
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Abstract. In this paper a novel data hiding scheme using least square mapping 
is proposed. The method conceals a k-ary secret digit in n-pixel block in which 
the embedding function with minimum mean square error (MSE) between the 
cover block and the stego-block is searched. The constructions for the proposed 
method in three-pixel block (sphere encoding) under different k are 
demonstrated. Experiment results show that the proposed scheme achieves 
higher embedding efficiency than several reported steganographic schemes. 

Keywords: Data Hiding, Steganography, Information Hiding, Sphere  
Encoding. 

1 Introduction 

Image steganography [1, 2] is the technique about concealing secret data in images. In a 
typical image steganographic scheme, the embedding function is designed for hiding 
secret data in a cover image to form the stego-image. The quality of the stego-image 
must be sufficiently high so as to make it visually indistinguishable from the cover 
image, thereby maintaining the secrecy to the embedded secret data. Given a high-
quality stego-image, an unintended observer will not be aware of the very existence of 
the hidden secret data; however, the authorized recipient can extract the hidden data 
from the stego-image applying the corresponding data extraction function. 

In the past decade many steganographic methods were proposed to hide moderate-
size of secret data under acceptable degree of distortion to the cover image. The least 
significant bit (LSB) substitution methods [3, 4] replace the LSB planes of an image 
with the secret data, and conduct a pixel adjustment procedure to obtain higher quality 
of stego-images. The method is simple and acceptable quality of the generated stego-
images can be obtained. To obtain higher embedding efficiency, many methods taking 
multiple pixels as an embedding unit to hide the secret data were explored. 
Mielikainen [5] proposed an improved LSB matching steganographic method. The 
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method applies a pair of pixels as a unit to carry two secret bits, one in the LSB of the 
first pixel and the other by a function of the two pixel values. The mean square error 
(MSE) in this scheme is 0.375 when the payload is 1 bpp. It is better than LSB 
replacement method in which the MSE is 0.5 under 1.0 bpp payload. In 2006 Zhang 
and Wang [6] proposed a data embedding method by exploring modification direction 
(EMD). The method tries to reduce the amount of alterations to the cover image 
introduced in the embedding process. It embeds a (2n+1)-ary number in n cover 
pixels in which at most one pixel is increased or decreased by 1. Compare with LSB 
replacement hiding technique, the above two methods [5, 6] can obtain better quality 
of stego-images; however, the maximum payloads in the two methods are restrained. 
To embed more data in an image, Chao et al. [7] proposed a hiding method using 
diamond encoding (DE), it embeds a (2k2+2k+1)-ary digit in a pair of cover pixels, 
which makes the application of hiding a large amount of data in an moderately-size 
image possible. In 2012 Hong and Chen [8] improved the DE hiding method and 
proposed the adaptive pixel pair matching (APPM) data hiding scheme, in which a k-
ary (k ≥ 1) number is embedded in each pair of pixels of the cover image. APPM 
conceptualizes a pixel pair as a reference coordinate in 2D space, and searches for a 
stego-coordinate in the neighborhood set connoting the given message digit. The 
method provides more flexibility in the choice about the base of the hidden message, 
and achieves higher quality of stego-images compare with the DE embedding method. 
Both DE technique and AAPM method search for the best embedding solution in 2D 
space, the constraint for the searching space limits the performance of these schemes. 

In this paper a high-payload image steganography technique is proposed, it 
processes n-pixel block as an n-D vector, and a k-ary secret digit is embedded in each 
block. The embedding function is defined as the inner product of the pixel vector with 
a coefficient vector modulo k, and a procedure is designed to find the best embedding 
function that minimizes the MSE between the cover image and the stego-image. The 
remainder of this paper is organized as follows: The details of the proposed scheme 
are presented in Section 2. Experiment results are shown in Section 3, and a brief 
conclusion is made finally in Section 4. 

2 The Proposed Method 

Consider the instance about embedding a secret digit in the k-ary notational system in 
an image block with n pixels, with each pixel is t-bit. The block is represented in a n-
D vector B = [p1, p2, …, pn], where 1 ≤ pj ≤ 2t−1 for j = 1, 2, …, n. Given a coefficient 
vector C = [c1, c2, …, cn], 1 ≤ cj ≤ k−1 for j = 1, 2, …, n, the embedding function for 
hiding a k-ary secret digit in n-pixel block with coefficient vector C is defined below: 

.,...,2,1    , mod  )(mod)()(
1

, nikpckf
n

i
iink =




 ×=⋅=
=

BCBC  (1)

The embedding function evaluates the characteristic value for block B, which is an 

integer in the range from 0 to k−1. The characteristic value )(, BC
nkf  represents for 
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the message carried in block B. According to the value of the secret digit m to be 
hidden and the characteristic value of the cover block B, one of the following two 
embedding rules is conducted to embed m in B: 

(a) If mf nk =)(, BC , do nothing.  

(b) If mf nk ≠)(, BC , an image block D = [q1, q2, …, qn] with characteristic value m, i.e. 

mf nk =)(, DC , is selected as the stego-block to replace B.  

In Eq. (1) the embedding function is defined according to certain coefficient vector 
C, the definitions for valid embedding function and valid coefficient vector are given 
below: 

Definition 1. Let C
nkf ,  be the embedding function for hiding a k-ary digit in n-pixel 

block based on coefficient vector C. C
nkf ,  is defined as a valid embedding function if 

for each integer v in the range from 0 to k−1, there exists an image block vB  whose 

characteristic value is equal to v, i.e. vf vnk =)(, BC . 

Definition 2. If C
nkf ,  is a valid embedding function, then C is a valid coefficient for 

embedding a k-ary digit in n-pixel block. 
Definition 1 indicates that the coefficient vector C should carefully be determined 

to ensure that each message value from 0 to k−1 can be embedded in an image block, 
and promises the correct extraction to the embedded secrets. 

Property 1. Given the embedding function in Eq. (1), there is at least one coefficient 

vector C = {ci}, i =1, 2, ..., n, which forms a valid embedding function C
nkf , . 

Proof: The property can be examined as follows. Let 1 = [1, 1, …, 1] denote the n-
D vector with all elements are set 1, it can be seen that the characteristic value for the 

embedding function 
1

nkf ,  is the sum of the n pixel values of the input block modulo 

k. Let B0 = [0, 0, …, 0] be the image block with all n pixels are 0, and Bi be the new 
block derived from Bi−1 by adding 1 to one of the n pixels in Bi−1. It can easily be 

verified that if ink =)(, B1 , for i = 0, 1, …, k−1, which proves the correctness to this 

property. 
Property 1 shows that there is at least one way to establish the embedding function 

for embedding a k-ary secret digit in an n-pixel block in the proposed scheme. Given 
certain message base k, all of the valid coefficient vectors can be identified through an 

exhaustive search, and the best coefficient vector Ĉ  is selected to construct the best 
embedding function. Before introduce the procedure about finding the best coefficient 
vector, more characteristics about a valid embedding function are examined below. 
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Remind from the above discussion that to embed secret digit m in block B = [p1, p2, 

…, pn], if mf nk ≠)(, BC  then B is replaced by a block D = [q1, q2, …, qn] with 

mf nk =)(, DC . The MSE between the two blocks is evaluated by 

 −=
=

n

i
ii pqMSE

1

2.)(),( DB  (2)

To obtain better quality of stego-image, if there are multiple blocks {D1, D2, …, Dw} 

having characteristic value m, the block D̂  with minimum MSE between it and B is 
selected to be the stego-block: 

)}.,({minargˆ
i

iMSE DBD
D

=  (3)

It can be verified that he embedding error for embedding secret message m in block B 

applying embedding function )(, BC
nkf  is determined by ( )(, BC

nkfm − ) mod k. That 

is, if ( )( 1,1 BC
nkfm − ) mod k is equal to ( )( 2,2 BC

nkfm − ) mod k, then the embedding 

error for embedding m1 in B1 is equal to the embedding error for embedding m2 in B2. 
Let )(ˆ iD  denote the embedding error for embedding m in B when 

ikfm nk =− mod))(( , BC , the error for the proposed embedding function is defined 

below: 

Definition 3. The embedding error for the embedding function C
nkf ,  is evaluated by 

the following equation: 

.)(ˆ)(
1

0
, =

−

=

k

i
nk ifE DC  (4)

The objective function of the proposed scheme is to find the best coefficient vector 

Ĉ  to minimize the embedding error: 

)}.({minargˆ
,

C

C
C nkfE=  (5)

Table 1 lists the best coefficient vector Ĉ  for small values of k and n is set 3 
obtained by exhaustive search, it is entitled as the sphere encoding because the 
searching space for the best solution is in 3D space. 

Based on the above discussion, the process about embedding t-bit secret message 
M in cover image I with size h×w is summarized the following steps: 

Step 1. Select the parameter n, i.e. the number of pixels in a block. 
Step 2. Convert M in a list of k-ary digits M = {m1, m2,…}, where k in the minimum 

integer satisfies the requirement: 

.)/( knwhCeiling ≥×  (6)
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Step 3: Find the best coefficient vector Ĉ  to construct the embedding function Ĉ
,nkf . 

Step 4: Take a secret digit mi from the message list, and take n not-processed-yet 
pixels from the cover image I in scan order to from the cover block B. Embed 

mi in B aforementioned with the embedding function Ĉ
,nkf . 

Step 5. Repeat Step 4 until all secret digits are embedded. The stego-image SI is 
obtained. 

The secret can be revealed from the stego-image SI using the following steps: 

Step 1. Take n not-processed-yet pixels from the SI in scan order to from the stego-

block Di and evaluate the )(
ˆ
, inki fm DC= , mi is exactly the i-th secret digit in 

the secret message. 
Step 2. Repeat Step 1 until all message digits are extracted. The message M can be 

obtained by converting the extracted secret digits into a binary bit stream. 

3 Experimental Results 

The experiments for hiding secret message in three-pixel block (n=3) under various 
message bases k are conducted to evaluate the performance to the proposed scheme. 
The six test images used in our experiments are 8-bit grayscale images with 512×512 
pixels as shown in Fig. 1, and the messages embedded are random sequences 
generated by a pseudo random number generator (PRNG). In experiment I, 400,000 
bits of secret message (about 1.5 bpp payload) are hidden in the cover images, the 

embedding function applied in this test is ]6,2,1[
3,16f . Table 2 summarizes the PSNR 

between the stego-image and the cover image of the proposed scheme and four hiding 
schemes include (1) the simple LSB replacement method, (2) the optimal pixel 
adjustment process (OPAP) method, (3) the diamond encoding (DE) method, and (4) 
the adaptive pixel pair matching (APPM) method, where 2 LSB replacement are 
applied in LSB replacement and OPAP methods, the parameter k is set 2 in DE 
embedding method, and the parameters k=9 and C9=3 are set in APPM method. It can 
be seen that the PSNRs obtained in the proposed scheme are higher than those in the 
four methods, demonstrating the feasibility of the proposed method. Experiment II 
hides 650,000 bits of secret message (about 2.5 bpp payload) in the cover images, the 

embedding function applied in the test is ]13,5,1[
3,41f . Experiment III hides 1,000,000 bits 

of secret message (about 4.0 bpp payload) in the cover images, the embedding 

function applied in the test is ]46,7,1[
3,256f . The comparisons of these two experiments 

with the four hiding schemes are summarized in Tables 3 and 4, in that the proposed 
scheme also exhibits better quality of stego-images than the four hiding schemes. 
Figure 1 show the stego-images of hiding message in cover image ‘Lena’. The PSNRs 
between the stego-images and the cover image are 51.14 dB, 48.31 dB, and 43.12 dB 
when the payloads are 400,000bit, 650,000 bits, and 1,000,000 bits, respectively. 
Figure 2 shows a similar experiment in which the cover image is “Jet”. It can also be 
seen visually that the stego-images obtained in these experiments are with high 
quality. 
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(a) (b) (c) 

  
(d) (e) (f) 

Fig. 1. Six test images 

  
(a) (b) (c) 

Fig. 2. Stego-images of ‘Lena’. (a) Payload=400,000 bits, PSNR = 51.14 dB. (b) 
Payload=650,000 bits, PSNR = 48.31 dB. (c) Payload=1,000,000 bits, PSNR = 43.12 dB. 

  
(a) (b) (c) 

Fig. 3. Stego-images of ‘Jet’. (a) Payload=400,000 bits, PSNR = 51.15 dB. (b) 
Payload=650,000 bits, PSNR = 48.31 dB. (c)Payload=1,000,000 bits, PSNR = 43.13 dB. 
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Table 1. List of the best coefficient vector  for small k when n is set 3 

k 1,2,3 4,5 6-11 12,13 14,15 16-19 20 21-25 26-29 30-31 

 
[1,1,1] [1,1,2] [1,2,3] [1,2,4] [1,2,5] [1,2,6] [1,2,7] [1,3,8] [1,3,9] [1,3,11] 

k 32 33 34 35 36 37 38 39 40 41 

 
[1,4,10] [1,6,15] [1,2,4] [1,11,16] [1,6,9] [1,3,14] [1,6,9] [1,12,18] [1,4,14] [1,5,13] 

Table 2. Comparison of PSNR between stego-image and cover image for 400,000 payload in 
five hiding schemes. (unit: dB) 

Image 2-bit LSB 2-bit OPAP DE(k=2) APPM(C9=3) 
Proposed method 
k=16, C=[1,2,6] 

Lena  45.32 47.55 48.02 49.89 51.14 
Jet  45.36 47.56 48.02 49.89 51.14 
Boat  45.21 47.56 48.01 49.91 51.14 
Elaine  45.31 47.56 48.01 49.89 51.14 
House  45.31 47.55 48.02 49.90 51.14 
Sailboat  45.32 47.55 48.00 49.90 51.14 
Mean  45.30 47.55 48.01 49.89 51.14 

Table 3. Comparison of PSNR between stego-image and cover image for 650,000 payload in 
five hiding schemes. (unit: dB) 

Image 3-bit LSB 3-bit OPAP DE(k=4) APPM(C32=7) 
Proposed method 
k=41, C=[1,5,13] 

Lena 38.76 41.56 43.11 43.95 48.31 
Jet 38.77 41.56 43.12 44.02 48.31 
Boat 38.75 41.55 43.11 43.97 48.31 

Elaine 38.72 41.55 43.14 43.96 48.32 
House 38.65 41.55 43.12 44.05 48.30 
Sailboat 38.73 41.57 43.12 43.96 48.31 

Average 38.73 41.56 43.12 43.98 48.31 

Table 4. Comparison of PSNR between stego-image and cover image for 1,000,000 payload in 
five hiding schemes. (unit: dB) 

Image 4-bit LSB 4-bit OPAP DE(k=10) APPM(C199=37) 
Proposed method 
k=256, C=[1,7,46] 

Lena 31.99 35.01 35.42 36.04 43.12 

Jet 32.07 35.04 35.89 36.05 43.13 
Boat 32.15 35.00 35.50 36.07 43.11 
Elaine 32.04 35.01 35.55 36.06 43,12 
House 32.00 35.05 35.70 36.10 43.13 
Sailboat 32.02 35.00 35.60 36.07 43.13 
Average 32.04 35.01 35.60 36.06 43.12 

Ĉ

Ĉ

Ĉ
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4 Conclusion 

In this paper a high-payload image steganographic scheme is proposed. It processes n 
pixels as a vector in n-D space, and searches for the best embedding function that 
minimizes the error introduced in the embedding process. The proposed scheme with 
three-pixel block (n=3) under various message bases are constructed and illustrated. 
Experimental results show that the proposed scheme has higher embedding efficiency 
than several reported hiding schemes. 
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Abstract. This paper proposed a non-expanding visual sharing scheme. Based 
on probability method, a friendly visual secret sharing result is approached. 
Different from traditional friendly visual cryptography method with block 
expansion characteristic, the proposed method preserve the size of shares. The 
result is also demonstrates in the paper. 

Index Terms: visual secret sharing, transparency, friendly, non-expanding. 

1 Introduction 

Visual cryptography is proposed by Shamir[1]. In traditional visual cryptography 
there are two properties: noisy like shares and pixel expansion step. Noisy like shares 
causes difficult to manage shares. Pixel expansion step causes the size of 
transparencies bigger than original image. There is another visual secret sharing 
approach without expanding method, named random-grid method [6-8]. The method 
also does not need extra code book in generating shares. In 2009, Fang[11] proposed 
a non-expansion visual secret sharing method with reversible property is proposed. 
The properties of the proposed method include security, fast decoding and small share 
size. However, it is not easy to implement (n,r) threshold sharing, access structure 
sharing, and friendly visual secret sharing. This paper proposed a friendly non-
expanded sharing scheme. Although there are only (2,2) examples, it is possible to 
extend to another type of visual secret sharing. 

The rest of this paper is organized as follows. Section 2 reviews the visual 
cryptography. Section 3 describes halftone method. Section 4 describes the proposed 
method. The Experimental results are demonstrated in Section 5. Finally, brief 
conclusions are given in Section 6. 

2 Visual Cryptography 

Visual cryptography was first proposed by M. Naor and A. Shamir [1] when the 
easiest version of producing two noise-like transparencies with each pixel is black or 
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Table 1. Visual cryptography Method Description 

Original 
image 

  corresponding block 
   Stacked 
    Share    Share 1    Share 2 

 

   

   

    

   

3 Halftone Method 

Halftone is the reprographic technique that simulates continuous tone imagery 
through the use of dots, varying either in size, in shape or in spacing. Error 
diffusion[16] is a type of halftoning in which the quantization residual is distributed to 
neighboring pixels that have not yet been processed. The proposed method adopt 
adopts Floyd-Steinberg error-diffusion method to convert grey-value to black-and-
white in order to realize binary VC. The weighting is shown as equation (1). − − 73 5 1   (1)

4 Proposed Method 

There are two phases of the proposed method: encoding phase and decoding 
phase.Before encoding phase, the probability is predefined, based on the predefined 
values, eight basis matrices is generated. It is shown in the encoding phase algorithm. 

 
Encoding phase 

Input : secret image I , host image H1, H2 which size are w×h, all of them are bi-
level images 

Output: shares S1, S2 
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Let A(2,2,2,2,9)= 
 {{{{{1,0,1,1,0,0,1,1,0},{1,1,1,0,0,1,1,0,0}}, 
 { {1,1,0,0,1,1,0,1,0},{1,1,1,1,1,1,0,1,0}}}, 
 {{ {1,1,1,1,0,1,0,1,1},{1,1,1,1,0,0,0,0,1}}, 
 { {0,1,1,1,0,1,1,1,1},{0,1,1,1,0,1,1,1,1}}}}, 
 {{{ {0,1,1,0,1,1,1,0,0},{1,0,1,1,0,0,0,1,1}}, 
 { {0,1,0,0,0,1,1,1,1},{1,1,1,1,1,1,0,1,0}}}, 
 {{ {0,1,1,1,1,1,1,1,0},{1,1,1,1,0,0,0,0,1}}, 
 { {1,1,1,1,1,1,0,1,0},{0,1,1,1,0,1,1,1,1}}}}} 
 
For i=1 to w 
   For j=1 to h 
   p=random select from 1 to 9; 
       if I(i,j)=white then  

c1=1  
else 
 c1=0; 
end if 
if H1(i,j)=white then  

c2=1  
else 
 c2=0; 
end if 
if H2(i,j)=white then  

c3=1  
else 
 c3=0; 
end if 
if A(c1,c2,c3,1,p) =0 then  
  S1(i,j)=white 
Else 
  S1(i,j)=black 
End if 
 
if A(c1,c2,c3,2,p) =0 then  
  S2(i,j)=white 
Else 
  S2(i,j)=black 
End if 
 End for 
End for 
                        ----- end of algorithm 
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Decoding phase 
Users just put the shares overlapped with proper alignment. The secret image will 

be revealed. 

5 Experimental Results 

Two examples of experimental result is shown as in Figure.2 and Figure.3, . Fig.2(a) 
is the secret image, Fig.2 (b1) and (b2) are host images, Fig. 2 (c1) and (c2) are the 
shares, and Fig.2 (d) is the stacked result from Fig.2 (c1) and (c2). Fig 3. 
demonstrates gray-scale image sharing. Fig.3(a) is the secret image, Fig.3 (b1) and 
(b2) are host images, Fig. 3 (c1) and (c2) are the shares, and Fig. (d) is the stacked 
result from Fig.3 (c1) and (c2). Notice, The stego-images are gray-scale image. 

 

    
(a)              (b1) 

    
(b2)               (c1) 

    
(c2)                  (d) 

Fig. 2. Experimental result (a) is the secret image (b1) is host image1 (b2) is host image2 (c1) 
is the share1 (c2) is the share 2 (d) is the stacked image 
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Abstract. In this paper, a single camera and a dual prism are integrated to 
implement a three-dimensional face recognition system. The proposed system is 
implemented on an embedded development platform named UBIKIT6612. A 
dual prism placed in front of the camera is used to simulate human binocular  
vision. We then used the active appearance models (AAM) to find out the 
corresponding feature points and calculate the depth of the face by stereo 
vision. Accordingly, three-dimensional facial model of each member is 
constructed. Facial features extracted from the 3D facial models are used for 
identification. To promote the recognition accuracy, we first exclude most of 
non-members by support vector data description (SVDD), followed by 
conducting a multi-class support vector machines (SVM) for face recognition. 
Experimental results show that the proposed method of the exclusion of non-
members works more efficiently than those of traditional methods. 

Keywords: Three Dimensional Face Recognition, Active Appearance Model.  

1 Introduction 

The progress of biometric authentication has progressed from the traditional RFID 
card to the most popular face recognition nowadays [1]. Most of traditional face 
recognition methods only make a use of single camera, which means that it can only 
capture two-dimensional (2D) images, and is unable to distinguish between a real face 
and a photograph. However, face recognition requires a large amount of computation 
and still relies on PCs now. In contrast, embedded system has rapidly developed over 
these years. Also, the cost of embedded system is much lower than PC. Therefore, we 
hope that we can not only develop a real-time identification but also have a strong 
recognition rate for embedded face recognition system through the method of this 
paper. 

Most of the three-dimensional facial recognition systems use dual cameras at 
different angles to simulate the left and right eyes [2][3]. Through the theory of 
stereo vision, we can obtain the depth of face and reconstruct the 3D face model 
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for identification. However, those methods suffer from three major drawbacks: 1. 
Execution performance of embedded systems is limited, because the CPU usually 
lack for floating point unit. 2. The cost is high; it must bear the cost of two cameras. 
3. Most of the non-members cannot be excluded. In order to exclude non-members’ 
data accurately in the general identification system, it must be trained together with 
non-member information during the training phase to achieve the best classification 
results [4][5]. The members’ data that we usually have in the identification system are 
limited, so the classifier cannot exclude most of non-member data efficiently, that’s 
why we came up with a solution which can solve the three aforementioned 
shortcomings simultaneously. The experimental results show that the proposed 
method of the exclusion of non-members works more efficiently than that of the SVM 
classifier. 

In this paper, the system overview is described in Section 2, while Section 3 
details the methods and techniques. Section 4 presents the experimental results, and 
the conclusion is given in Section 5. 

2 System Overview 

2.1 Embedded Platform 

In this paper, the embedded development platform named Ubikit6612 is used to 
implement the proposed method. There is an Omap3530 ARM Cortex with 600MHz 
on the development board. Fig. 1 shows the layout of the Ubikit6612. 
 

 

Fig. 1. The layout of the Ubikit6612 

2.2 Imaging Device 

Fig. 2(a) is the schematic diagram of the dual prism module. A customized dual 
prism is placed in front of a single camera to simulate human binocular vision. 
According to the refraction of dual prism, two images (left and right) will project on 
the image plane. Fig. 2(b) shows the proposed dual prism module. 
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2.3 Camera Calibration 

To obtain intrinsic and extrinsic parameters of the dual prism module, a calibration 
board is used for the device. The size of the board is mmmm 220180 × . The board 
consists of 9×11 grids, with each square being mmmm 2020 × . In this paper, the 
Matlab camera calibration toolbox is applied to obtain camera parameters [6]. Table 1 
lists the obtained calibration parameters. 

 
(a) 

 
(b) 

Fig. 2. (a) Schematic diagram of dual prism module (b) Dual prism module 

where leftcc _  is the center of the image coordinates of left camera, leftfc _  is the 

focal length after the correction of left part of image. The rightcc_  is the center of 

the image coordinates of right camera, rightfc _  is the focal length after the 

correction of right part of image. The units are mm; the external parameters, 
Rotation  and nTranslatio , are the rotational and translational position of the image 
that the left part of the image relative to the right half on dual prism. 

Table 1. Calibration parameters 

Intrinsic parameters Parameters 
leftfc _  (x , y) = (755.4 , 755.2) 

leftcc _  (x , y) = (188.5 , 99.8) 

rightfc _  (x , y) = (727.4 , 751.8) 

rightcc_  (x , y) = (137.5 , 90.1) 

Extrinsic parameters Parameters 
Rotation  (x , y , z) = (0 , 0 , 0) 

nTranslatio  (x , y , z) = (6.6 , 0 , 0) 
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3 Proposed Method 

This paper proposes a 3D face recognition technique. The processes of the proposed 
system are depicted in Fig. 3. The details of each step are described in follows. 

 

Fig. 3. Block diagram of the proposed system 

3.1 Face Detection 

In this paper, an Adaboost face detection algorithm proposed by Viola and Jones is 
adopted [7]. This method is one of the most widely used algorithms and can achieve a 
high detection rate with fast computation. 

3.2 Facial Features Extraction 

This paper uses the active appearance model (AAM) to detect facial feature points 
[8]. Numerous facial images with marked feature points are used to train AAM. To 
extract significant facial feature points and optimize the model, 68 feature points were 
marked manually, including six points on each eyebrow, five points for each eye, 
twelve points for the nose, nineteen points for the mouth, and fifteen points for the 
face contour. Fig. 4 shows the marked 68 feature points. 

 

Fig. 4. Extracted facial feature points 
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3.3 Depth Calculation 

Stereo vision is a manner similar to human binocular vision that extracts 3D 
information from two different views on a scene. By comparing these two images, 
the relative depth information can be obtained, in the form of disparities. 
According this disparity, we can reconstruct the 3D model. Figure 5 shows the 
schematic diagram of the stereo vision. 

The 3D coordinate ( )zyx ,, projections correspond with coordinates ( )ll yx ′′ ,  

and ( )rr yx ′′ ,  on the image plane. From Fig. 5, we can obtain the relation of the left 

image plane and the right image plane perspective via triangle geometric relations as 
Eq.(1) and Eq.(2). 

 

 

Fig. 5. The conceptual diagram for stereo vision 
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where d is the disparity between lx′ and rx ′ .This depth is used to reconstruct the 

three- dimensional models. 

3.4 3D Feature Extraction 

To diminish the influence of expressions, 12 features that include 4 distance features 
and 8 area features are extracted from the normalized 3D face model (see Fig. 7). The 
four distance features are obtained from four pairs of points (31,46), (36,40), (40,46), 
and (48,49). The distance between feature points a and b is calculated as below. 

 ( ) ( ) ( )222),( zzyyxx babababadis −+−+−=  (4) 

where a and b are feature points in a 3D coordinate ( )zyx ,, . 

The eight area features are obtained from point pairs (31,36,43), (40,43,46), 
(40,48,49), (40,41,48), (41,44,45), (41,42,45), (45,46,49), and (46,48,49). The area of 
the points pair ),,( cba  can be calculated by Heron’s formula: 

 ( ) ( ) ( )CPBPAPPcbaarea −×−×−=),,(  (5) 

where 2/)( CBAP ++=  is the semi-perimeter of the triangle’s perimeter, A=

),( badis , B= ),( cbdis and C= ),( cadis . 

 

Fig. 6. Selected features of the 3D face model 

3.5 Face Recognition 

Due to the fickleness of the huge and unknown information of non-members in face 
recognition system, this paper makes the use of support vector machine and support 
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vector data description [9] to be capable of excluding non-members of face database. 
The following sections describe these two methods 

a. Support Vector Machine 

Support vector machine (SVM) is a popular and robust classifier in classification task. 
The purpose of SVM is to search for the best hyperplane to separate patterns into two 
classes. Fig. 7 is a schematic diagram of hyperplane. In order to avoid patterns can’t 
be linearly separated by the optimum hyperplane, a nonlinear kernel function, radial 
basis function (RBF), is adopted to map the original vectors to a higher dimensional 
space. The decision function of classification for a new pattern x  is defined as 
follow: 
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where l is the number of support vectors, 
iα  is the Lagrange multiplier. 

iy  is the 

corresponding target, ix  is the support vector, and σ  is the band width of the RBF 

kernel function. In this paper, a multi-classes SVM is applied for emotional 
classification. ( ) 2/1−× nn one-against-one (OAO) SVMs are implemented, in which, 

n is the number of member. In this paper, the multi-class SVM is implemented by the 
LIBSVM [10]. The grid search method and 5-fold cross validation is performed to 
find the best parameters for SVMs. 

Fig. 7. Schematic diagram of hyperplane 

b. Support Vector Data Description 

The SVDD was inspired from the support vector machines. It is able to find all of the 
covered training data and has a minimum volume (or minimum radius) of the best 
hypersphere. It can also calculate a decision boundary with a set of the surrounding 
training data in order to make the right description. Fig. 8 shows the schematic 
diagram of hypersphere. In this paper, the SVDD is applied for face recognition, and 
are implemented by LIBSVM [10]. 
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4 Experimental Results 

The proposed 3D face recognition system was developed by Ubikit6612. The stereo 
face database contains 10 members. Each member has 10 stereo images with different 
expressions and poses. There are 100 stereo images in total. The size of each image is 
320×240 pixels. Fig. 9 shows the stereo images of a member. 

 

 

Fig. 9. Stereo images of a member 

4.1 Measurement of the Execution Time 

The floating-point accelerator (FPA) unit was implemented only in very few ARM 
cores. The floating-point operation instructions are emulated in kernel. It is very 
inefficient when it perform a context switch. In order to improve the efficiency of 
floating-point operation, ARM provided a new application binary interface (ABI) 
called embedded application binary interface (EABI). In this paper, the EABI was 
compiled into the BSP Linux kernel such that improves the overall operation 
efficiency. The execution time for the face detection algorithms in traditional OABI 
and the proposed EABI are measured and listed in Table 2. 

Fig. 8. Schematic diagram of hypersphere 
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Table 2. Performance measure in terms of execution time 

Number of 
Image 

OABI EABI 

1 3.5sec 0.9sec 
10 37sec 9.8sec 

    Since EABI could raise the performance of floating point operation, the execution 
time on the EABI is much fast than those of on the OABI. 

4.2 Face Recognition 

We calculated the accuracy of the proposed method with 5-fold cross-validation. The 
recognition rates are listed in Table 3. We compared our proposed with Sun’s method 
[11]. Sun’s method makes a use of stereo vision to obtain three-dimensional 
information, applying principal component analysis (PCA) for recognition. From 
Table 3, the proposed method obtains better recognition results. 

 
Table 3. Comparison of the recognition results 

Number 
of Image 

Our method Sun 

5 95% 92% 
10 91% 88% 

4.3 Classification Performance Evaluation 

In order to improve the accuracy and security of our facial recognition system, 
excluding non-members data is crucial. To evaluate the capacity to exclude non-
members, the false positive rate is calculated: 

 
TNFP

FP
ratepositiveFalse

+
=    (7) 

where FP  is the number of the non-members incorrectly identified as members, and 
TN  is the number of non-members correctly identified as non-members. The false 
positive rate of our system was lower than those of the SVM, which is shown in  
Table 4. 

Table 4. Comparison of the false positive rate 

Number of 
Members 

Our method SVM 

5 4% 10% 
10 6% 16% 
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4.4 Testing of 2D Image 

Traditional face recognition only uses a single camera to capture images; it is easily 
cheated through a photo. This paper demonstrates that the proposed 3D face 
recognition method can effectively avoid this problem. Fig. 10(a) and 10(b) shows a 
3D face model constructed from a real face and a face photo, respectively. Obviously, 
the constructed 3D face model tends to a plane for a face photo. The total depth of the 
3D model is close to zero. The results illustrate that we can avoid from photo fraud. 

 

 
(a) 

 
(b) 

Fig. 10. 3D face model constructed from (a) a real face. (b) a face photo. 

5 Conclusion 

This paper applied the dual prism module to extract two images of simulated human 
eyes, and then used Active Appearance Models to find out the corresponding feature 
points and calculate the depth of the face by stereo vision. The part of identification 
makes use of the reconstructed three-dimensional facial models to extract the 
triangular area feature and distance feature. We built up the feature vectors and then 
classified them through SVDD and SVM. The experimental results show that the 
proposed method of the exclusion of non-members works more efficiently than the 
method of SVM classifier, and the recognition rate is higher than Sun’s method. 
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Abstract. In this paper, we proposed a robust watermarking worked for 
multiple images and multiple users. This scheme adopted polynomial-based 
image secret sharing, DWT transform, and chaos technique. Secret sharing 
scheme provides better efficient on protecting copyright with multiple users, 
specifically in some situation, we are not easy to recover watermark by all 
participants. In order to verify copyright easier, we use polynomial-based image 
secret sharing scheme to reach a supervised verification. Any two users whose 
owns capability can recover the watermark with the trust authority. The 
experimental result shows that this scheme is efficient and robust. 

Keywords: watermarking, visual cryptography, wavelet transform. 

1 Introduction 

During the last decade, the rapid development of the Internet made life more and 
more convenient. When the Internet goes around us every day, the more digital data 
will be transmitted. However, the security, authentication, and copyright protection of 
digital data, have become an importation issue. About the copyright protection of 
image, the watermarking technique is the popular mechanism and widely used to 
protect image. 

Visual cryptography (VC)-based watermarking schemes were proposed in many 
researches in recent years [2,3,6]. By VC-based algorithm, it can achieve large 
embedding capacity, and share a secret image between multi users with meaningless 
when only one image. However, Liu [4] points out the robustness of traditional VC-
based algorithms are not stable enough, therefore, they adopt some techniques to 
enhance the robustness by transform domain technique, chaotic technique and noise 
reduction. The main contribution of the Liu’s scheme is it can deal with multiple 
images and multiple users. For secret, it’s an ideal assumption that a key is stored 
dispersedly in difference places and difference user. In real life, it may be really 
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3 Proposed Method 

The proposed method has three parts which include key generation, embedding and 
extraction. 

First, the users want to protect the copyright of  images. Trust authority generates 
 key images by polynomial-based image secret sharing scheme. In embedding, trust 

authority calculates with watermark,  images and  key images by XOR operation. 
Finally gets a secret share  and store it in trust authority. Users will get   keys (if 
the numbers of user are ) from trust authority. After embedding, trust authority 
publishes all images on Internet. Illegally users on Internet will modify or attacks 
these images. In extracting, users get all attacked images and enough number of key 
images, and then can success recover the watermark from the trust authority. 

The extracting algorithm of some VC-based watermarking schemes needs all the 
key images of users to recover the watermark, such as [4]. In the proposed scheme, 
the extracting can recover the watermark just at least two users. It can recover easily 
but still suit supervised working, in other words, only one user will not work it 
successfully. If the number of user is , we can decide how many users can recover 
watermarking successfully. The range of t is 2 to , which is the maximum of users. 

When users extracting watermarking, the proposed scheme does not require 
original image, and can uses the attacked images to extract watermark. Therefore, it 
has the blindness property for watermarking criteria, and extracting also is not 
required other storage for the original images. 

3.1 Key Generation 

In this part, users have to decide the number of all candidate , that is, who has the 
part of key. The second step is to decide the number of threshold  Extracting 
operation only worked when the number of users reached the threshold  The Figure 
3 shows the key management by polynomial-based secret sharing.  

 

 

Fig. 3. Key management by polynomial-based secret sharing 

Polynomial-based secret sharing 

Key 1 
Key ………
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3.2 Embedding 

In this section, we will obtain the secret image by calculate with original image, 
watermark and the key of users. The key of users must include all users. We will 
describe the method by the following six steps. 

All parameter as following:  images  to  ,  users, watermark image . 

1. In order to get feature image of original image, we use 2-levels DWT. Processing 
images by two steps DWT , and obtain  image of each original images. 

2. Convert the obtained  images into binary images. Our scheme will use 128 as 
the default threshold. 

3. Change watermark into chaotic image by applying torus automorphism with  (user decide). 
4. Combine all keys to obtain a correct key image which can represent all candidates 

by polynomial-based secret sharing scheme. 
5. Deal with , watermark, correct key, the XOR operation is adopted to obtain the 

secret image . 
6. Release all original images for internet.  

The flow chart of the embedding part is show in Figure 4. 

 

 

Fig. 4. Embedding procedure 

3.3 Extracting 

System will extracting watermark from attacked image, secret image and key of users. 
The numbers of key must conform the threshold which decided in embedding 
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All parameter as following: attacked images, the secret image  and the key of users. 

1. Using 2-levels DWT. Processing images by two steps DWT, and obtain  
image of each attacked images. 

2. Convert the obtained  images into binary images. In our scheme, will use the 
128 as the default threshold. 

3. Obtain key images from users, and generate the correct key by polynomial-based 
secret sharing scheme. 

4. Deal with , correct key and secret image , do XOR operation to obtain the 
attacked watermark. 

5. Inverse operation of torus automorphism is adopted to recover watermark. 
6. Reducing the noise and improve visual quality on extracted watermark. 

The flow chart of the extracting is show in Figure 5. 

 

 

Fig. 5. Extracting procedure 
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4 Experimental Results 

In our simulation, we using an example to show this algorithm can work well. 
Parameters are all described as below. We use Lena as the protected image, name of 
our university abbreviation NCYU by handwriting, number of key image(users) are 
two, the output secret image as . And after extracting, we will recover watermark 
image successfully. The experimental result is listed in Figure 6. 

 

  
(a) original 

image 
(b) 

watermark 
(c) key 1 (d) key 2 (e) secret 

image 
(f) extracting 
watermark 

Fig. 6. Experimental results, (a) original image, (b) watermark, (c) and (d) key images calculate 
from Key generation, (e) secret image, (f) extracting watermark 

About the robustness of our scheme, we use well-known attacks to simulate some 
situations. The attacks include blurring attack, sharpening attack, scaling attack, 
cropping attack, distortion attack. Attacked image and extracted watermark are listed 
in Figure 7. The results shows our scheme still recover successfully after attacks. 

 

  

  

(a) 
blurring 

(b) 
sharpening 

(c) 
scaling 

(d) 
cropping 

(e) 
distortion 

(f) 
error image 

Fig. 7. Attacked images and corresponding extracted watermarks. (a) blurring attack, (b) 
sharpening attack, (c) scaling attack, (d) cropping attack, (e) distortion attack. (f) error image. 

Compare to other schemes, we don’t need all the users who has the key image, it’s 
easier to apply in the real life. The threshold k in extracting can adjust by any 
situation. The comparison with some papers is shown in Table 1. 
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Table 1. Comparison of our scheme with others 

 Ours [4] [8] 
Robustness   
Blindness   
Security   
Multiple users   
Multiple images   
Adjust threshold   

5 Conclusion 

In this paper, we proposed a watermarking scheme, which has robustness and security 
properties. We use the polynomial-based secret sharing scheme to improve the user 
participate management. This scheme can reduce the number of user who has key to 
recover watermark that much easier to verify the copyright. Additionally, also can 
deal with multiple images and multiple users, not limit in one to one relationship.  
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Abstract. Multimedia information, especially images, has been consumed in 
people’s daily life. Due to the restriction of consumer electronics, people 
capture, share, and see images of low-dynamic range (LDR) on digital platform. 
LDR images are represented with size of 8, 10 and even 12 bits for each color 
channel of RGB format. Compared with range of LDR, the human visual 
system can distinguish more colors at a given brightness. Herein, high-dynamic 
range (HDR) imaging, representing each color channel with size of 32 bits, has 
become a welcome revolution. With the development of technology and pursuit 
of quality, HDR imaging is a new trend to research in academia and industry. 
Naturally, it will come with the issues of security to protect HDR images. 
However, HDR images compared with common LDR images are new encoding 
format, it needs specific method for processing. In this paper, the tailor-made 
encryption scheme is proposed to encode LogLuv format HDR images for 
guaranteeing confidentiality while format-compliance is achieved. 

Keywords: high dynamic range, LogLUV, image encryption. 

1 Introduction 

Multimedia information, especially images, has been consumed in people’s daily life. 
With the rapid development and convenience of networks, we are surfing, obtaining 
and transferring varied multimedia via the Internet. Consequently, there are security 
issues worthy to concern about such as confidentiality, authentication, etc.  

Due to the restriction of consumer electronics, the monitor or projector can only 
display images of low-dynamic range (LDR). LDR images are represented with size 
of 8, 10 and even 12 bits for each color channel of RGB format. It is difficult to cover 
the gamut of human’s vision because the human visual system can distinguish more 
colors in the real world than the display of LDR images.  
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Fortunately, high-dynamic range (HDR) imaging formats [1, 5, 11, 12] have 
already been developed. The HDR format is more accurate than LDR to display such 
that the darkest area as shadow and brightest area as sunlight in HDR images are 
possible. In HDR imaging, the raw format is 32-bits for each color channel R, G, B 
and totally 96-bits. The size of raw HDR format is comparatively huge, therefore we 
are used to adopt other fewer bits HDR format such as LogLuv [5], RGBE [11, 12], or 
OpenEXR [1] instead.  

Nowadays, the hardware of monitor and projector cannot still display HDR 
images. To the end of displaying HDR images on current consumer electronics, HDR 
images are needed to transform by tone-mapping operator (TMO) [2, 3, 8, 10]. The 
TMO is a process that transforming HDR images into LDR images. In such a way, we 
can see the images in LDR with reserving the detail of dark and bright areas. While 
HDR imaging has become a new trend in academia and industry, it comes with the 
issues of security including confidentiality. In recent years, there is more and more 
attention drawn for image encryption [4, 6, 8, 13]. However, these schemes for 
encryption are suitable only for LDR images, not applied on HDR images directly. In 
this paper, the HDR tailor-made encryption scheme is proposed to encode LogLuv 
images for guaranteeing confidentiality while format-compliance is achieved.  

The rest of this paper is organized as follows. The LogLuv HDR format is 
introduced in the next section. The proposed encryption scheme for HDR images is 
described in Section 3. The experimental results are demonstrated in Section 4. 
Finally, Section 5 gives the conclusions. 

2 Related Work 

For LogLuv format HDR images, the LogLuv format is an official part of the Tagged 
Image File Format (TIFF) specification [14]. In TIFF image file structure, it is mainly 
consist of an image file header and certain of image file dictionary (IFD) as shown in 
Fig. 1. 

Each tag in IFD records varied information defined by TIFF, including width, 
length, format such as LogLuv, compression and some other information. Some 
specific tags record the offset of the specific data blocks. The data blocks are used to 
record the values of compressed LogLuv format for a HDR image. The stored values 
are particularly compressed by SGILog [17] which is similar to run-length encoding 
(RLE). 

After HDR images generated by capture devices, each pixel value in HDR images 
is recorded with the size of 96 bits and finally stored in 32-bits LogLuv format to 
decrease space consuming. 96-bits format and LogLuv format are shown in Fig. 2 and 
Fig. 3, respectively. 

The process from 96-bits floating point format to 32-bits LogLuv format is shown 
in Fig. 4. The RGB color system is converted sequentially into CIE XYZ color 
system, CIE (x,y) color system, CIE ( , ) color system and, finally, LogLuv. The 
transform function in each color system is shown below. 
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RGB color system to CIE XYZ color system:  

 = 0.497 0.339 0.1640.256 0.678 0.0660.023 0.113 0.864 RG   

CIE XYZ color system to CIE (x,y) color system:  

 = /( + + )  

 = /( + + )  

CIE ( , ) color system to CIE ( , ) color system:  

 = 4 ∗ /(−2 ∗ + 12 ∗ + 3)  

 = 9 ∗ /(−2 ∗ + 12 ∗ + 3)  

CIE ( , ) color system to LogLuv format:  

 = 256(log ( ) + 64)   

 = 410 ′   

 = 410 ′   

Through the transform function mentioned above, we obtain Le, Ue and Ve values. 
However, before storing those Le, Ue and Ve values in TIFF image file, there is a 
lossless compression process like run-length encoding called ‘SGILog’.There is a 
string value ‘AAAABCDEDDDGG ’, for instance. The string value after SIGLog 
encoding is converted to ‘82A4BCDE81D80G’ in which ‘82’, ‘4’, ‘81’, ‘80’ are 
regarded as length and ‘A’, ‘BCDE’, ‘D’, ‘G’ as run. In length of ‘82’, ‘4’, ‘81’, ‘80’, 
all values are represented by hexadecimal. If length  is smaller than 80 , it 
means there are  different symbols sequentially. If length  is equal to or 
larger than 80 , it means there are ( − 7 )  the same symbols sequentially. 

After SGILog compression process, the data is stored in TIFF image file. The 
compression process is shown in Fig. 5. After the LogLuv format color values are 
compressed by SGILog compression as RLE, the compressed LogLuve format color 
values are stored into specific data block. 

In order to encrypt HDR images without destroying the original TIFF image file 
structure, the proposed encryption scheme is tailor-made for confidentiality and 
simultaneously achieving format-compliant. From those information mentioned above 
about LogLuv format and TIFF, we will demonstrate the proposed scheme in the next 
section. 
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…

…

 

Fig. 1. TIFF image file structure 

 

Fig. 2. 96-bits floating point format: 32bits for R, G and B 

 

Fig. 3. 32-bits LogLuv format: 16-bits for Le and 8-bits for Ue and Ve 

 

Fig. 4. The processes from 96-bits floating point format to 32-bits LogLuv format 
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Fig. 5. Compressing and storing process  

3 Proposed Scheme 

Different from the tradition encryption such as DES, 3-DES, and AES [10] that 
generating a secure enough file but unreadable in normal decoding toolkits, we aim at 
generating a secure image file and simultaneously meet format-compliance that 
people can see the encrypted image as usual but look like noise. In this section, 
we will propose tailor-made encryption to meet format-compliant and provide the 
confidentiality of LogLuv HDR images. 

To the end of format-compliance, the LogLuv format values which are compressed 
in TIFF file should be firstly obtained from data block and recovered those values as 
uncompressed. After obtaining the uncompressed LogLuv format values, the values 
are disturbed by the well-defined stream cipher [10]. After that, the encrypted LogLuv 
format values are re-compressed by SGILog encoding and then re-stored to the data 
block. Some definitions are given below and shown the overview of encryption in 
Fig. 6. : An image of LogLuv format HDR   : Compressed values of LogLuv format  ′: Compressed and encrypted values of LogLuv format  (∙):  A function of SGILog compression encoding (∙):  A function of SGILog compression decoding 
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: Uncompressed LogLuv format  ′: Compressed LogLuv format by SGILog encoding.  
 
As following, we will give an account for the encryption process of Fig. 6. 

Assuming there are ×  uncompressed LogLuv format values and generally the 
total number ×  is as the same size as HDR image P. F(i,j) is denoted each pixel 
of HDR image P and ( , ), ( , ) and ( , ) represent ,  and  of 

( , ) where ∈ {0, 1, … , − 1} and ∈ {0, 1, … , − 1}.  
In the encryption process, after obtaining uncompressed LogLuv values, we focus 

on disturbing the values by stream cipher and the flowchart of encryption are shown 
in Fig. 7.  

Assume that a stream consisted of ,  and  of pixel values sequentially, i.e., (0,0) (0,0) (0,0) (0,1) (0,1) (0,1) … ( − 1, − 1) ( −1, − 1) ( − 1, − 1). 
The following operations should be done. 

Step 1: To generate the random bit stream used for stream cipher, give the logistic 
chaotic map [13] = 4 (1 − )                       (1) 

where  is a given initial condition. Note that for randomness, after thousands of 
iterations the chaotic function is stable and, thus, the generated random numbers are 
used. 
Step 2: After , , …  , ×  are generated from Eq. (1),   as a section key (1 ≤≤ × ) is derived.  

The values should be restricted by a specific size for encryption in this step. Let 
 and  be integer numbers larger than log 65536 +1 and log 256 +1. 

And let ℎ , and ℎ  (1 ≤ ≤ × )be the values used to limit the length of 
numbers generated by Eq. (2) and Eq. (3).  ℎ = ( × 10 , 65536)                       (2) ℎ = ( × 10 , 256)                        (3) 

Step 3: After Step 2, the pixel values for ,  and  are encrypted here. All 
values of (i,j), (i,j) and ( , ) are regarded as bit stream and so are ℎ  and ℎ ( = × + + 1). The ( = ,  and ) is denoted the bit stream of ,   . ℎ ( = , ) is denoted the bit stream generated from Eq. (2) 
and Eq. (3). ( = ,  and ) is denoted the bit stream after XOR-operation of 

. The stream cipher operations are done by the following where the operator is bit-
wise excusive OR. 

( , )⨁         ( , )⨁( , )⨁                            (4) 
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Among Eq. (4), = × + + 1, ∈ {0, 1, … , − 1} and ∈ {0, 1, … , − 1}. 
Then all the disturbed LogLuv format pixel values are re-compressed by SGILog 

encoding again and re-stored to data block. In such a way, the encrypted HDR image 
of LogLuv is format-compliant and, thus, viewed as noise-like. 

In the decryption phase, the operations are similar to those of encryption. Assume 
the recipient has the initial condition , do Steps 1-3 by utilizing the encrypted ,  and  to calculate with ℎ , ℎ  and ℎ  by XOR-operation. The encrypted 
HDR image will be recovered.  

 

Fig. 6. Overview of the proposed encryption processes 

 

Fig. 7. The main operations of encryption/decryption process  

4 Experimental Results and Discussion 

For our tailor-made encryption scheme, the experimental results and discussion are 
shown as following. We will demonstrate the experimental results by achieving noise-
like images. In our experimental process, we are using the free C++ IDE, ‘Dev-C++,’ 
for coding on Intel core i3 CPU at 3.30GHz. The experimental results are displayable 
by Photoshop. Herein, our experimental result images are captured by Photoshop. 
Table 1 lists our tested HDR images and relevant data. There are three experimental 
results shown in Fig. 8-10 and each serial number (a), (b) and (c) is represented for 
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original image, encrypted image and decrypted image, respectively. By the encrypted 
image, we can see the HDR image via Photoshop software, it represents the encrypted 
HDR image meets format-compliant. And after decryption with the same key, we will 
recover to the original HDR image. The execution time for encryption and decryption 
are show in Table 2. 

Table 1. List of the HDR image in the test database 

Image Source  Size 
Dani_cathedral [15] 1024 × 767 
Nave [15] 480 × 720
Platonics [16] 1024 × 768 

 

   

(a): The HDR image 
‘Dani_cathedral’ 

(b): Encrypted HDR 
image  

(c): Decrypted HDR 
image  

Fig. 8. The encryption and decryption results for the HDR image ‘Dani_cathedral’ of ref [15] 

  

(a): The HDR image 
 ‘Nave’ 

(b): Encrypted HDR 
image  

(c): Decrypted HDR 
image  

Fig. 9. The encryption and decryption results for the HDR image ‘Nave’ of ref [15] 
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(a): The HDR image 
 ‘Platonics’ 

(b): Encrypted HDR  
image  

(c): Decrypted HDR 
image  

Fig. 10. The encryption and decryption results for the HDR image ‘Platonics’of ref [16] 

Table 2. The encoding time and decoding time for the proposed scheme 

Image Size En. 
time 
(ms) 

De. 
time 
(ms) 

HW Prog. 
tool 

Display  
tool 

Dani_ 
cathedral 

1024× 767 
34 32 Core i3 

3.3GHz 
Dev-
C++ 

Photoshop 

Nave 480× 720 
14 16 Core i3 

3.3GHz 
Dev-
C++ 

Photoshop 

Platonics 1024× 768 
36 35 Core i3 

3.3GHz 
Dev-
C++ 

Photoshop 

 
In our experimental results, we achieve security and format-compliant and show the 

relevant experiment data. The HDR images are security for looking noise-like after 
encryption and are recovered as the same as original images after decryption. By those 
experimental results captured by Photoshop, simultaneously, the encryption meets the 
format-compliant. Finally, the relevant experiment data are shown in Table 2. 

5 Conclusions 

To display widely range for illumination and colors, the HDR images are essential 
and weighty for human in the future. In this paper, we propose tailor-made encryption 
scheme for HDR images. And as our best knowledge, this paper is the first attempt to 
provide the confidentiality of LogLuv HDR images. After encryption, the HDR 
images are visually meaningless but still format-compliant. The experimental results 
tells that the proposed scheme does work. 

Acknowledgment. This work was partially supported National Science Council, 
Taiwan, R.O.C., under contract by NSC 101-2221-E-415-013 and NSC 101-2221-E-
415-022.  
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NBA All-Star Prediction Using Twitter Sentiment 
Analysis 
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Abstract. As Web 2.0 services become more popular, social network analysis 
related research have received more attention. Typically, most Internet users 
contact others through a variety of social media, such as Facebook or Twitter. 
This research explores human behavior by conducting opinion mining on 
Twitter to predict the final voting results of NBA All-Star 2013. The term-
feature model is proposed to filter out noise for enhancing the quality of the 
tweet corpus. Tweenator, an emotion detector, assists to decide whether the 
emotion tag for each gathered article is positive or negative. Two factors are 
counted in this research: the number of tweets and the ratio of positive tweets 
for each candidate player. According to experimental result, the positive tweets 
has direct ratio with the number of votes in the NBA All-Star Game, a result 
suggesting that sentiment analysis is an effective tool for predicting human 
voting outcomes. 

Keywords: Sentiment Analysis, Opinion Mining, Social Network Analysis. 

1 Introduction 

In recent years, multifarious social media services have brought a revolutionary 
change to people’s communicative behavior on the Internet. For example, there are 
more than 200 million tweets published every day on Twitter, one of the most popular 
micro-blogging services. Twitter users are accustomed to posting their subjective 
judgments on events any place any time, and those who endorse or disapprove of the 
ideas respond right away. As these tweets tend to be spontaneous reactions, this type 
of emotional expression is very different from that derived from questionnaires, 
which often restrict ideas and bias people toward opinions. 

Sentiment analysis or Opinion Mining analyzes emotions exhibited in interaction 
content by Natural Language Processing (NLP). Basically sentiment analysis adopts 
distinct technologies to determine the polarity of varying-sized objects, including the 
Document Level, the Sentence Level, and the Phrase Level [1]. Because all tweets on 
twitter are limited in length to a maximum of 140 characters with time stamp [2], 
users need to be concise and focused. Unfortunately, this length restriction causes 
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difficulty in determining content or emotion features. This research, therefore, aims to 
find an efficient method to identify users’ emotions at the sentence level. 

Voicing opinions online has become a popular way for people to participate in 
community life. People seem to especially like to express their opinions when there is 
an important social event going on, like the presidential election, a natural disaster or 
a sports event. Once they post emotional comments on specific events in a social 
media service, it becomes an invaluable opinion source to study the preferences of the 
majority of people. People’s preference opinions can be collected and, then, based on 
influence of these opinions on behavioral patterns, predict the results of the events. 
National Basketball Association (NBA), a professional basketball organization, 
always attracts lots of sports fans. Some of them like to discuss and share game 
results with others in Internet public spaces, e.g. Twitter. This research collects 
discussion contents as an important information source to predict the final voting 
results of NBA All-Star. Two major factors, the number of tweets and the ratio of 
positive tweets, are counted to determine if an all-star candidate is well-liked.  

There are two major reasons to support tracing the distribution of preferences by 
collecting tweets from the Twitter platform: representativeness and popularity. The 
first reason is that the NBA was held in the USA and that most fans of NBA players 
come from the USA. The other is Twitter is one of the most popular social media 
services in America. In addition, Twitter provides API functions that allow social 
science researchers to easily retrieve communication data for opinion mining. 

To enhance the quality of the tweet corpus, a novel term-feature model is proposed 
to filter out noise tweets. Then Tweenator [3], an emotion detector, is adopted to set 
emotion tags on gathered articles to label them either positive or negative. The 
experiment checks the total number of tweets for each NBA player to measure his 
popularity. The positive tweet ratio is also an important index to the support 
percentage of a player. Finally, the experimental result is compared to the final voting 
results of NBA All-Star 2013 to verify the effectiveness of the prediction method 
using data accessed from Twitter APIs. 

2 Literature Review 

2.1 Microblogging 

Microblogging provides a variety of social media services to users for broadcasting 
their views in real-time. These messages often contain spontaneous emotions and 
personal expressions. Most of these messages are limited in length to 200 characters 
or less and, at the document level, present a style very different from that of 
traditional blogs. Twitter is one of the most popular microblogging services in the 
world that produces more than 200 million tweets every day. In general, based on the 
content of messages (or tweets), a post or status update on Twitter can be divided into 
various categories: empty meaning messages account for 40.55%, conversation 
37.55%, retweets 8.7%, self-promotion 5.85%, small advertisements 3.75%, and news 
3.6%.  
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2.2 Sentiment Analysis 

Sentiment Analysis uses such technologies as NLP, machine learning, and data 
mining, to discover emotions from large amounts of online messages posted on some 
specific topics. The term sentiment has been employed in prediction of final results 
since 2001 by Das and Chen [4] when analyzing consumers’ preferences and 
behaviors. Consumers’ comments are collected to measure their preferences for 
specific commercial products in [5]. After 2007, sentiment analysis has been applied 
extensively in other fields to predict human behaviors. For example, Snyder [6] used 
it to estimate a restaurant’s popularity by customers’ comments on food materials and 
the dining atmosphere. Generally, the sentiment polarities of comments are divided 
into three categories: positive, negative and neutral emotions. Wang [7] classifies 
emotion polarities into six classes: anger, surprise, sadness, disgust, fear, and joy. 

2.3 Rank Correlation Coefficient 

Rank Correlation Coefficient (RCC), also named Spearman Rank Correlation, was 
proposed by Spearman [8] in 1904. The metric method reflects the degree of 
similarity between two rankings. An increasing rank correlation coefficient implies 
increasing agreement between rankings. The RCC value, r, is given as Equation (1), = 1 − ∑( )  (1) 

In Equation (1), a sample of size n represents the total number of observed items, 
and the difference di between the ranks of each observation on the two variables is 
calculated. When the value of r is higher than 0.5, it suggests that there is a high 
positive correlation between the observed items. In other words, the lower the r value, 
the lower the correlation between the observed items. When r equals 0, there is no 
relationship between the two variables. Once r is a negative value, it means a negative 
correlation between the two observed variables.  

Table 1. An example of player ranking by the number of votes and related tweets 

Player 
No. of 
Votes 

No. of 
Tweets 

Vote 
Rank 

Tweet 
Rank 

Kobe Bryant  1500 2000 1 1 
LeBron James 1200 1600 2 2 

Ray Allen  1000 1000 3 4 
Jeremy Lin 900 1300 4 3 

 
There are four players in Table (1). The order between players is decided firstly by 

the number of votes, and secondly by the number of tweets. Based on Equation (1), n 
represents 4 players and ∑ is 2. The value of r equals 0.8, which means that these 
two ranking methods have higher correlation. 
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3 Research Method 

The NBA All-Star prediction is proposed as shown in Fig.1. First, in the data 
collection step, the candidates’ lists (50 players) are compiled from the official 
website of NBA All-Star. Then, the Twitter API functions, Streaming API and Search 
API, are used to access and gather all tweets related to these candidates on Twitter. 

In the corpus construction step, both the full-name (FN) and partial-name (PN) of 
the players are chosen to filter out noise tweets. When the FN of the candidates is 
used to retrieve tweets, only a small number of tweets with high relatedness can be 
gathered for candidate players. The frequently-occurring terms in FN tweets form a 
term-feature model, which assists in identifying meaningful terms and in filtering out 
large amounts of poor quality tweets in the PN retrieving process.   

 

Fig. 1. The research processes for NBA All-Star prediction 

In the step of sentiment tag detection, all tweets collected by the FN method are 
passed on to TreeTagger, a well-developed technology since proposed in 1994, to 
check morphological features such as parts of speech (POS). A sentence can be 
divided into independent terms. Each term, with its POS identified and frequency 
marked, is then integrated into the corpus after removing stop words. 

Using the PN and the term-feature model to retrieve tweets can significantly 
reduce noise. All qualified tweets are tagged by Tweenator as shown in Fig. 2. A web 
spider is adopted to collect tweets and pass them on to Tweenator to determine if the 
tweets convey positive or negative emotions. 
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Fig. 2. The sentiment tag setting processes  

4 Experimental Result 

The tweet dataset of All-Star players are collected from the Twitter platform by APIs 
during 2013-01-14~2013-01-26. There are in total 121,589 tweets collected by the FN 
of the candidate players, which in turn form a term-feature model. The goal of the 
term-feature model is to effectively eliminate noise when retrieving related PN 
tweets. In Fig. 3, there is no related tweet queried by the full name of the index No. 
45, 46, 47, and 48 players. Neither is the amount of tweets related to other candidates 
sufficient to support the prediction process. A total of 345,523 tweets eventually pass 
the term-feature model, which is a significant reduction from the original 448,011 
tweets collected by the PN of players. 

 

Fig. 3. The number of related PN and FN tweets for NBA All-Star players 
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In Fig 4, the number of votes for each NBA All-Star candidate is directly 
proportional to Tp, the number of related tweets collected by PN that pass the term-
feature model evaluation. In other words, once an NBA player owns higher All-Star 
votes, he is much more likely to be discussed on Twitter with high frequency. In the 
experiment, the value of RCC is 0.58, which suggests that the relatedness is high. The  
research also uses sentiment analysis to explore the relationship between positive 
emotion tweets and real votes for each NBA player. 

 

 

Fig. 4. The number of Tp vs. the number of All-Star votes for each candidate player 

Following the selection rules of the NBA All-Star Game, all players are divided 
into five positions on offense, Point Guard (PG), Shooting Guard (SG), Center(C), 
Power Forward (PF), and Small Forward (SF). The player that has the most votes at 
each offense position will be the starting lineup in the NBA-Star Game. Then the head 
coaches of the two districts, Eastern and Western, will choose the other seven bench 
players based on their professional skills. The result does not always match the voting 
result. 

Based on the comparison results of Table 2, the highest vote owner of each offense 
position almost invariably has the largest number of discussion tweets and the highest 
Positive Rate (PR) of related tweets, except the position of SF. Therefore, using 
sentiment analysis to predict the NBA All-Star lineup players can reach the accuracy 
of 80%. On the other hand, only 40% of accuracy can be reached when the number of 
related tweets is adopted to make prediction. 

As shown in Table 3, the statistical results of the Western candidate list attain 80% 
accuracy using the PR prediction method, which is almost the same as the final voting 
result of the Eastern district. There is only one starting player whose offense position 
is Center and his PR ranking is different from the ranking of the votes. If based solely 
on the number of discussion tweets to predict the final voting result, the accuracy is 
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Table 2. Comparison of No. of tweets, No. of votes, and positive emotions for Eastern players 

Eastern 

Player 
No. of 
Tweets 

Avg. of 
Positive 

No. of Votes Position 

PG 
Rajon Rondo 5543 0.42 924180 Pioneer 

Kyrie Irving 6055 0.37 445730 Reserve 

Jrue Holiday 949 0.35 103146 Reserve 

SG 
Dwyane Wade 4936 0.53 1052310 Pioneer 

Paul George 4809 0.44 80060 Reserve 

C 

Kevin Garnett 2384 0.59 553222 Pioneer 

Chris Bosh 7056 0.37 528014 Reserve 

Tyson Chandler 7522 0.34 467968 Reserve 

Joakim Noah 2652 0.52 230796 Reserve 

Brook Lopez 3155 0.46 108978 Reserve 

PF LeBron James 13722 0.48 1583646 Pioneer 

SF 
Carmelo Anthony 16543 0.43 1460950 Pioneer 

Luol Deng 6295 0.27 130744 Reserve 

Table 3. Comparison of No. of tweets, No. of votes, and positive emotions for Western players 

Western 

Player 
No. of 
Tweets 

Avg. of 
Positive 

No. of Votes Position 

PG 

Chris Paul 11367 0.52 929155 Pioneer 

Russell 
Westbrook 

11080 0.34 376411 Reserve 

Tony Parker 4751 0.45 176168 Reserve 

SG 
Kobe Bryant 14555 0.6 1591437 Pioneer 

James Harden 10273 0.42 485986 Reserve 

C 
Dwight Howard 41874 0.34 922070 Pioneer 

Tim Duncan 5913 0.49 492373 Reserve 

PF 

Blake Griffin 3573 0.66 863832 Pioneer 

David Lee 4294 0.55 165875 Reserve 

LaMarcus 
Aldridge 

2945 0.43 160197 Reserve 

Zach Randolph 1584 0.5 146980 Reserve 

SF Kevin Durant 11732 0.55 1504047 Pioneer 

 
60%. How the coaches choose the bench players is only remotely related to the PR 
ranking. The phenomenon is not hard to understand: sometimes the experts’ ideas 
may not necessarily match the expectations of the general public. 

In order to examine the connection between the number of related tweets and the 
PR, the Rank Correlation Coefficient (RCC) is used to measure the degree of 
similarity, as shown in Table 4. In the Eastern district, a comparison of the number of 
tweets and the number of positive tweets for each candidate indicates that, only three 
offense locations, SG, PF and SF, have significant positive correlation with the 
average 0.53, while PG and C have low positive correlation. In addition, whereas  
the average correlation value between PR and the vote ranking is 0.59, the value for 
the position of SF is -0.1, which means that the correlation between the two attributes 
is inversely proportional and that almost no relationship exists between them. 
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Table 4. The RCC value of No of tweets, PR, weighted ranking in Eastern and Western districts 

District Eastern Western 

   RCC

Position 
Tweets Positive 

Tweets+ 
Positive 
(Weight) 

Tweets Positive 
Tweets+ 
Positive 
(Weight) 

PG 0.10 0.83 0.30 0.43 0.36 0.43 

SG 0.60 0.90 0.80 1.00 1.00 1.00 

C 0.04 0.32 0.82 1.00 0.40 1.00 

PF 1.00 1.00 1.00 0.43 0.69 0.74 

SF 0.90 -0.10 0.90 1.00 0.50 1.00 

 
All in all, predicting the NBA All-Star final voting results by using the number of 

related tweets and PR achieves higher accuracy. The Western district shows the same 
result as the Eastern district and the result even has a higher correlation value. The 
value of RCC similarity computing on the number of related tweets and PR in both 
districts is higher than 0.5. This research suggests a higher accuracy when applying 
sentiment analysis technology in estimating voting results. 

5 Conclusion 

This research adopts sentiment analysis to identify various emotions when users 
publish their views regarding NBA All-Star candidate players on Twitter. Two useful 
factors, the number of related tweets and the positive rate of tweets for each player, 
are used to predict the final voting results. In order to promote the quality of the 
dataset, a term-feature model is applied to filter out noise tweets collected by the PN 
of players.  

The experimental result shows that there is a positive correlation between the 
number of related tweets and the number of All-Star votes. Once an NBA player has a 
higher mentioned rate on related tweets and PR, the player will have more votes. 
Adding weights to these two factors significantly enhances prediction accuracy, a 
result proving that the proposed sentiment analysis method is effective. 

Future research could increase more emotion tags to improve emotion identification. 
The same technology could also be applied to more research domains. 
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Abstract. Information hiding for digital images based on a binary encoding 
method and a crossover mechanism of genetic algorithm is presented in this 
paper. First, a crossover operation technique is used to change the pixel values 
of a covert image to form a crossover-operated matrix by using a specific 
crossover technique. Then, the crossover-operated matrix is encoded into a host 
image to form an overt image by using a specific encoding rule. The overt 
image contains eight groups of binary codes, i.e. identification codes, 
dimension codes, graylevel codes, crossover operating time codes, crossover 
technique codes, parent organism length codes, starting and ending position 
codes, and information codes. The parameters are used to encode and hide the 
covert image. According to the simulation results, the proposed method does 
well, larger image scrambling degree for the scrambled matrix. 

Keywords: Information hiding, Binary encoding, Crossover mechanism of  
genetic algorithm. 

1 Introduction 

Information scrambling techniques have been applied to information hiding, which  
are enhancing the information security. Researchers have proposed image scrambling 
approaches differently, such as Arnold transformations [1-2], p-Fibonacci trans- 
formations [3]. Using these methods can do well but the image decoding processes must 
have correct parameters about transformations or lesser image scrambling degree and 
some distortion might be found for the image decoding processes. 

Some other researches have proposed to combine information scrambling 
techniques and other image encrypting methods to increase image security. Hennelly 
and Sheridan [4] and Zhao et al. [5] combined an image scrambling technique and a 
fractional Fourier transform to hide a covert image. Meng et al. [6] used an image 
scrambling technique and an iterative Fresnel transform to hide a covert image. There 
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were pretty good robustness for all the hybrid methods, but they might contain some 
distortion in reconstructed covert images during covert-image reconstruction. 

This paper proposes a method that combines a binary encoding method [7] and a 
crossover mechanism of genetic algorithm to hide a covert image in a host image to 
form an overt image. This method can be applied to equilateral or non-equilateral 
images, and the overt images look nearly the same as their corresponding host images. 
And, the method is good security, and free of distortion for the decoded covert 
images, and larger image scrambling degree for the scrambled image. 

2 Crossover Mechanism of Genetic Algorithm for Encoding 
Images 

Let C be a r×c covert image to be crossover-operated and let Z be a r×c matrix 
formed from the crossover mechanism of genetic algorithm of C. The processes for 
deriving Z from C are shown below. First, transform the pixels of C into form a pixel 
string A with r×c elements according to a specified order (from the first row to the 
last row and from the first column to the last column for the same row). Second, use a 
decimal-to-binary operation process from a pixel string A with r×c elements to 
generate a binary string B with r×c×g elements (g is the graylevel of the covert 
image). Third, assign a parent organism length s and transform the binary string B 
with r×c×g to a (r×c×g/s)× s binary matrix D. Fourth, determine a crossover-
operated binary matrix (r×c×g/s)× s E by using a specific crossover mechanism of 
genetic algorithm from the (r× c × g/s)× s binary matrix D. Fifth, transform the 
crossover-operated binary matrix E (i.e. children organism) into form a crossover-
operated binary string F according to a specified order (from the first row to the last 
row and from the first column to the last column for the same row). Sixth, determine 
the crossover-operated matrix Z with r×c by using a binary-to-decimal operation 
process from the binary string 1 × (r × c × g) F. An example for the crossover 
mechanism of genetic algorithm processes from a 3×4 covert image C to a 3×4 
matrix Z is depicted in Fig. 1. 

The reconstruction processes from a r×c crossover-operated matrix Z* to a r×c 
decoded covert matrix C* are all identical to that the crossover mechanism of genetic 
algorithm processes from a r×c covert matrix C to a r×c crossover-operated matrix 
Z. So we do not figure it again. 

3 Binary Encoding Methods for Hiding Crossover-Operated 
Matrices 

Assume H is an M×N host image used to hide a crossover-operated matrix Z to form 
an M×N overt image H*, where the crossover-operated matrix Z is processed a 
crossover mechanism of genetic algorithm from a covert image C. All of the pixels in 
H* are classified into eight groups, i.e. identification codes, dimension codes, 
graylevel codes, crossover operating time codes, crossover technique codes, parent 
organism length codes, starting and ending position codes and information codes.  
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The identification codes are used to justice whether the codes in H* is encoded 
with the proposed encoding method or not; the dimension codes are used to denote 
the dimensions of the covert image C; the graylevel codes are used to denote the 
graylevel of the covert image C; the crossover operating time codes are used to denote 
the times of crossover mechanism of genetic algorithm process repeated; the 
crossover technique codes are used to denote the technique of crossover mechanism 
of genetic algorithm like one-point technique, two-point technique; the parent 
organism length codes are used to denote the length of parent organism string during 
operating crossover mechanism of genetic algorithm; the starting and ending position 
codes are used to denote the starting point and the ending point of parent organism 
string during operating crossover mechanism of genetic algorithm. The information 
codes are used to hide the crossover-operated matrix Z and they are encoded at the 
second row to the last row of H*. In addition, the other seven groups of binary codes 
are encoded at the first row of H* with the orders specified by the designer.  
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Fig. 1. Example for crossover mechanism of genetic algorithm processes from C to Z. (a) 
assumed covert matrix C; (b) A; (c) B with 4 graylevel; (d) D with a parent organism length 6; 
(e) E (crossover with one-point technique at the third point and operate between i-th row and 
(i+4)th row, 41 ≤≤ i ) ; (f) F; (g) Z. 

For the identification codes, the number of the codes must be large enough to avoid 
incorrect judgment and the codes are binary, e.g. 1100011000111001111001111011 
1101. 
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For the dimension codes, they are two sets of ten-digit binary codes. The first set of 
binary codes is used to denote the row dimension r (r > 1) of C and it includes r1 to 
r10. The relationship between r and r1- r10 is followed by Eq. (1). The second set of 
binary codes is used to denote the column dimension c (c > 1) of C and it includes c1 
to c10. The relationship between c and c1- c10 is followed by Eq. (2).  
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For the graylevel codes, they are eight-digit binary codes g1 to g8, and they are 
used to denote the g value of C. The relationship between g and g1- g8 is similar to 
Eq. (3).  
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For the crossover operating time codes, they are ten-digit binary codes t1 to t10, 
and they are used to denote the t times of crossover operation repeated. The 
relationship between t and t1- t10 is similar to Eq. (4).  
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For the crossover technique codes, they are ten-digit binary codes p1 to p10, and 
they are used to denote the pattern p of crossover operation. The relationship between 
p and p1- p10 is similar to Eq. (5).  
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For the parent organism length codes, they are twenty-digit binary codes s1 to s20, 
and they are used to denote the length s of parent organism. The relationship between 
s and s1- s20 is similar to Eq. (6).  
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For the starting and ending position codes, they are two sets of twenty-digit binary 
codes. The first set of binary codes is used to denote the starting point h1 of parent 
organism string and it includes h11 to h120. The relationship between h1 and h11- 
h120 is followed by Eq. (7). The second set of binary codes is used to denote the 
ending point h2 of parent organism string and it includes h21 to h220. The 
relationship between h2 and h21- h220 is followed by Eq. (8). 
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For the information codes, they are used to encrypt Z and the encoding processes to 
encrypt Z in the M×N host image H to form an M×N overt image H* are simply 
illustrated below. 

(1) Create a binary array R with N elements. Some of the elements of R contain 
identification codes, dimension codes, graylevel codes, crossover operating time 
codes, crossover technique codes, parent organism length codes, starting and 
ending position codes. The other elements of R are not available and they are all 
set to be 0. 

(2) Transform the elements of Z to form the elements of a crossover-operated string G 
followed by 

)','()')1'(( crccr ZG =+×− ,                    (9) 

where rr ≤≤ '1  and cc ≤≤ '1 .  

(3) After 
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i
kiakG  are known, transform G into a binary data string K 

according to 

)())1(( kakhi i=−×+K .                      (10) 

(4) Use the elements of K to form the elements of a (M-1)×N data matrix S. Since the 
array data number L of K may be smaller than (M-1)×N, there are (M-1)×N –L 
dummy elements in S not formed from the elements of K. As a result, the values 
of dummy elements are all set to be 0.  

(5) Constitute the row array R with N elements and the (M-1)×N matrix S to form a 
M×N binary matrix T. The first row of T is duplicated from R, while other rows 
of T are duplicated from S in succession.  

(6) Modify the element H(u,v) of the host image H to form the element 'H (u,v) of a 
modified matrix 'H  followed by  

'H (u,v)=2× floor(H(u,v)/2),                     (11) 

where the function floor(x) modulates the value of x to the nearest integer xn (< 
x), and every 'H (u,v) is an even integer. 

(7) An overt image H* is formed by summing the corresponding elements of matrices 
T and 'H , i.e.  

),('),(),(* vuvuvu HTH += .                    (12) 

Figure 2 depicts an assumed host matrix H and an assumed binary matrix T, and 
the resulted modulated matrix 'H  and the resulted overt matrix H*. 



208 K.T. Lin and P.H. Lin 

 
















=

858483

110

141312

H  
















=

000

010

111

T  
















=

848482

000

141212

'H  
















=

848482

010

151313

*H  

(a)             (b)              (c)              (d) 

Fig. 2. (a) Assumed host matrix H; (b) assumed binary matrix T ; (c) resulted modulated matrix 
'H ; (f) resulted overt image H* 

For a cr × image Z scrambled by the crossover mechanism of genetic algorithm 
from a cr × image C, the definition of the image scrambling degree δ  is [8] 

cr

jijijiji
r

i

c

j

××

+++

=


= =
−−

2
1 1

1,01,00,10,1

255

)],(),(),(),([ WWWW

δ ,        (13a) 

where 

22
, )],(),([)],(),([ jinjmijinjminm ZZZZ W −++−−++= .      (13b) 

A larger δ  value indicates that C and Z are more different.  
The PSNR (peak signal to noise ratio) values of the two images H and H* is used to 

check image quality. The definition of PSNR is [9]  
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Basically, if the PSNR is larger than 30, it will hardly distinguish the difference 
between H and H* for naked eyes; that is the image H* looks almost the same as H 
[10]. 

4 Simulations 

Figure 3 shows a 120×256 256-graylevel image as the covert image C. Fig. 4 shows 
a 512×512 256-graylevel picture used as the host image H. 

The simulation about the covert image C in Fig. 3 is introduced below. Because the 
dimension of H is 512×512, the dimension of the row array R is 1×512. The 1st to 
32nd elements of R are used to be the identification codes, and they are designated as 
11000110001110011110011110111101. The 33rd to 52nd elements of R are used to 
be the covert image dimension codes. Since the size of C is 120×256, the two sets of 
dimension codes for r and c are 0001110110 and 0011111110, respectively. The 53rd 
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to 60th elements of R are used to be the graylevel codes. Since the number of the gray 
values is 256 (=28), g=8, the codes are 00000111. The 61st to 70th elements of R are 
used to the crossover operating time codes t. Since t is set to be 2 here, the codes are 
0000000010. The 71st to 80th elements of R are used to the crossover technique 
codes p. Since p is 1 for selecting the one-point technique of the crossover mechanism 
of genetic algorithm operation, the codes are 0000000001. The 81st to 120th elements 
of R are used to the parent organism length codes s for the first crossover operating. 
Since s is equal to 27, the codes are 00000000000000011000. The 121st to 140th 
elements of R are used to the parent organism length codes s for the second crossover 
operating. Since s is equal to 67, the codes are 00000000000001000000. The 141st to 
180th elements of R are used to the starting and ending position codes h1 and h2 for 
the first crossover operating. Since h1 and h2 are equal to 16 and 27 respectively, the 
codes are 00000000000000001011 and 00000000000000010100. The 181st to 200th 
elements of R are used to the starting and ending position codes h1 and h2 for the 
second crossover operating. Since h1 and h2 are equal to 16 and 67 respectively, the 
codes are 00000000000000001011 and 00000000000000111100.  

 

 

Fig. 3. A covert image for test 

 

Fig. 4. A host image for encoding to form an overt image 

First we crossover-operate the 120×256 covert image C into a 120×256 matrix Z 
by using the proposed crossover operation technique. The crossover-operated matrix 
Z is depicted in Fig. 5(a). Then we transform Z into a crossover-operated string G 
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with 30720 elements. Then, transform G into a binary-data string K with 245760 
elements. Subsequently, copy the elements of K to form the elements of a 511×512 
data matrix S. The 245761st to 261632nd elements of K are all set to be 0.  

Second, we change K into a 511×512 matrix S, and we combine the 1×512 binary 
row array R and the 511×512 matrix S to form a 512×512 binary matrix T. The 
matrix T is depicted in Fig. 5(b). Furthermore, the host image H is modulated to form 
a modified image 'H . Then, the corresponding elements of the matrices T and 'H  
are summed to form an overt image H*. The overt image H* looks nearly the same as 
the host image H in Fig. 4. 

The PSNR value between H and H* is equal to 51.2 for the case of the covert 
binary image. Therefore, the two images H and H* look almost identical for both the 
case. Moreover, for the case the PSNR value between the original covert image C and 
the decoded covert image C* is infinity, i.e. there is no distortion during the covert 
image decoding. 

 

 
(a) 

 

 
(b) 

Fig. 5. (a) The crossover-operated matrix Z; (b) matrix T; (c) the overt matrix H* for encoding 
the covert image in Fig. 3 
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5 Discussions 

The proposed combine the binary encoding method and the crossover mechanism of 
genetic algorithm technique are demonstrated only for clear and simple in this paper, 
but changing the definitions of parameters or changing specified pixel positions for 
encoding parameters can obtain a better security for the proposed method.  

We compute the image scrambling degree percentages pδ  (=100%× δ / maxδ ) 
of the scrambled images for different algorithm. In Fig. 6(a) shows pδ corresponding 
to the covert image in Fig. 3 by the proposed method, pδ  are always larger than 
90% for t ≥ 5 (the case with t=71 has maxδ  0.6684). 

In Fig. 6(b) shows pδ  by using the p-Fibonacci transformation, pδ  are not 
stable and they are larger than 90% for some discrete t values (the case with t=28 has 

maxδ  0.3705). In Fig. 6(c) shows pδ  by using the Arnold transformation, pδ  are 
also unstable and they are larger than 90% for some discrete t values (the case with 
t=39 has maxδ  0.3961). On the other hand, pδ  based on the proposed method is 
very stable and it is always larger than 90% for t ≥ 5. And the minimum  
δ  ( 4234.0min =δ ) of the proposed method are completely larger than the maximum 
δ of the p-Fibonacci transformation and the Arnold transformation. Therefore, the 
proposed method does better than the p-Fibonacci transformation and the Arnold 
transformation for using t ≥ 5.  

 
 

 
(a) 

 

  

                 (b)                          (c) 

Fig. 6. Image scrambling degree percentages with different t values and by using (a) the 
proposed method; (b) the p-Fibonacci transformation; (c) the Arnold transformation 

6 Conclusions 

The proposed method combines the crossover mechanism of genetic algorithm 
method and the binary encoding method to encode a covert image C into the host 
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image H to form an overt image H*. The crossover mechanism of genetic algorithm 
method scrambles from the covert image C to form a crossover-operated matrix Z. 
The crossover-operated matrix Z can provide a larger value of the image scrambling 
degree. The binary encoding method hides the crossover-operated matrix into the 
overt image H*. Because the PSNR of H* and H is larger than 50, the two images H 
and H* look almost the same. And, the decoded covert image C* can be directly 
extracted from the overt image H* not needing the host image H. Furthermore, 
because the PSNR of C and C* is infinity, C is identical to C*, i.e. there is no 
distortion for the decoding processes of the covert image. Lastly, the reconstruction of 
a decoded covert image from an overt image not being authorized can be difficult, 
whereas the reconstruction of the decoded covert image can be easy for authorized 
users.  
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Abstract. Sensor deployment is an important issue to provide QoS
guarantees in the wireless sensor network. Recently, CRITICAL-
SQUARE-GRID COVERAGE problem, which is the problem of con-
structing the minimum size wireless sensor network with full coverage
of critical square grids in the sensor field, has been presented and ad-
dressed by many researchers. However, this problem does not take the
relay nodes into consideration, where the relay nodes may exist in the
sensing field and can provide data transmission. In this paper, our prob-
lem is to construct a minimum size homogeneous wireless sensor network
to fully cover critical square grids when the relay nodes exist in the sens-
ing field. A modified algorithm is proposed by considering the existence
of relay nodes. The simulation results show that our method has better
performance than others.

Keywords: Wireless sensor network, sensor deployment, coverage prob-
lem, relay nodes.

1 Introduction

A wireless sensor network is consisted of many sensors each having the capabil-
ities of sensing objects, processing data, and transmitting messages. The data
sensed and generated by sensors are transmitted by multi-hop routing proto-
cols to some specific sensor, such as a sink, to gathering data. Recently, many
applications [1,9,10] have been developed by wireless sensor networks, such as
environmental monitoring, medical monitoring, collection of data related to the
pollution of the environment, and etc. In many applications [1,9], sensors are de-
ployed to construct wireless sensor networks to provide QoS guarantees. There-
fore, coverage problem is an important issue in the wireless sensor network. In
this paper, we undertake the development of deployment policy for constructing
wireless sensor networks.

The full coverage problem [12,13] is a typical coverage problem, which is
focused on efficiently deploying sensors such that a complete sensing field can
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be fully covered. In [13], Zhang and Hou study how to efficiently wake up fewer
sensors in a large wireless sensor network to form a connected wireless sensor
network with full coverage of the sensor field. In [12], Yun et al. study and present
deployment patterns for wireless sensor networks to provide full coverage and
k-connectivity with k ≤ 6.

Another deployment issue, called barrier coverage problem [8], studies de-
ploying sensors to construct a wireless sensor network, which acts as a barrier
for detecting the intruders attempting to across the barrier. In [11], Silvestri
considers the barrier coverage problem with the assistance of mobile sensors.
An efficient algorithm is proposed by Silvestri to move mobile sensors to cover
uncovered space such that a barrier is completely constructed.

In some applications, a number of interesting points in the sensing field have
to be monitored periodically in order to ensure QoS quarantees. The security
patrol is an example, where the security patrol has to move to check important
areas/targets periodically. In [3], Du et al. propose an efficient algorithm to
schedule fewer mobile sensors to periodically sense some specific locations while
the speed of mobile sensors are considered.

Recently, a new coverage problem [5], termed CRITICAL-SQUARE-GRID
COVERAGE problem, has been presented, where the problem is to construct
a minimum size connected wireless sensor network to fully cover critical square
grids distributed in a sensing field. In addition, Ke, Liu, and Tsai [6] propose an
approximation algorithm for CRITICAL-SQUARE-GRID COVERAGE prob-
lem. However, there may exist a number of relay nodes in a sensing field, im-
plying that messages can be transmitted through the relay nodes. Therefore, we
can use the relay nodes to connect sensors to minimize the number of deployed
sensors, which is not considered in the research [6]. In this paper, we take the
existence of the relay nodes into consideration and propose an efficient algorithm
to construct a homogeneous wireless sensor network while minimizing the num-
ber of deployed sensors. The remainder of this paper is organized as follows. The
network model and problem definition are presented in Section 2. In Section 3,
our algorithm is proposed. In Section 4, the performance of our method and
others are evaluated. Finally, we conclude this paper in Section 5.

2 Network Model and Problem Definition

In a homogeneous wireless sensor network, every sensor has the same sensing
range, Rs, and the same transmission range, Rt. Every sensor may detect events
within its sensing range and send messages to sensors within its transmission
range. In this paper, the binary sensor model [4] is assumed to be the sensors’
sensing model, where an event is detected by a sensor if the event is within the
sensor’s sensing range; otherwise, the event cannot be detected by the sensor.
In addition, the unit disk graph model [2] is assumed to be the sensor’s commu-
nication model, where two sensors can communicate with each other if one of
the sensors is within the transmission range of the other sensor. When given a
sensor field, the field is divided into grids of squares with length �. Let the center
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of each grid be called grid point. The sensors are allowed to be deployed to grid
points. In the field, the grid that is critical and has to be fully covered by a sen-
sor is called a critical grid. Let a relay node be a node that cannot sense events
but can forward messages from sensors/relay nodes to sensors/relay nodes. In
the presence of relay nodes, two or more disjointed sensors can be connected by
the relay nodes in order to minimize the number of sensors required to form a
connected wireless sensor network. Given Rs, Rt, a sensor field, the critical grids,
and relay nodes, our problem is to find a minimum size homogeneous wireless
sensor network to fully cover all critical grids.

Take Fig. 1 as an example of constructing aminimum size homogeneouswireless
sensor network to fully cover all critical grids. Fig. 1(a) shows a given sensor field,
where the sensor field is divided into 9 square grids and has 3 critical grids shown

in green. Given sensor’s sensing rangeRs =
√
2
2 �, sensor/relay node’s transmission

range Rt = �, the location of relay nodes, Fig. 1(b) shows a connected homoge-
neous wireless sensor network fully covering all critical grids, where the relay node
is located on the grid point (2, 2) and three sensors are, respectively, deployed on
grid points (1, 2), (2, 1), and (2, 3). Note that, in the presence of the relay node
located on the grid point (2, 2), only three sensors are required to construct a con-
nected wireless sensor network that fully covers three critical grids in the sensor
field.

3 Our Method

The idea of our method is similar to Steiner-Tree-Based Critical Grid Covering
Algorithm (STBCGCA) [6], which is an approximation algorithm of constructing
a minimum size wireless sensor network to fully cover critical grids in a sensor
field without considering relay nodes. In our method, when given the instance
of our problem, including Rs, Rt, a sensor field, critical grids, and relay nodes,
we can first construct an undirected weighted graph G(V,E,w) by the instance.
Then, a node-weighted Steiner tree is constructed by the graph G(V,E,w). Fi-
nally, the deployment policy is determined by the node-weighted Steiner tree.

In the first step, an undirected weighted graph G(VG, EG, wG) is constructed
when Rs, Rt, a sensor field, critical grids, and relay nodes are given. Let V1 be
the set of nodes vi,j for all grid points (i, j) in the sensor field. Let V2 be the
set of nodes v′x,y for all grid points (x, y) on which the relay nodes are located.
And let V3 be the set of nodes tz,w for all grid points (z, w) in the critical grids.
Then VG = V1 ∪ V2 ∪ V3. Let E1 denote the set of edges (vi,j , vp,q) for all grid
points (i, j) and (p, q) in the sensor field such that the distance between (i, j)
and (p, q) is less than or equal to Rt. Let E2 denote the set of edges (vi,j , v

′
x,y) for

all grid points (i, j) and (x, y) in the sensor field such that the distance between
(i, j) and (x, y) is less than or equal to Rt. And let E3 denote the set of edges
(vi,j , tz,w) for all grid points (i, j) and (z, w) such that the critical grid with grid
point (z, w) can be fully covered by the sensor deployed on grid point (i, j). Then
EG = E1∪E2∪E3. Let wG(v) = 1 for all v ∈ V1 and wG(v) = 0 for all v ∈ V2∪V3.
Also let wG((u, v)) = 0 for all (u, v) ∈ E1 ∪ E2 and wG((u, v)) = 4� Rs

�Rt
� 	�� + 1

for all (u, v) ∈ E3.
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(a)

(b)

Fig. 1. Example of the problem of constructing a minimum size homogeneous wireless
sensor network to fully cover all critical grids. (a) The sensor field that is divided into
9 square grids with length �, where each grid has a gray grid point used to deploy
sensors. (b) A homogeneous wireless sensor network formed by 3 sensors and 1 relay
node, where the transmission range of each of the sensors and relay node is �, the

sensing range of each sensor is
√

2
2
�, the sensors are deployed on grid points (1, 2),

(2, 1), and (2, 3), respectively, shown in red, and the relay node is located on the grid
point (2, 2) shown in blue.
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Take Fig. 2 for example. When given the instance, including Rs =
√
2
2 �, Rt =

�, a sensor field, the critical grids, and the relay nodes, as shown in Fig. 1,
an undirected weighted graph G(VG, EG, wG) can then be constructed by the
first step of our method, as shown in Fig. 2(a). In the first step, V1 = {v1,1,
v1,2, v1,3, v2,1, v2,2, v2,3, v3,1, v3,2, v3,3}, V2 = {v′2,2}, and V3 = {t1,2, t2,1,
t2,3}. In addition,E1 = {(v1,1, v1,2), (v1,1, v2,1), (v1,2, v1,3), (v1,2, v2,2), (v1,3, v2,3),
(v2,1, v2,2), (v2,1, v3,1), (v2,2, v2,3), (v2,2, v3,2), (v2,3, v3,3), (v3,1, v3,2), (v3,2, v3,3)},
E2 = {(v1,2, v′2,2), (v2,1, v′2,2), (v2,2, v′2,2), (v2,3, v′2,2), (v3,2, v′2,2)}, andE3 = {(v1,2,
t1,2), (v2,1, t2,1), (v2,3, t2,3)}. Furthermore, wG(v) = 1 for all v ∈ V1 and wG(v) =
0 for all v ∈ V2 ∪ V3. wG((u, v)) = 0 for all (u, v) ∈ E1 ∪ E2 and wG((u, v)) = 5
for all (u, v) ∈ E3.

In the second step, we assume that the nodes in V3 are terminal nodes and the
other nodes in VG are non-terminal nodes. We apply Klein and Ravi’s algorithm

t1 (0)2 t (0)2 t (0)2 3

v ( )1 2v ( )1 1 v ( )1 3 v ( )21 v2 2( )v2 3( ) 3v ( )1 3v ( )2 3v ( )3

(5) (5)

( ) ( ) ( ) ( ) ( ) ( )

1

(5)

( ) ( ) ( ) ( ) ( ) ( )

v2 2(0)

( )

( )
( )

( )
( )

(a)

t1 (0)2 t (0)2 t (0)2 3

v ( )1 2v ( )1 1 v ( )1 3 v ( )21 v2 2( )v2 3( ) 3v ( )1 3v ( )2 3v ( )3

(5) (5)

( ) ( ) ( ) ( ) ( ) ( )

1

(5)

( ) ( ) ( ) ( ) ( ) ( )

v2 2(0)

( )

( )
( )

( )
( )

(b)

Fig. 2. Example of MINIMUM NODE-WEIGHTED STEINER TREE. (a) A graph
G with nonnegative weighted nodes and edges, whose weights are shown in parenthe-
ses, where t1,2, t2,1, and t2,3 are terminal nodes, and V ′

2,2 is relay node. (b) A node-
weighted Steiner tree ST(VST ,EST ), where VST=v1,2, v2,1, v

′
2,2, v2,3, t1,2, t2,1, t2,3,

EST = (v1,2, t1,2), (v1,2, v
′
2,2), (v2,1, v

′
2,2), (v2,1, t2,1), (v2,3, v

′
2,2), (v2,3, t2,3).
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[7] in G(VG, EG, wG) to construct a node-weighted Steiner tree T (VT , ET ). Based
on G(VG, EG, wG) shown in Fig. 2(a), we can construct T (VT , ET ) shown in Fig.
2(b), where VT = {v1,2, v2,1, v2,3, t1,2, t2,1, t2,3, v′2,2} and ET = {(t1,2, v1,2),
(v1,2, v

′
2,2), (t2,1, v2,1), (v2,1, v

′
2,2), (t2,3, v2,3), (v2,3, v

′
2,2)}.

In the third step, we obtain the locations of grid points for deployment by
the node-weighted Steiner tree T (VT , ET ). Let U = V1 ∩ VT . The locations for
deployment are grid points (g, h) for all vg,h ∈ U . Take Fig. 2 for example. By
Fig. 2(a), we have V1 = {v1,1, v1,2, v1,3, v2,1, v2,2, v2,3, v3,1, v3,2, v3,3}. By Fig.
2(b), we have VT = {v1,2, v2,1, v2,3, t1,2, t2,1, t2,3, v′2,2}. We then have U = {v1,2,
v2,1, v2,3}. Therefore, the locations for deployment are grid points (1, 2), (2, 1),
and (2, 3).

4 Simulation Result

Here we use computer simulation to generate the instances of the deployment
problem and evaluate the performance. In the simulation, a sensor field was
divided into 20 × 20 grids each having grid length 1. The critical grids were
randomly selected from the grids of the sensor field. In addition, the relay nodes
with Rt = 2 were also randomly deployed on the grids of the sensor field. In
order to form a homogeneous wireless sensor network, sensors with Rs = 3√

2

and Rt = 2 were used to be deployed. In the simulation, the performance of
our method and STBCGCA [6] were studied under different number of critical
grids and different number of relay nodes. In the following simulation results,
the empirical data were obtained by averaging the data of 100 sensor fields.

Fig. 3 shows the simulation results in terms of the average number of deployed
sensors in sensor fields with 150 relay nodes and 30 to 150 critical grids. It is
clear that our method needs less sensors than STBCGCA. This is because in

Fig. 3. Average numbers of sensors deployed to construct connected homogeneous wire-
less sensor networks by our method and STBCGCA in sensor fields under different
number of critical grids.
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our method relay nodes are considered to be used to connect sensors, which thus
reduces the number of deployed sensors. In addition, it is noted that the more
critical grids in the sensor field, the more sensors required to be deployed by our
method and STBCGCA. This is because the sensing range Rs =

3√
2
, one sensor

can fully cover only one critical grid, and thus more sensors are required to cover
critical grids.

Fig. 4. Average numbers of sensors deployed to construct connected homogeneous wire-
less sensor networks by our method and STBCGCA in sensor fields under different
number of relay nodes.

Fig. 4 shows the simulation results in terms of the average number of deployed
sensors in sensor fields with 90 critical grids and 50 to 250 relay nodes. As the
same observations in the previous simulation results, our method needs less
sensors than STBCGCA. In addition, it is clear that the more relay nodes in
the sensor field, the less sensors required to be deployed by our method. This is
because more relay nodes rather than sensors are used to connect sensors.

5 Conclusion

Here we address the problem of constructing a minimum size homogeneous wire-
less sensor network fully covering critical square grids of the sensor field in the
presence of relay nodes. An algorithm modified from STBCGCA [6] is devel-
oped by considering the existence of the relay nodes. In the simulation, the
results show that our method has better performance than STBCGCA under
different number of critical grids and different number of relay nodes.
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Abstract. This paper presents the maximum likelihood (ML)-based approaches 
for relative location estimation over the correlated wireless sensor networks 
(WSNs), which innovatively exploit the principal component analysis (PCA) 
and probabilistic PCA to transform all received signal strength (RSS) 
measurements into useful information. Simulation results reveal that the 
proposed approaches remarkably outperform the other existing schemes when a 
high correlation exists or a strong noise power occurs. Taking the path-loss 
exponent into consideration, it is observed that the higher the path-loss 
exponent, the lower the location estimation error. These results show that the 
proposed approach is suitable for the practical correlated wireless channels. 

Keywords: received signal strength (RSS), maximum likelihood (ML), 
principal component analysis (PCA), correlation. 

1 Introduction 

Location estimation or tracking of target is one of the most interesting applications in 
wireless sensor networks (WSNs) [1-2]. Localization can be applied to a variety of 
applications such as pet-tracking, patient-caring and so on. There have been several 
location estimation techniques [3-5] by using the measurements such as time of 
arrival (TOA), time difference of arrival (TDOA), angle of arrival (AOA), and 
received signal strength (RSS). There exist tradeoffs between the localization 
accuracy and the implementation complexity. The RSS-based technique is a simple 
solution when the low-cost and easy-to-implement issues are taken into account. 
Moreover, the current wireless communication standards, such as IEEE 802.11 and 
IEEE 802.15.4, support the function of measuring RSS values in their protocols. 

The commonly used techniques for relative location estimation are classified into 
three types: the minimum mean square error (MMSE) estimation [6], the maximum 
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likelihood (ML) location estimation [5] and maximum a posteriori probability (MAP) 
estimation. In the MMSE scheme, the estimated position of an unknown node is  
obtained by minimizing the total squared errors over all differences between the 
measured distances and the estimated distances. The ML approach [5] exploits the 
log-normal channel model to estimate the target position. When the statistics of  
the measurement error are known, the ML estimator is asymptotically optimal. For 
the planned deployment of the wireless sensor nodes, some information such as the 
size and shape of a room and the arrangement of the anchor nodes may be known as a 
priori. Consequently, the MAP algorithm may be an option by utilizing the prior 
information. Similar to the MAP concept, Chang et al. [7-8] recently proposed a 
probability-based maximum likelihood (PML) scheme to significantly improve the 
estimation accuracy. However, the correlation effects on the RSS values among all 
anchor nodes were not addressed.  

Instead of solving the optimization problem for location estimation, the 
fingerprinting architecture was proposed. The basic design of fingerprint includes two 
phases: off-line and online. In the off-line phase, the RSS values are collected at 
sampling locations to establish the database (radio map) for the environment. In the 
online phase, the physical location of the unknown node can be estimated by comparing 
the measured RSS with the stored RSS values in the database. More recently, Fang et al. 
[10-11] exploited the technique of conventional principal component analysis (PCA) 
and the hybrid projection approach to reduce the dimension of RSS values in the stored 
database. Although the idea of fingerprint is quite simple, there are plenty of 
measurements needed to construct the database for online RSS comparison. 

In this paper, we investigate the relative location estimation problem over the WSNs, 
where the channel correlation exists. Instead of picking the several strongest RSS 
values, the proposed estimation procedure condenses all measurements into the useful 
information of a lower dimension via PCA or probabilistic PCA techniques. By such a 
linear transformation, the ML algorithm is therefore applied to estimate the coordinate 
of the unknown node or object. Simulation results show that the proposed approaches 
are significantly superior to other existing schemes in a wireless environment with a 
high correlation or a strong noise power. In the cases of a high path-loss exponent, the 
estimation error is remarkably improved. Such results demonstrate that the proposed 
schemes achieve a good performance on the estimation accuracy. 

2 Wireless Channel Model and Well-Known Localization 
Algorithms 

2.1 Lognormal-Distributed Wireless Channel 

Consider a wireless sensor network, including N anchor (reference) nodes and an 
unknown (target) node. The coordinate location of anchor node i is zi = (xi, yi), i = 1, 
2,.. , N, and the location of the unknown (target) node is zi = (x0, y0). Let di be the 
Euclidean distance from anchor node i to the unknown node. That is,  
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2 2
0 0 0( ) ( ) , 1, 2, ,i i i id x x y y i N≡ − = − + − =z z                 (1) 

The RSS value measured from anchor node i can be modeled as follows [9]: 

0 1010 log , 1, 2, ,i i ir r d W i Nη= − + =  ,                       (2) 

where r0 is the received signal strength at 1 m and η is the path-loss exponent. W1, W2, 
… and WN are jointly Gaussian distributed random variables with zero mean and 
covariance matrix W. Note that η and W can be calibrated from the environment.  

Let id  be the estimated distance from the unknown node to anchor node i. Based 

on (2), id  can be estimated by 

Nid irr
i ,,2,1,10

~ )10/()( 0 == − η .     (3) 

In practice, we may not utilize all RSS values from N anchor nodes for location 
estimation. Instead, only K strongest RSS values (K ≤ N) are selected because of 
computational burden on the device. To convey the following discussions, let A be the 
set of anchor nodes whose RSS values are among the K strongest ones. Some well-
known localization algorithms are presented as follows. 

2.2 Minimum Mean Square Error Estimation (MMSE) 

The minimum mean square error estimation [6] is commonly used, which aims to 
minimize the square error over all differences between the measured distances and the 
estimated distances. That is,  


∈

−=
Ai

ii dd 2
0 )

~
(minarg~

0z
z ,     (4) 

where 
id

~  can be calculated by (3). 

2.3 Maximum Likelihood Estimation (ML) 

By taking the probabilistic concept into account, Patwari et al. [5] proposed Bias-
reduced Maximum Likelihood (BML) to better estimate node position by using the 
log-normally distributed distance measure in (2). In [5], the correlation effects of RRS 
values among the anchor nodes were not discussed. Therefore, the generalized 
maximum likelihood estimation is described as follows: 
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0

0 AAp drz
z
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{ } Aiii K ∈,,, 21  . |A| denotes the determinant of the covariance matrix A. 
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2.4 Maximum A Posteriori Estimation (MAP) 

The objective of MAP is to maximize the conditional probability p(dA|rA). Since 
p(dA|rA) = p(rA|dA)p(dA)/p(rA) and p(rA) is a constant. Therefore, the location 
estimation by MAP is expressed as 

)()|(maxarg~
0

0 AAA pp ddrz
z

=     (6) 

where ∏∈
=

Ai iiA dpp )()(d . For the planned deployment, the probability density 

function (PDF) of di for anchor node i, pi(di), serves as a priori. However, pi(di) 
actually depends on the size and shape of a room to be monitored, and the 
arrangement of the anchor nodes. Note that the concept of MAP is equivalent to that 
of the probability–based maximum likelihood estimation (PML) proposed in [7-8], 
where they assume all channel are independent and do not take the channel 
correlation into consideration. 

3 Proposed PCA-Based Maximum Likelihood Localization  

In this section, we intend to determine the transformation matrix Φ instead of 
selecting the strongest anchor nodes. The transformation matrix is used to transform 
the original RSS vector r into a new variable y. That is,  

Φry = ,      (7) 

where )( 1 ′= Nrr r , ( )′= Kyy 1y  and Φ∈ℜK*N. The PCA and probabilistic 

PCA are applied to reduce the dimension of RSS values in this paper. 

3.1 Principal Component Analysis 

The key idea of PCA [13] is to minimize the mean square error, i.e., )||(|| 2yΦrΕ T− . 
The transformation matrix Φ can be obtained by solving of an eigenvalue-eigenvector 
problem for a positive-semidefinite symmetric matrix S. S is defined as 


=

−−=
sN

i

T
ii

sN 1

))((
1

rrrrS ,    (8) 

where Ns is the number of training samples, ri is the RSS vector for the ith sample and 
r  is the sample mean of all RSS samples. For the matrix S, the eigenvalues and their 
corresponding eigenvectors are denoted as {λ1,…., λN} and {v1,….vN}, respectively. 
They satisfy the following relationship. 

.,,2,1, Niiii == vSv λ      (9) 

., jiji >∀≥ λλ      (10) 

The optimized ΦPCA [13] by the PCA technique has the form. 
T

K ][ 1PCA vvΦΦ == .   (11) 
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3.2 Probabilistic Principle Component Analysis (PPCA) 

Given the desirable dimension of RSS values (K), the probabilistic principal 
component analysis [12] can be viewed as a maximum likelihood procedure based on 
the isotropic Gaussian noise model, as mentioned in factor analysis. Therefore, the 
maximum likelihood estimator of ΦPPCA can be computed by the closed-form 
expression in [12] or the iterative expectation maximization (EM) algorithm. See [12] 
for the details. Note that ΦPCA and ΦPPCA can be obtained from the baseline and 
calibration experiments in the real environment. 

3.3 Proposed Location Estimation Procedure 

The proposed location estimation procedure is composed of two phases. The first 
phase intends to get a good initial point for the ML optimization solver by applying 
the MMSE procedure; the second phase aims at calculating an optimal location 
coordinate based on ML criterion incorporated with PCA or PPCA. 

Phase I: Input: r, Output: MMSE
0

~z  

1. Set an arbitrary initial point for searching. 
2. Execute Levenberg–Marquardt algorithm [14] for the optimization problem in (4). 

Phase II: Input: r, MMSE
0

~z , Output: 0
~z  

1. Set Φ = ΦPCA or Φ = ΦPPCA. 
2. Compute y = Φr. 
3. Execute Levenberg–Marquardt algorithm with the initial point MMSE

0
~z  to solve the 

optimization problem as follows: 

)|(maxarg~
0

0 dyz
z
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Here, ML location estimation algorithms, which are combined with PCA and PPCA 
techniques, are called ML-PCA and ML-PPCA, respectively. 

4 Performance Evaluation and Comparison 

This section evaluates and compares the estimation accuracy of the proposed 
algorithms (ML-PCA and ML-PPCA) with the MMSE, ML and MAP techniques. 
Consider an indoor environment of a 50m*20m corridor, which includes six anchor 
nodes as shown in Fig. 1. In this scenario, the probability density functions (PDF) of 
di serve as the prior information and can be derived via the cumulative probability 
function (CDF). See Appendix for the details. For each anchor node, the RSS 
perceived at the unknown node is randomly generated based on the radio channel 
model in (2), where the RSS value at 1 m, r0, is set to -55dB. For easy discussion, the 
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covariance matrix of the channel has the form ΣW = {σij}∈ℜN*N, where σij = ρσ2 if i ≠ 
j, and σij = σ2 if i = j. ρ means the correlation coefficient and 0 ≤ ρ ≤ 1. In the baseline 
and calibration experiments, we collect 3000 RSS samples to calculate the 
transformation matrix ΦPCA and ΦPPCA. In addition, 2000 simulations were conducted 
to evaluate the average distance error as the performance metric, which is the 
Euclidean distance between the estimated location and the true coordinates.  

 

Fig. 1. A 50m*20m corridor with six anchor nodes 

4.1 Effects of Noise Power 

This simulation experiment investigates the noise effect on the estimation 
performance. In this simulation, the path-loss exponent is η = 3.5 and the correlation 
coefficient is ρ = 0.8. For MMSE, ML and MAP algorithms, they exploit the five 
strongest RRS values for localization. In Fig. 2, it is observed that the estimation 
accuracy of all approaches deteriorates with the increase of σ. Comparison of all 
localization algorithms indicates that ML-PCA and ML-PPCA significantly 
outperform MMSE, ML and even MAP in the cases of large σ.  ML-PCA has a 
better performance when σ = 8. However, the performances of ML, MAP, ML-PCA 
and ML-PPCA are almost the same when the noise power is relatively weak. 
 

 

Fig. 2. Average estimation error with respect to noise power 
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4.2 Effects of Channel Correlation  

How the channel correlation affects the estimation error is the aim of this simulation 
study. The path-loss exponent is η = 3.5 and the standard deviation of the noise is σ = 
6. As the previous simulation setting, the five strongest RRS values are utilized for 
localization. Fig. 3 depicts the average estimation errors with respect to ρ when 
different estimation methods are applied. It reveals that the proposed algorithms do 
not give any benefits from the reduction of RSS dimension when the channels have a 
low correlation. As the correlation coefficient increases, ML-PCA and ML-PPCA 
surpass other approaches. The reason comes from the fact that PCA converts a set of 
observations of possibly correlated variables into a set of values of uncorrelated 
variables. Via such a transformation, the new measurements provide better 
localization accuracy. Such results demonstrate the superiority of the proposed 
scheme over a correlated wireless sensor network. 

 

Fig. 3. Average estimation error with respect to correlation coefficient 

4.3 Effects of Selected Anchor Nodes 

The objective of the experiment intends to analyze the effect of the K strongest  
RSS values from anchor nodes on the estimation accuracy. Again, we set η = 3.5, σ = 
6 and ρ = 0.8. We evaluate the estimation performances when K = 3, 4, 5 and 6, 
respectively. In Fig. 4, when K = 3, the proposed algorithms have worse performance. 
In the cases of K = 4 and 5, ML-PCA and ML-PPCA have good estimation accuracy. 
As all RSS values are adopted for location estimation, i.e., K = 6, the performances of 
ML, ML-PCA and ML-PPCA are obviously the same. In addition, MAP outperforms 
other schemes in the case of K = 3, while its performance gets worse with the increase 
of K. 
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Fig. 4. Average estimation error with respect to anchor nodes 

4.4 Effects of Path-Loss Exponent 

This numerical experiment aims to investigate the effect of the path-loss exponent η 
on the estimation performance. The higher the value of η, the more the signal strength 
is attenuated. The simulation environment is set as follows:σ = 6, ρ = 0.8 and K=5. 
Fig 5 shows that the average estimation error decreases with the increase of η. ML-
PCA and ML-PPCA are always superior to other schemes. As compared to MAP, the 
proposed algorithms still have the outstanding performance even if MAP has the prior 
information for location estimation based on the geometry of the coverage area. 

 

Fig. 5. Average estimation error for with repect to path-loss exponents 

5 Conclusions 

The PCA-based ML approaches for relative location estimation have been proposed 
such that the all RSS information is effectively utilized. Simulation results showed 
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that the proposed schemes significantly outperform other existing schemes in the 
cases of a high correlation and a strong noise power. It revealed the superiority of 
ML-PCA and ML-PPCA in the estimation accuracy. However, in practice, the 
integration of ML with PCA or PPCA may lead to additional computations that 
require more power consumption and performance overhead. Therefore, the 
evaluation needs to be further investigated in the future. 

Appendix 

By evaluating cumulative density functions (CDFs), the prior probability density of di 
for anchor node i in Fig.1 is derived as follows: 
 
For i = 1, 2, 3 and 4, 
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Abstract. Production scheduling (PS) and vehicle routing (VR) are integrated 
to solve a production issue with timing requirement. The issue of multiple 
production chains and multiple vehicles is considered to produce productions 
and deliver them to customers. In the integrated production scheduling and 
vehicle routing (IPSVR) problem, each order is normally defined by its 
dependent setup time and processing time for the producing process and by its 
delivering time and time window for the delivering process. In this paper, a 
hierarchical particle swarm optimization algorithm is proposed for solving the 
IPSVR problem and reaching the minimum tardiness time. 

Keywords: production scheduling, vehicle routing, hierarchical particle swarm 
optimization. 

1 Introduction 

For the progressively competing environment, more and more production companies 
need to change their production line to meet the requirement of the customers. 
Scheduling the orders in the production line becomes an important issue for 
effectively utilizing production line. However, the customers usually restrict a due 
time and a deadline for their orders. When their order is accomplished over a due time 
but meets deadline, the customers will ask penalty for the late order. Moreover, if the 
order doesn’t meet the deadline, the customer will require more indemnifications 
from the company and the company will damage its reputation and loss the customer. 
Therefore, before accepting the orders, the company must evaluate which order 
should be taken and which order should be given up in order to avoid past the 
deadline. This kind of production scheduling problem is called order acceptance and 
scheduling (OAS) which is addressed in [1-3]. 

                                                           
* Corresponding author. 
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Normally, in a supply chain, the problem of production scheduling [4-6] ignores 
the back-end delivery and the problem of vehicle routing [7-10] does not consider the 
issue of the front-end production scheduling. Therefore, the result optimizes 
individually instead of optimizes integrally. In order to obtain the entire optimal 
solution, the problems of just-in-time production and that of just-in-time delivery are 
integrated into one problem. 

Some important issues, such as identical parallel machines, orders, sequence-
dependent setup times, identical vehicles, customers, time windows are considered. A 
mixed integer programming model is developed to integrate these two sub-problems 
and an optimization algorithm minimizes the total tardiness time. 

Due to the extremely complexity of this integrated problem, only the small-sized 
problems are tested for confirming our algorithm with the ability of obtaining optimal 
solution. We adopt the commercial software LINGO 11.0 that is based on branch & 
bound method to find the optimal solution. 

The rest of this paper is organized as follows. Section 2 describes the proposed 
mathematical model. The proposed method is shown on Section 3. Experimental results 
are demonstrated in Section 4. Finally, brief conclusions are given in Section 5. 

2 The Proposed Mathematical Model 

An integer linear programming formulation is adopted for the mathematical model of 
the IPSVR problem. The parameters are defined as follows: 

pti = the processing time of order i 
st0i = the setup time of order i producing first 
stij = the setup time of order j producing after order i 
tr0i = the transporting time from factory to customer i 
trij = the transporting time from customer i to customer j 
ai = the lower bound of time window of order i 
bi = the upper bound of time window of order i 
wi = the weight of order i 
ui = size of order i 
capk = capacity of vehicle k 
M = a large number 
n = number of orders 

Two sets of binary variables, za, xa, are defined to handle machine production and 
two sets of binary variables, zb, xb, are to handle vehicle transportation. = 10   if order  is produced by machine otherwise   = 10   if machine m produces order , then produces order otherwise  = 10   if order  is transported by vehicle otherwise  = 10   if vehicle  transports order , then transports order otherwise  
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The continuous variables, T1i, T2i, 
k
iT 3 , Ti, are defined to handle the production 

finish time of order i, the arrival time of order i, the departure time of vehicle k carry 
with order i, the delay of order i, respectively.  
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3 The Proposed Method 

In this section, a particle swarm optimization and variable neighborhood search 
method is adopted for solving the IPSVR problem. The mathematical model having 
shown in previous section rules the variables of the IPSVR problem. We design a 
hierarchical variable neighborhood search (VNS) methods both in machine 
production and vehicle transportation. The adopted VNS method includes order 
exchanging on machine, machine correcting, order inserting on machine, and machine 
exchanging (machine level), and order exchanging on machine, machine correcting, 
order inserting on machine, and machine exchanging (vehicle level). First, we 
randomly generate p particles by a set of random numbers for initial solutions. For 
each particle, it will search better solutions by VNS. If there is no better solution can 
be found by VNS, The particles will change their directions by their personal best 
solution and global best solution. The searching process will routine until it meets a 
terminal condition. The algorithm is summarized as follows.   

 

Step 1: Generate k machine particles by their location set xm1, xm2,…, xmk and 
their velocity set vm1, vm2,…, vmk. The xmi = {xmi1, xmi2} and vmi = {vmi1, vmi2}, 
where xmi1 means the production sequence, xmi2 means machine set for production. 

Step 2: Set parameters: the inertia weight “w”, the weight of personal best solution 
“c1”, the weight of global best solution “c2”, random parameters r1 and r2 generated by 
uniform distribution U(0, 1). 

Step 3. Update personal best solution pbmij and global best solution gbmj. 
Step 4: Generate k vehicle particles by their location set xv1, xv2,…, xvk and their 

velocity set vv1, vv2,…, vvk. The xvi = {xvi1, xvi2} and vvi = {vvi1, vvi2}, where xvi1 
means the routing sequence, vvi2 means vehicle set for production. 

Step 5: For each particle, do the VNS processes for finding personal best solution 
pbvij.  

Step 6: From personal best solutions, decide global best solution gbvj. 
Step 7: Update velocities and locations about vehicle routing by the following 

equations. 
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vvij = wvvij + c1r1(pbvij – xvij) + c2r2(gbvj – xvij) 
xvij = xvij + vvij 

 

Step 8: If it does not meet the local terminal condition, then go to Step 5. 
Step 9: Update velocities and locations about machine production by the following 

equations. 
 
vmij = wvmij + c1r1(pbmij – xmij) + c2r2(gbmj – xmij) 
xmij = xmij + vmij. 
 
Step 10: If it meets the terminal condition, the algorithm ends; otherwise, go to 

Step 3Experimental Results  
We use LINGO 11.0, the optimization software, to get optimum solution. The 

parameters are given by random numbers with given lower bound and upper bound. 

Table 1. The parameters 

Parameters (lower bound, upper bound) 

Processing time (25, 50) 

Weight of order (1, 2) 

Setup time(first) (10, 20) 

Setup time(dependent) (8, 18) 

Size of order (1,3) 

Capacity of vehicle (16, 21) 

Lower bound of time window (65, 99) 

Upper bound of time window (95, 180) 

Transporting time (first) (18, 45) 

Transporting time (dependent) (20, 50) 

 
There is a set of parameters in this experiment for 5 orders. The parameters are 

generated as follows: 
 
Processing time  
49   44 44 43 43  
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Setup time (first) 
13  14 15 12 20  
Setup time (dependent) 
0   9 11 15 13  
15   0 18 13 17  
11   9 0 17 8  
11  10 9 0 10  
11  10 8 14 0  
Lower bound of time window  
88  74 82 88 99  
Upper bound of time window  
122  105 115 176 115  
Transporting time (from factory) 
23  31 41 29 23  
Transporting time (dependent) 
0  38 42 39 23  
36   0 37 26 47  
36  26 0 40 22  
27  20 43 0 43  
35  24 22 22 0  
Weight of order  
2   2 1 2 2  
 
If the number of machine equals to 3 and that of vehicle equals to 2, then the best 

solution of the proposed IPSVR problem based on the above parameters is shown as 
follows. 

 
The best schedule (machine):  
Machine 1   (order 5 ==> order 2) 
Machine 2   (order 3 ==> order 4) 
Machine 3   (order 1) 
The best schedule (vehicle):  
Vehicle 1    (order 1 ==> order 5 ==> order 3) 
Vehicle 2    (order 2 ==> order 4) 
The minimum delay: 108 
 
The minimum tardiness time obtained by the proposed method is the same as the 

one obtained by LINGO 11.0. We summarized the experimental results in Table 2 and 
the corresponding parameters are shown as follows. 

 
Processing time  
49   44 44 43 43 32  
Setup time (first) 
14   15 12 20 17 13  
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Setup time (dependent) 
0   15 18 13 17 11  
9   0 17 8 11 10  
9   10 0 11 10 8  
14   10 13 0 17 12  
9   14 16 14 0 9  
13   14 10 17 13 0  
Lower bound of time window  
82   88 99 74 67 71  
Upper bound of time window  
176   115 111 124 155 142 
Transporting time (from factory) 
23   36 19 24 18 39  
Transporting time (dependent) 
0   43 35 24 22 22  
37   0 49 28 36 44  
49   46 0 24 29 20  
40   34 28 0 30 22  
26   48 43 43 0 37  
40   26 44 21 35 0  
Weight of order  
1   1 1 1 2 2 

Table 2. The experimental results 

Minimal tardiness time 
(No. of orders, No. of machines, No. of vehicles) 

(6, 1, 1) (6, 2, 2) 

The optimal solution 
of LINGO 11 

2004 262 

The solution of the 
proposed method 

2004 262 

 
The following table shows that our method is efficient. 

Table 3. The experimental results 

Time spanning (seconds) 
(No. of orders, No. of machines, No. of vehicles) 

(5, 3, 2) (6, 1, 1) 

The optimal solution of 
LINGO 11 

99 515 

The solution of the 
proposed method 

1.201 1.435 
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4 Conclusions 

A particle swarm optimization algorithm of integrating production scheduling and 
vehicle routing is proposed for effectively solving the optimum problem. A 
mathematical model of the integrated production scheduling and vehicle routing 
problem is also generated for obtaining the optimum solution by LINGO 11. The 
object function is to obtain minimum tardiness time. The proposed method can obtain 
the optimal solution that is also evaluated from the optimization software LINGO 11. 
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Abstract. For digital rights management of mobile multimedia in mobile  
terminals, an Android based Digital Rights Management (DRM) approach to 
implementing mobile audio and video media usage control was proposed. The 
solution adopts 3DES encryption and decryption algorithm for protecting 
multimedia contents security as a whole. The usage of control and display for 
protected contents were completed in mobile terminal according to the acquired 
digital license. A prototype confirms that the solution has the features of high 
security and faster encryption speed, can be helpful to protect the copyright of 
digital multimedia contents on the highlighted Android of mobile platforms. 

Keywords: Digital Rights Management, Mobile Multimedia, Encryption,  
Usage Control, Android. 

1 Introduction  

As the technologies for communication network and information dissemination 
rapidly develop, 3G mobile similarly enjoys increasing popularity while 4G is on its 
way to contributing to these advancements. Mobile terminals have become a primary 
electronic equipment and carrier for internet applications. In the realm of 4G 
networking, wireless data transmission will be as fast and as convenient as cable 
internet. Moreover, the convenience of mobility and hand holding is an advantage of 
smart phones over PC terminals. Data from the study of International Data 
Corporation (IDC) indicate that smart phones with an Android system account for at 
least half of the market shares of smart phones throughout the world. The Android 
system is a smart phone system preferred by many users at present. As digital 
contents (e.g., e-books, digital images, multimedia audio and videos, etc.) are easily 
copied and distributed without any damage or omission, valuable digital content 
products protected by the intellectual property law can also be copied by batch 
without permission and be distributed [1], spread, and abused through various 
communication network carriers. Therefore, undesirable outcomes and significant 
losses are incurred, affecting economic, social, and cultural development. To address 
this technological problem, digital rights management (DRM) was designed. The 
DRM comprises a series of technologies, tools, flow, and treatment methods mainly 
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used for protecting the contents of digital products as well as the legal rights and 
benefits of copyright owners and users [2].  

2 Related Works 

Encryption is currently a popular method for protecting digital contents. This 
technique encrypts common digital content documents (plain text) into ciphertexts to  
prevent valuable information from being illegally blocked or stolen, and to protect the 
copyright of digital contents. To protect the copyright of digital contents, solutions 
such as Windows Media DRM, which is based on the Windows Media Player by 
Microsoft and Helix DRM for media streaming by Real Company, were developed 
and applied to PCs.  

Prompted by the growing significance of smart phones, personal digital assistants, 
and other mobile equipment, the new trend in the field of DRM research and 
development focuses on mobile terminals. A series of smart phones based on the 
Windows Mobile system of Microsoft [3], as well as smart phones and mobile 
equipment by Apple Inc., have been developed for and applied to commercial trade. 
The former supports Windows Media DRM solution and handles documents with 
Windows media video (WMV) and Windows media audio (WMA) formats. The latter 
utilizes the iTunes developed by Apple Inc. to secure the encrypted digital contents, 
the copyright of which is protected.  

Bhatt et al. [4] proposed an individual DRM system based on the peer-to-peer 
model for the Motorola E680i smart phone to protect users’ individual documents, 
such as photos and recorded videos. The native Android platform protects digital 
contents and applications through OMA DRM 1.0 solution [5]. Given its inherent 
vulnerability, OMA DRM 1.0 solution cannot effectively protect the contents in the 
equipment. Shuo Zhang, Zhao-Feng Ma et al. [6] proposed a dynamic decryption and 
playing solution for MP3 documents. This solution encrypts MP3 documents frame 
by frame according to MP3 document structure. Therefore, it can realize the dynamic 
decryption and playing of ciphertext during document playing, without creating any 
temporary documents in the mobile terminal.  

The abovementioned systems and solutions install the DRM system in several 
kinds of common smart phone systems. However, the DRM system that can 
effectively protect audio and video contents is not installed in most popular Android 
smart phones.  

3 Audio and Video Protection Solution for the Android 
Platform 

To solve the problems on the audio and video digital copyright protection of mobile 
terminals, the originally designed mobile DRM (MDRM) system is installed and 
realized by considering the Android system, which currently has the most market 
shares, as the object platform and the OMA DRM v2.0 [7] standard. The system 
architecture chart is shown in Figure 1.  
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Fig. 1. System architecture of the MDRM system 

The MDRM system performs a cycle that starts from content encryption, package, 
and issuance to the distribution of permits by the content provider and the decryption 
and content use right control by the users. It prevents contents from being abused and 
shared without permission by separating protected digital contents from the applicable 
permit, distributing the same, and controlling the authorized use. This step is done to 
achieve the safe use control and digital copyright protection of contents. This model 
consists of the server and the mobile terminal. For this MDRM system, the decryption 
and playing, including the use control of multimedia audio and video contents based 
on Android platform, are the emphases of the study.  

3.1 Server Side  

The server side is composed of the management systems for content, key, and license 
to perform the encryption and for the issuance of multimedia audios and videos, 
generation and management of content encryption key, and generation and issuance 
of multi-media videos and audios.  

Content Management System 
The triple data encryption standard (3DES) cryptographic algorithm is used for the 
content management system to encrypt and pack video and audio documents. It is a 
transitional cryptographic algorithm from DES to advanced encryption standard 
(AES), and it uses three 56-digit keys to process data thrice.  
 



242 Z. Wang et al. 

 

For audio and video documents requiring encryption for protection, the encryption 
and package program of the content management system reads the data from the 
source document through a module with fixed size, initiate the 3DES encryption  
program to encrypt the read data, and input the encrypted data into the new document. 
The process is repeated until all the data in the original document are encrypted. The 
main codes for the encryption program are as follows:  
 
/* len refers to the length of the source document; buffer_size refers to the data 

module with a fixed size read every time; fileIn refers to the source document; and 
fileOut refers to the protected document encrypted */ 

long j=len/buffer_size;  
for(i=0; i<=j; i++) 
{memset(buffer,'\0',buffer_size); 

fread(buffer,1,buffer_size,fileIn); 
3DesEncrypt(key,buffer,buffer,buffer_size); 
fwrite(buffer,1,buffer_size,fileOut1);} 

Key Management System 
One of the tasks of the key management system is to generate a random character string 
key for each of the original content to be encrypted and packed, and to supply the 
generated key to the content management system for encrypting and packing the 
original document. Another task of this system is to manage effectively these generated 
keys and return to the encrypting key of the applicable protected content after receiving 
the request from the license management system in order to generate a license.  

License Management System 
The license management system generates and distributes the license of the protected 
contents to legally authorized users. The license is composed of the decryption key of 
the protected contents and the right of the user to the digital contents. As a prototype 
system, the license management system defines the right of the user to the protected 
contents as the authorized times of playing the protected contents in the mobile 
equipment.  

3.2 Mobile Terminal 

The mobile terminal, that is, the client side, plays multimedia audio and video through 
the MDRM player installed in the Android platform. The MDRM Agent module in 
the system runtime library identifies, decrypts, and controls the use of protected 
contents. Figure 2 illustrates the implementation of this module in the Android 
platform.  

In the original system of the Android platform, when the superior multimedia 
application contacts the MediaPlayer class of the application framework layer, the 
MediaPlayer class directly initiates the multimedia modules in the system runtime for 
processing. In the designed Android player, MDRM Agent modules are integrated in 
the system runtime. When the user utilizes the MDRM Player to play audio and  
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Fig. 2. Android system architecture 

video, the MediaPlayer class in the application framework layer first contacts the 
MDRM Agent module, which then processes the parameters from the MediaPlayer 
class and initiates the operation of the multimedia module. Figure 3 presents the 
details of the parameter transmission course.  

 

Fig. 3. Information processing by the MDRM player 

Step S1. The user opens the MDRM player application, which scans the memory 
space of the equipment after searching for audio and video documents with the 
supported format. After scanning, the audio and video documents are shown to the 
user in list form. For audio document, the list presents not only the document name 
but also its protection status and the right of the user to it (playing times).  

Step S2. The user selects a favorite content to play according to the information  
indicated in the document list of the audio and video.  
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Step S3. After receiving the parameters from the superior framework, the MDRM 
Agent module in the system runtime layer evaluates if the selected content is 
protected. If the content is protected, the MDRM Agent module will directly initiate 
the multimedia module to resolve and play the document.  

Step S4. If the MDRM Agent assesses that the content selected by the user is 
protected, it will search for the correct permit. 

Step S5. After detecting the correct permit, the MDRM Agent reads its sub-
modules to validate the information on the user’s right and decryption key.  

Step S6. If the right of the user to the protected content is valid (the playing times is 
higher than zero time), the decryption sub-module of the MDRM Agent will analyze 
the key acquired in Step 6 to decrypt the protected content and will initiate the 
multimedia to play the decrypted temporary file.  

Step S7. After the multimedia module is played, the temporary document created is 
cleared and Step S2 is repeated.  

The system neither forces the user to place protected contents in a specific area in 
the equipment nor limits the protected contents to the download sources through the 
specific browser installed in the equipment. Instead, the user may store the protected 
contents in other areas in the equipment. Moreover, the source of protected contents 
may be downloaded by the user through the same or other equipment, or from a PC 
through Wi-Fi, USB, Bluetooth, and so on provided that the protected contents are 
complete and damage-free. However, to manage the right permit of the protected 
contents, it should be saved in a fixed folder in the equipment.  

4 Performance Assessment 

To test the system performance of the design, the content decryption and encryption 
speeds of the MDRM system and system safety are respectively tested and analyzed.  

4.1 Speed Tests of Decryption and Encryption 

The test environment for the encryption package program was a common PC with i3-
2130 CPU. The test environment of the MDRM player program was the Android 
simulator run by a PC-based UBUNTU system virtual computer. Block sizes were set 
to 1024000, 102400, and 10240 to test the two programs.  
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Fig. 4. Test of the encryption package program 
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Fig. 5. Test of the decryption program 

Figures 4 and 5 present the test results of the encryption package program and the 
decryption program, respectively, in different block sizes. The block size of 1024000 
had the best performance in the encryption package program with an average speed of 
38 m/s, and the 102400 block size had the best performance in the decryption 
program with an average speed of 0.906 m/s . Therefore, in different hardware 
environments, the scales of the block size of the same encryption and decryption 
programs vary in terms of the highest speed. Block size scale should be adjusted 
according to actual conditions during deployment to enhance decryption.  

4.2 System Safety Analysis 

In the designed MDRM Agent module, the directory of the decrypted temporary 
document of the protected contents is specified as a folder under the “data” of the 
system directory. Considering safety, common users of the Android system do not 
have the right to access and directly manipulate the document under the “data” 
directory [8]. The temporary decrypted document of protected contents in the Android 
system is also deleted immediately after being played. Accordingly, the designed 
system can finish protecting the encrypted contents in the mobile terminal. In this 
study, temporary document refers to the document created when protected contents 
are played.  

Table 1. Comparison among solutions 

 Our system Literature2 Literature3 Literature 4 
Encryption algorithm 3DES RC4 Unspecified AES 
Save contents in the equipment Encrypted contents Encrypted contents Original directory 

Specific location

Encrypted contents 

Temporary document with with without Without 

Object platform Android Mobilinux Android Windows mobile 

5 Conclusion 

For audio and video digital copyright protection in mobile terminals, the author of this 
paper selected the Android system, which currently has the most market shares, as the 
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object platform. The source codes and compiling rules of Android 2.3 were analyzed. 
The designed prototype system was realized and installed based on the Android 
platform according to OMA DRM v2.0 standards. Results confirm that the MDRM 
player, one of the system components, can present protected contents by playing 
within the users’ right and according to the rules set in the server-side of the Android 
platform, thus complying with the basic DRM demands.  
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Abstract. Cognitive radio networks (CRNs) has been popular in the field of 
wireless network. In CRNs, researches focus mainly on the single hop scenes 
rather than multi-hop networks. Studies for cognitive routing are also scarce. A 
new routing scheme is proposed based on path combination that communicating 
pairs share the links for all nodes. The cognitive networks are divided into two 
sub-networks: data network and control network. Each of the two network 
forms has their own missions. Spectrum resources are divided into conflict units 
and carefully allocated to links. The concept of price and spectrum blocks is 
used to judge the shared links. This scheme is good in performance because of 
the reduction of network load. With the combination of paths, spectrum 
resources will have a very high utilization rate.  

Keywords: cognitive, routing, path, spectrum. 

1 Introduction 

The concept of cognitive radio was first proposed in 1999 by Dr. Joseph Mitola [1, 2], 
and expounded further in his doctoral thesis [3]. According to the Federal 
Communications Commission, the definition of cognitive radio is described as based 
on interaction with the environment and the dynamic change of radio transmitter 
parameters [4]. With the rapid development of wireless communication industry, the 
contradiction between the limited spectrum resources and the growing demand for 
wireless applications becomes more and more prominent. At the same time, in the 
allocated spectrum for a legitimate user, from the angle of time and space, and there is 
a spectrum utilization inequality problem [5, 6]. In this premise, the FCC puts forward 
a new spectrum management and allocation strategy [7, 8] as a new mode of wireless 
communication. Optimizing the use of spectrum has become very important and 
dynamic spectrum access technology has attracted wide attention. Cognitive radio 
technology is considered to be an important technical means of implementation DSA 
and plays a very important role [8]. 

Most of the researches for CRNs are based on the single hop to deal with questions 
about the physical and medium access control layer, including spectrum sensing, 
spectrum decision and spectrum sharing technologies [9, 10].Researchers have only 
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recently realized the multiple hops CRNs has potential to open up a new frontier, 
simply because multi-hops network configuration meets the needs of a wide range of 
communication applications. In order to fully release the potential of multi-hop 
cognitive radio networks, we have to face new challenges and difficulties. In 
particular, in cognitive scenarios with unique characteristics, efficient routing scheme 
should be integrated into the studies of existing bottom (physical layer or Mac layer). 

Routing is used for communication of the source and purpose of transfer information 
of users to establish a path. Traditional wireless networks work in a fixed band. 
Therefore, there is no need to consider after getting the path spectrum allocation. 
Cognitive wireless network of the cognitive users to use the free authorized spectrum, 
their use of spectrum is uncertain, and set a path for every link on the path to the 
distribution of spectrum resources, since the traditional wireless network routing 
methods cannot be directly applied to CNRs, we need a new cognitive wireless network 
routing method. 

According to the routing optimization object, M. Cesana et al [11] classified the 
existing cognitive wireless network routing schemes. The scheme optimizes network 
throughput, transmission delay, energy consumption, routing quality, path stability 
and disturbance to the authorized users etc. The problem is there is no plan to 
optimize the demand for spectrum resource, when the user sends a message 
concentrated in one area of the network, and the user receives the message 
concentrated in another area, when each pair of user interaction data sending and 
receiving quantity is not big, these methods lead to different transceiver users on the 
use of the routing not overlap or less overlap each other, thus increasing the spectrum 
resource requirements. 

Hao Chen et al [12] put forward a central routing method. This method comes 
together all the sending and receiving users, using the maximum flow algorithm to get 
maximum flow distribution, and as a new network topology, distribution path and the 
transmission time. A weakness of this method is that the entire network routing work 
shall be borne by a center, when routing demand increases in the network, the burden 
of the center will increase rapidly, making routing delay increase. 

This paper is organized as follows. In the second part, the paper introduces the 
network construction. In the third part, the paper introduces the routing scheme based 
on path-combination. In the fourth part, the paper introduces the routing scheme 
simulation and performance. Finally, in the fifth part the paper gives the conclusion. 

2 Network Model 

A CR network consists of a sink node and several CR users. Logically Speaking, CR 
network can be divided into two parts, data network and control network. A data 
network is a multi-hop and fully distributed network, which bears the interactions and 
sessions among CR users. Sink node does not participate in the data transmission in 
data network as is shown in Fig 1. On the other hand, control network contains those 
basic transmissions in order to maintain the normal operations of CR network. Sink 
node is the center of control network, and every CR users communicates directly with 
it. Moreover, adjacent users can communicate with each other, but just in one hop, as 
is shown in Fig 2.  



 A Path-Combination Based Routing Scheme for Cognitive Radio Networks 249 

 

 

Fig. 1. Control network construction 

Every CR users has two radios which work for data network (radio1) and control 
network (radio2) respectively. The two radios work in different spectrum band to be 
guaranteed to work at the same time and without interference. 

 

Fig. 2. Data network construction 

2.1 Obtain Sensing Results 

Each radio1of CR user carries out Quite Period Sensing - Adjacent CR Users 
Discovering-Communicating/ Sleeping/ Auxiliary Sensing. As is shown in Fig 4, All 
CR users execute these steps synchronously. 



250 L. Zi, Z. Hongyang, and P. Qingqi 

 

Quite Period Sensing: radio1 in all CR users stop transmission on data network, 
sense the existence of primary users and spectrums holes, then store the result. 

Adjacent CR users discovering: CR users discover each other via radio1, every 
user store the node listing. 

Communicating: send and receive packets of various kinds of business, sessions 
and so on. 

Sleeping: when no packet needs to be sent or received, that is to say, radio1 can be 
turned off in order to reduce energy consumption. 

Auxiliary sensing: when no packet needs to be sent or received, that is to say, CR 
users can perform the specific sensing task that allocated by sink node, and at this 
stage, CR users can achieve information related to channel quality, Adjacent CR 
users’ actions, channel load, etc. 

Finally, all the information is collected and summarized, which is named sensing 
results. 

2.2 Gather Sensing Results 

Sink node and CR users achieve this goal in radio2. Each CR user carries out polling-
waiting/adjacent users’ interaction- Receiving network topology- waiting/adjacent 
users’ interaction circularly on radio2. Polling and receiving network topology must 
be asynchronous with sink node. 

Polling: the CR user which is polled should report sensing result for sink node and 
receive control instructions accordingly.  

Receiving network topology: each CR user receives CR network topology from 
sink node simultaneously. The CR network topology is used to describe CR users and 
their Interconnection performance of CR network 

Sink node receives sensing result from CR user X that is polled, and sends control 
instructions accordingly to user X. In this process, radio2 keeps monitoring state, 
when the polling massage is sent to user X, radio2 begin to communicate with sink 
node. 

After all sensing results of every CR user has been found, sink node starts 
gathering and processing the information, forming the CR network topology. Then the 
network topology information is spread via broadcasting in order to ensure all CR 
users will receive it. 

3 A Path-Combination Based Routing Scheme for Cognitive 
Radio Networks 

The task of route is getting a path and determining the spectrum allocation of each 
hop. There are two steps to accomplish this task, namely path generation and 
spectrum allocation. Path generation is that the given source users s and destination 
users create the path p connected s to t. Spectrum allocation is that allocate spectrum  
resource to p which is created by the connection from s to t unified. 
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3.1 Path Generation 

Path generation is accomplished by the source CR user to create one path p. Assumed 
that the source user is s, and destination user is t. for a link, link e=(u, v), the 
definitions are as follows: The price of Link e is a parameter released and maintained 
by the center node; 

• The distance from Link e to source user is defined as || || || ||ds u s v s= − + − ; 

• The distance from Link e to destination user is defined as
( ) || || || ||dt e u t v t= − + − ; 

• The synthesized distance from Link e to source uses and destination user is : 

( ) ( )min{ , ( )}ds e dtd ee = ; 

• For users s and t, max max ( )ed d e= ; 

• The distance coefficient of Link e is ( ) ( )
max

log( 1)

log( 1)

d
rd

d

e
e

+
=

+
. It means that when 

the Link is close to source user or destination user, the distance coefficient is low 
and the distance coefficient of distance d (e) is increased rapidly and approaching 1 
gradually. 

• On one path, the price of Link e to source or destination user is 

( ) ( ) ( )rp price ee rd e= × . It means that when the Link e is closed to source or 

destination, the discount is high. Source or destination user must pay the price for 
maintaining its surrounding Links. So the price is low when it uses the surrounding 
links. 

• Indicator (e) represents the interference Binary tag. ( ) 1indicator e = represents 

interference from u or v to primary user, while ( ) 0indicator e =  was defined no 

interference. 

Sink node define prices for every link related to the load of link and the number of 
available spectrum channels. 

Every price has the same initial value with no actions for CR users. Price in used 
and unsaturated link is lower than that in unused link, that is to say, we encourage 
building paths via using the unsaturated Link; when one link has been used, and 
prices of those links within the scope of the interference have a slight increase; when 
one link has been used and is almost saturated, price increases to prevent the 
overload. 

For used channel, the price of a link increases from the lowest value with the 
saturation level rising, finally reaches a steady value. For unused channel, the price of 
a link increases from the second lowest value to the second highest value with the 
number of undisturbed spectrum channels decrease. 

Price has two forms: price1 and price2. 
Price1 is applied when the link is used. Because of the denying of overload, price1 

is defined in (1). 
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λ

1 ( 1 λ)
1

price Iv
sat

= + −
−

 (1) 

where λ is the attenuation parameter;  [0,1)sat ∈ is the saturation; Iv1 is initial 

value of price1 when sat=0. 
Price2 is applied when the link is unused and defined in (2). 

 2 2price BI PPB Iv= × +  (2) 

where BI is the number of interference bands in the link; BBP is the price of each 
band;  Iv2 is the initial value of price1, when sat=0. Iv2 > Iv1. 

The source node of a path regards the price as the edge weight of a topology 
calculates the shortest path from source node to destination node. The performance 
parameter of a path p is defined in (3). 

 
( ) ( ( ) ( ) )

e p

sp p rp e hp indicator e MAX
∈

= + + ×
 (3) 

where MAX is a constant. 
The sp (p) of a link which can infer primary user is greater than MAX. Therefore, 

the path is abandoned. The source node can obtain a path within the conditions via the 
theory maximum spanning tree on condition that the source node has known the  
network topology. 

The purpose of this rule for building paths is to make the shared links of several l 
paths as much as possible. Because the shared parts allocate spectrum recourse just 
for once, the number of those links which interferences each other decreases. 
Therefore, the number of available spectrum channels that are used in CR networks  
decreases as well. When a shared link is almost saturated, the price will rise and 
source node will choose those unused links to build a path.  

3.2 Spectrum Allocation 

Let B define the set of available spectrum channels, T define the set of available time 
slots. Let i, j, p, q, u, v represent CR users, s represent source user and t represent 
destination user.   

Suppose the transmission distance TrR  and interference distance IfR are all the 

same initially. 

The conflicting set of time slots can be defined in (4).  

 ( ){ , |  or  or  or , }e f i j u i u j v i vI j f eS = = = = = ≠
 (4) 

where eSI E∈  

The conflicting set of bands can be defined in (5).  
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Fig. 6. Simulation about the number of resource units and route requests 

Fig 6 shows the demand of the spectrum varies from communication pairs. It is a 
more intuitive explanation to highlight the advantages of our scheme. Trends of the 
lines in the picture are roughly the same. The line reflecting our scheme is smoother 
and the resource units represents the spectrum resources at other aspects. The number 
of bands is the quality of spectrum channels used in nodes via the paths. In this  
section, numerical results are presented to illustrate the superiority. A simulation of 
routing path is given and some explanations have been provided. It is thought our 
scheme is good in saving spectrum recourses and simplifying routing paths. 

5 Conclusion 

Routing in CRNs consists of path generation and resource allocation. Amount of 
resource required is determined by conflicts in resource allocation. Less links used 
can bring about fewer conflicts in resource allocation. In this paper, we use a 
combination based method to generate routing paths. Then we divide resource into 
nonlict units and carefully allocate these units to the links. 

Then we divide resources into nonclict units and carefully allocate these units to 
the links. Simulation results demonstrate that our routing scheme can effectively 
reduce the links used by the network and requires less spectrum bands. So it can be 
used in CRNs to improve spectrum utilization. 
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Abstract. The emerging multimedia social networks (MSN) services have 
significantly improved and enriched consumers' experiences on multimedia 
digital contents, and further spurred the misuse and malicious dissemination of 
digital media (rights) among users. Thus, Digital Rights Management (DRM) 
issue is becoming more prominent. The theories and methods for security, 
trustworthiness, controllability of DRM systems available do not meet the needs 
of the novel Internet application, which is an urgent problem to solve. This 
paper analyzed traditional access control technologies and social network 
properties, and made a survey on related home and abroad research progresses 
on DRM security technologies, multimedia social networks access control and 
media contents copyrights protection. Finally, several main research directions 
were addressed on the key technologies of DRM, from three layers of cloud 
media services, media networks admission and user social networks, 
respectively, that is media content access control, media terminal trusted 
admission and media rights secure distribution.           

Keywords: multimedia social networks, content security, access control, digital 
rights management. 

1 Introduction 

Digital rights management (DRM) is an open problem, a challenge to the healthy 
development of the digital content industry. Since the middle 1990s, the research and 
applications of DRM have experienced offline use, Internet online, content 
distribution networks, and peer-to-peer network phases [1, 2]. In recent years, 
technologies, such as the multimedia cloud computing technology that integrates the 
server hosting computing mode and the client computing mode [3, 4], and other social 
media network services, such as Facebook, Twitter, and micro-blogging, have 
emerged. According to the data released by iResearch, an authoritative information 
technology consulting firm in China, more than 1.2 billion users around the world 
have used social networking web sites at least once a month by December 201; global 
social network users are expected to maintain double-digit growth in 2014; and the 
social elements have become the basic applications in the global Internet. In other 
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words, social media sharing has become the main driving force for the development 
of social networks. 

Multimedia social networks (MSN), such as YouTube, SongTaste, Tudou, Youku, 
are social networking platforms that are organized by users’ social relationships; and 
are mainly used for using, sharing, and disseminating digital media content. The basic 
characteristic of this emerging Internet application is the integration of the cloud 
server-based centralized access mode (online) and the cloud terminal-based 
distributed access mode (offline). MSNs provide digital media users with more 
convenient and efficient, and higher quality multimedia service for them to gain a 
richer experience of the digital content. Meanwhile, media social networks also share 
the essential characteristics of small-world networks, that is, easy to spread. As a 
result, to the large number of copyrighted media content, the infringement of their 
copyright and digital rights have become increasingly serious during the process of 
access, use, share, and dissemination, which has brought an unprecedented negative 
impact to the digital content/media industry, and has also made the DRM problem 
stands out even more [5, 6]. 

2 Digital Rights Management and Content Distribution 

2.1 Security Technologies for Digital Rights Management 

The research of DRM has two major technical paths: the preventive DRM technology 
and the reactive DRM technology. The preventive DRM technology is mainly based 
on the theory of cryptography and the usage control technology. It explores the safe 
storage, distribution, and usage control of digital content [7], as well as the fair use of 
digital content in accordance with the copyright law requirements. Among them, 
digital content protection mainly involves safe encryption and decryption, provable 
security for cryptographic protocols [8], and identity-based domain key distribution  
protocols [9]; whereas the usage control of digital rights covers the language 
description of the digital rights, usage control technologies, the transparent access 
based on the file system layer and content semantics [10], a trusted computing 
environment for end-users, and the trusted execution of the content use policy. For 
this reason, Gong-Xuan Zhang and his colleagues [11] proposed the TCM-based 
access control model. The reactive DRM technology, on the other hand, mainly 
focuses on users’ violations of digital copyrights, including tracking violations 
through digital watermarks and distinguishing copyright of digital content [12]. 

2.2 Distribution and Dissemination of the Digital Content (Right) 

The existing shared digital rights are mainly limited to domains with ordinary 
authority levels, such as family domains or personal entertainment domains. In this 
approach, the distributed digital rights and content were tied to the devices and end-
users through the use of a secondary distribution method and a strict usage control 
security policy, thus to ensure the legal use of the digital content within the authorized 
domains. In terms of the implementation of the shared digital rights, because OMA RI 
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usually bound the content, license, and equipment (user) together when authorizing an 
end-user license, it, therefore, puts a strong limit on the shared use of the digital 
content. Bhatt et al [13] realize implemented a personal DRM prototype system in the 
Motorola E680i smart mobile terminal. In this personal DRM system, the end-users 
can set the digital license independently and transfer licenses between devices freely, 
so as to protect the personal digital content. In addition, [14] proposed a secondary 
distribution plan and the relevant security protocol based the content using time 
between devices. This research was a useful attempt to share the time elements in the 
digital rights; and it also broadened the view of research on the shared digital rights. 
Xue Feng and Zhi Tang proposed a DRM license sharing plan based on Ergodic 
Encryption and the license sharing mechanism of the machine authentication 
technology to reduce the cost burden of the traditional authorized domain dependent 
approach [15]. Win et al. [16] proposed a safe and interoperable distribution 
mechanism that supports multiple authorized domains, which made the safe and 
effective content sharing among domains become possible. 

3 Access Control and Copyright Protection in Multimedia 
Social Network 

3.1 Features of Traditional Access Control and Social Networking 

Access control refers to using end-users’ identities and defining groups to limit their 
access to certain information, and to restrict their use of some control functions. The 
traditional access control is based on the specified access control policy to decide 
whether an access request is allowed. It cannot be well positioned to meet the fine-
grained access control requirements (e.g., different access control parameters for 
accessing different parts of an image). In addition, there exist a large number of users 
and concurrent accesses in MSN. The traditional access control mechanisms cannot 
adapt to this new scale of needs [17]. Mainly as follows: 

1. In a dynamic, highly decentralized environment, such as collaborative groups, the 
centralized that is responsible for executing the access control may become the 
bottleneck of the entire system. 

2. The traditional access control mechanism applies centralized access control 
architecture. It completely relies on the system administrators to manage users’ 
data and the relevant access control policy, which may cause problems in user 
privacy and data security. 

3. Although the traditional access control mechanism can also achieve fine-grained 
access control requirements by using the access control lists, it requires 
specification of which user can access the data, which increases system overhead 
and management complexity. 

In social networks, the new applications, there are a lot of collaborative users and 
concurrent data accesses, which brings new requirements for access control. Mainly 
as follows: 
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1. Support the user relationship-based access control, and take the depth and 
credibility of a user relationship into consideration; 

2. Resources and data that allows fine-grained access; 
3. To lift the restriction on collaboration, must be flexible about force ruling out 

unauthorized users from accessing data;  
4. The access control model should be dynamic, so as to allow the running policy to 

change with the environment changes; 
5. The administrator rights assignment and data ownership issues; 
6. The reasonable range of performance and resource overhead. 

3.2 Relationship-Based Access Control 

Gates [18] described a security example of a new relationship-based access control 
that can satisfy the requirements of Web 2.0. Hart et al. [19] proposed a content and 
relationship-based access control system. This proposal suggested using relational 
information to represent the authorized party in a web based social network (WBSN), 
which meets the key requirement for protect WBSN resources. However, this system 
has its several short comes. First, it does not satisfy the increasing needs of privacy in 
access control. Second, it only considers the direct relationship, whereas the node 
trust is not considered as a parameter when authorizing an access. In point of privacy 
concerns, at present, it mainly focuses on privacy protection, data mining technology, 
and the permission to conduct social network analysis on disclosed, potentially 
sensitive information. 

Barbara et al [20] pointed out that the enhanced social network access control 
system is the first step to solve the existing security and privacy issues in online social 
networks. In order to resolve the current limitations, they proposed an expandable, 
fine-grain access control model based on semantic, web-online social networking. 
This model contains authorization, management and filtering; and uses web ontology 
language (OWL) and semantic web rule language (SWRL) for modeling. Park et al 
[21] proposed a user-behavior centered access control framework. They identified 
four core control behaviors: attributes, strategies, relationships, and sessions. Among 
them, sessions represent the valid users who have been recorded in the online social 
network (OSN). In a simplest example, a session inherits all the properties and 
policies of a user. However, the existing social networks cannot support this function. 
Park et al. suggested that OSN should have the following features. First, personalized 
policies, that is, OSN users have their own security and privacy policies and 
attributes. Second, the users and resources policies are separated. Third, support 
access control of those who are independent of the user relationship, and support 
active sessions; and take into account the enhanced control. The existing OSN 
services do not have these functions, and many of the latest literature on OSN access 
control cannot distinguish between sessions and users. 

3.3 Trust-Based Access Control 

Ali et al [22] applied a multi-level security approach, in which trust is the only  
parameter that is used to determine the security levels of users and resources. More 
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precisely, each user is assigned a reputation value. The reputation value is a user’s 
average trust grade that is specified by other users. However, Ali and his colleagues 
only considered direct trust relationship without taking account the indirect trust 
relationship. Kruk et al [23], then, proposed a distributed authentication management 
system based on the second round "friend" relationship to bring out the management 
of access rights and trust authorization. Wang et al [24] proposed a trust-related 
management framework that includes the access control policies and a mechanism 
that supports privacy protection. This mechanism administers the access policy on the 
data that contain the provable information; enhances the support to the highly 
complex privacy related policies; takes consideration of the purpose and obligations. 
Under this mechanism, the main body can perform access rights on the objects based 
on relationships, trusts, purposes, and obligations. This mechanism also introduced 
strategic operations and the concept of policy conflicts; and proposed a purpose 
related access control policy framework. Amit Sachan and Sabu Emmanuel [25] 
pointed out that the traditional access control cannot meet the fine-grained access 
control requirements and the large number of users. To solve this problem, they 
proposed an efficient bit-vector transform based access control mechanism suitable 
for MSNs. They converted the content related certificate into an efficient structure, 
and, then, verified the security, storage, and execution efficiency of the proposed 
mechanism rough simulations. Villegas [17] proposed a personal data access control 
(PDAC) scheme. PDAC computes a “trusted distance” measure between users that is 
composed of the hop distance on the social network and an affine distance derived 
from experiential data. 

In a distributed system, privacy policy must be implemented on a user's private 
information, such as the P3P (Platform for Privacy Preferences) standard. In 
particular, Agrawal, etc. [26] proposed a Hippocratic database system. This proposed 
database system combines privacy protection in relational database systems. An 
important feature of this proposed database is the use of privacy metadata, in which 
the external-recipients and retention attributes are in the privacy-policies table, while 
the authorized-users attribute is in the privacy-authorizations table. 

However, Agrawal and his colleagues did not discuss the hierarchical goals, nor 
did they discuss the target prohibited, target joint, or data elements. LeFevre et al [27] 
proposed a method about how to administer privacy policies in a database system - 
the two-cell level model, whereas Ni et al [28] proposed a role-based access control 
model. However, none of these two models consider access management. The 
continuing evolving access technology has brought many challenges to access control 
and the model structure becomes necessary, which leads to the next generation of 
access management issues. 

Li-Qin Tian and Chuang Lin proposed a game-theoretic control mechanism of user 
behavior trust based on predictions in a trustworthy network. The proposed 
mechanism not only can predict behavior trust grade under the single trust attribute 
conditions, but also can predict trust grade under the multi-trust-attribute conditions. 
Li-Qin Tian and Chuang Lin proposed the whole process of the user-behavior-trust-
prediction-based game control mechanism. The main idea is to increase the control 
and management of user behavior trust in addition to the user identity trust, including 
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behavior trust prediction, risk analysis and decision-making control, strengthening the 
dynamic process on a network user’s status, thus to provide a strategic basis for the 
implementation of the intelligent and adaptive network security mechanisms. As 
shown in Figure 1, in this model, when service providers receive a user's request of 
access, they authenticate the user's identity trust first, if the authentication fails, the 
access is denied, otherwise they will continue to forecast the user’s behavior trust and 
conduct the game-control decisions. The process of behavior trust prediction-based 
game-control process is shown in Figure 1 [29]. 

The existing WBSN enforcement access control model is relatively simple. That is 
to say, the resource owners can define three security settings: 1) public, 2) private, 3) 
accessible for directly related users. This existing model assumes that all the friends 
 

Table 1. Comparison of Several Typical Access Control Policies 

Functionality 
and Security 
Mechanisms 

Traditional 
access 
control 
models 

Reference
[17] 

Reference  
[21] 

Reference 
[24] 

Reference 
[25] 

Reference  
[30] 

Access 
control 
mechanisms 

Trusted 
software 
module 

Personal 
data 
access 
control 

User 
behavior 

Relationshi
p, trust, 
purpose, 
obligations 

Binary 
vector 
transform
ation 

license 

Fine-
grained 
access 
control 

Access 
control 
lists 

Guard 
interval 

Separation 
of 
individual 
users and 
resources 
policy 

Attributes Binary 
vector 
transform
ation 

Policy 

Trust 
calculation 

No Behavior Behavior Behavior Behavior License 
chain 

Type of 
trust 

Without Full trust Full trust Full trust Full trust Full 
trust 

Depth of 
relationship 

Direct Direct, 
indirect 

Direct, 
indirect 

Direct, 
indirect 

Direct, 
indirect 

Direct, 
indirect 

User 
privacy 
protection 

Not 
protected 

protected Users and 
resources 

Protected Protected Protected 

Security 
settings in 
the 
replication 
resources 

Not exist exist Not exist Not exist Not exist Not 
exist 

System 
overhead 

Larger Smaller Larger Moderate Smaller Larger 

Applicable 
settings 

Ordinary 
security 
domains 

Social 
networks 

Online 
social 
networks 

Social 
networks 

Multimed
ia social 
networks 

Social 
networks 
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are the same without considering the relationship type between users; it does not have 
a comprehensive consideration of the of the relationship depth; it only allows users 
who have a direct relationship with the resource owners to access the data, and does 
not allow those who have indirectly relationship (the second time "Friends") to access 
the data; it allows un-authenticated user access, which is not flexible enough for the 
authenticated users; it does not distinguish data that focus on sharing from data that 
focus on privacy. Table 1 illustrates a comparative analysis of typical access control 
policies and models regarding their functionalities and security mechanisms. 

3.4 Media Content Copyright Protection 

Zhi Wang, Li-Feng Sun et al [31] presented a paper at ACM Multimedia conference. 
In their study, they measured reality of online social networking systems, analyzed 
the main features of the video mode of transmission, and proposed a new audio and 
video content distribution method. In the proposed method, the video content is 
deployed in the appropriate servers and node caches, and was assigned to the 
appropriate network resources based on its propagation, so as to enhance the efficiency 
of the network communication. In order to ensure the safe sharing of media content in 
social networks, He-Fei Ling et al. proposed JFE (combination of fingerprint and 
encryption) based on a tree structure conversion security mechanism, which combines 
the fingerprint technology and the encryption technology to provide multiple layers of 
protection for media sharing [32]. 

In order to improve media content copyright protection and to diminish the illegal 
spread of media content in social networks, Lian et al [33] proposed a content 
distribution and copyright authentication system based on the media index and 
watermarking technology. The results of the experiments confirmed that the system 
had strong robustness and stability. In addition, Chung et al [34] proposed a novel 
video matching algorithm, as well as developed an intelligent copyright protection 
system based on this algorithm. Confirmed by experiments, the proposed algorithm 
can effectively conduct video matching; and the proposed system was suitable for 
copyright protection for video sharing networks. With the intention of solving the 
problem of content security in online social networks, [35] proposed a security model 
based on multi-party authentication and key agreement. This proposed model can 
achieve user authentication between communities with a strong non-repudiation and 
flexibility. 

Ming-Chu Li et al [36] proposed a fine-grained trust computation model. They 
defined a fine-grained QoS in order to achieve the calculation of recommendation 
trust; used Gaussian function to measure the preference similarity between peers; and 
verified the effectiveness and flexibility of the proposed trust model through a large  
number of simulation experiments. We [37] proposed a MSN trust model based on 
small-world theory. This model can effectively evaluate and dynamically update the 
value of trust between users, as well as identify malicious share users. 
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4 Conclusion 

The current DRM research on MSNs mainly includes traditional digital content 
encryption, usage control, digital watermarking, and digital content distribution. By 
means of integrating the recently emerged cloud computing technology and its 
theoretical architecture, the cloud media social networks (CMSN) were developed. 
However, the systematic research on the three elements (safe media content access 
control, credible media terminal access authentication, media spread rights and risk 
assessment) that can impact the implementation of the digital media copyright 
protection has not been carried out yet. Consequently, the three elements have become 
the key generic technologies and methods for the cloud media DRM. This paper 
suggests that the future DRM research should be based on the basic attributes of cloud 
media social networking, combined with the practical applications of the DRM, and 
focus on the explorations of the key technologies from the cloud media content service 
layer, the media terminal network access layer, and the media users social networking 
layer, so as to achieve the expected cloud media content security and copyright 
protection. This new research approach is of fundamental theoretical significance to the 
achievement of the cloud media content security and copyright protection. It is also has 
great application prospects and practical value for the promotion of digital media 
content platform, its industry health, and healthy development. 
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Abstract. We propose a method to predict human saccadic scanpaths on natural 
images based on a bio-inspired visual attention model. The method integrates 
three related factors as driven forces to guide eye movements, sequentially-
visual saliency, winner-takes-all and visual memory, respectively. When 
predicting a current fixation of saccadic scanpaths, we follow physiological 
visual memory characteristics to eliminate the effects of the previous selected 
fixation. Then, we use winner-takes-all to select the fixation on the current 
saliency map. Experimental results demonstrate that the proposed model 
outperform other methods on both static fixation locations and dynamic 
scanpaths. 

Keywords: visual saliency, winner-takes-all, visual memory, saccadic 
scanpaths. 

1 Introduction  

Human beings are able to actively explore the environment with high resolution fovea 
sensors based on attention guided saccadic eye-moment, which is one of the most 
important mechanisms in biological vision systems. Benefitting from such unique 
behavior, human beings can efficiently process the information from complex 
environments as well as the most of primates. In this highly dynamic and cluttered 
world, to acquire visual information efficiently and rapidly, it is important for human 
beings to decide not only where we should look at, but also the sequence of fixations. 
In fact, both of them are essential for us to comprehend human saccadic behaviors. 
The computational models of visual attention and saccadic scanpaths not only help us 
better understand the mechanism of human cognitive behavior, but also provide us 
powerful tools to solve various vision related problems, such as video compression 
[1], scene understanding [2], object detection and recognition [3] etc. In addition, the 
next generation of efficient, foveated and active vision systems [4] could potentially 
be applied to a diverse array of problems such as automated pictorial database query, 
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image understanding, image quality assessment [5], automated object detection, 
autonomous vehicle navigation, and real-time foveated video compression [6,7]. Also, 
the ability to understand and reproduce an expert radiologist’s eye movements could 
be used in semi-automated detection of lesions in digital mammograms [8] - a 
problem of life-saving significance. Many other significant applications can be 
envisioned. 

In the literature, it is well known that eye-movement is guided by both bottom-up 
(stimulus-driven) and top-down (task-driven) factors [2, 10]. The bottom-up stimulus-
driven research mainly focuses on obtaining saccadic scanpaths based on visual 
saliency, in which a saliency map is pre-computed using low-level image features to 
guide task independent gaze allocation. These methods have been proven to be very 
effective in predicting eye fixations captured from human subjects while viewing 
natural images and video sequences. Itti et al. [2] proposes a computational attention 
model based on Koch and Ullman’s attention selection mechanism[11], in which 
visual saliency is measured by spatial center-surround divergence across a few of 
feature channels in different scales. In the model of [12], two principles named 
winner-takes-all (WTA) and inhibition-of-return (IOR) are adopted to select fixations 
based on itti’s saliency maps. This technique is widely used for scanning visual 
scenes and generating artificial saccades. For top-down research, there are also 
extensive studies of human saccadic behaviors during different real-world tasks, such 
as making a sandwich, fixing a cup of tea or learning and matching a shape. Most 
studies indicate that eye movements are probably made to collect task-relevant 
information. 

In this paper, we propose a computational model to simulate human saccadic 
scanpaths on natural images without a particular task. The proposed model firstly 
computes static visual saliency maps which describe the importance of each image 
location. Then we adopt winner-takes-all to select a current fixation, meanwhile the 
obtained fixation is saved in the memory. Before the next calculation, we follow the 
physiological visual memory characteristics to eliminate the effects of the previous 
selected fixation saved in the memory. 

The paper is organized as follows. We present the framework of saliency guided 
simulating human saccadic scanpaths method in Section 3. In Section 4, we compare 
our saccadic scanpaths with previous methods and the scanpaths recorded by eye 
tracking data. Conclusions are given in section 5. 

2 Framework of Human Saccadic Scanpaths Based on Visual 
Saliency 

The proposed framework is shown in Fig. 1. The model integrates three related 
factors as driven forces to guide eye movements sequentially: saliency map, visual 
memory and winner-takes-all. In the following, we will introduce every factor in 
details. To be consistent with the setting of the eye movement experiments, our model 
places the initial fixation at the image center and then generates a series of fixations. 
Firstly, we calculate the saliency map of input image. 
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Fig. 1. The proposed framework 

2.1 Review of Our Saliency Measure 

In [13], we proposed a visual saliency detection method by spatially weighted 
dissimilarity. There are four main steps in visual saliency detection: splitting image 
into patches, reducing dimensionality, evaluating global dissimilarity and weighting 
dissimilarity by distances to centers [13]. In this paper, we use this model to detect the 
saliency map of the input image. But we modify the model to be lack of the central 
bias. The central bias is important in calculating the saliency. However, it will be 
useless in the simulating of the saccadic scanpaths. Therefore, we only use the 
following three steps mentioned in [13]. Firstly, non-overlapping patches are drawn 
from an image, and all of the color channels are stacked to represent each image patch 
as a feature vector of pixel values. All vectors are then mapped into a reduced 
dimensional space. The saliency of image patch  is calculated as saliency( ) = GD( )                            (1) GD( ) is global dissimilarity. GD( )  is computed as             = ∑ { ( , ) ∙ , }=1             (2) 
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Once an image location is visited by the fovea, information at that fixation is 
acquired. Visual memory integrates the information across previous eye movements, 
meanwhile, it loses the stored information at a certain rate. This forgetting property 
will steer eyes moving back to previously visited salient spots, in other words, the 
information at the previous fixations has been forgotten. In our model, we multiply 
visual memory with a constant forgetting factor £ (0≤ £ ≤1) to simulate its forgetting 
property. If £=1, no forgetting effect; if £=0, it is memoryless.  

Fig. 2 shows the visualized gaze selection process on natural images generated by 
the proposed model. We assign the fixation in these natural images. You can 
manually set the number of fixation. However, the more fixations, the more factor 
impacting the saccadic scanpaths, so the effect of the model will be weaken. 

3 Experimental Results 

To test the performance of the proposed model, we collect human eye movement data 
on a natural image dataset firstly. Then we compare the saccades scanpaths of fixation 
generated by our model with two other approaches [2, 13] against the eye movement 
data.  

 
Fig. 3. The Experiment procedure 

3.1 Dataset and Eye Movement Data Collection 

We randomly collected a dataset of 20 color images from the Internet including 
natural scenes, street and buildings, and indoor images, etc. We collected eye 
movement data from 24 student volunteers with this dataset using a high-speed SMI 
eye-tracker with a 500 Hz sampling rate. Experiment was shown in Fig. 3, subjects 
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were positioned 0.53m away from a 21-inch CRT monitor. Following calibration, the 
color images were presented in a random order, each was displayed for 3 seconds 
followed by a blank screen for 1 second. A cross was placed at the center of the blank 
screen so as to engage the first fixation at the center of the images. The subjects were 
given no particular instruction except for asking them to observe the images.  

3.2 Evaluation of Fixation Order  

There is a lack of literature on computational models of the dynamic scanpaths of 
visual attention. Itti et al. in [2] propose a scanpaths generation method from static 
saliency maps based on winner-takes-all (WTA) and inhibition-of-return (IOR) 
regulations. To our knowledge, this is the most referred method in literature. Hence, 
we compare our model with Itti et al.’s approach. Then we compare the generated 
scanpaths based on our saliency map and the one proposed in [13].  

 
 

 

Fig. 4. Comparison results 

 
We place the initial fixation at each image center and then generate a series of 

fixations. We generate three fixation sequences of a fixed length using the following 
three methods, Itti et al.’s scanpaths generation method [2], and the method in the 
paper obtained from the saliency map computed by the model in [13], and the model 
given in this paper, respectively. We compare the three scanpaths against human 
scanpaths using Hausdorff distance (H-Distance). Hausdorff distance computes the 
maximal value of all the minimal distances between two sets of scanpaths, which is 
defined as 

               H( , ) = max(h( , ), h( , ))              (5)   
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     h( , ) = max ∈ min ∈ ‖ − ‖            (6) h( , ) = max ∈ min ∈ ‖ − ‖               (7) 

The smaller such a distance is, the closer to human scanpaths the computed ones 
are. Fig.4 is the comparison results. From the comparison results, we can see that our 
model performs better in simulating the dynamics of saccadic scanpaths. Compared 
with [13], the proposed saliency map computation involves no central bias. The 
central bias is important in calculating the saliency in [13]. When calculating the 
current fixation, the area of the last fixation will be inhibited. Therefore, the central 
bias will be useless. This is the reason that the scanpaths obtained based on our 
saliency model outperform the paths using the model given in [13]. 

4 Conclusions and Discussion 

In the paper, we proposed a computational model to simulate human saccadic 
scanpaths on natural images without a specific task based on human visual saliency. 
The proposed model uses dissimilarity and spatial distances to get the saliency map of 
a nature image. Then, we use winner-takes-all to select the fixation and visual 
memory to eliminate the effects of the selected. On a natural image dataset, we 
compare the saccadic scanpaths generated by the proposed model and several other 
visual saliency-based models against human eye movement data. Experimental results 
demonstrate that the proposed model achieves the best prediction accuracy on both 
static fixation locations and dynamic scanpaths. 
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Abstract. In social networks, information are shared or propagated among user 
nodes through different links of social relationships. Considering the fact that 
different types of social relationships have different information propagation 
preference, we present a new social network information propagation model 
and set up dynamic equations for it. In our model, user nodes could share or 
propagate information according to their own preferences, and select different 
types of social relationships according to information preferences. The model 
reflects the facts that users are active and information possess propagation 
preferences. Simulation results proved the validity of the model. 

Keywords: social network service, propagation model, dynamic equation, 
digital rights management. 

1 Introduction 

At present, a social networking service (SNS) has gained significant popularity and is 
among the most popular sites on the Web [1]. It has been an important platform to 
build social networks or social relations among people who, for example, share or 
propagate interests, activities, backgrounds, or real-life connections [2]. Different from 
the traditional web services, which are largely organized around content, SNS is user-
centered, and information is disseminated via social relationships among friends. The 
research of information dissemination mechanism in SNS has important applications in 
many fields, such as opinion spread, disease control, digital rights management [3,4], 
and so on. In social networks, users, social relationships and information are three 
essential items, and users are described as nodes, social relationships of friends are 
called edges or links in networks graphs. Users are publishers or disseminators about 
information, and relationships are transmission path of information. Information is 
propagated through relationships among friends. If the number of edges between any 
two nodes is greater than two, we call the network graph as a multigraph. Comparing 
with the diffusion model of disease [5, 6], computer viruses, opinions, and rumor [7], 
the propagation model of SNS has its own characteristics. First, users might recognize 
activity the feature of information which will be shared or propagated, and select an 
appropriate path to disseminate it according its feature rather than to share 
indiscriminately it on all relationships. Moreover, there are many types of relationships 
among users, such as friends, colleagues, acquaintances, classmates, etc. And a user 
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maybe belongs to different types of it. Also, the preference of transmission path is a 
basic character of information. Considering different relationship types of SNS and 
information dissemination preference, we present a new information dissemination 
model of social network, and the dynamic behavior of it is analyzed. 

2 Related Works 

The research of social networks pertains to the fields of complex networks. A 
complex network is a graph with non-trivial topological features. The study of 
complex networks is a young and active area of scientific research inspired largely by 
the empirical study of real-world networks such as computer networks and social 
networks. Erdős–Rényi networks, scale-free networks and small-world networks are 
three kinds of it. ER is a full random graph. Scale-free networks [8] and small-world 
networks are characterized by specific structural features—power-law degree 
distributions for the former and short path lengths and high clustering for the latter. 
Many real-world networks connection meets the feature of power-law degree 
distributions. In [1, 9], degree distribution, clustering coefficient, clustering 
coefficient and vertex degree correlation coefficients of social network were analyzed. 
In modeling of SNS, referring dynamics of infectious disease and using complex 
networks theories, [10] presented an online social network information dissemination 
theoretical model. However, in this model, neither preferences of information 
dissemination nor types of social relationships are considered. All information will 
disseminate on all type links and have same ability of propagating. Trust is basis of 
transaction among users in social networks, and is basis of information dissemination 
too. It is a very common situation, which multi-type relationships connect two user 
nodes. So far as we know, [11] first noticed this phenomenon, and a hybrid approach 
is presented for calculating edge trust weights. However, relationships between 
information dissemination preference and types of links are not concerned. Taking 
into account the fact that user node is an active node and the user will not share or 
propagate information randomly, we proposed a new model, in which user activity 
select suitable edges for propagating or sharing information according information 
features, there, we called information features as information preference. The model 
can accurately reflect information dissemination characteristics in SNS and is more 
consistent with real situation. 

3 Model 

3.1 Topology of Multi-type Relationships SNS 

In a multigraph of social networks (as shown in Fig.1 left), according types of links, it 
can be transformed into several subgraphs of unique link. And corresponding nodes 
can share information in different type graphs. As shown in Fig.1, both subgraphs are 
disconnectivity, but information may spread on all network through users sharing 
information on different types of link. 
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Fig. 1. Mulitgraph vs subgraph    

3.2 Information Dissemination Mechanism 

In SNS, users are publishers or disseminators of information，and information are 
spread via different types of relationships. Manner of user spreading information is 
active. Users select suitable path according information preference. User nodes can be 
divided into three classes according to function and state of it: interest node (I), 
disinterest node (D) and propagation node (P). For new information, propagation node 
is the node which receive the information from neighborhood nodes and possess 
dissemination capability; Interest node is the node which is a new node and has 
interest in it, and an interest node may become a propagation node according to a 
certain probability; if an interest node has not propagation interests, it will become a 
disinterest node. We define the following dissemination rules: 

1. Information I has different dissemination preference Ip, Ip=[p1,p2,…pn], pm∈

[0,1],m=1,2,…,n.  m is type of social relationships. pm is dissemination preference 
of  I about m and independent each other.  

2. For different m and I, propagation node P select links whose type is m with 
probability pm and disseminate information I with probability pt, where pt is 
dissemination probability. Once propagation nodes contact with interesting nodes, 
the latter will convert into propagation nodes and the former will convert into 
disinterest node with probability 1. That is, user nodes will not repeat sharing or 
propagating same information. 

3. Propagation nodes do not always stay in the state of dissemination. It will become 
disinterest nodes with probability pd, where pd is disinterest probability. In other 
words, user nodes have no interest in disseminating information I, and information 
I cannot be propagated for ever. 

3.3 Dynamic Equations of Model 

Assume the state of user node N is interesting at time t.  pii is probability of 
remaining interesting state in time slice［ t, t + Δt］, for simply, Δt is defined as one 
cycle time of changing or remaining state. pip is changing  probability from 
interesting state to propagation state, and we have: pip=1- pii. 



278 C. Zhao et al. 

 

For information I with preference  Ip, We assume user node N has k links, and has 
km links which permit to types m, then ∑km=k.  gm is the number of propagation 
nodes, which links to node N directly via the links of type m at time t. then： 
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Assume type of social relationships m is independent and obey uniform distribution, 
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Where, ωkm is connected probability from propagation node to interesting node in 
networks of type m. where: 
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p(k |k) is the degree of correlation function，and represents conditional probability 
of  adjacent nodes whose degrees are k and k′ differently. In social networks,  p(k |k) = ( ′ ( ′))/_  [8]. ρ ( , ) is propagation nodes density, whose degree is 
k′ at time t. 

From formula (3) and (4), we can get average maintenance probability of interest 
node, whose degree is k, at time slice [t，t + Δt］. For type of m: 
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For all networks, average maintenance probability is ： 
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Assume N(k, t) is the total number of nodes whose degree equal k at time t, and  
I(k, t), D(k, t), P(k, t) is the number of interesting, disinterest and propagation nodes 
differently. Then we have： 
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Abstract. To overcome the lack of available spectrum in wireless communications, 
the Cognitive Radio Networks arise. But this new technology also brings new 
threats to the whole network, especially the lion attack. Concerned with the 
weakness of the existing intrusion detection systems in Cognitive Radio Networks, 
we propose a dynamic intrusion detection mechanism on basis of smart agents with 
the utility of Markov chain model. And simulation results verify the efficiency of 
our mechanism.  

Keywords: Cognitive Radio Networks, Intrusion Detection Mechanism, Markov 
Chain Model. 

1 Introduction 

Recently, there has been tremendous interest in the field of Cognitive Radio Networks 
(CRNs) which is an enabling technology that allows unlicensed (secondary) users to 
operate in the licensed spectrum bands[1]. However, the new features of CRNs have 
brought new threats, such as the primary user emulation (PUE) attacks[2], objective 
function attacks (OFA)[3], lion attacks[4] and so on. Among them, the Lion attack is a 
cross-layer attack aimed at disrupting TCP connections by performing a PUE attack to 
force frequent handoffs of the CRNs and will lead to a permanent Denial of Service.  

2 Intrusion Detection Systems in CRNs and Related Works 

Like other networks, cognitive wireless network security protection mechanisms are 
usually divided into two lines of defense. The first line of defense, such as encryption, 
authentication, access control, attracts more attention in cognitive wireless networks 
recent years. Because of the characteristics of cognitive radio networks and the 
attackers' intelligence, many attacks can pass through the first line of defense easily. 
The second line of defense focuses on detecting the attacks that pass through the first 
line of defense.  

Nowadays, the development of intrusion detection mechanisms used in CRNs is 
rapid. In 2011, Olga León etc. proposed a cooperation cognitive wireless network 
intrusion detection system model. But this work only provided a guideline for future 
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CRNs intrusion detection mechanisms[5]. In 2012, they also proposed co-location 
detection program for PUE attack but this program relies on TDoA (Time Difference of 
Arrival) estimation techniques and Taylor series and this program is not able to detect 
joint attack effectively [6]. In the same year, Joffre Gavinho Filho et. proposed a 
intrusion detection mechanism in CRNs with the application of intelligence algorithms 
[7]. The simulation result is notable but this mechanism concentrated on the detection 
of PUE attack only.  

3 A Dynamic Intrusion Detection Mechanism Based on Smart 
Agents in Distributed CRNs 

3.1 CRNs Infrastructure 

In this paper, just as showed in Fig.1, the CRN equipped with smart agents has a 
hierarchical architecture where the second users (SUs) communicate with each other in 
a distributed way but they are managed by a unified center and the primary networks 
coexist with CRNs in the same geographical range. The SUs are divided into clusters 
and the head of each cluster has a distance of one hop with its members.  

 

Fig. 1. CRN infrastructure 

3.2 Intrusion Detection Mechanism Based on Smart Agents 

In order to achieve the fast but efficient detection of lion attack, we present a structure 
of smart agent to be installed to SUs (as depicted in Fig.2)[8]. This structure contains 
seven modules:  

a. Cognitive Module: Periodically sense the surrounding spectrum utilization and 
obtain the cluster network information from cluster head nodes. 
b. Data Collection Module: Collect the network information and aggregate the 
real-time data and remove false ones. 
c. Local Detection Engine Module: Determine whether the information acquired from 
the Data Collection Module suffers from the lion attack. Here, we propose an intrusion 
detection mechanism based on Markov chain model. 
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Fig. 2. Architecture of Agents 

d. Local Response Module: Decide the response strategy based on the detecting result 
and broadcast alerts within a cluster and then inform these alerts to the network layer to 
take according measures. 
e. Cooperative Detection Engine Module: Trigger cooperative detection when the 
Local Detection Engine Module cannot determine whether the current network is under 
an attack. 
f. Secure Communication Module: To guarantee the security of communication. 
g. Global Intrusion Response Module: Make the global response according to the 
results of collaborative intrusion detection and broadcast alerts through the entire 
network. 

4 Intrusion Detection Mechanism 

Inspired by the work of [9], we propose an intrusion detection mechanism based on 
Markov chain model. 

4.1 Construction of Markov Chain Model 

We first give the assumptions of our model: there are n  channels in the environment; 

the time for spectrum sensing process is st ; the time needed for spectrum handoff is 

ht ; the time needed for SUs to accomplish one communication successfully is oncet ; 

the lion attackers can drive the SUs from the current channel in the duration of data 
transmission. Here, we set a countering duration T  as ( )s h onceT n t t t= + +  and 

during the duration of T  there are at most n  spectrum handoffs for each SU. 
According to this, we can achieve the 1n+  states of the Markov chain model. Let N  
stands for the amount of handoffs occurs in the duration of T  and 0,1, 2, ,N n= ⋅⋅ ⋅ . 

By the following algorithm, we can construct the Markov chain model. 
The algorithm of constructing a Markov chain is: 
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Construction_of_Markov_chain() 
Step 1: Initialize a ( 1) ( 1)n n+ × +  matrix N  to zeros and a 

parameter coun ter  to 1; 
Step 2: Record the amount of a SU’s handoffs in the duration 
of T  as i ; 
Step 3: Record the amount of this SU’s handoffs in the 
following duration of T as j ; 

Step 4: Refresh the element of matrix N as ( , ) ( , ) 1N i j N i j= + ; 

Step 5: 1coun ter cou n ter= + ; 
Step 6: If 1coun ter w< − , switch to Step 2; else break the 
procedure. 

By this algorithm, we can compute the transition probability from state i  to state 
j  as: 

0

( , )
( , )

( , )
n

k

N i j
P i j

N i k
=

=


 

In the algorithm, w  stands for the window size which decides the duration for the 
construction of Markov chain model. To achieve the goal of dynamically adapting to 
the infeasible environment, we propose a refreshing process for training as: 

1 2 1 2( , , , , , ) ( , , , , , )i w k k w w kW W W W W W W W+ + +⋅ ⋅⋅ ⋅ ⋅ ⋅ → ⋅⋅⋅ ⋅ ⋅ ⋅    

Here, ( 1,2, , )iW i w= ⋅⋅⋅  stands for the amount of handoffs in a duration of T  

under conditions without malicious entities and k  stands for the slipping step size of 
the training window. When the refreshing process is completed, the Markov chain 
model would be reconstructed.  

4.2 Construction of the Classifier 

Before making a decision, we need to construct the classifier first and the duration is 

DT X T= ⋅ . Here, X is a parameter that depends on the widow size. And the 

procedure of constructing the classifier is: 

a. In every duration of T , we record the amount of handoffs as i  and the amount 
of handoffs in the next duration of T  as j . 

b. With reference to the Markov chain that has been already constructed, we can find 
the transition probability ( , )P i j  under normal circumstance. Meanwhile, we set a 

threshold ε  to distinguish the abnormal states. 
c. Here, we set a decision parameter Y  which have a direct influence on making 

final decision and a penalty constant Z  which responsible for penalizing the deed of 
being under a lion attack with a large probability (such as 1 ε− ). The computation of 
Y  is: 
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i) Initialize Y  to zero at the beginning of DT . 

ii) At the end of time slot of T , if ( , )P i j ε< , Y Y Z= + ; else, 1Y Y= + . 

d. After the duration of DT  completed, we compute 
Y

X
β = . Here, β  means 

how well the actions of SUs during DT  match the constructed Markov chain. A lower 

β  indicates the lower probability of the SU to be under a lion attack. 

e. We set a decision threshold λ . If β λ> , the agent triggers an alert and vice 

versa. 

4.3 Tuning the Parameters 

a. Window-size w  
The lager w  means the more precise our Markov chain model is but also means lager 
memory requirement and more complicated computation. How to choose a proper w  
is describe in the Simulation Study part.  

b. Penalty Constant Z  

Setting a penalty constant Z  is to distinguish the states under an attack from the 
normal ones. The process to determine Z  can be: 

i) Set a testing duration of ( ) DM a b T⋅ + ⋅ . Let ( ) Da b T+ ⋅  stand for a testing 

period. During the m th testing period, normal conditions last from DmT  to DmaT  

and conditions under a lion attack last from DmaT  to ( ) Dm a b T+ . 

ii) Compute 
( )

( ) 1

1
( ) ( )

m a b a

N
i m a b

D m i
a

β
+ +

= + +

=   and 
( 1)( )

( ) 1

1
( ) ( )

m a b

A
i m a b a

D m i
b

β
+ +

= + + +

=  . 

( )ND m  indicates the discrepancy between normal conditions and the Markov chain 

model. ( )AD m  indicates the discrepancy between conditions under a lion attack and 

the Markov chain model.  

iii) When the testing process is over, compute  

1

1
( )

M

N N
i

D D m
M =

= 
        

and  

{ }( ), 1,2, ,A AD Min D i i m= = ⋅⋅⋅   

Then we go on adjusting the value of Z  until | |N AD D−  is above a predetermined 

threshold. 
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c. Decision Threshold λ  

Determination of λ  depends on the secure requirements of the system. If λ  is set 
too large, it can bring high detection ratio but increase the false positive ratio in the 
same time. If λ  is set too small, it can decrease the false positive ratio but decrease the 
detection ratio.  

5 Simulation Study 

5.1 Simulation Settings 

In the simulation, 3 PUs and 1 SU with a smart agent are included with 9 channels to 
which they can access. Each PU has 3 licensed channels. PUs always perform regularly 
and we can assume that PUs have a probability of 0.4 to appear on the channels.  

We choose Detection Ratio and False Positive Ratio To measure the performance of 
our mechanism: 

Detection Ratio (DR): It is reported for intrusive behavior and is computed form 
dividing the total number of correct detections by the total number of victims in the 
anomalous data. 

False Positive Ratio (FPR): The percentage of decision in which normal data are 
flagged as anomalous.  

5.2 Results Analysis 

We first set: the decision threshold λ  as 2.0λ = ; the penalty constant Z  as 1, 2, 
3; the window size as 200, 400, 600, 800, 1000. Then we set the deciding time as 100. 
As shown in Fig.3, it depicts the change trends of Detection Radio and False Positive 
Radio under different window sizes and penalty constants. Under each penalty 
constant, with the increase of the window size, Detection Ratio increases and False 
Positive Ratio decreased respectively. This means that with lager window size when 
constructing the Markov chain model, we can achieve a more specific model. But 
greater window size means larger memory requirement and much more complicated 
computation. Under the condition of our simulation, we can see that when the window 
size is greater than 600, the increase of Detection Ratio and decrease of False Positive 
Ratio is so slow that we can neglect. So, we can choose a suitable window size 
according to requirements of the real system. 

Here, we show the change tendency of Detection Ratio and False Positive Ratio with 
different decision thresholds .In our simulation, we set as 1.5, 2.0, 2.5, 3.0. Just 

as described in Fig.4, we can conclude that higher 
 

indicates higher Detection Ratio 
and higher False Positive Ratio and vice versa. However, we want higher Detection 
Ratio and lower False Positive Ratio in practice. This demand requires us that the 
choice of 

 

should depend on the empirical knowledge of actual situations and the 
error-tolerance rate of the real networks. 
 

λ λ
λ

λ
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a. 

 

Fig. 3. DR and FPR with different window-sizes and penalty constants 

b. 

 

Fig. 4. DR and FPR with different decision thresholds 

6 Conclusions and Future Works 

In this paper, we propose an intrusion detection mechanism on base of smart agents 
with the utility of Markov chain model and simulation results verify the efficiency of 
our mechanism. However, we only focus on the lion attack and this obviously limits the 
popularity of our mechanism. 

Our future work will concentrate on designing a mechanism which is much more 
compatible with much more complicated CRNs environment and can work efficiently 
to detecting as many kinds of intrusions as possible.  
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Abstract. In this paper, we present a saliency guided image object segment 
method. We suppose that saliency maps can indicate informative regions, and 
filter out background in images. To produce perceptual satisfactory salient 
objects, we use our bio-inspired saliency measure which integrating three 
factors: dissimilarity, spatial distance and central bias to compute saliency map. 
Then the saliency map is used as the importance map in the salient object 
segment method. Experimental results demonstrate that our method 
outperforms previous saliency detection method, yielding higher precision 
(0.7669) and better recall rates (0.825), F-Measure (0.7545), when evaluated 
using one of the largest publicly available data sets.  

Keywords: visual attention, dissimilarity, spatial distance, central bias, salient 
object detection. 

1 Introduction  

Visual attention has been studied by researchers in physiology, psychology, neural 
systems, and computer vision for a long time. It is useful for many computer vision 
tasks such as content-based image retrieval, segmentation, and object detection. 
Computationally modeling such mechanism has been widely studied in order to 
identify which part of image is more useful when analyzing an image in recent years 
[1], [2], [3]. Applications of the models such as image classification [4], image 
segmentation [5] and object detection [6] have become a popular research topic. We 
study visual saliency by detecting a salient object in an input image. The automatic 
detection of visually salient regions in images is useful for image segmentation, 
adaptive region-of-interest based image compression, object recognition, and content 
aware image resizing. 

Salient object detection is defined as an image segmentation problem, where the 
salient object is separated from the image background [7].  It is supported by 
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research on human vision system that the human brain and visual system pay more 
attention to some parts of an image. The recognition and localization of searching 
targets in complex visual scenes is still a challenge problem for computer vision 
systems. However, this task is performed by humans in a more intuitive and efficient 
manner by selecting only a few regions to focus on. Observers never form a complete 
and detailed representation of their surroundings [8]. For example, in Figure 1, the 
tomato, dog, and woman attract the most visual attention in each respective image. 
Therefore, salient object detection is formulated as a binary labeling problem that 
separates a salient object from the background. Like face detection, we learn to detect 
a familiar object; unlike face detection, we detect a familiar yet unknown object in an 
image [7]. There are many traditional methods of saliency detection which are used in 
unsupervised object segmentation. To produce perceptual satisfactory salient object 
segmented images, we use the saliency map as the importance map in the salient 
object detection method. Han et al. [9] use low-level features of color, texture, and 
edges in a Markov random field framework to grow salient object regions from seed 
values in the saliency maps. Salient regions are selected by Ko and Nam [10] using a 
support vector machine trained on image segment features to select the salient regions 
of interest using Itti’s maps, which are then clustered to extract the salient objects. Ma 
and Zhang [11] utilize fuzzy region growing on saliency maps to confine salient 
regions within a rectangular region. Achanta et al. [12] average saliency values within 
image segments produced by mean-shift segmentation, and then find salient objects 
by identifying image segments that have average saliency above a threshold that is set 
to be twice the mean saliency value of the entire image. More recently, Cheng 
Mingming et al. [13] propose a region-based contrast saliency detection method (RC) 
to show that segmentation-based method is better than their pixel-based method (HC) 
and then iteratively use GrabCut to refine the segmentation result initially obtained by 
thresholding the saliency map. 

The paper is organized as follows: Review of our saliency detection is in Section 2. 
In Section 3, we introduce a salient object segment method. In Section 4, we compare 
the performance of salient object methods based on different saliency measures. The 
conclusions are given in Section 5. 

2 Review of Our Saliency Measure 

In this paper, we use our biologically inspired saliency measure proposed in [14] to 
detect the salient object. The saliency measure integrates three factors: dissimilarity, 
spatial distance and central bias, and these three factors are supported by research on 
human vision system. The dissimilarity is evaluated by a center-surround operator 
simulating the visual receptive field [1], and this structure is a general computational 
principle in the retina and primary visual cortex [15]. The spatial distance is supported 
by the research [16] on foveation of human vision system. Human samples the visual 
field by a variable resolution, and the resolution is highest at center (fovea) and drops 
rapidly toward the periphery [17]. In addition, according to previous studies on the 
distribution of human fixations [18], human tend to look at the center of images. This 
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fact is also known as central bias which reflects that photographer tent to center 
objects of interest [19]. There are five main steps in our saliency detection method: 
changing an image to YCbCr color space, splitting image into patches, reducing 
dimensionality, evaluating the spatially-weighted dissimilarity. First Non-overlapping 
patches drawn from an image are represented as vectors of pixels, and all patches are 
mapped into a reduced dimensional space. The saliency of image patch   is 
calculated as Saliency( ) = ( ). ( )   (1)

Where  ( )  represents central bias and ( )   is the global dissimilarity. ( ) and  ( ) are computed as                ( ) = 1 − ( )
  (2)

 GD( ) = ∑ { , . , }  (3)

In Eq. 2, ( ) is the spatial distance between patch and center of the 
original image, and D = {(  } is a normalization factor. In  

Eq. 3, L is total number of patches,  ,  is inverse of spatial distance, and , is dissimilarity of feature response between patches.  ,  
and ,  are computed as  , = ,    (4)

, = || − ||  (5)

In Eq. 4, ,  is the spatial distance between patch  and patch  in the 

image. In Eq. 5, feature vectors  and  correspond to patch  and patch  respectively. Finally, the saliency map is normalized and resized to the scale of the 
original image, and then is smoothed with a Gaussian filter ( ). 

3 Saliency Guided Object Segmentation 

The true usefulness of a saliency map is determined by the application. In this paper 
we consider the use of saliency maps in salient object segmentation. To produce 
perceptual satisfactory salient objects, we use our bio-inspired saliency measure 
which integrating three factors: dissimilarity, spatial distance and central bias to 
compute saliency map. Then the saliency map is used as the importance map in the 
salient object segment method. To segment a salient object, we need to binarize the 
saliency map such that ones (white pixels) correspond to salient object pixels while 
zeros (black pixels) correspond to the background [1]. Fixed parameters of 7, 10, and 
20 for sigmaS, sigmaR, and minRegion area used respectively, for all the images (see 
[20]). In the experiment we use the image dependent adaptive threshold proposed by 

ip jp

3σ =
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[12], which average saliency values within image segments produced by mean-shift 
segmentation, and then find salient objects by identifying image segments that have 
average saliency above a threshold that is set to be twice the mean saliency value of 
the entire image: = ∗ ∑ ∑ ( , )     (6)

where W and H are the width and height of the saliency map in pixels, respectively, 
and S(x, y) is the saliency value of the pixel at position (x, y). Using this approach, 
we obtain binarized maps of salient object from each of the saliency algorithms.  

4 Experimental Validation 

Experiment is conducted on the publicly available database provided by Achanta et al. 
[12] to evaluate our performance. The ground truths of this database are binary 
images in which salient objects are accurately marked by human. Performance of 
salient object detection based on different saliency detection methods including ours 
is compared. The same parameters of our method will be used across all images. 
According to our previous parameter settings [14], the color space is YCbCr, the size 
of image patch is 14x14 and the dimensions to which each feature vector reduced is 
11. Our saliency detection method with above parameters outperforms some state-of-
the-art [1], [21], [22], [23] on predicting human fixations, please see [14] for details.  

4.1 Qualitative Comparison between Saliency Measures 

We provide an exhaustive comparison of our approach to other six state-of-art 
methods on a database of 1000 images [12] with binary ground truth [2]. Saliency 
maps of previous works are provided by [14]. Comparison of salient object detection 
results between our method and other six saliency detection method in more images 
are shown in Fig. 1. The first row are original images, the second row are ground truth 
images according with the first row. From the third row, the five images on each row 
are segmented results by Itti et al. [1], Ma and Zhang [11], Harel et al. [22], Hou et al. 
[21], R. Achanta [23], R. Achanta [12]. Experiment show that our ultimate saliency 
maps are superior to the other saliency maps produced with a segmented result which 
prove the effectiveness of our saliency map evaluation method. The saliency method 
in [14] highlights the woman and dragon in image with well-defined border and 
suppresses background regions efficiently. In all experiments, our approach 
consistently produces results closest to ground truth. However, the image in fifth 
column, its ground truth image of other subjects may be same with our detected one. 
The key objective of attention detection should be to locate position of a salient object 
as accurately as possible, i.e. with high precision, recall, and F-Measure. Because 
background regions are successfully suppressed in our saliency map, the binary mask 
generated from our saliency map is more accurate than that from other methods (see 
also Fig. 2). 
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Fig. 1. Comparison between salient object detection based on seven different saliency measures 
as follows: Itti et al. [1], Ma and Zhang [11], Harel et al. [22], Hou et al. [21], R. Achanta [23], 
R. Achanta [12] and our method. The first row are original images, the second row are ground 
truth images according with the first row.  
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4.2 Quantitative Comparison between Saliency Measures 

We evaluate the performance of our algorithm measuring its precision and recall rate. 
Precision corresponds to the percentage of salient pixels correctly assigned, while 
recall corresponds to the fraction of detected salient pixels in relation to the ground 
truth number of salient pixels. High recall can be achieved at the expense of reducing 
the precision and vice-versa so it is important to evaluate both measures together. 
With a ground-truth saliency map G, for any detected salient region mask A, we use 
following measurements:  

Precision = ∑∑  (7)

Recall = ∑∑  (8)

F-Measure is the weighted harmonic mean of precision and recall, with a non-negative β : 
 = P ∗R∗        (9)F  (Eq. 9) are obtained over the same ground-truth database by Achanta et al. [12]. 
= 0.3 is used in our work to weigh precision more than recall. The comparison is 

shown in Table1 and Fig. 2 which are according with [12]. Itti’s saliency detection 
method has a high precision (0.7919) but very poor recall (0.4643). Among all the 
methods, our method shows the highest recall value, third precision and second F-
Measure. Compared with Achanta [12], our method has a higher recall but a lower 
precision. However, like all the other saliency detection methods, it can fail when the 
object of interest is not distinct from the background.  

Table 1. Comparison between salient object detection  precision, recall and F- Measure based 
on seven different saliency measures as follows: Itti et al. [1], Ma and Zhang [11], Harel et al. 
[22], Hou et al. [21], R. Achanta [23], R. Achanta [12]. 

 Precision Recall F-Measure 
Itti [1] 0.7919 0.4643 0.6336 

Ma and Zhang [11] 0.675 0.6613 0.6459 
Harel [22] 0.7321 0.7519 0.7104 
Hou [21] 0.6581 0.5573 0.5998 

R.Achanta [23] 0.7543 0.6983 0.7152 
R.Achanta [12] 0.8363 0.7936 0.8048 

Our Method 0.7669 0.825 0.7545 
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Fig. 2. Comparison between salient object detection precision, recall and F-Measure based on 
seven different saliency measures as follows: Itti et al. [1], Ma and Zhang [11], Harel et al. [22], 
Hou et al. [21], R. Achanta [23], R. Achanta [12]. 

5 Conclusion and Discussion 

We use the saliency map as the importance map in the salient object method. 
Experimental results show that our model could generate high quality saliency maps 
that highlight the whole salient object with well-defined boundary, meanwhile 
successfully suppress the background regions. The resulting saliency maps of our 
method on Achanta’s dataset of 1000 images are better suited to salient object 
segmentation, demonstrating highest recall value, third precision and second F-
Measure values. Salient object detection has wider applications. For example, a more 
semantic, object-based image similarity can be defined with salient object detection 
for content-based image retrieval. 
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Abstract. In this paper, a method based on PCA and two-level SOFM neural 
network is proposed for tumor recognition. The method combines PCA with a 
two-level SOFM neural network in which PCA is used to reduce the 
dimensionality of the input tumor image sample and the two-level SOFM neural 
network is used to extract characters and classifying. This method compromises 
linear dimensionality reduction, character extraction and classification. The 
training learning of the tumor image samples in the clinical pathological 
diagnosis can get the parameter of the two-level SOFM neural network. The 
experiment shows that the proposed method has better classifying accuracy and 
the classifying time is letter than the other methods such as PCA, LLE, 
PCA+LDA, SVM and two-level SOFM. 

Keywords: tumor recognition, feature extraction, PCA, SOFM. 

1 Introduction 

Tumor cell images have the typical high dimension of small sample characters. As a 
kind of nature image, tumor cell images have quite difference in the cell structure, 
shape, sparse degree and spread geometry because of the irregular shape of tissues 
and organs and the differences between cells. On the other side, the tumor cell images 
contain much redundant information [1] because the image’s Higher-order statistical 
characteristics follow Gaussian distribution. Therefore it is difficult to solve the tumor 
image recognition only using linear method and many scholars apply the nonlinear 
pattern recognition methods to tumor image recognition. The neural network is the 
widest applied non-linear method in pattern recognition. 

Kohonen presented a unsupervised self-learning neural network: Self-organizing 
Feature Mapping (SOFM)[2]. This neural network reflect the memory method of the 
brain neural cells and the exciting rules when the nerve cells are stimulated. SOFM 
has many superior properties such as good stability, approximation, topological 
sorting, and density matching and so on [3,4]. SOFM can been use in image character 
extraction and pattern recognition [5]. In this paper, a new two-level SOFM is 
proposed to tumor recognition. But if the original image samples are directly used to 
train the SOFM, the training process takes much time. We should reduce the 
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dimension of the original image sample to accelerate the training process. PCA is an 
efficient linear image process technology to reduce dimension and eliminate 
redundancy. It can not only reduce the dimension of the images, but also make the 
image distortion to a minimum [6]. Therefore in this paper, we proposed a new 
method combining PCA with a two-level SOFM to classify gastric epithelial tumor 
cells where PCA are applied to reduce dimension of the original acquired tumor cell 
images and the first level of the SOFM is used for character extraction and the second 
level of the SOFM is used for classifying and recognition. The simulations show that 
this method in efficient in tumor recognition. 

The rest of this paper is organized as follows. Some basic theories about PCA and 
SOFM are introduced in section 2. Section 3 presents our proposed methods 
combining PCA and two-level SOFM for tumor recognition. Section 4 contains our 
experiment results. Finally, some conclusions are given in section 5. 

2 Previous Work 

2.1 PCA 

Principal Component Analysis (PCA) is a very classical character extraction method 
[7-8] in statistical pattern recognition theory. The brief mathematic theory about PCA 
will be given in this section. 

We suppose x is a stochastic variable with m dimension and 
dξξξ ,,, 21  are d 

unit vectors with m dimension which the units are Orthogonal to each other. PCA can 
acquire 

dξξξ ,,, 21  to minimize the error of mean square as follows: 

.min
2

1










−

=

d

i
iiyxE ξ

 
(1)

where xy T
ii ξ=  is denoted as the ith principal component of sample x

,

dξξξ ,,, 21 
 

is the d largest eigenvalues of the covariance matrix S of x which 

satisfy the following equation: 

),,2,1( diS iii == ξλξ  (2)

where 021 >≥≥≥ dλλλ  . 

2.2 SOFM 

2.2.1   The Neural Network Model of SOFM 
SOFM neural network is a kind of competitive neural network [9] which contains 
input layer and competitive layer. In SOFM, the input layer is the sample space 
receiving the outside stimulations and the competitive layer (also is known as output 
layer) is one or two-dimensional planar array made up of many nerves.  
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The common SOFM neural networks are one-dimensional or two-dimensional 
planar array. The topology of the SOFM with two-dimensional planar array is shown 
in Fig. 1. 

 

Fig. 1. Topology of SOFM neural network  

2.2.2   The Learning Algorithm of SOFM  
In SOFM, for an input sample pattern, the sample is assigned to the class of neuron 
which acquires the maximum response. If the input sample pattern don’t belong to 
any class of neuron, it belongs to the closest class according to the nearest neighbor 
rule. The learning algorithm of SOFM is concluded as follows [10]. 

(1)Initialization 
Let N be the input neurons number of the SOFM and O be the output neuron 

number. Let 10 << β be a random number. We give a initial value for the above-

motioned parameters and normalize them. 
(2)Acquire a new input pattern NkNkkkk ,...,2,1),,...,,( 21 == XXXX . 

(3)Compute the distance 
jkd between the kth input pattern

kX  and the jth neuron 

jW according to the following equation. 

OjtWtXWXd
N

i
ijikjkjk ,...,2,1,)]()([||||

1

2 =−=−= 
=

 (3)

(4)Determine the winning neuron P. The neuron P is the one which has the 
minimum distance with kX . Let PW be the weight vector of the winning neuron. PW
should satisfy the following equation. 

 (4)

(5)Define the winning neighborhood )(' tN
j , where t stands for the time and j is the 

jth neuron. The initial value of neighborhood )(' tN
j

(t=0) is large and it will 

}{|||| jkPk dMin=− WX
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gradually become smaller over time in the training. Line, square and hexagon are the 
common shape of the neighborhood in SOFM neural network. The methods 
determining the neighborhood have Euclidean method and Manhattan method. 

(6)Adjust the weight. The weights )(' tN
j

in the neighborhood are adjusted as 

follows. 

)]()()[()1( tWtXtWtW ijiijij −+=+ η  (5)

where )(tη is a monotone decreasing function of time and 1)(0 << tη . 

The weights outside the neighborhood aren’t adjusted and remain the same. 

)()1( tWtW ijij =+
 (6)

(7)Termination condition. If )(tη  reduces to zero or a designed small positive 

decimal then the algorithm terminates, otherwise return to Step (2). 

3 Our Proposed Method 

SOFM neural networks reflect the characters of human brain nerve cells’ memory 
method and the nerve cells exciting rule when the nerve cells are stimulated from 
outside world. SOFM neural networks are often applied to character extraction and 
pattern recognition. In this section, we propose a two-level SOFM for character 
extraction and pattern recognition. The two-level SOFM combining with PCA are 
constructed as the tumor recognition classifier. 

3.1 Idea of Our Method 

The dyeing microscopic section tumor cell images used in hospital clinical diagnosis 
are complex and high-dimensional. Moreover they contain little useful information 
for tumor classifying. Therefore the dyeing images are grayed and preprocessed to get 
high-quality gray images. Secondly, PCA is used to reduce the dimension of the gray 
tumor cell images and acquire low-dimension sample patterns. Then the first-level 
SOFM receives the low-dimension sample patterns as the inputs and this level SOFM 
further reduce the dimension of  the tumor cell image and extract characters because 
SOFM can response to some sample patterns selectively. At last the second- 
level SOFM classifies the sample character pattern from the first-level SOFM for  
the SOFM neural network  will response some complex character pattern, strengthen 
the neuron in the neighborhood and restrain the neuron outside the neighborhood. The 
two levels SOFM neural networks are all two-dimension planar array for we consider 
that the tumor cell images are very complex. The tumor cell image classifier based on 
PCA and two-level SOFM neural network is shown in Fig.4. 

Next we present the whole process of the classifier and give the algorithm. 
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Fig. 2. Classifier based on PCA and two-level SOFM network 

3.2 Algorithm of Our Method 

We divide the tumor cell image samples into training sample set and testing sample 
set. In this paper, we classify the tumor cell into three categories: cancerous, 
hyperplasic and normal.  

We denote the training sample set as X which has N tumor cell image samples. In 
the training sample set, the category 

1X  contains the samples classified into 
cancerous and the sample number of class 

1X  is denoted as 1N . Similarly, the 
category 

2X contains the samples classified into hyperplasic and its number is 
denoted as 2N ; the category 

3X contains the samples classified into normal and its 
number is denoted as 3N . Therefore, in the training sample set, the tumor cell 
categories number are 3=C  and the sample number

321 NNNN ++= . 
The testing sample set is denoted as Y and the sample number of Y is denoted as

M .Similarly to the training sample set, we respectively denote the categories 
containing the cancerous, hyperplasic and normal samples as 1Y , 2Y and 3Y

.

And the 
sample number of 1Y , 2Y and 3Y  are accordingly denoted as 1M , 2M and 3M . 

Let the dimension of the original high-dimensional tumor gray image be D and the 
dimension reduced be d. The algorithm of our method is explained as follows. 
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Step 1: Do PCA transformation for each tumor cell image training sample. Set the 
constant to make sure the accumulating contribution rate not less than 90%. After 
PCA transformation, the sample dimension of the character subspace reduces from D 
to d. 

Step 2: Construct the first-level SOFM neural network and process the character 
samples in first-level SOFM. Input N d-dimensional training samples into the first-
level SOFM neural network. Let the neuron number in the competitive layer be C. 
That means sample dimension becomes C after processed by the first-level SOFM 

neural network. We consider the computation efficiency and set ∈ ( , ) according 

to the statistical experiment results. Let the tumor training sample matrix be
NiCii ,...,1],,...,1 == P[PP  and normalize P.  

The initial weight and initial learning rate are a random number Severally in the 
interval ]1,0[  and ]1.0,01.0[ . We set the initial learning rate η = 0.01 because we 

compare the different η  in the experiment and find the classifying accuracy is better 
when η = 0.01. We suppose the character sample acquired by the first-level SOFM is 
T. 

Step 3:  Construct the second-level SOFM and classify the character samples. We 
set the neuron number of competitive layer in the second-level SOFM as 3 for the 
sample category is 3. Input the character sample T into the second-level SOFM and 
the construction of the second-level SOFM according to the following equation. 

]),3[),min((max CTnewsomnet =  (7)

Step 4: Let the iteration number be 1000 and train the two-level SOFM neural 
network according the weight adjustment rule until the topology and the weight in the 
SOFM don’t change. 

Step 5: Respectively compute the center of clustering of the three categories 

character samples and denote as 321 ,, ccc . 

Step 6: Choose the Euclidean distance as the criterion whether two neuron belong 
to one category and the Euclidean distance is computed by 

.3,2,1,,,,)( 321
1

2 =∈∀∈∀===−= 
=

kXyXxNNNnyxd kjki

n

i
ji

 (8)

If 1cd ≥ , then the tumor image sample is classified into cancerous category C1;if 

2cd ≥ ,then the tumor image sample is classified into hyperplasia category C2;if 

3cd ≥ ,then the tumor image sample is classified into normal category C3. 
Step 7: Repeat Step2 to Step6 for the any testing tumor image sample and test the 

testing sample. 

4 Experiments 

The experiment samples in this paper are the dyeing micro section gastric epithelial 
cell images used in the hospital clinical diagnosis. The gastric epithelial cell images 
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are roughly classified into three categories: cancerous, hyperplasia and normal 
according to the medical experts’ experience.  The hyperplasia category is further 
classified into mild hyperplasia, moderate hyperplasia and severe hyperplasia 
according to the hyperplasia degree. The five categories of gastric epithelial tumor 
cell images are shown in Fig.3. But in this paper we simply classify the sample into 
three categories: cancerous, hyperplasia and normal. 
 

 

 

 

 

 

(a)normal  (b)mild hyperplasia  (c)moderate hyperplasia (d)severe hyperplasia  (e)cancerous 

Fig. 3. Five categories of gastric epithelial tumor cell images 

The training sample number of every category is 55 and the testing sample number 
of every category is 30. The original gastric epithelial tumor cell image’s pixel is 320 
* 240 = 76800. The dimension C of the low-dimensional sample pattern reduced by 
PCA satisfies the inequality 50 < < 200 according to our statistical experiment. 
We set C=55 in the experiment. 

For comparisons, we classify the gastric epithelial tumor cell images using the 
other classifying methods such as LLE, PCA+LDA, LLE+LDA, SVM and two-level 
SOFM neural network in the similar condition. The comparison results are shown in 
Table 1.  In two-level SOFM method, the learning rate and the iteration are the same 
to our proposed method, that is, the learning rate is 0.01 and the iteration is 1000. 

Table 1. Comparisions with other classification methods 

classifying 
method 

Average 
training 
time(s) 

Average 
testing 
time(s) 

Average total 
time(s) 

classifying 
accuracy 

LLE  44.28  1.43 65.46 73.3% 

PCA+LDA  33.22  1.9 50.89 80.1% 

LLE+LDA  28.62  1.87 30.15 81.6% 

SVM  31.26  1.03 41.78 83.36% 

2SOFM  29.56  0.97 31.48 87.68% 

PCA+2SOFM  24.89  0.88 26.28 89.09% 

 
Table 1 indicates that our proposed method: PCA+2SOFM is superior to the other 

methods because our method improves the classifying accuracy and decrease the 
classifying time. 
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5 Conclusions 

A new tumor cell image recognition method based on PCA and a two-level SOFM is 
proposed in this paper. The two-level SOFM can not only reduce dimension but also 
extract characters and classify. The experiment shows that our method can improve 
the classifying accuracy and decrease the samples’ classifying time. The comparison 
with the other classifying methods demonstrates that our method is superior to the 
others. 
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Abstract. In this paper, we proposed a method for face recognition with reject
option. First, by setting a threshold, we use sparse representation (SR) method to
find out candidates who should be rejected, and choose their nearest neighbors in
the training set based on contribution in SR. Then we extract the Locally Adaptive
Regression Kernels (LARK) feature of each candidate sample and its neighbors
respectively. At last, we determine whether a candidate should be rejected via
calculating the matrix cosine similarity measure. A number of experiments show
that combining with sparse and LARK representation can obtain good performs
for rejection.

Keywords: Sparse representation, Lark feature, Reject option.

1 Introduction

In recent years, many excellent methods for face recognition have been proposed [1–5].
In most cases, these methods choose images of some subjects as test samples, while
these subjects are included in the training set. However, there is a situation they do not
take into consideration: some unknown people in a test set are not included in the corre-
sponding training set. Generally, the unknown people excluded in a predefined training
set are called ”outlier” and they often appear in many application. Hence, the reject
option is very essential in face recognition. Most face recognition methods are focused
more on the correct recognition rate rather than rejection rate, not a lot of methods
for rejection have been proposed [6]. Eickeler et al. [7] compare different confidence
measures for rejection, and propose a new confidence measure based on ranking. This
method gives the best result of reject recognition for outliers in their experiments. Su-
utala et al. [8] set a threshold for rejection, and the threshold is assigned based on the
conditional posterior probabilities of classifier outputs. Kim et al. [9] also set a thresh-
old for rejection which based on a formula on the distances of nearest neighbors. Chen
et al. [10] propose a new subspace called as Margin Enhance Space, and use it to model
the acceptance and rejection likelihood probability. In the second section of this paper,
details of our method are described. In the third section, the experiments results are
shown. In the last section, we give a brief conclusion.
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2 Description of Our Method

Sparse representation (SR) is very popular in face recognition. Extensive researches
demonstrate that SR outperforms other methods in face recognition and is nature to
reject [11]. Many researchers have carried on further research on it and have made
remarkable achievements [12–15]. Locally Adaptive Regression Kernels (LARK) [16]
can efficiently capture the local geometric structure of an image, which makes LARK
distinguish two images effectively. Hence, SR is applied in the first step of our method
to pick out the ”outliers”. However, the ”outliers” are always mixed with some ”non-
outliers”. Due to the excellent performance in face verification of LARK, we use it to
confirm the real ”outliers” from those picked out in the first step. The details of our
method are described as follows.

2.1 The First Step: Pick Out “Outliers” Using SR

In this step, we represent a test sample as linear combination of all train samples:

y = a1x1 + a2x2 + ...+ anxn (1)

where y is a test sample, xi ∈ Rm (i = 1,2, ...,n) is the column vector of a training
sample.ai (i = 1,2, ...,n) is the corresponding coefficient of each training sample in rep-
resentation. Eq. 1 is rewritten as y=AX. The coefficient matrix A= [a1,a2, ...,an]∈ Rn

is solved by the method proposed in [13].

A =
(
XT X+ δ I

)−1
XT y (2)

where X = [x1,x2, ...,xn] ∈ Rm×n denotes a matrix of all train samples. δ is a very small
positive constant and I is an identity matrix.

We use each class i to represent the test sample y and obtain a represented result:

ŷi = aixi (3)

Then we calculate the residual λi (y) between ŷi and using λi (y) = ‖y− ŷi‖. If y
belongs to the class i, λi (y) will be the minimum. Thus, we can label the test sample as
a class with the minimum residual, shown as Eq. 4.

Predict label 1(y) = i f or min
i

λ (y) (4)

To an ”outlier”, no one training class can sufficiently represent it. This equals that
several residuals are similar to each other. Assume that λi (y) is the minimum residual,
λ j (y) is the second minimum residual.If a test sample is an ”outlier”, the difference
μ (y) between λi (y) and λ j (y) will be very small;otherwise, it will be large. According
to this point, we set a threshold θ to reject ”outliers”:

Predict label 1(y) =
{

i, μ (y)> θ
0(re jection) , μ (y)≤ θ (5)

In this paper, we set θ as 0.2 and get a satisfactory result for both recognition and
rejection, as shown in Tabel 1.
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2.2 The Second Step: Verify “Outliers” Using LARK

Due to the variation in pose, illumination and expression .etc of faces, different images
of a same person vary apparently. Just using a training class with the minimum resid-
ual to label a test sample, as described above, is not accurate. Thus, we chose the first
nearest neighbors which have the smallest residuals in the training set, and extract their
LARK features. Then matrix cosine similarity measure is applied to measure the simi-
larity between neighbors and the test sample. Steps of calculating the local kernels are
described as follows:

Step1. Calculate the local gradient covariance matrix C for pixel xm:

Cxm = ∑
xk∈M

[
z2

x (xk) zx (xk)zy (xk)

zx (xk)zy (xk) z2
y (xk)

]
(6)

where z2
x (xk) represents the degree change of pixel xk in the horizontal direction, and

z2
y (xk) represents the degree change of xk in the vertical direction. Usually, M is a path

of pixels centered at xm.

Step2. Divide an image into some 13*13 local windows centered at xm. The local ker-
nels of the pixel xk in a local window are calculated using Eq. 7:

K (Cxm ,xk − xm) = exp
(
(xk − xm)

TCxm (xk − xm)
)

(7)

Step3. LARK feature of the whole image is represented as a set of local kernels in local
windows:

K = [K1,K2, ...,Kn] (8)

where n denotes the number of local windows.

Step4. Measure the similarity between a neighbor K(l) and the test sample K(y) using
matrix cosine similarity measure shown as Eq. 9:

ψ
(

K(y),K(l)
)
=

K(y) ·K(l)∥∥K(y)
∥∥ ·∥∥K(l)

∥∥ (9)

Step5. Obtain the label by using Eq. 10:

Predict label 2(y) = l f or max
(

ψ
(

K(y),K(l)
))

. (10)

2.3 The Third Step: Get the Final Result

If the labels of a test sample obtained by the former two steps are the same, the test
sample should be recognized. Otherwise, the test sample should be rejected. The final
label of a test sample is represented as Eq. 11:

Final label(y) =
{

l, l = i
0(re jection) , others

. (11)



310 M. Wang et al.

3 Experimental Results and Analysis

We compare the proposed method with other face recognition methods with rejection,
including PCA, R-LDA, ME Space. All experiments are tested on Extended YaleB
Database [17] and ORL Database. Extended YaleB contains 38 subjects with each pro-
viding 64 images in different illumination conditions, poses, etc. ORL consists of 400
images for 40 subjects with each providing 10 images in different poses and expres-
sions. In order to evaluate the performance of rejection, we choose 18 subjects in the
Extended YaleB for test and 25 subjects for training.In the 25 subjects for training,there
are 5 subjects which are also subjects for test. Each subject provides 30 images as train-
ing samples and the remaining ones as test samples, which is expressed as G30/P34.
In ORL database, 25 subjects are used for training while 20 subjects are used for test.
There are 5 subjects included in the test set as well as the training set. 5 images are se-
lected randomly from each subject as training samples and the remaining ones are test
samples. Table 1 lists the correct recognition rate and correct rejection rate on YaleB. It
shows that our proposed method obtains higher recognition accuracy and rejection ac-
curacy than both PCA and ME. Fig. 1 shows the ROC curve of different methods. These
results are obtained on ORL. We can find that our method has the best performance on
rejecting ”outliers”.

Table 1. Correct recognition rate and correct rejection rate of different methods in Extended
YaleB with G30/P34

PCA R-LDA ME[10] SR[13] Our method
Rejection rate 63.5 71.4 87.2 85.4 89.6

Recognition rate 67.9 85.2 91.6 89.7 93.1

Fig. 1. ROC curves of PCA,R-LDA,SR and our method(SR+LARK)
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4 Conclusion

In our method, SR is used to find out ”outliers”. LARK is applied to further confirm
whether ”outliers” found by SR are real ”outliers”. This is the first time to combine SR
and LARK for face recognition with rejection. Experiments on public databases show
that our method is simple and effective. Meanwhile, it outperforms in face recognition
with rejection.

Acknowledgments. This paper is partially supported by Shenzhen Municipal Science
and Technology Innovation Council (Nos. JC201005260122A, JCYJ201206131533-
52732 and CXZZ20120613141657279).
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Abstract. As a recently proposed technique, sparse representation based classi-
fication(SRC) and sparse residue representation classification SRRChave been
widely used for face recognition(FR).SRC and SRRC represent the test sample as
a linear combination of training samples. SRC first calculates the coefficient so-
lution via -minimization, and then we calculate the reconstruction residue errors
of the test sample generated from each class respectively. However, the SRRC al-
gorithm first exploits the training samples to constructs the error-free samples of
the test sample and then calculates the residue between the error-free sample and
original test samples. The residue coefficients are also solved by -minimization.
In order to integrate the advantages of SRC and SRRC, we use the score level fu-
sion to combine the residues of SRC and SRRC and the test sample is classified
into the class. The minimum final residual is the experiment result of the test sam-
ple. Compared with previous methods, the fusion algorithm has very competitive
FR accuracy and well performance in robustness to occlusion.

Keywords: Sparse Representation, SRC, SRRC.

1 Introduction

The sparse representation has been widely used for different applications, such as pat-
tern recognition and computer vision [1], signal separation [2], denoising [3], mo-tion
and data segmentation [4], face recognition [5–7]. In this paper, we mainly study the
issue of calculating sparse representation for classification. The first method proposed
by Wright et al. [8], called Sparse Represen-tation based Classification (SRC). The sec-
ond method proposed by Jinghua Wang et al. [9], called Sparse Residue Representation
based Classification (SRRC). The me-thods of SRC and SRRC represent the test sam-
ple as a linear combination of training samples, but the difference of two methods is
calculating coefficient of linear expres-sion. The basic idea of SRC is that: (a) to calcu-
late the expression coefficient by -norm at first, and then to reconstruct the test sample
by sparse decomposition coeffi-cients that related to the each class; (b) to compute the
residue between the test sam-ple and reconstruction test sample; (c) to classify test sam-
ple into the class which has the minimum reconstruction residual error. The algorithm
can achieve a good perfor-mance in severely occlusion and disguise. The accuracies of
SRC are higher than the traditional classification methods (such as Nearest Neighbor
(NN), Nearest Subspace (NS) [8]. The basic idea of SRRC is that: (a) to reconstruct
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the test sample by linear combination of the training samples, and then we calculate the
residue between test sample and reconstruction sample, the expression coefficients are
solved by -minimization residue; (b) to compute the residue between test sample and
reconstruc-tion sample by sparse decomposition coefficients that related to the each
class respectively; (c) to classify test sample into the class which has the minimum
reconstruction residual error. The algorithm has a good performance to deal with occlu-
sion. The occlusion is the residue of the test sample, so we can accurately classify the
test sample. With no assumption on the shape of the occlusion, the proposed method
can work well for kinds of occlusions [8]. The occlusion degrades the performance the
traditional subspace methods. As a result, the accuracies of SRRC are higher than the
traditional subspace methods [8]. In this paper we proposed a new algorithm scheme
based on sparse representation, namely the fusion of SRC and SRRC algorithm. The
accuracies of the proposed algorithm are higher than the traditional methods, especially
in FR occlusion and disguise. We will demonstrate that the new validation rule outper-
forms the subspace methods (such as PCA). Experiments conducted on face recognition
data sets ORL, YaleB and AR demonstrated that proposed algorithm can remain the
comparative classification accuracy and robustness. Section 2 briefly reviews SRC and
SRRC. Section 3 mainly analyzes the SRC and SRRC algorithm. Section 4 performs
experiments. Section 5 concludes this paper.

2 A Brief Reviews of SRC and SRRC

SRC is the reconstruction classification approach which aim at tacking the classifi-
cation problem on data with corruption (such as missing data and noising). Assum-
ing there are N distinct object classes. Denoted by ai ∈ m∗ni the data set of ith class,
and each column of ai is the sample of class i.As a result, the training data set A =

{a1,a2, ...,aN} ∈ m∗n, where n =
N
∑

i=1
ni. Given a test sample y ∈ m∗1, the SRC algorithm

can be summarized as follow:

1. Normalize: each column of A to have unit �2-norm;
2. Solve the �2-minization problem:

x̂∗1 = argmin‖x‖1s.t.Ax = y (1)

3. Compute the residuals:

ri(y) = ‖y−Aσi(x̂
∗
1)‖2, i = 1,2 . . . ,N (2)

4. Output: identify(y) = argminiri(y), where the result is the class label of the test
sample y.

Let the coefficients matrix x̂∗1 = {x1,x2, ...,xi, ...,xn},xi is the coding vector associated
with class i. Ideally, the matrix x̂∗1 is nonzero entries are associated with the column
of training sample A from a single class i,so we can assign the test sample y to that
class. As a result, if y is from the ith class, usually y = AiXi holds well, implying that
most efficient are zeros and only xi has significant entries [10]. The number of class
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which responds to the minimum residue is the result of the test sample. In SRC, the
sparse representation is used for robust face recognition. When the coefficients were
solved by �1-norm, the approach separates the information required for these tasks:
the residuals for identification and the sparse coefficients for validation [8]. The class
label of the test sample can be decided by residue measurement. It has been proved that
the solution of �1-minimization is equal to the solution of �0-minimization [11], The
coefficients that solved by -norm are much sparse than those given by �2-norm, and the
dominant coefficients are associated with the target class [8]. The residual that solved
by reconstructing sample has smaller than these which calculated by training samples,
so the new rule has a higher accuracy rate. Consequently, SRC is used for robust face
recognition, outlier detection and so on. The algorithm of SRRC is the reconstruction
classification approach which aim at dealing with the classification problem on data
with occlusion. Assuming there are n distinct object classes, denoted by ai ∈ m∗ni the
data set of ith class, and each column of ai is the sample of class i. As a result, the

training data set A= {a1,a2, ...,aN} ∈ m∗n, where n=
N
∑

i=1
ni. Given a test sample y∈ m∗1,

the SRRC algorithm can be summarized as follow:

1. Normalize the columns of A and y to have unit �2-norm;
2. Solve the �2-minization problem:

x̂∗1 = min‖y−Ax‖1 s.t. y = Ax (3)

3. Compute the residuals:

ri(y) = ‖y−Aσi(x̂
∗
1)‖2, i = 1,2 . . . ,N (4)

4. Output: identify(y) = argminiri(y), where the result is the class label of the test
sample y.

The observation sample matrix consists of non-error sample matrix and error sample
matrix. We consider the non-error sample and the observation sample are of the same
size. The algorithm of SRRC represents the test sample as a linear combination of
training samples, and then we calculate the residue between the test sample and the rep-
resenting sample. The optimal solution X can be solved by ell1 -minimization residue.
Ideally, the matrix x̂ is nonzero entries are associated with the column of training sam-
ple A from a single class i,so we can assign the test sample y to that class. As a result,
if y is from the ith class, usually y = AiXi holds well, implying that most efficient are
zeros and only xi has significant entries. The number of class which responds to the
minimum residue is the result of the test sample. In SRRC, the sparse representation is
used for robust face recognition, especially in the occlusion problem. The reconstructed
sample is same to the test sample in most pixels, and the most difference of pixels is the
occluded part of the test sample. As a result, the residue denotes the local deviations.
Differently, the SRC emphasize the globally residue by the ell2-norm [8]. The SRRC
algorithm is a kind of supervised sparsity, but SRC is a kind of unsupervised sparsity
contrarily [12]. So the new rule can deal with the robustness to occlusion.
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3 The Fusion of SRC and SRRC Algorithm

In order to integrate the advantage of SRC and SRRC, we propose one more method
namely the fusion of SRC and SRRC algorithm. According to the residuals of the SRC
and SRRC, we calculate the summation of the residuals by class, The class label which
responds to the minimum summation is the result of the test sample.

The Fusion OF SRC And SRRC Algorithm:

1. Input: a matrix of training samples A = [A1,A2, ...,AK ] ∈ R
m∗n for K classes, a test

sample y ∈ R
m;

2. Normalize: the columns of A to have �2-norm;
3. Solve the minimization problem in residual using �1-norm:

x̂ = min‖y−Ax‖1s.t.y = Ax (5)

4. Compute the residual gi(y) = ‖y−Aσi(x̂)‖2, i = 1,2, . . . ,K is the character function
that selects the coefficients associated with class i;

5. Solve the �1-norm minimization problem:

x̂∗ = argmin‖x‖1s.t.Ax = y (6)

6. Compute the residual ri(y) = ‖y−Aσi(x̂∗)‖2, i = 1,2, . . . ,K, where σi : Rn → R
n is

the character function that selects the coefficients associated with class i.
7. Calculate the summation of the residual gi and ri with different weights:

pi(y) = ri(y)+ gi(y) = λ1 ∗ ‖y−Aσi(x̂
∗)‖2 +λ2 ∗ ‖y−Aσi(x̂)‖2 (7)

where i = 1,2, ...,k,λ1 +λ2 = 1;
8. Output: identify y = argmini pi(y), where the result is the class label of the test sam-

ple y.

The framework of SRC exploits the discriminative nature of sparse representation to
perform robustness. However SRRC has a better performance than SRC in the robust-
ness to occlusion. As a result, if we make the fusion of the two algorithms, we will
integrate the advantages of the two algorithms. The proposed method has a better per-
formance in occlusion face recognition.

The fusion of SRC and SRRC algorithm calculates the coefficient matrix by �1-norm.
The coefficients are much sparse than those given by �2-minimization, and the main
coefficients are associated with target class. Different from the traditional algorithms
such as PCA and LDA represent the test sample by all training samples, the proposed
method uses the training samples that are associated with the teat sample. Consequently,
the proposed methods efficiency can be higher.

The proposed method is a kind of NS classifier. Compared with the traditional NS
[13], the proposed method uses a new measurement to calculate the distance between a
test sample and a class. A natural question arose is that the fusion of SRC and SRRC
can inherit the advantages(such as the robustness to data corruption) of SRC and SRRC.
We proposed some experiments to solve this problem.
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4 Experiments

We conduct experiments on three popular databases: AR [10], ORL, YaleB. The sizes
of ORL, AR and YaleB images are respectively 46×56, 40*50 and 32*32. We compare
our method with five popular methods: PCA, LRC, CRC, SRC, SRRC.

4.1 Face Recognition without Occlusion

ORL database consists of 400 images of 40 persons (10 images for each person).We
randomly select 5 images of each person for training and the rest for testing. We con-
duct experiments with different feature dimensions20, 30, 40 respectively. We set the
parameter λ to be 1e-2 in CRC. In the proposed method, the parameters λ1 and λ2 are
5e-1 respectively. Fig. 1 lists the classification accuracy of different methods on ORL
images.

A subset of AR database consists of 3120 images of 120 persons (about 26 images for
each person).The images from the first to the seventh and the images from the sixteenth
to the twentieth are non-occlusion samples, so the seven samples from the first to the
seventh of each person are used for training samples, and the other five samples from the
sixteenth to the twentieth of each person are used for test samples. We conduct exper-
iments with different feature dimensions 20, 30, 40 respectively. We set the parameter
λ to be 1e-2 in CRC and the parameter λ1 and λ2 to be 5e-2 in proposed method. Fig. 2
lists the classification accuracy of different methods on AR images without occlusion.

YaleB database consists of 165 frontal images of 11 persons (about 15 images for
each person). We randomly select 8 images of each person for training and the rest for
test. We set the parameter λ to be 1e-2 in CRC. In the proposed method, the values
of λ1 and λ2 are assigned to be 0.3 and 0.7 respectively. Table 1 lists the classification
accuracy of different methods on YaleB images.

Fig. 1. The classification accuracy of different methods on ORL images
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Fig. 2. The classification accuracy of different methods on AR images without occlusion

Table 1. The classification accuracy of different methods on YaleB images

methods SRC LRC CRC PCA SRRC Propesed method
Recognition Rate 85% 91.57% 90% 90% 97.86% 97.14%

The accuracy of the proposed method is the first highest on ORL. When we conduct
experiments on AR images without occlusion, the accuracy of the proposed method is
fourth in the all methods. As can be seen from Table 1, we know the proposed meth-
ods classification accuracy is same to those that solved by SRRC. The accuracy of the
proposed method is higher than some traditional algorithm clearly.

4.2 Face Recognition with Occlusion

This section proves the robustness of different methods against occlusion on a subject
of the AR databases. A subject of AR database consists of 3120 images of 120 persons
(about 26 images per person). There are 12 images without occlusion, 6 images oc-
cluded by sunglass, 6 by scarf of each person. In this experiment, the samples from the
first to the seventh of each person are used for training samples, the samples from the
eighth to the twelfth of each person are used for test samples. The training samples are
non-occlusion, and the test samples are occlusion. We conduct experiments with differ-
ent feature dimensions 20, 30, 40 respectively. Fig. 3 lists the classification accuracy of
different methods on AR images with test samples occlusion.

We exchange the value of the training samples and testing samples. The samples
from the eighth to the twelfth of each person are used for training sample, the sam-
ples from the first to the seventh of each person are used for test sample. We con-
duct experiments with different feature dimensions 20, 30, 40 respectively. Fig. 4 lists
the classification accuracy of different methods on AR images with training samples
occlusion.
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Fig. 3. The classification accuracy of different methods on AR images with training samples
occlusion

Fig. 4. The classification accuracy of different methods on AR images with training samples
occlusion

We conduct another experiment to simulate the random noise. The training samples
consist of the 14 non-occluded images. We pollute the training samples with random
noise and take them as the test samples. We choose 15 lines and replace each pixels of
them with random numbers. We randomly pollute the line 35-50 in order to imitate the
sunglass. We randomly pollute the line 24-39 in order to imitate the scarf. Fig. 5 shows
the 14 samples with synthetic occlusion. We conduct experiments with 10 persons. Ta-
ble 2 lists the classification accuracy of different methods on AR images with synthetic
occlusions.
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Fig. 5. Samples of synthetic occlusion

The accuracy of the proposed method is highest on AR images with test samples oc-
clusion. When we conduct the experiment on AR images with training samples
occlusion, the accuracy of the proposed method is similar to those solved by LRC
and the fusion of the SRC and SRRCs accuracy is the second highest on AR images
with training samples occlusion. As can been seen from Table 2, we know the proposed
method can achieve the second classification accuracy.

Table 2. The classification accuracy of different methods on AR images with synthetic occlusions

methods SRC CRC PCA LRC SRRC Propesed method
Recognition Rate 86.67% 91.11% 77.78% 88.89% 97.78% 97.78%

5 Conclusion

In this paper, we proposed the fusion of SRC and SRRC to improve the accuracy of
face recognition. In the fusion of SRC and SRRC, we calculate the residuals that are
solved by SRC and SRRC. We calculate the summation of the residuals by class, the
class label which responds to the minimum summation is the result of the test sample.
Experiments on face recognition data sets ORL, YaleB and AR demonstrated that the
proposed algorithm can improve the comparative classification accuracy. The appear-
ance of the occlusion degrades the performance the traditional subspace methods, the
proposed method linearly express the test sample by the training sample of the differ-
ent person, and classifies the sample based on the residue. The recognition rates of the
proposed algorithm are more competitive than these traditional subspace algorithms.
However, more investigations are to be made to further study the fusion of SRC and
SRRC scheme for various pattern classification problems, and this is one of our main
tasks in the future work.

Acknowledgments. This paper is partially supported by Shenzhen Municipal Science
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Abstract. This paper presents a novel method for pedestrian detection at mea-
surement level. At feature extraction stage, we use Histogram of Oriented Gradi-
ent to describe the feature of pedestrian and non-pedestrian. To decrease the time
cost, we reduce the dimension by using PCA. The base classifiers used in poste-
rior probability based multi-classifier fusion are posterior probability based SVM,
Naı̈ve Bayesian and Minimum Distance Classifier, respectively. To estimate the
accuracy of fusion result, stratified cross-validation is used. Experimental results
on pedestrian databases prove the efficiency of this work.

Keywords: pedestrian detection, multi-classifier fusion, posterior probability,
stratified cross-validation.

1 Introduction

In machine learning field, the ensemble learning methods show that, fusions of sev-
eral single classifiers can achieve much higher accuracy than a single classifier. Some
researchers consider that it is necessary to introduce classifiers fusion methods into
pedestrian detection [1,2]. For a classifiers fusion method, it is assumed that all classi-
fiers should be trained over a same training dataset [3,4], and the base classifiers should
be different [5]. However, choosing an appropriate fusion method can further improve
the performance.

According to the output level of classifier outputs the results, multiple classifiers
fusion can be divided into the following three categories [3]: abstract level fusion, rank
level fusion and measurement level fusion. At abstract level, classifiers output the class
labels or an unordered set of candidate classes, which contain the least classification
information. At rank level, classifiers export n-best candidate classes in order. The most
likely candidate class is listed at the top, while the most unlikely one is listed at bottom.
At measurement level, classifiers output not only the n-best candidate classes, but also
their corresponding confidence values. For all these three levels, the measurement level
fusion contains the most information. Hence fusion at measurement level is possible for
most applications.

For measurement level fusion, many methods have been proposed. The fusion meth-
ods usually can be divided into fixed rules and trained rules by tunable parameters [6].
The fixed rules include sum rule, product rule, maximum rule, minimum rule, median
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rule and so on [7]. The trained rules include trainable classifiers (neural networks [8],
SVM [9], etc.), optimized evidence fusion [10] and the weighted fusion.

In this work, we focus on the application of posterior probability based multiple
classifier fusion in pedestrian detection. In order to obtain good performance, classi-
fier fusion is carried out at measurement level in this paper. At feature extraction stage,
taking the advantage of the highly discriminative power, the Histogram of Oriented Gra-
dients (HOG) [11] descriptor is used to calculate the image feature. At learning stage,
several different classifiers are trained respectively. At classification stage, samples are
tested with different models, and a decision template (DT) that consists of posterior
probability is given for further fusion. At fusion stage, the weighted sum rule is used to
deal with the decision template, and the final posterior probability is calculated for each
class. The maximum rule is used to make the final decision of the classification, and the
sample will be classified to the class that has the maximum posterior probability.

The rest of the paper is organized as follows: in Section 2, we briefly introduce the
feature descriptor used in this work. Section 3 shows some posterior probability based
classifiers. The fusion scheme is introduced in Section 4 and the experimental results
are shown in Section 5. Finally, we draw our conclusion in Section 6.

2 Feature Extraction

At feature extraction stage, Histogram of oriented gradient (HOG) [11] is used as ap-
pearance feature in this work. HOG is an efficient feature. It has been proved that HOG
gives nearly perfect results on MIT database [12]. The extraction steps of HOG feature
are illustrated as follows:

Step1 Calculate the horizontal and vertical gradient of each pixel.{
fx(x,y) = I(x+ 1,y)− I(x− 1,y)
fy(x,y) = I(x,y+ 1)− I(x,y− 1)

∀x,y (1)

where fx(x,y) and fy(x,y) denote the x and y components of the image gradient,
respectively. I(x,y) is the gray value of a pixel at position (x,y).

Step2 Compute the magnitude m(x,y) and the orientation θ (x,y) of each pixel.

m(x,y) =
√

fx(x,y)
2 + fy(x,y)

2 (2)

θ (x,y) = arctan
fy(x,y)
fx(x,y)

(3)

For each cell, the computed orientations θ (x,y) are quantized into cb orientation
bins. All the magnitudes m(x,y) in each bin are summed up to make a histogram.

Step3 Normalize gradient magnitude within the block.
While calculating the histograms in each cell, the block slides a cell each time. The
gradient image consists of several overlapping blocks, with each block consists of
bw × bh cells, and each cell consists of cw × ch pixels. Let f be a feature vector of
a block, hi j denote the overlapping histogram of the cell in position (i, j) from an
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overlapping block (1 ≤ i ≤ bw,1 ≤ j ≤ bh). The feature vector of the overlapping
block is normalized with L2-norm as follows:

h
′
i j =

hi j√
‖ f‖2 + 1

(4)

3 Posterior Probability Based Classifiers

For pedestrian detection, there are two classes Ω = {ω1,ω2}. Given an unknown sample
X ∈ ℜn, assume X = [x1,x2, . . . ,xn] is a feature vector and ℜn is its feature space. Let
C = {C1,C2, . . . ,Cl} be the chosen classifiers. Each classifier Ci outputs a set of values
[ci1(X),ci2(X)]. Each ci j(X) ∈ [0,1] is a confidence value supporting the evidence that
X belongs to ω j (where i = 1,2, . . . , l and j = 1,2). In this work, we take ci j(X) as the
posterior probability, so we have

ci1(X)+ ci2(X) = 1 (5)

In this work, three different classifiers are used, they are a posterior probability based
Support Vector Machine (SVM), a Minimum Distance Classifier (MDC) and a Naı̈ve
Bayesian (NB) classifier. For the first case, to realize the post processing of SVM, we
transform the standard outputs to posterior probability by using a sigmoid function [13].

P(y = 1| f (x)) = 1
1+ exp(A f (x)+B)

(6)

where f (x) is the standard output of SVM, P(y = 1| f (x)) is posterior probability that
the sample x belonging to class 1 when the output is f (x). [13] shows the method to
calculate parameters A and B.

For MDC, given a test sample X , the classifier calculates the distance d2
k (Manhattan

Distance is chosen) between X and the mean vector Uk, and classifies X to the class
with minimum distance [14]. For the Naı̈ve Bayesian classifier, it classifies the sample
to the class that has the highest posterior probability. That is to say, the Naı̈ve Bayesian
classifies the test sample to class ωi, if and only if P(ωi|X) is the maximum probability.

Each classifier is trained by using the same training set, and the posterior proba-
bility is estimated on the same test set. To train the classifiers, we use a 5-fold cross
validation method at validation stage. In order to ensure each fold has a similar class
distribution with the whole dataset, a stratified cross validation method is used. For our
binary classification problem, we have two subsets: pedestrian data labeled with 1 and
non-pedestrian data labeled with −1. For each subset, run 5-fold partition algorithm and
partition each subset into 5 equal-sized folds. Each time, take 3 folds from pedestrian
data and non-pedestrian data respectively to form the training dataset, and take all the
rest folds to form the test dataset. Each classifier runs 10 times with different training
and test sets. The accuracy rate of each classifier is estimated by counting the total right
classified ones, divided by the total number of the test samples.
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4 Fusion Method

4.1 Decision Template

We use the Decision Templates (DT) [15] as classifiers fusion scheme in this work. For
a given pattern X , the outputs of all classifiers can be represented as a decision template
by a l × 2 matrix:

DT (X) =

[
c11(X) · · · ci1(X) · · · cl1(X)
c12(X) · · · ci2(X) · · · cl2(X)

]T

(7)

In this template, the ith row is the outputs of the ith classifier Ci(X), and the jth column
is the probability that X belonging to class ω j. Then the fusion result of the l classifiers
is expressed as

C(X) = F(C1(X),C2(X), . . . ,Cl(X))=[d1(X),d2(X)] (8)

where F is the fusion rule, d j(X) is the fused value that X belonging to class ω j.

4.2 Linear Fusion Scheme

In this work, the Weighted Majority Vote (WMV) theorem [16] is used as the voting
scheme. Therefore, the weight of the ith classifier is calculated by

wi = log
ai

1− ai
(9)

where ai is the individual accuracy of the ith classifier.
By using weighted sum rule, we calculate the fusion result for each class

d j(X) =
l

∑
i=1

wici j(X), j = 1,2 (10)

After gaining the fusion results, we make a decision for the input pattern, and we use

the maximum rule in this work, that is, if dK(X) =
2

max
i=1

di(X), thenX ∈ ωK .

5 Experimental Results

5.1 Dataset and Feature Extraction

In this work, three pedestrian databases are used. They are INRIA Pedestrian dataset
[11], CVC-CER-01 Pedestrian Database [17] and DaimlerChrysler Pedestrian Classifi-
cation Benchmark Dataset [18]. The division of each database is shown in Table 1. The
pedestrian images are labeled with 1 and non-pedestrian images are labeled with −1.
Before feature extraction, images in INRIA and CVC01 are scaled into 64×128 pixels,
images in Daimler are scaled into 32× 64.

At feature extraction stage, the block is divided into 2×2 cells, and each cell consists
of 8× 8 pixels. Hence the block has 2× 2× 9= 36-dimensional features. As the block
slips a cell each time, we can obtain (64/8− 1)× (128/8− 1) = 105 blocks for a 64×
128 image and 21 blocks for a 32× 64 image. Hence, we obtain 36× 105 = 3780-
dimensional feature vector for INRIA & CVC01 database and 756-dimensional feature
vector for Daimler database.
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Table 1. The division of each database used in this work

Dataset Image size Feature dimensional
Training set Test set

Pedestrian Non-pedestrian Pedestrian Non-pedestrian
INRIA 64×128 3780 2416 12180 1126 4530
CVC01 64×128 3780 1200 3705 800 2470
Daimler 32×64 756 14400 15000 9600 10000

5.2 Experiments

In order to test the proposed multiple classifiers fusion scheme, we construct a system
as shown in Fig. 1

Fig. 1. Multi-classifier system. In our experiments, A1, A2, A3 are posterior probability based
classifiers introduced in Section 3, E is the weighted sum rule.

Table 2 and Table 3 show different result on INRIA database when using different
dimension of PCA based HOG feature. We take the average of 10 runs as the final
result.

Table 2. Different results when using different dimension of PCA based HOG feature on INRIA
database

PCA based HOG feature Our method SVM Naı̈ve Bayesian MDC
50-dimensional 95.38% 91.64% 92.54% 90.79%

100-dimensional 95.52% 92.40% 92.89% 90.86%
150-dimensional 95.57% 92.67% 92.92% 90.84%
200-dimensional 95.43% 92.80% 92.68% 91.69%

From Table 2 we can see that, multiple classifiers fusion can get higher performance
than single classifier does. The precision rate of our fusion method is about 2.5% higher
than single posterior probability based SVM and Naı̈ve Bayesian, about 5% higher than
single minimum distance classifier.

In order to evaluate measurement level fusion, rank level fusion and decision level
fusion, we set up an experiment to compare the fusion results at different levels. As
shown in Table 3, the measurement level fusion performs better than rank level fusion
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Table 3. The comparisons of fusion at different levels

PCA based HOG feature Measurement level Rank level Decision level
50-dimensional 95.38% 91.69% 93.59%

100-dimensional 95.52% 92.10% 93.94%
150-dimensional 95.57% 92.20% 93.90%
200-dimensional 95.43% 92.17% 93.78%

Table 4. Experimental results on other pedestrian database

Database Method TPR FPR FNR

CVC01 database
Method in [17] 92.50% 1.00% 22.81%

Our method 99.00% 0.80% 16.33%

Daimler database
Method in [18] 90.91% 33.62% 73.61%

Our method 87.74% 10.49% 11.55%

and decision level fusion. The precision rate of measurement level fusion is about 3.4%
higher than rank level fusion and about 2.5% higher than decision level fusion.

Table 4 shows the comparisons with different methods on different database. The
performance evaluation methods are true positive rate (TPR), false positive rate (FPR)
and the false negative rate (FNR). The results indicate that our method outperforms over
methods in [17] and [18]. On CVC01 database, the TPR is 99% which is higher than
that of method in [17] about 6.5%. The FPR and FNR is lower as well. On Daimler
database, though the TPR is lower than that in [18], but the false detections of our
method is much lower (FPR is about 23.1% lower and FNR is about 62% lower than
method in [18]).

6 Conclusion

In this paper, we proposed a posterior probability based multi-classifier fusion method
at measurement level. The HOG detector was used to describe the feature of pedes-
trian and non-pedestrian. The base classifiers used in this work were posterior proba-
bility based SVM, Naı̈ve Bayesian and Minimum Distance Classifier, respectively. The
comparisons of measurement level fusion and other level fusion have shown the better
performance of our work. The experimental results on INRIA pedestrian database have
shown a more robust performance in general than individual classifiers. The compar-
isons results on CVC01 and Daimler pedestrian database have shown that, our method
has less misclassification rate.
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and Technology Innovation Council (Nos. JC201005260122A, JCYJ201206131533
52732 and CXZZ20120613141657279).
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Abstract. Ant Colony Optimization (ACO) is one of the swarm intelligent 
methods for solving computational problems, especially in finding the optimal 
paths through graphs. In the past, floating point is widely used to represent the 
pheromone in ACO, thus requiring large amounts of memory to find the 
optimal solutions. In this paper, the quantification-based ACS (QACS) is thus 
proposed to reduce the space complexity. New updating rules of pheromone 
with no decay parameters are also designed in the proposed QACS for 
simplifying the updating processing of pheromone. Based on the experimental 
results of proposed QACS, the convergence rate can be improved with less 
memory space for solving Traveling Salesman Problem (TSP). 

Keywords: Ant colony Optimization, pheromone updating rule, Qualification-
based, TSP. 

1 Introduction 

Ant colony optimization (ACO) is a popular bio-inspired optimization algorithm with 
swarm intelligence for deriving the optimal solutions in different applications, such as 
Traveling Salesman Problem (TSP) [1, 3, 10], vehicle routing problem [2, 15], job-
shop scheduling [5, 13], system identification [4, 9], image processing [9, 16], among 
others [7, 18]. Among them, ACO is used to simulate the searching behavior of real 
ants, thus depositing chemical pheromone trail on the ground to communicate with 
each other for finding the shortest paths between their nest and food. Recently, many 
researches have been developed with ACO-based algorithms for learning and 
optimization. In the past, Dorigo et al. proposed an elitist ant system (EAS) [10] to 
reinforce the pheromone of edges the possible optimal path, thus speeding up the 
convergence rate. Bullnheimer et al. then further proposed the rank-based ant system 
(AS-RANK) [3], assigning the rank order to each ant by tour length. In AS-RANK 
approach, the top (k-1) ants can deposit extra pheromone on the visited tour, which is 
used to decide the rank order of the ants, thus speeding up the convergence rate. 
Stützle et al. proposed MAX-MIN ant system [17, 18] to achieve a strong exploitation 
ability from search history, thus accumulating the pheromone of the best solutions 
while the updating process. The strengths of pheromone trails are also limited to 
avoid the premature convergence. Other ACO-based algorithms are still in the 
progress and have been extended to other issues [7, 8, 19]. 
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The above ACO-based algorithms, use, however, floating points to represent the 
pheromone in the memory, thus requiring highly space complexity. In this paper, a 
novel qualification-based ant colony system (QACS) is proposed. It uses integers to 
represent the pheromone, adopts new updating rules of pheromone and designs a new 
cycling strategy to solve the overflow problem. Experimental results demonstrate that 
the proposed QACS has a better performance in execution time and less memory, 
comparing to the traditional ACO-based algorithms. The remainder of this paper is 
organized as follows. The detail of the proposed Qualification-based ant colony 
system (QACS) is stated in Section 2. Numerical results are shown in Section 3. 
Conclusion and future works are given in Section 4. 

2 The Proposed Qualification-Based Ant Colony System 
(QACS) 

The QACS follows the same state transition rules, which is the same to the Ant 
Colony System (ACS) [9]. The details of the proposed QACS are given below. 

2.1 TSP Problem 

The size of m also have great effects on the optimal solution, this could be discussed 
section 3. The first Ant Colony Optimization algorithm was proposed for solving 
Traveling salesman problem (Tsp), it could be presented as follows: 

Let { }1 2, ,...... nc c c c= be a set of cities, { }( , ) : ,A r s r s c= ∈ be the edge set, and 

(1 , , )ijd i j n i j≤ ≤ ≠ is the Euclidean distance between City i and city j , and ij jid d≠
,The Tsp is a problem of finding a minimal distance of the closed tour that visits each 
city once. 

2.2 State Transition Rule  

In the proposed QACS, to each ant k, the path vector kR , which keeps the Sequence 
Numbers of all visited cities based on visiting Sequence, the ant k positioned on city 
i  chooses the city j to visit by applying the rule given by formula (1). 

[ ]{ } 0

0

arg max ( , ) ( , ) ( ( )),
.

,

j i j i j j J i q q
k

j
S q q

βατ η ∈ ≤
=  >
  

(1)

Where ( )kJ i is the set of cities that remain to be visited by ant k positioned on city i , 

and  ( , )i jτ is the pheromone of the edge ( , )i j , ( , )i jη is heuristic information, it 

could normally be calculated by using 1( , )
ij

i j dη = . α and β are two parameters 

which are used to control and adjust the weight of  the heuristic information and the 
dosages of pheromone [7]. 0q is a parameter in the interval[0, 1] and q is a random 

number. 
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When 0q q≤ , the ant k will select the max j as the next city to visit; When 0q q> , 

biased exploration strategy will be used to decide which is the next city j . The bias 

exploration is presented as formula (2).  

( )

[ ( , )] [ ( , )]
, ( )

[ ( , )] [ ( , )]( , ) .

0 ,
k

k

k u J i

i j i j
if s J i

i u j uP i j

otherwise

α β

α β
τ η

τ η
∈

 ⋅ ∈ ⋅= 




　 　

　　　　　　　　　　　  

(2)

When 0q q≤ , ant k choose the next city which has the largest product of 

[ ]( , ) ( , )i j i j
βατ η , and we called this “exploitation”. When 0q q> , next city j would 

be selected according to formula (2), and it is called as “biased exploration”. 

0q is a very important control parameter in the state transition rule, the 

probability which ant k choose the optimal direction is 0q . When 0q q≥ , ant k 

also has a chance to explore new path. It can adjust 0q to keep the balance of 
“exploitation” and “exploration”. 

Formula (1) and formula (2) together is called pseudo-random proportional rule. 

2.3 The Representation of Pheromone 

In qualification-based ant colony system, the encoding number of pheromone is 
represented as the integers, instead of using floating points shown in formula (3). 

( , ) ,( ,1 2 , ).ni j m m integer m n integerτ = ∈ ≤ ≤ ∈  (3)

In formula (1), ( , )i jτ is the pheromone of the edge ( , )i j , m is an integer with a 

fixed range. The size of m have great effects on the optimal solution, this will be 
discussed section 3.  

It is obvious that a numerical variable with a limited representation range will 
finally be overflowed with the continuous increasing of iterations. After the 
pheromone variable achieving the maximum range, pheromone value will not be 
increased, even ants construct the best tour, and pheromone can no longer reflect that 
whether the corresponding tour is the best or not. With increase of iterations, maybe 
the new optimal path would be constructed, and pheromone on edges of the new path 
also have the probability could be got the maximum, that is to say, the pheromone on 
the optimal path and the pheromone non-optimal path are the same, they may have the 
same chance to be visited, and it doesn’t benefit to fast convergence. Similarly when 
most of pheromone variable achieving the minimum range, it doesn’t benefit to 
explore new path. In order to solve this problem, a cycling strategy will be introduced. 
When ( , )i jτ is the maximum, its value will not be added, and if the best solution 

wasn’t changed yet after some iterations, let all ( , )i jτ is initialized to the initialization 

value 0τ ; when ( , )i jτ is the minimum, its value would also no longer be decreased. 

And if the best solution wasn’t changed yet after some iteration, let all ( , )i jτ be 

initialized to the initialization value 0τ on all edges. 
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2.4 Pheromone Management Strategy 

In traditional ACO [1, 3, 5, 7], it requires two decay parameters ρ and ε , ρ represents 

the global decay coefficient and ε represents the local decay coefficient. Both of them 
are limited in an interval [0, 1]. In the proposed QACS, two decay parameters are 
eliminated and a new updating rule was presented in this algorithm, the details could 
be seen in the following section. 

2.4.1   Pheromone Updating Rule 
In ACS [11], global updating rule and local updating rule are used in the pheromone 
updating rules. In the proposed QACS, however, considerate both of them only an 
updating rule consideration global-best tour and iteration-best tour together. 
According to the research results of Thomas Stützle in reference [6], the global best 
updating could make solutions are converged fast to

bT with obvious direction and 

iteration-best updating could enhance search ability of the algorithm. So in order to 
offset the absent of the local updating rule and reinforce explore probability, the 
global best updating and iteration-best updating are used together. 

In the proposed QACS, it considerate the global-best tour and iteration-best tour 
together. The details could be seen in formula (4). 

( , ) ( , ) ( , )ki j i j i jτ τ τ= + Δ  (4)

3,( , )
1,( , )
1,( , )
0,

b b

b

b

i j C and T
i j C
i j T
others

∈
 ∈=  ∈
  

Where
bT is the length of the shortest tour from beginning, and bC is the shortest tour 

of the current iteration. 

2.4.2   The Pheromone Initialization
0τ  

The pheromone of all edges should be assigned an initialization
0τ at the beginning of 

the ant system algorithm. In QACS, the representation range of the pheromone 
variable is limited, and if the difference among some edges is already very large after 
first several iterations, it will not benefit to seek for the global best solution. Refer the 

pheromone initialization of MMAS [17], it assigned a middle integer 12n− to
0τ , 

(Assume the maximum range is set at 2n .)  

2.4.3   Pheromone Decay Rule 
In QACS, and the pheromone value, however, must be decayed, it doesn’t require any 
decay parameters. Thus, a new simply decay strategy is introduced. Pheromones on 
all edges are integers, and the size of decay unit also must be a small integer. 
According to the reinforcement learning strategy in reference [14], those who 
constructed the best tour should be encouraged, thus, decay unit is smaller than the 

kτΔ
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increment. And it mean that the integer ‘1’ is only choice. The decay strategy thus 
could be presented in formula (5) as follows.  

( , ) ( , ) 1.i j i jτ τ= −  (5)

When ants finished its iteration, the pheromone on each edge will be volatilized 
according to formula (5), thus, the parts of pheromone on all edges were volatilized, 
and the optimal path still was kept and reinforced. 

2.5 Steps of the Proposed QACS 

INPUT: A city set { }1 2, ,...... nc c c c= and weight control parameters between 

initialization pheromone and path length α and β ; the number of m ants; 

control probability of exploitation and exploration 0q . 

OUTPUT: A shortest path of the closed circuit for TSP. 

STEP 1: Use greedy algorithm to construct a path and get the length of the path nnC ; 

take nnC as history best tour and the global best tour, and initialize all edges 
with 0 128τ = . 

STEP 2: Construct the tour iC of each ant i , and store the best solution. 

Substep 2-1: Each ant k, select a city i as an initially randomly. 
Substep 2-2: Ant k select the next city j according to the state transition rule 

shown in formula (1) and formula (2). 
Substep 2-3: If ant k doesn’t finish constructing the tour go to Substep 2-2. 
Substep 2-4: If each ant k finishes constructing the tour use pheromone decay 

rule to updating the pheromone on each edge, or else go to 
Substep 2-2. 

Substep 2-5: If each ant finishes the constructing the path then using 
pheromone updating rule to updating pheromone on the 
iteration-best tour, or else go to Substep 2-2. 

Substep 2-6: If the best tour meet the condition or the iteration > 
MAXiteration, then go to STEP 3, or else go to Substep 2-1. 

STEP 3: Output the best solution. 

2.6 An Example 

In this Section, an example is given to illustrate the proposed QACS. Assume four 

cities A, B, C, D. The distance matrix is

3 1 2

3 5 4

1 5 2

2 4 2

ijd

∞ 
 ∞ =
 ∞
 ∞ 

, and the number of 

ants is initially set at 3, and 1, 2α β= = , 0 0.5q = . 



336 M. Zhao et al.  

STEP 1: Use greedy algorithm to construct a path ( )ACDBA , the  length 

( ) 1 2 4nnC f ACDBA= = + +  3 10+ = , and take it as the best solution. 

Initialize all edges with 0 128τ = . 

STEP 2: Construct the tour iC of each ant i , and store the best solution. 

      Substep 2-1: Each ant k, select a city i as an initially randomly. Assume 
that the first ant select city A, the second ant select city B, and 
the third ant select city C.  

          Substep 2-2: Ant k select the next city j according to the state transition 
rule shown in formula (1) and formula (2). It takes the first ant 
as an example, the current city i A= and unvisited city set

{ }1( ) , ,J i B C D= . The probability for first ant selects B, C, and 

D as the next visiting object is: 

                        

2

2

2

: * 128*1/ 9 128 / 9 ( ) 0.0816

: * 128*1 128 ( ) 0.7346

: * 128*1/ 4 32 ( ) 0.1837

AB

AC

AD

B p B

A C p C

D p D

τ η
τ η

τ η

= = =
 = =  =
 = = =                    

Next City Bias exploration Probability 

C 0.5--0.7346
B 0.7346--0.8162
D 0.8162--11

                     Assume that random select probability is 
(0,1) 0.85q random= = , the first ant will select city B as the 

next visiting city. In a similar way, assume the second ant select 
city D, and the third ant select city A. 

        Substep 2-3: Ant k finished their tour, assume the first ant construct the path
( )ABCDA , the second ant constructed the path ( )BDCAB , and 

the third ant constructed the path ( )DACBD  
Substep 2-4: If each k complete the tour then updating the pheromone with 

decay rule shown in formula (5). Pheromones on all edges 
become 127; Or else go to Substep 2-2. 

       Substep 2-5: The first ant constructed the best tour ( )ABCDA which is both 
iteration-best and the global best tour, then edges on the best 
tour are added 3 and they become into 130. 

       Substep 2-6: If the best solution 10 meets the acquirement or iteration > 
MAXiteration go to STEP 3, Or else go to Substep 2-1. 

STEP 3: Output the best solution ( )ABCDA . 

3 Experimental Results 

Experiments were made to show the performance of the proposed QACS, comparing 
to the traditional QACS in TSP. and experiments were implemented in VC++ 6.0 on a 
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personal computer with an Intel Celeron G530 2.4GHz, 4G RAM; The demo system 
is set at windows 7 platform. 

The eil51 dataset [6] is used in the experiments and the results are shown in 
Table 1. 

Full consideration the optimal solution and corresponding runtime, it was 
assigned a middle number of the maximal representation range to the pheromone 
initialization 0τ ; besides these, by studying some program languages, it shows that an 

unsigned integer maybe is a good choice, and too larger integer also could cause 
computational complexity and longer runtime, so it is set the maximal represented 
range to an integer 255, and all experiments were all run with

0
128τ = and

255Maxm = . 

Table 1. Different m and 
0

τ on City set eil51 

Max m 
0

τ  The best Solution Runtime City set 

15 1 462 8488ms eil51 

15 8 449 8531 ms eil51 

15 15 449 8405 ms eil51 

255 1 427 8427 ms eil51 

255 128 426 8386ms eil51 

255 255 427 8393ms eil51 

655535 1 427 8455ms eil51 

655535 128 427 8422ms eil51 
65535 255 426 8466ms eil51 

655535 32768 426 8460ms eil51 
655535 65535 427 8456ms eil51 

 

Fig. 1. Comparison the convergence rate and iterations among ACS, AS MMAS and QACS 
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The convergence rate is also evaluated in the experiments, comparing to the QACS 
and AS- based [1, 11, 18] algorithm, the data set eil76 [6] used in the experiments and 
the results are shown in Figure1. 

In Figure 1, it is obviously that the proposed QACS has a nearly optimal 
performance of the convergence rate. 

Experiments are also progressed to evaluate the execution time, comparing to the 
proposed QACS with other Ant-based algorithms.  

The data set eil51 is used again in experiments, the optimal solution which was 
acquired under the same execution time was counted and the results are shown in  
Figure 2. 

In Figure 2, it could be seen that the proposed QACS could get better solutions step 
by step; it could have the best performance finally. 

 

 

Fig. 2. Comparison based on average solution and iterations 

4 Conclusion 

In this paper, Qualification-based ant colony algorithm was proposed, it introduces 
new updating rule of pheromone and eliminate two decay parameters, thus 
simplifying the process of pheromone updating; and it adopts integers to represent 
pheromone, then reducing the dependencies of large memory. Experimental results 
show that it has good performance. 

Qualification-based representation of pheromone could reduce the dependencies of 
memory; it also has some troubles because of limited range. And less updating rule of 
pheromone also doesn’t benefit to explore the global best solution. A more reasonable 
updating rule of pheromone is the main work in the future. 
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Abstract. A novel subspace learning algorithm based on nearest fea-
ture line and directional derivative gradient is proposed in this paper. The
proposed algorithm combines neighborhood discriminant nearest feature
line analysis and directional derivative gradient to extract the local dis-
criminant features of the samples. A discriminant power criterion based
on nearest feature line is used to find the most discriminant direction in
this paper. Some experiments are implemented to evaluate the proposed
algorithm and the experimental results demonstrate the effectiveness of
the proposed algorithm.

Keywords: Directional derivative gradient, feature extraction, nearest
feature line.

1 Introduction

Over the past 20 years, biometric and related technologies have become very pop-
ular in person authentication, computer vision and machine learning [1–3]. Many
researches on biometric were based on image classification, so a lot of image fea-
ture extraction algorithms were proposed. Principal Component Analysis (PCA)
[4], Linear Discriminant Analysis (LDA)[5] are some of most popular approaches.
However, PCA projects the original samples to a low dimensional space, which
is spanned by the eigenvectors associated with the largest eigenvalues of the co-
variance matrix of all samples. PCA is the optimal representation of the input
samples in the sense of minimizing the mean squared error. However, PCA is an
unsupervised algorithm, which may lead to a lower recognition accuracy. Linear
subspace analysis (LDA) finds a transformation matrix U that linearly maps
high-dimensional sample x ∈ Rn to low-dimension data y by y = UTx ∈ Rm,
where n > m. LDA can calculate an optimal discriminant projection by maxi-
mizing the ratio of the trace of the between-class scatter matrix to the trace of
the within-class scatter matrix. LDA takes consideration of the labels of the in-
put samples and improves the classification ability. However, LDA suffers from
the small sample size (SSS) problem. Some algorithms using the kernel trick
are developed in recent years [6], such as kernel principal component analysis
(KPCA)[7, 8], kernel discriminant analysis (KDA) [9] and Locality Preserving
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Projection[10] used in many areas[11]. Researchers have developed a series of
KDA and related algorithms[12–14].

An alternative way to handle the above problem is to extract features from the
face image matrix directly. In resent years, several methods based on matrix are
proposed, such as Two-Dimensional Principal Component Analysis (2DPCA)
[15] and Two-Dimensional Linear Discriminant Analysis (2DLDA) [16]. 2DPCA
and 2DLDA can extract the features in a straightforward manner based on the
image matrix projection. And these algorithms, not only greatly reduce the
computational complexity, but also enhance the recognition effectiveness. Many
works based on matrix were presented in these years [17].

The above algorithms are based on Euclidean Distance. Nearest feature line
(NFL) [18] is a classifier, proposed by Li in 1998, firstly. In particular, it per-
forms better when only limited samples are available for training. The basic idea
underlying the NFL approach is to use all the possible lines through every pair
of feature vectors in the training set to encode the feature space in terms of the
ensemble characteristics and the geometric relationship. As a simple yet effective
algorithm, the NFL has shown its good performance in face recognition, audio
classification, image classification, and retrieval. The NFL takes advantage of
both the ensemble and the geometric features of samples for pattern classifica-
tion. Some improved algorithms were proposed in the recent years [19, 20].

While NFL has achieved reasonable performance in data classification, most
existing NFL-based algorithms just use the NFL metric for classification and not
in the learning phase. While classification can be enhanced by NFL to a certain
extent, the learning ability of existing subspace learning methods remains to be
poor when the number of training samples is limited. To address this issue, a
number of enhanced subspace learning algorithms based on the NFL metric have
been proposed, recently. For example, Zheng et al. proposed a Nearest Neighbour
Line Nonparametric Discriminant Analysis (NFL-NDA) [21] algorithm, Pang
et al. presented a Nearest Feature Line-based Space (NFLS)[22] method, Lu
et al. proposed the Uncorrelated Discriminant Nearest Feature Line Analysis
(UDNFLA) [23], Yan et al. proposed the Neighborhood Discriminant Nearest
Feature Line Analysis (NDNFLA) [24] and some improve algorithms based on
NFL [25].

However, the most subspace learning based image feature extraction algo-
rithms only extract the statistical features of images and ignore the features of
images as two-dimensional signals. In this paper, a novel image feature extrac-
tion algorithm, named Directional Discriminant Analysis (DDA), is proposed.
Its effectiveness of the proposed method is verified by some experiments on AR
face database. The rest of the paper is organized as follows. In section 2 intro-
duces some preliminaries. In section 3, we give the presentation of the proposed
method. In section 4, the experiments are implemented to justify the superiority
of the proposed algorithm. And conclusions are made in section 5.
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2 Preliminaries

2.1 Directional Derivative Gradient

Given a signal f and a direction vector (sin θ, cos θ), the first directional deriva-
tive [26] f

′
θ(r, c) of f in the direction θ can be treated as the component of the

gradient ∇f along the direction vector, that is,

f
′
θ(r, c) =

∂f

∂r
sin θ +

∂f

∂c
cos θ (1)

Then the points in Iα,β a digital line with slope α and intercept β. Given an α,
the digital lines with different β can cover the plane.

2.2 Nearest Feature Line

Nearest feature line is a classifier [18]. It is first presented by Stan Z. Li and
Juwei Lu. Given a training samples set, X = {xn ∈ RM : n = 1, 2, · · · , N},
denote the class label of xi by l(xi), the training samples sharing the same
class label with xi by P (i) , and the training samples with different label with
xi by R(i). NFL generalizes each pair of prototype feature points belonging to
the same class: {xm, xn} by a linear function Lm,n, which is called the feature
line. The line Lm,n is expressed by the span Lm,n = sp(xm, xn). The query xi

is projected onto Lm,n as a point xi
m.n. This projection can be computed as

xi
m,n = xm + t(xn − xm) (2)

where t = [(xi − xn)(xm − xn)]/[(xm − xn)
T (xm − xn)].

The Euclidean distance of xi and xi
m,n is termed as FL distance. The less

the FL distance is, the bigger probability that xi belongs to the same class as
xm and xn is. Fig. 1 shows a sample of FL distance. In Fig. 1, the distance
between yp and the feature line Lm,n equals to the distance between yq and
yp, where yp is the projection point of yq to the feature line Lm,n.

Fig. 1. Feature Line Distance
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2.3 NDNFLA

Let’s introduce two definitions firstly.

Definition 1. Homogeneous neighborhoods: For a sample xi, its k nearest
homogeneous neighborhood No

i is the set of k most similar data which are in
the same class with xi.

Definition 2. Heterogeneous neighborhoods: For a sample xi, its k nearest
Heterogeneous neighborhoods Ne

i is the set of k most similar data which are
not in the same class with xi.

In NDNFLA approach, the optimization problem is as follows:

max J(W ) = (
N∑
i=1

1
NC2

|Ne
i |

∑
xm,xn∈Ne

i

∥∥WTxi −WTxi
m,n

∥∥2
−

N∑
i=1

1
NC2

|No
i |

∑
xm,xn∈No

i

∥∥WTxi −WTxi
m,n

∥∥2) (3)

Using matrix computation,

N∑
i=1

1
NC2

|Ne
i |

∑
xm,xn∈Ne

i

∥∥WTxi −WTxi
m,n

∥∥2

=
N∑
i=1

1
NC2

|Ne
i |

∑
xm,xn∈Ne

i

tr[WT (xi − xi
m,n)(xi − xi

m,n)
T
W ]

= tr{WT
N∑
i=1

1
NC2

|Ne
i |

∑
xm,xn∈Ne

i

[(xi − xi
m,n)(xi − xi

m,n)
T
]W}

(4)

where tr denotes the trace of a matrix. Similar with the above,

N∑
i=1

1
NC2

|No
i |

∑
xm,xn∈No

i

∥∥WTxi −WTxi
m,n

∥∥2
= tr{WT

N∑
i=1

1
NC2

|No
i |

∑
xm,xn∈No

i

[(xi − xi
m,n)(xi − xi

m,n)
T
]W}

(5)

Then the problem becomes

maxJ(W ) = tr[WT (A−B)W ] (6)

where

A =

N∑
i=1

1

NC2

|Ne
i |

∑
xm,xn∈Ne

i

[(xi − xi
m,n)(xi − xi

m,n)
T
] (7)

B =

N∑
i=1

1

NC2

|No
i |

∑
xm,xn∈No

i

[(xi − xi
m,n)(xi − xi

m,n)
T
] (8)
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A length constraint wTw = 1 is imposed on the proposed NDNFLA. Then,
the optimal projection W of NDNFLA can be obtained by solving the following
eigenvalue problem.

(A−B)w = λw (9)

Let w1, w2, · · · , wq be the eigenvectors of formula(9) corresponding to the q
largest eigenvalues ordered according to λ1 ≥ λ2 ≥ · · · ≥ λq. An M × q
transformation matrix W = [w1, w2, · · · , wq] can be obtained to project each
sample M × 1 xi into a feature vector q × 1 yi as follows:

yi = WTxi, i = 1, 2, · · · , N (10)

3 The Proposed Algorithm

In this paper, a Directional Discriminant Analysis (DDA) is proposed to extract
the directional features of the images. In DDA approach, the directional features
with a most discriminant direction are extracted based on directional derivative
gradient of images.

Firstly, discriminant power criterion based on NFL is proposed in this section.
Let X = {X1, X2, · · · , XN} ⊂ Rd1×d2 denote the prototype sample set. Xθ

i

denotes the directional derivative gradient of images Xi with the direction θ.
Then transform the matrix Xθ

i to a vector xθ
i ∈ RD, where D = d1× d2. Denote

Xθ = {xθ
1, x

θ
2, · · · , xθ

N} ⊂ RD.
Let li(θ) denote the number of FLs in the same class with xθ

i among its k

nearest feature lines in Xθ. Then, let L(θ) =
∑N

i=1 li(θ). At last, let

JDP (θ) =
L(θ)

k ∗N (11)

According to the formula(11), it is clear that the bigger JDP (θ) is, the more
discriminant features are. So the most discriminant direction can be find by
maximizing JDP .

The main idea of the proposed feature extraction algorithm, is to extract the
local discriminant features from the most discriminant direction. The detailed
procedure of proposed method is as follows:

Training stage:
Step 1, using the discriminant power criterion based on NFL, find the most

discriminant direction θ0;
Step 2, perform the directional derivative gradient operator with direction θ0

to all the prototype samples to get a new prototype samples set;
Step 3, apply NDNFLA to find the optimal transformation matrix W on the

new prototype samples set;
Step 4, Extract the features of prototype samples following formula(10).
Classification stage:
Step 1, perform the directional derivative gradient operator with direction θ0

to the query sample;
Step 2, Extract the features of query following formula(10);
Step 3, Classify with NFL.
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4 Experimental Results

AR face database [27] was created by Aleix Martinez and Robert Benavente in
the Computer Vision Center (CVC) at the U.A.B. It contains over 4,000 color im-
ages corresponding to 126 people’s faces (70 men and 56 women). Images feature
frontal view faces with different illumination conditions, facial expressions, and oc-
clusions (sun glasses and scarf). The pictures were taken at the CVC under strictly
controlled conditions. Each person participated in two sessions, separated by two
weeks (14 days) time. The same pictures were taken in both sessions. In the fol-
lowing experiments, only nonoccluded images of 120 people in AR face database
are selected. Five images per person are randomly selected for training and the
other images are for testing. This system also runs 20 times. Some samples of AR
face database are shown in Fig. 2. Table 1 tabulates the maximum average recog-
nition rate (MARR) of these algorithms on AR face database. Clearly, MARR of
the proposed algorithm is higher than other approaches.

Fig. 2. Some samples of AR face database

Table 1. MARR of different algorithms on AR face database

Algorithms MARR Feature dimension

fisherface 0.9481 120
PCA+NN 0.7604 120
PCA+NFL 0.8521 190
UDNFLA 0.9353 120
NFLS 0.9126 190

NDNFLA 0.9690 150
Proposed algorithm 0.9735 130

5 Conclusions

In this paper, a novel image feature extraction algorithm, called Directional
Discriminant Analysis is proposed. DDA is based on the directional derivative
gradient and nearest feature line. It can find the optimal direction adaptively to
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Abstract. This study proposes a framework to integrate the Gaborface features 
and the matrix based feature extraction method for face recognition. In this 
framework, we first select a subset of Gaborfaces to construct the optimal 
ensemble Gaborface. Then, a two-phase matrix based feature extraction 
method, i.e.: two-dimensional linear discriminant analysis (2DLDA) plus multi-
subspaces principle component analysis (MSPCA), is developed to directly and 
effectively extract features from the optimal ensemble Gaborface matrixes. 
Experiment results on ORL and AR face datasets demonstrate the effectiveness 
of our method. 

Keywords: face recognition, Gaborface, Gabor filter optimization, matrix 
based feature extraction. 

1 Introduction 

Many subspace analysis based feature extraction methods have been proposed for 
face recognition in the past few decades [1-7]. Eigenface [5], Fisherface [7] are two of 
the most well-known and widely used methods in this filed. In the two methods, the 
2D facial image matrix must be previously transformed into high-dimensional 1D 
vector. The matrix-to-vector operation will induce a large scale covariance matrix. As 
a result, the computation of the eigen-vectors of the two methods is very time-
consuming. More importantly, this operation destroys the structural information 
embedding in the image matrix. In 2003, an improved PCA technique named two-
dimensional PCA (2DPCA) was proposed by Yang et al. [8]. The 2DPCA directly 
extracts the features from the image matrix by projecting the image matrix along the 
projection axes that are the eigen-vectors of the 2D images covariance matrix. As the 
covariance matrix of 2DPCA has a lower dimensionality than that of PCA, 2DPCA is 
computationally more efficient than PCA. Motivated by 2DPCA, Xu et al. proposed 
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to combine two solution schemes of 2DPCA to extract features from matrixes [9]. 
Gao and Zhang et al. propose the two-dimensional independent component analysis 
(2DICA) [10] that directly evaluates the two correlated demixing matrices from the 
image matrix without matrix-to-vector transformation. The 2DICA greatly alleviates 
the SSS problem [11] and the curse of dimensionality, reduces the computational 
complexity, and simultaneously exploits the spatial and structural information 
embedded in image. Li et al. combined the idea of matrix based feature extraction and 
Fisher Linear Discriminant Analysis (FLDA) [12] for face recognition and proposed 
the two-dimensional LDA (2DLDA) [13]. In general, 2DLDA does not suffer from 
the SSS problem in face recognition, whereas FLDA method encounters. In 2010, Xu 
et al. proposed the complex matrix based LDA for bimodal biometrics [14]. 2DPCA, 
2DICA, 2DLDA and the complex matrix based LDA can be all referred to as matrix 
based feature extraction methods.  

We propose a new matrix based feature extraction method named MSPCA.  
In MSPCA, the feature space is divided into several subspaces without overlap,  
and Karhunen-Loeve (K-L) transform is conducted in each subspace. MSPCA  
has complete theoretical basis and some advantages over the other PCA based 
methods, e.g.: we have proven that the MSPCA can achieve larger divergence than 
that of 2DPCA. Motivated by the bidirectional matrix based feature extraction, we 
present a two-phase method, i.e.: 2DLDA + MSPCA, to extract the most 
representative and discriminative information from samples. For the first phase,  
we use the 2DLDA working in row direction to extract the discriminant information 
from the matrixes. We get the feature matrix of 2DLDA by projecting the training 
samples },...,,{ 21 lAAA , where each sample is the nm × matrix, onto  
d  projection axes dxxx ,...,, 21 . For the second phase, we use the MSPCA 
proposed in this paper to extract the most representative information from the  
feature matrixes in the column direction. For the details: by the projection axes jx , 
the projection results from training samples will span a subspace 

),...,2,1(},...,,{ 21 djxAxAxAspanS jljjj == . Then, K-L transform is 
implemented in each subspace 

jφ ),...,2,1( dj = . If r  primary principle 
components are included ( mr < ), the size of the final feature matrix extracted by 
our method, i.e.:( dr × ), is much smaller than that of 2DLDA, i.e.: ( dm× ).  

2 Optimal Ensemble Gaborface Selection 

One of the potential problems of the ensemble Gaborface [15] is that it is redundant 
and too high-dimensional. For example, if the size of the facial image is 100×80, the 
size of the ensemble Gaborface will reach (100×5)×(80×8), which is incredibly large 
for the matrix based feature extraction methods. Additionally, no evidence is found 
that every Gaborface is helpful for improving the classification accuracy. It is 
meaningful to conduct feature dimension reduction on the ensemble Gaborface. 
Dozens of Gabor filters are usually adopted for constructing the ensemble Gaborface, 
so exhaustive search is too time-consuming to get the solution. We design a heuristic 
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search algorithm with forward selection. In our algorithm, the sum of the absolute 

values of the eigen-values of 
bw

GG
1−

 is used to evaluate the quality of the selected 

subset, where 
w

G , 
b

G  are the between-class and within-class scatter matrices of 

2DLDA respectively. Employing this criterion ensures that the new ensemble 
Gaborface has the maximum Fisher’s ratio, which is favorable for improving the 
classification accuracy of the training samples. The Gabor filter selection algorithm 
follows these steps: 

Step 1. Initialize the parameter v  that is the number of the filters to be selected. 
Step 2. According to the above criterion, select the first Gabor filter 

1s
ψ  from the 

Gabor filter set { kψψψ ,...,, 21 }.  
Step 3. There are 1−k  choices for selecting the second Gabor filter. Denote the 

Gaborface corresponding to iψ  as iO . For each choice, such as iψ , we ensemble 
the two Gaborfaces of each training sample as the matrix [ is OO ,

1
]. Then, we 

calculate the value of the criterion function with the choice of iψ . 
2sψ is selected as 

the second optimal Gabor filter, which has the maximum criterion function value 
among the 1−k  choices. 

Step 4. When the number of the Gabor filters selected reaches v , the algorithm 
terminates, otherwise, go to Step 5. 

Step 5. Supposing t  Gabor filters has been selected, there are tk −  choices for 
selecting the ( 1+t )th Gabor filter. For each choice, such as iψ , we ensemble the 

1+t  Gaborfaces of each training sample as the matrix [ isss OOOO
t
,,...,,

21
]. 

Then, we calculate the criterion function with the choice of iψ . 
)1( +tsψ  is selected as 

the ( 1+t )th Gabor filter, which has the maximum criterion function value among the 
tk −  choices. 

By the above algorithm, v  optimal Gabor filters (
vsss ψψψ ,...,,

21
) are selected. 

Our optimal ensemble Gaborface is constructed by the form of [
vsss OOO ,...,,

21
], 

whose size is much smaller than that of the naïve ensemble Gaborface. 

3 The Description of Our Feature Extraction Method 

In this section, we propose a two-phase matrix based feature extraction method, i.e.: 
2DLDA +MSPCA, for directly extracting features from the optimal ensemble 
Gaborfaces.  

3.1 Overview of 2DLDA 

Suppose the l  training samples ),...,,( 21 lAAA , mentioned in section 1, belong to 
c  classes, and each class includes cl  samples. Let iy  be the feature vector 
extracted from the training sample iA  . iy  is obtained by projecting iA  onto x  
using: 
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),...,2,1( lixAy
ii

==   (1)

The between-class and within-class scatter matrices bG  and wG  are defined as 

follows: 


=

−−=
c

j
j

T
jjb uuuulG

1

)()(   (2)

 
= ∈

−−=
c

j

l

cclassk
jk

T
jkw

c

uAuAG
1

)()(   (3)

ju  and u  denote the mean of j th class and the mean of whole training set, 

respectively. 2DLDA uses the traces of bG  and wG  to characterize the Fisher’s 

criterion )(xJ by: 

xGx

xGx
xJ

w
T

b
T

=)(    (4)

The optimal projection optx  is chosen, when the criterion is maximized. We have: 

arg max ( )opt
x

x J x=  (5) 

For face recognition problems, wG in 2DLDA is always nonsingular. )(xJ  is 

maximized when the projection vector is the eigen-vector of bw GG 1−
. Generally, it 

is not enough to have only one Fisher optimal projection axis. We usually need to 

select a set of projection axes, dxxx ,...,, 21 , satisfying: 







≠==

=

),...,2,1,(0

)(maxarg,...,, 21

jianddjixx

xJxxx

j
T

i

x
d

     (6)

2DLDA uses the feature matrix to present the feature extract result. For an image 
sample A, the feature matrix Y  obtained by 2DLDA can be computed as following 
equation: 

AXY =     (7)

Where ],...,,[ 21 dyyyY =  and ],...,,[ 21 dxxxX = .   



 Novel Matrix Based Feature Extraction Method for Face Recognition 353 

 

3.2 MSPCA 

We propose MSPCA to extract the representative information from each discriminant 
feature vector of 2DLDA. It works as follows: When we have obtained the projection 

axes ),...,,( 21 dxxx  of 2DLDA, we projected all the training samples onto 

),...,,( 21 dxxx  by Eq. (1). For the subspace cS  mentioned in Section 1, it is 

spanned by },...,,{ 21 clcc xAxAxA . The covariance matrix for the l  vectors in cS  

is: 

 −−=
l

i

T
ccccc yiyyiy

l
G ))()()((

1
,  (8)

where )(iyc  is the cth Fisher discriminant vector of )(iy , and =
l

i
cc iyy )( . 

Let ),...,,( 21 r
cccc wwwW =  be the K-L transform matrix formed by r  eigen-vectors 

corresponding to the r  largest eigen-values of cG . For a feature vector cy  

obtained by 2DLDA, its reduced feature vectors can be obtained by projecting it onto 
T

cW . The new feature matrix obtained by our method is:  

],...,,[]',...,','['
221121 d

T

d

TT

d
AxWAxWAxWyyyY ==   (9)

Clearly, the size of the feature matrix obtained by our method is much smaller than 
that of 2DLDA )( dmdr ×<× .  

It is easy to reconstruct the image A by: 

T
dd XyWyWyWA ]',...,','[ 2211

~

=  (10)

If nd <  and mr < , the reconstructed image 
~

A  is an approximation for the 

training image A . If nd =  and mr = , the training image can be completely 

reconstructed by Eq. (10). 
The nearest neighbor classifier is employed for classification. Here, the distance 

between two arbitrary feature matrixes )(' jY  and )(' kY  extracted from samples 

j
A  and 

k
A  respectively can be calculated by:  


=

−=
d

c
cc kyjykYjYdis

1

2||)(')('||))('),('(       (11)

Where )(' jy c  is the c th column vector of )(' jY  and 2||)(')('|| kyjy cc −  

denotes the Euclidean distance between the two vectors )(' jy c  and )(' ky c . 
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4 Experiments 

In this section, we assess the performance of our method on two well-known datasets: 
AR and ORL. As the comparisons, five state of the art face recognition methods 
including Fisherface, Gaborface+PCA, Gaborface+LDA, 2DPCA and 2DLDA also 
perform on the datasets.  

The first face image dataset we used in experiments is the ORL dataset 
(http://www.uk.research.att.com/facedataset.html). ORL dataset consists of 400 
frontal faces: 10 tightly cropped images of 40 individuals with variation in pose, 
illumination, facial expression (open/closed eyes, smiling/not smiling) and facial 
details (glasses/no glasses). The size of each image is 112×92. Figure 1 depicts the  
images of a subject in ORL dataset. We choose the following 5 images of each 
subject, i.e. (b) (d) (f) (h) (j), as the training sample, and the remainder is used as 
testing samples. 

 

Fig. 1. Images of a subject in ORL dataset 

Comparisons of recognition rates of our method and the other five methods with 
different number of eigen-vectors ( p =5,6,…,25) are shown in Figure 2. For our 

method, the value of horizontal axis in Figure 2 denotes the discriminant vector 
number in 2DLDA phase and we choose 10 primary components in MSPCA phase. 
So, every training sample is transformed to 10× p  matrix in our method, where p  

is the discriminant vector number we used. As we can see from Figure 2, our method 
performs better than the others in all cases. Table 1 shows the average and top 
recognition rates of all methods. Compared with the results from Table 1, the average 
recognition rate of 97.73% achieved by our method has 3.44 percentage points higher 
than the second highest average recognition rate achieved by Fisherface method. The 
top average recognition rate of 99% obtained by our method is also significantly 
higher than that of the others. 

Table 1. Comparison of average and top recognition rate on ORL dataset 

method 
Average 
recognition rate 
(%)   

Top recognition rate (%) 
(feature extracted number) 

Our method 97.73 99.00 (10× 13) 
2DLDA 91.21 92.50 (112× 9) 
2DPCA 88.00 88.50 (112× 8) 
Fisherface 94.29 97.00 (14, 16 or 17) 

Gaborface + LDA 93.60 96.00 (23) 

Gaborface +PCA 90.23 93.50 (30) 
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Fig. 2. The recognition rate with different number of eigen-vectors of all the methods on ORL 
dataset 

The public face image dataset, i.e. the AR dataset, is also used in our 
experiments. It contains over 4000 face images of 126 people (70 men and 56 
women) including frontal views of faces with different facial expressions, lighting 
conditions and occlusions. The face portion of each image is manually cropped and 
then normalized to the size of 50×40. We used only the images of these 120 subjects 
and the 14 non-occluded face images of each subject to test different methods in our 
experiment. Figure 3 shows the images of one subject we used.  

 

Fig. 3. The images of one subject in AR dataset 

Table 2. Average recognition rate of different methods on AR dataset 

Method 

2 training 

samples per 

class (%)   

3 training 

samples per 

class (%)   

4 training 

samples per 

class (%)   

5 training 

samples per 

class (%)   

Our method 84.72 87.95 92.69 94.14 

2DLDA 72.43 72.95 80.56 92.96 

2DPCA 71.74 72.05 78.38 81.94 

Fisherface 83.54 87.12 93.36 92.42 

Gaborface + LDA 81.25 85.23 92.33 93.11 

Gaborface +PCA 82.50 87.58 89.89 90.20 
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To examine how the recognition rate changes depending on the number of training 
samples of each class, we pick k  ( k =2,3,4,5) images of each subject at random for 

training. Remaining 14− k  images are employed for testing. 10 possible selections of 
k  training images per class are chosen in the experiments, and the experiments are 
repeated 10 times with these selections. We use 30 eigen-vectors in all methods. 
Table 2 shows us the comparisons of our method and the other five methods on AR 
dataset. From Table 2, we can find our method has the highest average recognition 
rates of 84.72%, 87.95% and 94.14% with 2, 3 and 5 training samples per class 
among all methods. With 4 training samples per class, our method achieves the 
second highest average recognition rate of 92.69% that is slightly lower than that of 
Fisherface. 

5 Conclusions 

This paper attempts to use matrix based feature extraction method with Gaborface 
features for face recognition. For achieving this aim, we proposed an optimal 
ensemble Gaborface representation method and a two-phase matrix based feature 
extraction method, and then we integrate them to present a novel framework for face 
recognition. This framework offers a feasible 2D Gaborface representation for 
directly applying matrix based feature extraction method, and extracts the most 
representative and discriminative information from Gaborface features with a small 
scale feature matrix. The results of the experiments carried on ORL and AR 
demonstrate that our method is effective. 
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and Technology Innovation Council (Nos. JC201005260122A, JCYJ2012061315 
3352732 and CXZZ20120613141657279), and the National Natural Science 
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Abstract. Recently, a shifted polynomial basis is a variation of polyno-
mial basis representation. Such kind basis provides better performance
in designing bit-parallel and subquadratic space complexity multipliers
over binary extension fields. In this paper, we study a new shifted poly-
nomial basis multiplication algorithm to implement a hybrid digit-serial
multiplier. The proposed algorithm effectively integrates classic school-
book multiplication, Karatsuba multiplication algorithms to reduce com-
putational complexity, and the modular multiplication with the shifted
polynomial basis reduction. We note that, comparably, the proposed ar-
chitecture achieves lower computation time and higher bit-throughput
compared to the best known digit-serial multipliers. Our proposed mul-
tipliers can be modular, regular, and suitable for very-large-scale inte-
gration (VLSI) implementations. The proposed digit-serial architecture
makes the hardware implementations of cryptographic systems more
high-performance, and are thus much suitable for efficient applications
such as the elliptic curve cryptography (ECC) and pairing computation.

1 Introduction

Finite field arithmetic has many important applications in cryptography, such as
National Institute of Standards and Technology (NIST) Digital Signature Stan-
dard [1] and the IEEE Standard Specifications for Public-Key Cryptography
[2]. Arithmetic operations in finite fields have been utilized in the literature for
computing the primitives of cryptographic algorithms such as the point multi-
plication of the elliptic curve cryptography (ECC), see, for instance, [3]. Many
research works have been focused on the efficient and low-complexity hardware
architectures of the arithmetic units for the ECC. Additionally, cryptographic
pairing has been used extensively to derive various security protocols, such as
identity based cryptography. For the tradeoff of the time and space complexities
between bit-parallel and bit-serial multipliers,[4]. For such protocols, the Weil
and Tate pairings based on elliptic curve arithmetic require thousands of addi-
tions and multiplications over large finite fields, and have drawn the attention
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of many researchers [5][6]. In VLSI implementations, based on the requirements
of the applications in resource-constrained environments, a trade-off is needed
to be reached between the speed of computations and the area complexity.

The shifted polynomial basis (SPB) [7] is a variation of polynomial basis
representation. This basis multiplication is depended on the factor x−v, where
v is a positive integer, and x is the root of irreducible polynomial. In [8], bit-
parallel SPB multiplier architectures for trinomials and type-II pentanomials are
faster than the well-known polynomial basis and dual basis multipliers. Employ-
ing a subquadratic Toeplitz matrix-vector scheme, bit-parallel SPB multiplier
is proposed in [9]. Later, based on the SPB representation, different bit-parallel
multiplier designs are seen in [10][11].

For trade-off between bit-parallel and bit-serial multipliers, digit-serial non-
systolic multipliers with digit-in parallel-out (DIPO) structures are presented
in the literature, see, for instance, [12][13][14]. These multipliers have typically
the latency of O(md ) clock cycles, where d is the selected digit-size. Digit-serial
systolic multipliers with digit-in digit-out (DIDO) structures are also presented
in the previous research works such as [15]. Using hybrid architecture, digit-serial
SPB multiplier is outlined by [16].

In [17], low-complexity bit-parallel finite field multiplier architectures using
Karatsuba-Ofman algorithm (KOA) is presented. Montgomery [18] and Fan-
Hasan [19] presented some improved t-term (4 ≤ t ≤ 19) Karatsuba-like for-
mulae. Lately, some finite field multipliers have mixed two-term and three-term
formulae within iterative evaluation-multiply-reconstruction (EMR) method to
achieve low-complexity architectures, as seen in [20][21][22]. By using recursive
two-term formulae, it is shown that the space complexity of bit-parallel multi-
pliers can be reduced from O(m2) to O(mlog23).

In this paper, we choose efficient values to construct the generalized formula-
tion of SPB multiplication. Applying the decomposition method of KOM scheme,
the proposed algorithm can achieve a novel hybrid digit-serial SPB multiplier
over GF (2m). The latency of the derived multiplier can be reduced from O(md )
into O( m

dn ), where d is the selected digit-size and n is the number term of Karat-
suba formulae. Our proposed multiplier architecture can achieve lower computa-
tion time and higher bit-throughput as compared to the best known digit-serial
architectures [13][14][23]. It is noted that the proposed multiplier effectively in-
tegrates classic schoolbook multiplication, Karatsuba multiplication algorithms
to reduce computational complexity, and the modular multiplication with the
shifted polynomial basis reduction.

2 Reviewing Hybrid Digit-Serial Multiplier for Shifted
Polynomial Basis of GF(2m)

The hybrid modular multiplication was introduced for the propose of two-way
parallel computation [14]. This way is combined by a classic modular multipli-
cation and a SPB multiplication to improve the speed. It is based on the split
operand multiplier into two parts within parallel computations, and increases the
calculation speed. We outline the main idea of hybrid multiplication as follows.
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Let the field GF(2m) be constructed from an irreducible polynomial F (x) of
degree m. And let the field element A be represented by the polynomial basis of
GF(2m), i.e., A = a0 + a1x+ · · ·+ am−1x

m−1,where ai and bi for 0 ≤ i ≤ m− 1
are 0 or 1. The set {1, x, x2, · · · , xm−1} is well-known as the polynomial basis
(PB) of GF (2m).

Let v be a positive integer with 0 ≤ v ≤ m− 1. The shifted polynomial basis
(SPB) of GF (2m) is defined by the set {x−v, x1−v, x2−v, · · · , xm−1−v} [8]. This
basis representation is similar to the polynomial basis, it is possible to represent
each field element using the SPB. For example, if A and B are two elements in
GF (2m), one can write

Â = x−vA =

m−1∑
i=0

aix
i−v, B̂ = x−vB =

m−1∑
i=0

bix
i−v

Given the SPB representation, the multiplication C is represented by

Ĉ = ÂB̂ mod : F (x) = x−vAB mod : F (x) =

m−1∑
i=0

cix
i−v (1)

The product Ĉ is also a field element of degree m − 1. Let us assume that
q =

⌈
m
d

⌉
, where d is the selected digit-size. Ifm is not a multiple of dq, then a field

element can be padded by (qd−m)-bit zeros as A = (a0, a1, · · · , am−1, 0, . . . , 0︸ ︷︷ ︸
qd−m bits

).

Accordingly, an element A can be represented by A =
q−1∑
i=0

Aix
id, where Ai =

aid + aid+1x+ · · ·+ aid+d−1x
d−1. By using LSD-first multiplication scheme, the

product Ĉ can be rewritten as

Ĉ = x−vAB modF (x) = B(A0x
−v +A1x

d−v+

· · ·+Aq−1x
(q−1)d−v)modF (x) (2)

Consider the factor value v in (2), we choose v =
⌊
q
2

⌋
d to write (2) as

Ĉ = BA0x
−� q

2�d +BA1x
d−� q

2�d + · · ·+BA� q
2�−1x

−d

+BA� q
2� +BA� q

2�+1x
d + · · ·+BAq−1x�

q−2
2 �d mod F (x) (3)

= Ĉ0 + Ĉ1

From (3), the product C is included by two parts. Ĉ0 = BA0x
−� q

2�d+BA1x
d−� q

2�d
+· · ·+BA� q

2�−1x
−d is the negative powers of x; and Ĉ1 = BA� q

2�+BA� q
2�+1x

d+

· · · + BAq−1x
� q−2

2 �d is the positive powers of x. We use a similar approach for
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Fig. 1. Tradtional Hybrid digit-serial SPB multiplier [14]

digit-serial multiplication algorithm in [13], Algorithm 1 shows the hybrid digit-
serial SPB multiplication. Fig. 1 shows a digit-serial multiplier over GF(2m)
based on Algorithm 1. It consists of two multiplier cores, three reduction opera-
tions (Bxd mod F (x), Bx−d mod F (x) and C mod F (x)), and one (m+ d)-bit
adder. Two multiplier cores computes two-steps 3 and 4 computations. In the ini-
tial step, two registers < B′ > and < B′′ > are initialized by the element B, and
two registers < Ĉ0 >and < Ĉ1 > are initialized by zero. According to SPB mul-
tiplication of (3), after �m/2d�+1 clock cycles, two registers < Ĉ0 >and < Ĉ1 >
provide the calculation of a classic modular multiplication and a SPB multipli-
cation, respectively. And the final reduction in Step 6 is performed by computing
Ĉ = Ĉ0 + Ĉ1 mod F (x) to obtain the complete multiplication. Thus, the archi-
tecture of Fig.1 for the hybrid digit-serial SPB multiplier requires �m/2d� + 2
clock cycles.

Algorithm 1: Traditional hybrid digit-serial SPB multiplication scheme [14]

Input: A,B, F (x), q =
⌈
m
d

⌉
and v =

⌊
q
2

⌋
d

Output: Ĉ = x−vAB mod F (x)
1. B′ = B, B′′ = B,C′ = 0, C′′ = 0.
2. for i=0 to

⌊
q
2

⌋
3. B′ = B′x−d mod F (x).

4. Ĉ0 = Ĉ0 +B′A� q
2�−1−i

5. Ĉ1 = Ĉ1 +B′′A� q
2�+i

6. B′′ = B′′xd mod F (x)
7. endfor
8. Ĉ = Ĉ0 + Ĉ1 mod F (x)

3 Modified Hybrid Digit-Serial SPB Multiplier

In this section, we present a new way for deriving a hybrid digit-serial multipli-
cation algorithm to achieve a higher speed computation compared to the best
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known digit-serial multiplier. The proposed architecture is suitable for imple-
menting multicore platforms to explore ample parallelism computations.

The divide-and-conquer algorithm for high-precision multiplication was intro-
duced by Karatsuba and Ofman. This algorithm can reduce the number of single-
precision multiplications by reusing the intermediate partial products. By using
recursively Karatsuba’s algorithm, the multiplication of two m-digit polynomi-
als have O(mlog23) space complexity, while normal schoolbook multiplication
requires O(m2) space complexity. For example, based on two-term Karatsuba’s
algorithm, A = A0 + x

m
2 A1 and B = B0 + x

m
2 B1 are two polynomials of degree

m, where A0, A1, B0, B1 are (m/2)-bit polynomials. The product of A and B
can be rewritten as

C = AB = (A0 + x
m
2 A1)(B0 + x

m
2 B1)

= A0B0 + x
m
2 (A0B1 +A1B0) +A1B1x

m

= A0B0(1 + x
m
2 ) + (A0 +A1)(B0 +B1)x

m
2 +A1B1(x

m + x
m
2 )

= C0(1 + x
m
2 ) + C1(x

m + x
m
2 ) + C2x

m
2 , (4)

where

C0 = A0B0, C1 = A1B1, C2 = (A0 +A1)(B0 +B1) = A2B2.

We employ the Karatsuba scheme in (4) to compute the SPB multiplication.
When v = m

2 , the SPB product can obtain through the following formulation:

Ĉ = x−m
2 AB mod F (x) = C0(1 + x−m

2 ) + C1(1 + x
m
2 ) + C2 mod F (x) (5)

= x−m
2 C0R+ C1R + C2 mod F (x).

where

R = 1 + x
m
2 .

In (5), the product Ĉ includes three partial products, such as x−m
2 C0R mod F (x),

C1R mod F (x), and C2. The multiplication includes three-type multiplica-
tions. x−m

2 C0R is a multiplication with a shifted polynomial basis reduction;
C1R mod F (x) is a modular multiplication; and C2 is schoolbook multiplica-
tion. For realizing a digit-serial multiplication structure, assume that d is the

selected digit size, each subword Bi can be rewritten as Bi =
∑�m

2d�−1

j=0 Bi,jx
jd,

where Bi,j =
∑d−1

l=0 bi,jd+lx
l. In the following, we discuss three block partial

products.
For computing x−m

2 C0R mod F (x), let we choose n =
⌊
m
2d

⌋
, then this term

can be rewritten as

x−m
2 C0R mod F (x)

= x−(n−1)d(A0RB0,0 +A0RB0,1x
d + · · ·+A0RB0,n−1x

(n−1)d) mod F (x)
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Fig. 2. Proposed digit-serial SPB multiplier over GF(2m)

= A0RB0,0x
−(n−1)d +A0RB0,1x

−(n−2)d + · · ·+A0RB0,n−1 mod F (x) (6)

For computing C1R mod F (x), we have

A1B1R mod F (x) = A1RB1,0 +A1RB1,1x
d + · · ·

+A1RB1,n−1x
(n−1)d mod F (x) (7)

For computing C2, we directly obtain

C2 = A2B2 = A2B2,0 +A2B2,1x
d + · · ·+A2B2,n−1x

(n−1)d (8)

Based on (6)-(8), we can derive the hybrid digit-parallel multiplication scheme
as stated in Algorithm 2.

Algorithm 2: Hybrid digit-serial SPB multiplication algorithm

Inputs: A = A0 +A1x
m
2 , B = B0 +B1x

m
2 , R = 1 + x

m
2 , n =

⌈
m
2d

⌉
Output: Ĉ = x−m

2 AB : mod : F (x)
1. C0 = 0, C1 = 0,C2 = 0
2. for j = n− 1 to 0
3. A2 = A1 +A0, B2,j = B1,j +B0,j

4. C0 = (C0 mod F (x))x−d +A0B0,jR
5. C1 = (C1 mod F (x))xd +A1B1,n−1−jR
6. C2 = C2x

d +A2B2,j

7. endfor
8. Ĉ = C0 + C1 + C2 mod F (x)

According to Algorithm 2, Fig.2 shows the proposed SPB multiplication ar-
chitecture. In Fig. 2, The module labeled Mult performs the multiplication of
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Ai and Bi,j . The final reduction polynomial (FRP) module is carried out by

Ĉ = C0+C1+C2 mod F (x). The pre-addition module calculates A2 = A1+A0,
B2,j = B1,j + B0,j . The module labeled ”(•)mod F (x)� d” calculates a re-
duction polynomial F (x) after shift to right operation. The module labeled R
performs a multiplication by 1+xm/2 to produce (m+d−1)-bit results. Also, A0

and A1 are (m/2)-bit registers whereas C0 and C1 are (m+ d− 1)-bit registers,
and C2 is m-bit registers.

It is to note that (6)-(8) are n(=
⌈
m
2d

⌉
)-term partial products. Obtaining three

results C0, C1, and C2 require n clock cycles. Moreover, Fig. 2 needs one extra
clock cycle for computing the FRP module to obtain the final multiplication.
Thus, the total latency is n+1 =

⌈
m
2d

⌉
+1 clock cycles. We explain the complexity

of this algorithm in the next section.
Furthermore, we can also use multi-term Karatsuba algorithms to construct

the hybrid digit-serial SPB multiplier. For example, we use three-term Karatsuba
algorithm, two polynomials are partitioned as A = A0 + xm/3A1 + x2m/3A2 and
B = B0 + xm/3B1 + x2m/3B2. We select v = 2m

3 , the SPB product of A and B
can then be obtained as

Ĉ = x− 2m
3 AB = (1 + x−m

3 + x− 2m
3 )C0 + (1 + x−m

3 + x
m
3 )C1

+(x
m
3 + x

2m
3 + xm)C2 + C3 + x

m
3 C4 + x

2m
3 C5 (9)

= x− 2m
3 C0R+ x−m

3 C1R+ x
m
3 C2R+ C3 + x

m
3 C4 + x

2m
3 C5

where

C0 = A0B0, C1 = A1B1, C2 = A2B2,

C3 = (A0 +A1)(B0 +B1), C4 = (A0 +A2)(B0 +B2),

C5 = (A1 +A2)(B1 +B2), R = 1 + x
m
3 + x

2m
3 .

Applying the structure of (9), this case SPB multiplier allows us to perform
six-type parallelism sub-products. Moreover, each term can be computed in-
dependently by using digit-serial multiplication scheme. In general, based on
k-term Karatsuba algorithm, the latency of the proposed architecture can be
reduced from m

d + 1 into m
dk + 1 as compared with the best known digit-serial

multipliers [13][14].

4 Performance Analysis

Table 1 lists the hardware components used by our proposed multiplier and the
existing digit-serial multipliers [13][14]. From this table we can find that the
proposed digit-serial multiplier has the latency of m

dn +1 clock cycles, where n is
the number term of Karatsuba algorithm, while MSD-first/LSD-first and hybrid
digit-serial multipliers involve latencies of

⌈
m
d

⌉
+ 1 and

⌈
m
2n

⌉
+ 2 clock cycles,

respectively. When we use two-term KA to develop the proposed multiplier,
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Table 1. Comparison of two digit-serial multipliers over GF (2m)

Multipliers Basis #XOR #AND #FF

Hybrid [14] SPB d(2m+ 3k + 1) +m− 1 2md 4m+ 2d− 2
MSD-first 14] SPB d(3m− 2)−m+ 1 d(3m− 2)−m+ 1 2m+ d− 1
LSD-first[13] PB (m+ k)d+ (k + 1)(d− 1) (m+ k)d+ (k + 1)(d− 1) 2m+ d+ k

Fig. 2 SPB
md(n+1)

2
+ m

n

+d(n
2+n
2

(1 + k) + 1)
md(n+1)

2
2m+ (m+ d)n

2+n−2
2

Note: (1) n is the number of terms KA. (2) k is the Hamming weight of irreducible
polynomial

Fig. 3. Comparison of the latency for various digit-serial multipliers over GF(21223)

our derived latency is the same of hybrid digit-serial multiplier [14]. Moreover,
if we use increasing the number of term KA, the proposed architecture has
lesser latency compared to the best known digit-serial multipliers. In GF (21223),
Fig.3 shows the comparison of the latency for various digit-serial multipliers. In
this figure, the proposed architecture for using 5-term KA can save about 59%
and 78.6% latency complexity compared to hybrid multiplier[14] and LSD-first
multiplier[13], respectively.

We select the field GF (21223) constructed by the trinomial x1223 +x155+1 to
estimate critical-path, area complexity, and area-delay product for various digit-
serial multipliers. We have used the NanGate’s Library Creator and the 45-nm
FreePDK Base Kit from North Carolina State University (NCSU) [24] to syn-
thesize the proposed and the corresponding existing digit-serial multipliers and
obtained time and area complexities. Amongst all the existing digit-serial mul-
tipliers, the multiplier of [14] has the minimum time-complexity. But as shown
in Table 2, the proposed multiplier using 3-term KA involves lesser area-delay
product (ADP), higher bit-throughput (BT), and energy per output bit (EOB)
compared with those of two existing multipliers [13][14] as the digit-size d = 8.
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Table 2. Comparison of various digit-serial multipliers over GF (21223) in the terms of
latency, ADP, area, power, EOB, and BT for digit-size d=8

multipliers Latency area (μm2) ADP (μm2)ns Power(μW/GHz) BT EOB(pJ)

Fig.2 52 93,764.5 1,023,908 160,421.2 23.52 6.82
Hybrid [14] 77 85875.71 1,388,610 163,265.4 15.88 10.28
LSD-first [13] 154 44,034.97 1,424,090.9 74,756.56 7.94 9.413

5 Conclusions

We have presented a novel hybrid digit-serial multiplier over GF (2m). The pro-
posed digit-serial architecture for using n-term KA scheme has latency of

⌈
m
dn

⌉
+1

clock cycles, which is less than the best of existing digit-serial architectures.
For exploring the area-time trade-off for large field arithmetic architectures, we
have used Karatsuba schemes to implement the digit-serial systolic multiplier
over GF (21223). As the number of terms in the Karatsuba method increases,
it provides significantly higher bit-throughput and less energy per output bit
and area-delay product. Therefore, the proposed digit-serial multiplier using KA
with different number of terms could be used to have the desired trade-off among
speed, ADP/EOB, and BT of digit-wise multipliers. The analytical results pro-
vide a valuable reference for implementing pairing algorithm and elliptic curve
digital signature algorithm (ECDSA) in resource-constrained embedded systems
and smart phones. Moreover, our proposed architecture has the features of reg-
ularity, modularity, and concurrency, and are suitable for VLSI chip designs.
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Abstract. The finite field multiplication over GF(2m) is the most important 
arithmetic operation for performing the elliptic curve cryptosystem which is 
very attractive in portable devices due to small key size. Design of finite field 
multiplier with low space complexity for elliptic curve cryptosystem is needed. 
The proposed bit-parallel GNB multiplier using pipeline XOR tree rather than 
XOR tree in traditional bit-parallel GNB multipliers. The proposed one can 
save about 99% number of both AND and XOR gates while comparing with 
existing bit-parallel GNB multipliers. 

Keywords: Elliptic curve cryptosystem, finite field arithmeti, multiplier, public 
key cryptosystem, information security. 

1 Introduction 

Elliptic Curve Cryptosystem (ECC) [1,2] is attractive for information security of e-
commerce. ECC depends on finite field arithmetic operations such as GF(p) and GF(2m) 
[3]. GF(2m) arithmetic operations include addition, multiplication, multiplicative 
inversion, and exponentiation. Addition in GF(2m) is easily conducted using only XOR 
gates. Multiplicative inversion and exponentiation are time-consuming operations. 
Fortunately, they can be carried out by repeated multiplications. Accordingly, efficient 
finite field multiplication over GF(2m) is crucial to cryptographic applications. The 
efficiency of finite field multiplication highly depends on the field element 
                                                           
* Corresponding author. 



370 C.W. Chiou et al. 

 

representation. Three popular bases for representing elements in GF(2m) are polynomial 
basis (PB) [3-14], dual basis (DB) [15-21], and normal basis (NB) [6, 21-36]. Each 
basis has its own advantages. PB multipliers are suitable for VLSI implementation due 
to their advantages of simplicity, regularity, and modularity and. DB multipliers require 
smaller area comparing with the other two bases multipliers. The NB multipliers can 
perform the squaring operation only by cyclically shifting its binary form. Hence, NB 
multipliers are very efficient in performing square operations of multiplicative 
inversion, squaring, and exponentiation operations. In 1986, Massey and Omura first 
developed NB multiplication algorithm [22]. Wang et al. [23] developed the VLSI 
architecture for Massey-Omura multiplier. However, the VLSI multiplier by Wang et al. 
[23] lacks modularity. Kwon [28] then proposed a systolic multiplier for an optimal 
normal basis of type-2 which is a special case of NB. Reyhani-Masoleh [24] developed 
a new non-systolic architecture for the Gaussian normal basis multiplication of type-t 
which is also a special case of NB. Lidl and Niederreiter [30] stated that there exists a 
corresponding normal basis for any positive integer m. Gaussian normal basis (GNB) is 
a special case of NB for which low space complexity feature is held. All positive 
integers, except for those are divisible by eight, have GNB [31]. Several information 
security standards exploit GNB, such as ANSI X9.62 [37], FIPS 186-2 [38] and IEEE 
Standard 1363-2000 [39]. Since the binary ECC is advantageous for hardware 
implementation of smart phones [40], the design of fast GNB multipliers with low 
hardware cost is desirable. Therefore, this study will present a simple means of 
designing a low-complexity bit-parallel GNB multiplier. The study presents a pipeline 
XOR-tree architecture for bit-parallel GNB multiplier with type t, while traditional 
XOR-tree is not pipeline architecture. The proposed GNB multiplier can drastically 
reduce numbers of both AND and XOR gates in existing bit-parallel GNB multipliers. 

2 Preliminaries 

The results of the NB multiplication are briefly reviewed in the following paragraphs. 
For more detail, readers can refer to [3].  

Let { }1210 2222 ,...,,, 
−m

αααα  be a normal basis of GF(2m) for α ∈GF(2m). Each 
element A,B∈GF(2m) can be uniquely represented as 

,
1

0

2
−
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i
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where ai,bi ∈{0,1} for i=0,1,2,…, m-1. 
The following features hold for the normal basis. 
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Let m, t be positive integers such that mt+1 is a prime not dividing 2. Let γ  be 

the primitive (mt+1)th root of unity in GF(2mt). Then for any primitive tth root of unity 

τ  in GF(2mt+1), the element 
−

=

=
1

0

t

i

iτγα is called a Gauss period of type (m,t) over 

GF(2). It is well known that α is a normal element in GF(2m). The 

{ }1210 2222 ,...,,, 
−m

αααα  is a normal basis for GF(2m). The GNB of a type-t presented by 
the Gaussian period of type (m,t) has the following properties. 

Property 1: 
−

=

=
1

0

t

i

iτγα , 

Property 2: 1mt  mod   1 +=tτ , 
Property 3: ( ) ( )  1 1  mod  11 == +++ mtmtmt γγ . 
Based on the definition of Gauss period of type (m,t), Property 1 holds. Due to τ  

is the primitive tth root of unity, Property 2 holds. The Property 3 also holds because 
γ  is the (mt+1)th root of unity. 

3 Traditional Bit-Parallel GNB Multiplier 

Let the product C of A and B (  BAC ×= ) be represented as 


−

=
=

1

0

2
m

i
i

i

cC α , 

where finite field elements A,B, and C are represented in GNB of type-t. Let the GNB 

{ }1210 2222 ,...,,, 
−m

αααα  be Ψ . The basis Ψ  can then be transformed to the extended 

polynomial basis { }mtγγγ ,...,, 10' =Ψ , where ( )1mt mod  2 +=
kji τγγ   mt,i1for ≤≤  

  1,-mj0 ≤≤  1-tk0 and ≤≤ . The elements A, B, and C in Ψ  can be rewritten as 
'''  and , , CBA  in 'Ψ  , as follows. 
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where 0'
0

'
0 == ba , jiji bbaa == ''  , for ( )1mt mod  2 +=

kji τγγ  (  mt,i1 ≤≤   1,-mj0 ≤≤  

1-tk0 and ≤≤ ). 
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The traditional bit-parallel GNB multiplier using XOR tree is shown in Fig.1 and 
the detail circuit of XOR tree with m=4 and t=3 is drawn in Fig.2. 
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Fig. 1. Traditional bit-parallel GNB multiplier 

 

Fig. 2. XOR tree with m=4 and t=3 in Fig.1 

4 The Proposed Pipeline Bit-Parallel GNB Multiplier   

The XOR tree in existing bit-parallel GNB multipliers is a pure combinational circuit. 
Thus, the bit-parallel GNB multiplier with type t in [35] requires mt units each with a 
XOR-tree for computing one result bit ci. If such a XOR-tree belongs to pipeline 
architecture, only one unit is required. Therefore, the space complexity will be 
reduced drastically. The proposed pipeline XOR tree is shown in Fig.3 for m=4 and 
t=3. In Fig.3, 2mt 1-bit latches are added. The proposed pipeline bit-parallel GNB 
multiplier is depicted in Fig.4. The latency of the proposed bit-parallel GNB 
multiplier is ( )  mtmt ++1log2 . Table 1 lists the comparison results of various bit-

parallel GNB multipliers. Table 2 shows the comparing results for NIST suggested 
values. The proposed multiplier can save at least 99% space complexity in both AND 
and XOR gates and requires 420% space complexity in 1-bit latches while comparing 
with the one by Azarderakhsh and Reyhani-Masoleh in [36].  
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Fig. 3. The pipeline XOR tree with m=4 and t=3 

 

Fig. 4. The proposed pipeline bit-parallel GNB multiplier 
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Table 1. Comparison results of various bit-parallel GNB multipliers with type t 

Multipliers Chuang et al. [35] Azarderakhsh & 
Reyhani-Masoleh 
[36]

The proposed  
multiplier 

#AND 
gates 

(mt+1)2 m2 mt

#XOR 
gates 

(mt)2+2mt ( )1
4

4 −+≤ mm
t

 

mt

#1-bit 
latches 

0 2m 2mt

Critical 
path delay ( ) ( ) X

A

Tmt

T

11log2 ++
+

 

   ( ) X

A

Tmt

T

22 loglog +
+

 

 ( )LX

A

TTmt

T

+
+

2log
 

Note: #: Number, TA: propagation delay of 2-input AND gate, TX: propagation 
delay of 2-input XOR gate, TL: propagation delay of 1-bit Latch. 

Table 2. Complexity comparisons for NIST suggested m values 

Multipliers Chuang et al. 
[35] 

Azarderakhsh & 
Reyhani-Masoleh 
[36] 

The proposed 
multiplier m t No. of 

Gates 
163 4 #AND 426409 26569 652 

#XOR 426408 52812 652 

#1-bit 
Latch 0 326 1304 

233 2 #AND 218089 54289 466 

#XOR 218088 81084 466 

#1-bit 
Latch 0 466 932 

283 6 #AND 2886601 80089 1698 

#XOR 2886600 199515 1698 

#1-bit 
Latch 0 566 3396 

409 4 #AND 2679769 167281 1636 

#XOR 2679768 333744 1636 

#1-bit 
Latch 0 818 3272 

571 10 #AND 32615521 326041 5710 

#XOR 32615520 1139145 5710 

#1-bit 
Latch 0 1142 11420 
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5 Conclusions 

The XOR tree in traditional bit-parallel GNB multiplier is a pure combinational 
circuit. Thus, huge number of XOR trees is required in existing bit-parallel GNB 
multipliers. This study presents a pipeline XOR tree. Only one XOR tree is employed 
in the proposed bit-parallel GNB multiplier. Computations for result bits can be 
calculated in pipeline method. The proposed pipeline bit-parallel GNB multiplier can 
save about 99% space complexity in both AND and XOR gates of XOR trees as 
compared to existing bit-parallel GNB multiplier.   
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Abstract. The nullor-mirror pathological elements have been found useful in 
solving circuit analysis and design problems. They are further used to ideally 
represent various popular analog signal-processing properties that involve 
differential or multiple single-ended signals by utilizing the concept of floating 
mirror elements. For applying nodal analysis to the circuit containing such 
active devices with differential or multiple single-ended signals, we propose an 
efficient systematic analytical technique which directly performs symbolic 
analysis on the simpler RLC-nullor-floating mirror representations of circuits 
rather than their RLC-two-terminal pathological element-based counterparts. It 
releases the limitation of recently proposed symbolic analysis approaches and 
use simpler models which may be conductive to achieving high-performance 
symbolic nodal analysis. The feasibility and validity of the proposed method are 
demonstrated by practical circuit examples.  

Keywords: Pathological element, RLC-nullor-floating mirror network, nodal 
analysis (NA), symbolic analysis. 

1 Introduction 

Tellegen first implicitly introduced a minimum-sized set of ideal elements in 1954 
with which any linear and nonlinear driving-point impedance or transfer characteristic 
can be synthesized, and it is given the name of nullor by Carlin ten years later [1]-[2]. 
Since then, nullor has been accepted within the network theory community as a basic 
network element and it has been proven to be a very valuable network analysis, 
synthesis and design tool [3]-[5]. Recently, the mirror elements with grounded 
reference node have been extended to include the floating mirror elements [6]-[7]. 
With such extensions, a nullator and a norator can be represented in terms of a 
floating voltage mirror and a floating current mirror, respectively [8]. Moreover, the 
floating mirror elements are used to derive the pathological sections which ideally 
represent various popular analog signal-processing properties that involve differential 
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or multiple single-ended signals; like conversion between differential and single-
ended voltages, differential voltage conveying and current replication. In virtue of the 
combination of various pathological sections, they are used to model many popular 
active devices, such as the differential voltage current conveyor (DVCC), the fully 
differential second generation current conveyor (FDCCII) and two-output CCII and 
ICCII family [7]-[9]. Since the better flexibility and simpler configuration of 
modeling active devices using the combination of nullor mirror elements, the 
pathological representations of many active devices have been reported in the 
literature [10]-[11].  

To make good use of the simpler RLC-pathological element-based networks, a 
systematic analytical technique which performs direct analysis for nullor-mirror 
equivalent networks has been reported, and its improvement on increasing the 
efficiency of symbolic analysis was demonstrated [10, 12]. Furthermore, the parasitic 
resistors and capacitors of input-output terminals can be included in the model of an 
active device to perform symbolic analysis. However, the applied extent of the 
proposed approaches in [10] is limited because floating pathological element-based 
active devices cannot be included into the formulation process. In this paper, we 
intend to present a more comprehensive analytical technique for performing symbolic 
analysis on the RLC-nullor-floating mirror representation circuits. The proposed 
approach is applied to two practical circuit examples and some discussions about 
simplified pathological models of active devices are given.  

2 Pathological Sections and Equivalents 

The symbols and definitions of the nullor and mirror elements are shown in Table 1. 
The voltage mirror and current mirror in Tables 1(c) and (d) are lossless two-port 
network elements used to represent ideal voltage and current reversing property, 
respectively. Each of the voltage mirror and the current mirror symbols has a 
reference node, which is set to ground [6]. The symbols and definitions of the floating 
mirror elements are shown in Tables 1(e)-(f). It can be found that the mirror elements 
in Tables 1(c) and (d) can be regarded as the special cases of the floating mirror 
elements in Tables 1(e) and (f), respectively. 

In the recent time, the floating mirror elements have been used to represent various 
popular analog signal-processing properties in concise forms. As shown in Tables 
2(a) and (b), two floating voltage mirrors with a common reference node are used to 
represent the pathological differential voltage cell and differential voltage conveying 
cell. Also, two floating current mirrors with a common reference node can be used to 
express the pathological current replication cells as shown in Tables 2(c) and (d) [7]- 
[8]. From the current replication cell in Table 2(d), it can be found that if the Ix is the 
input current, the Iy and Iw can be recognized as the output currents of a pathological 
CM and a norator, respectively. Besides, the constructions in Tables 2(e) and (g) are 
equivalent to a nullator and a norator, respectively. The constructions in Tables 2(f) 
and (h) are respectively equivalent to a pathological VM and a CM.  
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Table 1. Symbols and definitions of nullor and mirror elements 

 
 
The above representation sections are concise comparing with the pathological 

representations using nullor and mirror elements with grounded reference nodes [13] 
because they comprise only two floating mirrors without the need of other elements 
such as resistors. With less internal nodes, the representations in Table 2 are helpful  
to enhancing the efficiency of symbolic circuit analysis. The sections were used to 
model some active devices with differential or multiple single-ended features, as 
shown in Fig. 1. In Fig, 1, it must be noted that the pathological representations of 
BOCCII and FDCCII are different from the ones in [8] by removing the dummy 
nullor elements. They can be used for symbolic nodal analysis using the proposed 
method in Section 3. 
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Table 2. Some pathological sections and their characteristics 
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3 Symbolic NA of RLC-Nullor-Floating Mirror Network 

The steps for symbolic NA of RLC-nullor-floating mirror networks are proposed 
below. They involve the symbolic nodal analysis of an arbitrary interconnection of 
RLC-nullor-floating mirror networks and independent current sources in an (N+1) 
node network (excluding the reference nodes between two mirror elements). The 
analytic process can be summarized as follows: 

Step 1: Select a ground node and label all other nodes from 1 to N except the 
common reference nodes between two mirror elements (since we do not particularly 
wish to know the reference node voltages for the floating CMs and the reference node 
voltages for the floating VMs can be obtained from other node voltages). According 
to the element properties in Tables 1(b), (d), (f), and 2(c)-(e) denote the currents flow 
through every norator, current mirror and floating current mirror. It is known that no 
current flows through the nullators, voltage mirrors and floating voltage mirrors of the 
network. Also, remember that the sections in Tables 2(f), (g), (h) and (i) are 
equivalent to a nullator, a VM, a norator and a CM, respectively. 

Step 2: Write the nodal admittance equations for every node except the reference 
nodes between two mirror elements. Express the nodal admittance equations in matrix 
form: 

 I = YN x N V                               (1) 

I = {I1, I2,...., IN}’, where the ith component Ii is defined as the sum of the currents 
flowing into the ith node from the independent current sources, norators, current 
mirrors or floating current mirrors. YN × N is the passive nodal admittance matrix. 
Furthermore, V is the unknown column vector {V1,V2,…,VN}’ of node voltages.  

Step 3: For the floating VM-based sections with three or four ungrounded nodes, 
i.e., the differential voltage cell in Table 2(a) and the differential voltage conveying 
cell in Table 2(b), write their relations of nodal voltages and add these equations to 
(1). Hence the combined equations can be expressed in matrix form I = BV. It is clear 
that each cell adds an additional equation to the combined equations. 

Step 4: For a nullator that is connected between the nodes p and q, for example, 
add the elements of column q to the elements of column p and delete column q of B. 
If q is the ground node, simply delete column q of B. The number of columns of the B 
matrix is thereby reduced by one. This operation is based on the voltages at the two 
terminals of a nullator with respect to the ground node being identical. Thus we can 
omit one unknown voltage variable in the V column vector.   

Step 5: For a VM that is connected between the nodes r and s, for example, 
subtract the elements of column s from the elements of column r and delete column s 
of B. If s is the ground node, simply delete column r of B. The number of columns of 
the B matrix is thereby reduced by one. This operation is based on the voltage 
reversing property of a voltage mirror in Table 1(c).  

Step 6: For a norator that is connected between nodes l and m, for example, add the 
equation in row m to the equation in row l and delete row m of the nodal equations. 
This involves adding Im to Il and the mth row of B to the lth row of B. If m is the 
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ground node, simply delete row l of the nodal equations. The number of columns of 
the B matrix is thereby reduced by one. This operation is based on the current 
property of a norator in Table 1(b) and the number of equations being enough to solve 
the unknown independent node voltages after deleting the mentioned equations.  

Step 7: For a CM that is connected between the nodes n and o, for example, subtract 
the equation in row o from the equation in row n and delete row o of the nodal 
equations. This involves subtracting Io from In and the oth row of B from the nth row of 
B. If o is the ground node, simply delete row n of the nodal equations. This operation is 
based on the current reversing property of the terminals of a current mirror in Table 1(d) 
and the number of equations is enough to solve the unknown node voltages.   

Step 8: For the pathological current replication cell with three ungrounded nodes x, 
y and z in Table 2(c), add the equation in row y to the equation in row x; subtract the 
equation in row z from the equation in row y and delete row z of the nodal equations. 
Similar manipulation process can be applied to the cells in Tables 2(d) and (e). This 
operation is based on the norator behavior between terminals x and y and the CM 
behavior between terminals y and z. One nodal equation is removed because the 
number of equations is enough to solve the unknown node voltages. 

Step 9: The preceding steps 4-8 incur the reduction of the order of the system of 
equations derived in step 3. Solve the simplified combined equations for the unknown 
node voltages in V. 

Following the above proposed procedure, it can be observed that each nullator (or 
VM) will incur the number of columns of the B matrix is reduced by one and each 
norator (or CM) will incur the number of rows of the B matrix is reduced by one. In 
Tables 2(a) and (b), it should be noted that each pathological section will result in the 
number of rows of the B matrix is increased by one and they cannot reduce the 
number of columns of the B. In addition, in Tables 2(c)-(d), each pathological section 
will result in the number of rows of the B matrix is reduced by one. Let us review the 
pathological models of active devices in Fig. 1. It can be found that the active devices 
models in Fig. 1 will incur the identical number of rows and columns of the B matrix. 
Hence the resulting matrix will still be square and hence solvable. So the pathological 
models in Fig. 1 can be used for the proposed symbolic NA approach.   

4 Application Example  

To demonstrate the feasibility of the proposed models and the symbolic NA method 
in Section 3, practical circuit example is illustrated. For comparison with previous 
techniques, we adopt the same circuit example as the second example in [13]. It is a 
DDCC+-based design in Fig. 2(a) of [14]. Fig. 2 shows its pathological representation 
with the equivalence of the inputted voltage source [15]. As shown in Fig. 2, the 
DDCC+ is modeled by using the pathological differential voltage conveying cell in 
Table 2(b) and a CM. Based on steps 1-3 of the proposed symbolic NA, we can write 
the (6 × 5) nodal admittance equations in matrix form I = BV as 
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Fig. 1. Nullor-floating mirror models. (a) BOCCII  (b) DOICCII-- (c) FDCCII  (d) DDCC 

 

Fig. 2. DDCC+-based voltage-mode biquad filter 
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After applying the steps 4-8 of the proposed method leads to the derivation of the 
following (4 × 4) combined equations as (3). The output transfer function can be 
obtained and given in (4). The analyzed results are in accordance with the circuit 
functions in [14]. So the feasibility of the proposed method is verified. In additional,  
in this example the built symbolic matrix of dimension is (6 × 5) and it is reduced to 
(4 × 4) with 10 nonzero coefficients as in (3). Compared to the symbolic NA 
approach using nullor-mirror model of DDCC+ (as shown in Fig. 5 of [13]), the built 
symbolic matrix of dimension is (9 × 9) and it is reduced to (5 × 5) with 13 nonzero 
coefficients. So it reveals the improvement of this proposed approach.  
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5 Conclusion 

In this paper, an efficient symbolic NA technique using of any pathological elements 
is proposed. Some pathological representations of active devices are modified by 
omitting the dummy pathological elements to perform symbolic NA. The simplified 
models with less internal nodes are conducive to enhancing the analysis efficiency. 
Practical application example is given which demonstrate the workability of the 
proposed symbolic NA approach. 
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Abstract. The driving dispute is a critical problem for drivers when the car 
accident is happened. The drivers usually install the car video recorder in their 
car to recode their driving images for many years ago. If a car accident is 
happened, the driver can provide a driving video file as an evidence to claim 
that they did not do any dangerous driving, and protect themself. However, in 
some situations, drivers may not in the car accident when driving the car, but 
they have the same requirement for a video record, because they want to use 
those video files to find out the crime in hit-and-run accident. Due to an 
evolution of social network, many people were post the required messages to 
find the driving videos recorded in some specific times and locations. In fact, 
such kind of messages can be beneficial for many people to solve the hit-and-
run accident by using social networks and driving videos. The goal of this paper 
is to develop a framework which can provide a platform for users to upload 
their driving videos, and allow other users can search video by a given specific 
time, date and location from the frameworks’ database. This framework can 
also provide the application on mobile devices for user to recorder their driving 
videos, and this application can upload their driving video into the frameworks’ 
database automatically. 

Keywords: driving recorder, video sharing, video searching, map matching  
algorithm, framework, GPS. 

1 Introduction 

Traffic accidents have become a major cause of death. Most traffic accidents are 
caused by driver carelessness on traffic conditions. Therefore, detecting on-road 
traffic conditions for assisting drivers is a promising approach to help drivers take 
safe driving precautions. Accordingly, many studies have developed valuable driver 
assistance techniques for detecting and recognizing on-road traffic objects, including 
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lane markings, vehicles, raindrops, and other obstacles. The objects are recognized 
from images of road environments outside the host car [1]. These driver assistance 
techniques are mostly developed based on camera-assisted systems, and can help 
drivers perceive possible dangers on the road or automatically control the apparatus of 
the vehicle (e.g., headlights and windshield wipers). 

In the recent studies, most of them are focus on the issue of “how to prevent a 
traffic accident”. However, if the accident is happened, how we can do to determine 
the attribution of the responsibility for this traffic accident. The drivers usually 
installed the driving recorder in their vehicle for protecting themselves, when the 
accident is happened. However, in most traffic accident those usually need more 
evidences to determine and recover the scene of the accident including road 
surveillance system, other driving videos and etc… to find out who is responsible for 
this accident. According to those situations, most drivers will post the message to the 
social network, such as Facebook to help for get more video files as evidences. 

For now, the smartphone devices have become very widespread and powerful and 
the programmers can create many useful mobile applications, make smartphones 
become more useful. There are many driving video recorder application here in the 
smartphone, it can change your smartphone into the driving video recorder and store 
in the smartphone. This study proposes a vehicle driving video share and search 
framework based on GPS data. This framework can let people to share their car 
driving video and GPS track into database and search those driving video and GPS 
track data from database. The proposed framework includes the mobile application, 
video and GPS track database, users can ubiquitously upload and search the video 
records from the database. The mobile application is implemented for Android 
platform, it can help user to recorder their driving sense and GPS log when user active 
the program. After finished the recorder, it will upload the driving video file and GPS 
log file into database automatically when user allow the mobile program have a 
permission to do it. Otherwise the user did not allow the mobile program to upload 
file automatically, they also can use upload module to upload their video file and GPS 
log file into the database. Experimental results demonstrate that the proposed vehicle 
driving video share and search framework based on GPS data includes mobile 
application screenshot, user search and share screenshot.  

2 Related Work 

In some domain, a smartphone application can be used on analyze sport route, popular 
travel routes, hot place and traffic condition based on users’ daily GPS tracker data [2, 
3]. It also can be used on fleet management domain, a smartphone application can 
send out a GPS location data to the central management system. The central 
management system can track every member based on those GPS [4, 5]. However, 
most way to use those smartphone applications is to track, manager and analysis their 
daily information and discovers any useful data.  

The GPS signal error has well known issue and there are many researchers provide 
some algorithm to solve this problem. In this study, we focus on develop the platform 
that allow user to share, search the driving video based on given latitude and 
longitude. However, the platform receive the geographical data from user may have 
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The overview of the proposed system can be divided into three major parts, Mobile 
Application, User Upload Module and User Search Module. The mobile application part 
shown in top-left of Fig. 1 combines camera, GPS sensor and synchronize module. The 
camera module intercepts the driving scene and store transfer into the synchronize 
module. The GPS sensor module captures GPS data in every second and passed transfer 
into the synchronize module. The synchronize module will sync each record frame and 
GPS signal based on GMT (Greenwich Mean Time) and then store into storage.  

There are two user behaviors in the proposed system, upload and search. The top-
right part of Fig. 1 shows the users’ upload and search behaviors. When user #1 wants 
to share his/her driving video and GPS data through upload module, there are two 
steps to follow; the first step is submitting the GPS track data and the second step is 
uploading the video file. In the Submit GPS Track step, the Upload Module will use 
MMA (Map-Matching Algorithm) to relocate each GPS signal from GPS track data, 
and then show the result to the user #1 to confirm by the OpenLayer [12], which is an 
open-source JavaScript library which can display and render maps on web page. After 
confirming the GPS track data, the corrected GPS track data will be stored into 
PostGIS database, and then the system will notify the user to upload his/her video file 
to complete the upload procedure. When user #2 wants to search video file in specific 
time and location, first, the user should send specific location to the Search Module, 
and the search module will query the data from PostGIS based on given location, and 
then return the search result to the user. In the following section, we will describe the 
 

 

Fig. 2. The workflow of the mobile application 
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workflow of each proposed module includes mobile application, user upload and user 
share module in detail. 

3.1 Mobile Application 

As illustrated in the workflow of the proposed mobile application in Fig. 2, when the 
program is started, we first check the record state, if users want to record the driving 
scene; otherwise the program will not be started. When the user starts to record the 
driving video, then the program will check the camera state, to see if it is opened or 
not, and then ensure the GPS sensor has been opened. When both camera and GPS 
sensor are opened, and the user starts to record the driving video, the record procedure 
will be activate, store video file and GPS data into smartphones' memory. When 
record procedure is started, it will sync GPS data and driving video file based on 
GMT (Greenwich Mean Time). The mobile application also provides upload function 
to upload the stored driving video and GPS data into database. 

3.2 User Upload Module 

The workflow of the User Upload Module is shown in Fig. 3. It can be divided into 
five different parts: Client, OpenLayer [12], Server, MMA Model (Map-Matching 
Algorithm) and DB (Database). In the upload procedure, when Server receives the 
GPS track data from Client, it will transfer those data into MMA model to relocate 
 

 

Fig. 3. Workflow of the user upload module 

 



394 C.-Y. Chiang et al. 

 

GPS signal position based on the road network dataset, and then return result and 
display relocated GPS signal track by OpenLayer on the website. The user has to 
confirm the relocated GPS result. After confirm the data, the server will notify user to 
submit driving video file related to the previous GPS track file. When the server 
received the GPS data and video file, it will store them into database and then show a 
successful message to the user. 

3.3 User Search Function 

The workflow of the user search module is show in Fig. 4. The web page will display 
the global map that can allow user to select the interest area. The selected area will be 
transferred into search module and it will query the video data and GPS track from 
database based on that selected area. And it will then return results list that contains 
video file and GPS track file into the web-server and display those results to user on 
web page. If the data on the list has been selected by user, the web-server will display 
the detail GPS tracks and show the driving video to user on web page. 

 

Fig. 4. Workflow of the user search module 
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4 Results of Proposed System 

In the experimental results section, first we show the user interface of the proposed 
mobile application and then the user interface of the search module will be 
introduced, finally, the operate step of the proposed upload module will describe in 
detail. 

The mobile application user interface (UI) is shown in Fig. 5. The Fig. 5(a) is the 
main UI of the proposed mobile application and Fig. 5(b) is a demonstration of notify 
checking GPS sensor and notify user to open it. When GPS sensor and camera sensor 
is opened as shown in Fig. 5(c) and it will sync GPS signal and video frame based on 
GMT every second. The Fig. 5(d) is a demonstration of record procedure and it will 
store GPS signal data and video file into the mobiles’ storage. 

The user interface of the upload module is shown in Fig. 6 and it includes four 
steps to help user to upload their GPS track file and video file. The first step as shown 
in the Fig. 6(a) is upload GPS track data section it notify user to upload their GPS 
track file and transfer track file to MMA, and then the MMA will return relocate  
GPS signal dataset and display those data on the map, and the screenshot of display 
GPS track data on the map is shown in Fig. 6(b). After confirmed the GPS track data 
by user, the server will notify user to upload the video file that is related to previous 
upload GPS track data and the screenshot of upload video web page is shown in Fig. 
6(c). When user uploaded their driving video, the web-server will notify user the 
upload procedure is complete as a screenshot is shown in Fig. 6(d). 

 
 

 
(a) Interface of the mobile application 

 
(b) Notify user to open GPS sensor 

 
(c) Waiting for valid GPS signal 

 
(d) Start record 

Fig. 5. The user interface of the mobile application 
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sense in the mobile phone storage and those driving video can use to protect them if 
the car accident is happened. In the other hand the user can also share their driving 
video to other people through upload module that provide by proposed framework. 
The user can provide specific time and location to the search module of the proposed 
framework and it can search video file based on given data and then the user can 
select the result to watch the driving video and GPS track data on the map in web 
page. In the future, this framework not only use to search video which is used to solve 
the hit-and-run accident but also can use to find the most popular track which mean 
the popular track may cause traffic jam. In the other hand, the driving video can help 
user to know well the road environment that never been to. 
 
Acknowledgment. This paper was supported by the Chunghwa Telecom Co., Ltd, 
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Abstract. “Cloud computing” gradually flourish, a wide range of distributed 
storage systems are increasingly diverse, Like of Gluster, Ceph, Lustre, as well 
as Hadoop, etc.. In this paper, we propose a personal cloud storage system 
Integrated with pNFS, it can be accessed in parallel for scalable performance. 
Besides, data backup and failover mechanism are designed. We expect that the 
function of the proposed system, not only can improve performance, but also 
can improve the user's privacy in order to provide better service quality in cloud 
storage. 

Keywords: cloud storage, personalization, pNFS, LDAP. 

1 Introduction 

In recent years, the cloud technology industry is booming, Google is well-known 
representative of the cloud enterprise, the company provides many cloud application 
services. Users can access over the network at the various application services as well 
as information about individuals. Addition to providing computing services, cloud 
also need a powerful storage, therefore cloud storage technology development as 
future cloud technology is very important. 

When it comes to cloud storage technology, can not fail to mention the Distributed 
File System, Distributed File System plays an important role in the large-scale 
application platform and cloud computing environments. It allows system adminis- 
trators to simplify user access and manage files distributed across a network of. For 
users, files scattered across multiple servers like the same place on a network, users 
access files without knowing the actual location of the file. 

Common distributed file system, such as Gluster File System[1], Hadoop Distributed 
File System[2], Ceph[3] and Lustre[4], etc. Like Gluster File System has a good 
performance and spatial scalability, but it must be the beginning it was decided the 
entire cluster system architecture, and can not be amplified space online. Ceph has no 
Single Point Of Failure (SPOF) shortcomings, because its algorithm is more complex, 
however, lead to the implementation complexity is high. Hadoop like Namenode single 
node failure problems, makes failure Namenode, can not recover automatically. 

In response to the different distributed file system have different advantages and 
disadvantages, this paper is expected to create a personal cloud storage system that 
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allows users to online storage and backup. In response to the different DFS have 
different advantages and disadvantages, this paper is expected to create a personal cloud 
storage system that allows users to online storage and backup. The system can, in 
accordance with the amount of disk space required by the user, as well as performance 
or backup requirements to service users. When the needs of the users increase or 
decrease (for example, increase the disk space and improve performance), the systems 
are also transparent to help the user to adjust the disk space and performance. 

The system with other systems significant difference is this: with the personal use 
of units and parallel access. Require personal reason is because if they are companies, 
for example, to the department or person as the access unit, different people held files 
or messages will become no privacy, Any units or departments each other access to 
the contents of each file. Through personalized to separate the blocks of the user, and 
can be set according to the personal needs the services they need. 

The parallel access part, is hoping to improve the speed of file access through the 
new NFS4.1 the protocol. Through separate files in different storage to read the file in 
parallel to enhance the speed. So that the system is able to obtain some advantage in 
the performance comparison with the previously mentioned DFS .And through the 
backup function allows the system to enhance better failover. 

2 Related Work 

In order to structure parallel access system. In this paper, we study the mature and 
stable NFS, that NFS the latest NFSv4.1 protocol provides new features that can be 
accessed in parallel. 

PNFS is NFSv4.1 version of the protocol after the new function, the system 
architecture is shown in Fig. 1, pNFS Server plays the role of the Metadata Server, 
Client finished request and control operation with pNFS Server, subsequent could 
access directly through the parallel with the datanodes access data. This can break 
through the bottleneck of the previous NFS single metadata server, can significantly 
enhance the access performance [5-12]. 

 

Fig. 1. Pnfs Archetecture 
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NFSv4.1 and pNFS by RFC5661 (NFSv4.1), RFC5662 (NFSv4.1 XDR), RFC5663 
(pNFS Block / Volume Layout),  

RFC5664 (Object-Based pNFS Operations) description, these standards have been 
2010.01 release. At present, the pNFS commercial and open source products than 
less, and realize not mature. Linux kernel version 2.6.30 added pNFS support, the 
latest version is 2.6.38, pNFS is still in the experimental stage, including Server and 
Client. 

And the other hands, the database is select the LDAP (Lightweight Directory 
Access Protocol), is an Internet protocol that email and other programs use to look up 
information from a server[13]. 

LDAP has some advantages, such as using a standard protocol (LDAP is a standard 
protocol proposed by the IETF). And easy to organize data management, and access 
to data access permissions (LDAP can classify the users, and provide different access 
rights). And coded security features to protect users' privacy, as well as provide fast 
and advanced search features, such as LDAP search keywords for each node, a simple 
method allows the user to be found in the the desired information. 

LDAP standardized and easy to use, you do not have to create an application or 
service-specific directory system, you can get benefits. Therefore hope that through a 
combination of LDAP database and the integration PNFS parallel access function, to 
develop a simple personal cloud storage system. 

3 The Proposed Scheme 

In this paper, we propose a personal cloud storage system. 
The system has good spatial scalability can increase the storage space under the 

circumstances, and can automatically attached to a balance, and the data can be obtained 
well, there is no single point of failure, and then have the ease of management, the 
implementation of low complexity and support personal characteristics of the virtual file 
system. 

System service process: a user first on demand registered with the server, and then 
by the server according to user required to allocate space and services. Then the 
system is responsible for deciding files location and storing the backup file policy, for 
example, the backup policy may be stored two or more storage by according to the 
needs . Server according to different user segments stored, in order to enhance the 
privacy features. 

User information such as account passwords, and files assigned to nodes are stored 
in LDAP database. Part of the system for the single point of failure proposed different 
solutions approaches, such as the replacement of the backup node, and the slave of the 
metadata server to do a backup rescue. 

The following section describes the architecture of the system contains a system 
consisting of three components (datanode, metadata, server, client), As well as 
detailed user operating procedures and the interactions between the server, The other 
part is the set of contingency strategies for the different single point of failure. 
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4 System Design 

In this section, proposed system architecture and system operation flows will be  
described. 

4.1 System Architecture 

To provide personalized storage services, the system using the Cloud Node to manage 
information on an individual basis, once the user is assigned to a certain Cloud Node, 
its follow-up data access by the Primary Cloud node is responsible for service, and 
Backup Cloud Node is mainly responsible for the backup. 

  

Fig. 2. System Architecture 

The system will provide each user different storage space, that is, users could not 
see any other’s data. The proposed system architecture is presented as Fig. 2. The 
system consists of three parts: LDAP Server, Cloud Node, and Client. 

1. LDAP Server 

In addition to the standard LDAP Server, it also contains the User profile Database 
and Self-developed Directory Server Module. 

(a) User profile database.  

User profile will contain the user can use Disk Space quota , Performance Policy, 
Backup Policy, And so on to describe the user's access and backup needs. 
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(b) Node profile database 

Node profile database will be stored in each Cloud Node of information, including the 
ID, IP, Capacity, Free capacity, Allocated primary user number and so on. 

(c) Directory Server Module 

Directory Server Module will be responsible for deciding User Cloud Node by which 
to service and management, and is responsible for Cloud computing Node Balancing. 

(d) monitor 

Monitor is responsible for monitoring the the pNFS server send metadata to storage 
on the way if there is a problem occurs, and do troubleshooting. 

(e) pNFS Server 

Responsible for receiving files sent by the client, and do the stripe processing, after 
that the layout message back to the client, and then let the client can do with the 
storage parallel processing. 

2. Cloud Node.  

Cloud Node consists of Storage Node, Metadata and Coordinator. 

(a) Storage Node 

Storage Node will provide file access services, and through the action of the 
Coordinator for file backup. 

(b) Metadata 

The Metadata database will keep (User list) and the Cloud Node List (contains the 
Primary Nodes and Backup Nodes), as well as a list of files (File list). 

(c) Coordinator 

Client write files to the storage, file backup to the backup node, as well as the strain 
responsible for node failure handling. 

3. Client 

Client contains pNFS client and Personalized client. 

(a) pNFS client: 

The pNFS Server is responsible for the file submitted to the server side to do the 
stripe, and to obtain the file layout. 

(b) Personalized client: 

Personalized client is responsible for communicating with the Directory Server 
Module to get file location and personalized information, and then file parallel read or 
write. 
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4.2 User Registration 

First, client will send registration message to primary LDAP server. The message 
contains information such as user account, password, capacity, performance, and 
backup requirement. 

After primary LDAP server received the registration message, the system will  
perform several steps: 

1. Primary LDAP server allocates cloud nodes for user and save information to user 
profile and node profile databases. 

2. Primary LDAP server notifies cloud nodes to establish the volumes for the user 
with the backup information. 

3. Storage nodes start the user volumes and coordinators starts backup services for 
newly created volumes. 

4. Primary LDAP server returns success message and assigned cloud nodes’ 
information to the client. 

4.3 Write and Backup Operations 

1. According to the assigned cloud nodes’ information, the personalized client will 
automatically mount these nodes through PNFS Client. After requirement 
checking, any permitted I/O operations will be automatically passed to PNFS client 
for real I/O. 

2. After client written or updated data to the storage node, the backup message will be 
sent to the corresponding coordinator as shown in Fig. 3.  

 

Fig. 3. Client writing or updating data to the storage nodes 

3. The data will be copied to nodes 4 and 7. (assuming that the backup node for  
storage 1 are storage node 4 and storage node 7) And then after the completion of 
the backup, the complete message will be returned to coordinator 1 as shown in 
Fig. 4) 
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Fig. 4. Backing up data 

4. After coordinator finished the backup operation, it will notify client that the write 
operation is complete as shown in Fig. 5. 

  

Fig. 5. Notifying a client with write completion message 

4.4 Read Operations 

1. Like write operations, the personalized client will automatically mount these nodes 
through PNFS Client. 

2. Client perform parallel read from Node1 and  Node2 as shown in Fig. 6 

  

Fig. 6. Parallel read operations from Storage Node 1 and Node 2 
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4.5 Datanode Failover 

Case 1 Client Could Not Access to the Point of Failure 
Be able to reply at a preset time, and there is no client to access, not treated simply 
confirm their role failback for any change. 

If not then continue to use the original role, to confirm the status of the file  
through the file log; role change, discard the original role and delete unnecessary 
information. 

Case 2 Client Access to the Point of Failure  
Server must for users to obtain new alternative node, and carried File Replication. 

According to the failed node to distinguish between: 

Major Cloud Node failure 
From the backup list, select Node alternative of Major Node (and notify the MDS is 
assigned to the backup node), and then update the metadata backup list. The failure 
node recovery transformed into the backup node. 

Backup Cloud Node failure 
The backup when a Backup Node Fail, (Major Node message returned MDS to  
obtain new Backup Node), and then notify the other Node updated backup Metadata 
(List). 

Whole list failure 
The Client Node once again to MDS request for new Cloud Node List. 

4.6 Metadata Server Failover 

When the temporary failure of the primary Metadata Server, a backup of the Metadata 
Server  then converted into a primary Metadata Server, such as after the primary 
Metadata Server restart, the transformation into a slave Metadata Server. 

5 Experiment and Results 

In this paper, we designed a preliminary experiment to test the performance of 
proposed system. Linux command dd[14] was employed as test tool. Write and read 
block size was set to 4K for sequential access. The tested systems are Gluster, HDFS, 
and the personal cloud system (with pNFS). 

As shown in Table 1, Gluster (Distrib) write performance is about 21 to 25MB/s, 
Gluster (Replica) write performance is about 7 to 11MB / s, HDFS write performance 
is about 14 to 19MB/s, and write performance of proposed system is about 9 to 
11MB/s. 
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Table 1. Command Dd Write Performance (Block Size=4k) Unit:Mb/S 

File size 32 
MB 

64 
MB 

128 
MB 

256 
MB 

512 
MB 

Gluster 
(Distrib) 21.2 23.7 24.9 25.3 25.7 

Gluster 
(Replica) 7.4 10.2 11.3 10.6 10.8 

HDFS 14.4 17.7 16.8 19.3 17.5 
Personal 

Cloud 
storage 

9.4 9.6 10.3 9.2 10.1 

 
As shown in Table 2, Gluster (Distrib) read performance is about 44 to 49MB /s , 

Gluster (Replica) read performance is about 45 to 49MB / s, HDFS read performance 
is about 38 to 43MB / s , and read performance of our system is about 19 to 22MB / s. 

Table 2. Command Dd Read Performance (Block Size=4k) Unit:Mb/S 

File size 32 
MB 

64 
MB 

128 
MB 

256 
MB 

512 
MB 

Gluster 
(Distrib) 48.4 45.5 47.2 51.8 44.1 

Gluster 
(Replica) 46.7 45.6 46.5 48.3 46.3 

HDFS 41.2 39.7 42.7 38.3 41.8 
Personal 

Cloud 
storage 

20.2 21.5 19.7 19.9 21.6 

6 Conclusion 

Cloud storage convenience brought us a great advantage, so that we can get the 
desired files on different devices, but not limited to the size of the installed capacity. 
However, the services provided and the performance of different distributed file 
system is not necessarily the same. To provide more convenient services and better 
performance is an important goal of the development of cloud storage.  

In this paper, the proposed system focuses in Personalization. Provide personalized 
mechanism can provide higher for privacy and personalized service, for example, 
suppose a company uses a distributed storage system. But without personal user 
settings, it will lead to full disclosure of all data among various departments. One 
department can easily watch other department’s data, thus, department privacy was 
not preserved. 

On the other hand, departments or employees may have important files. They need 
better backup solution to ensure those files are safe. Personalized cloud storage can 
achieve needs of different users. The same situation can also be applied to the family, 
to provide personalized storage spaces, family members can easily save their file and 
privacies are preserved. 
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According to the above experimental data, although the deployment on VM impact 
the performance, which caused performance is not ideal. Parallelization leads to better 
performance in read performance significantly. In future, more experiments will be 
performed to find out the reasons for poor write performance. The system will be 
improved for better parallelization write performance. 
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