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Preface

This book is a collection of the papers accepted by CENet 2013—the third

International Conference on Computer Engineering and Network (CENet), which

was held from 20 to 21 July, 2013 in Shanghai, China. It has two volumes and three

parts in each. Part I focuses on Algorithm Design with 29 papers over 232 pages;

Part II emphasizes Data Processing containing 184 pages divided among 22 papers;

Part III Pattern Recognition includes 29 papers in 234 pages; Part IV has 22 papers

and 187 pages devoted to one of the most exciting technologies currently surging in

popularity—Cloud Computing; Part V covers recent advances in Embedded Sys-

tems with 28 papers in 228 pages; and finally Part VI has 28 papers spanning

234 pages dedicated to Network Optimization.

Each part can be used as an excellent reference by industry practitioners,

university faculty, and undergraduate as well as graduate students who need to

build a knowledge base of the most current advances and state of practice in the

topics covered by this book. This will enable them to produce, maintain, and

manage systems with high levels of trustworthiness and complexity that provide

critical services in a variety of applications.

Thanks go to the authors for their hard work and dedication as well as the

reviewers for ensuring the selection of only the highest quality papers; their efforts

made this book possible. Invaluable assistance with the publication was also

provided by the editorial staff at Springer, especially Mr. Brett Kurzman and

Miss Rebecca Hytowitz.

Richardson, Texas, USA W. Eric Wong

Beijing, China Tingshao Zhu
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Chapter 1

Simulation Algorithm of Adaptive

Scheduling in Missile-Borne Phased

Array Radar

Qizhong Li, Shanshan Sun, and Jianfei Zhao

Abstract In contrast to conventional radars, phased array radars have the capability

to switch the direction of the radar beam very quickly without inertia. The measure-

ments from phased array radar can contribute to many application fields such as data

and intelligence process and radar performance evaluation. However, it often costs

more than we can bear to obtain phased array radar measurements. It is necessary

to model and simulate the phased array radar, especially for missile-borne phased

array radar. This chapter lays a strong emphasis on the search and simulation

technology of missile-borne phased array radar. According to operational theory

of phased array radar, this chapter focuses on the functional modeling and simulation

techniques. It contains three parts: beam arrangement of phased array radar in sin

coordinate, parameter optimization of missile-borne phased array radar, and a

function simulation model of missile-borne phased array radar.

1.1 Introduction

In ballistic missile defense system, the beam width of tracking radar is usually very

narrow, and the dwell time is longer, so the implementation of routine large

airspace search is not realistic. Only under the guide information of early warning

system, the radar can intercept the target in small space [1]. The flight time of

ballistic missile is usually short, and the lethality is enormous, which requires that

the tracking radar can intercept the target as early as possible. Therefore, the

missile-borne radar search strategy, especially on the wave search order, is very

important.

Based on the previous research, considering the constraints of radar, we com-

plete the simulation of adaptive scheduling method and make the constraints
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modeling for recursive form, through adjusting the scheduling of periodic inspec-

tion the constraint conditions [2]. This chapter presents the realization method and

process of the algorithm in detail, through the scenario simulation, and verifies the

effectiveness and practicability of the method.

1.2 Scheduling Model

1.2.1 Single Beam Search Simulation

In the distance occlusion problem under a single frequency, pulse Doppler wave-

form exists, which is mainly due to pulse Doppler radar seeker using the same

antenna for transmitting and receiving. Transmitting and receiving is timeshare;

when the transmitter sends electromagnetic wave, the receiver is in a closed state,

which can avoid the leakage of the transmitter signal to the receiving system and

burn the frequency receiver [3]. The high-frequency receiver uses gating switch

to guarantee isolation in certain, if the target echo arrival seeker at the time of

the transmitter sends pulse. Because the receiving system is in the closed state, the

return signal cannot be received by target seeker in the “shelter area.” And while the

missile is close to the target, the delay time of the target echo pulse with respect to

the transmission pulse is fluxing. Thus, the blocking periodic phenomenon appears,

which has entered the “transparent area,” “translucent area,” “shelter area,” “trans-

lucent area,” and then the “transparent area.” In the “translucent area,” the return

signal is not affected; in the “shelter area,” it cannot receive the return signal

completely; and in the “translucent area,” the width of echo pulse which is received

by seeker gradually increases to the width of transmission pulse or from the width

of transmitted pulse which decreases to zero [4].

We assume that the occlusion period is Tzr, width of “shelter area” is τz, width of
“transparent area” is τm, and width of “translucent area” is τbm; they were calculated
by the following equation:

Tzr ¼ c

2vr
Tr ð1:1Þ

τz ¼ c

2vr
Tr � τr � τlð Þ ð1:2Þ

τm ¼ c

2vr
τr � τlð Þ ð1:3Þ

τbm ¼ c

2vr
τl ð1:4Þ

In formula (1.1) to (1.4), C is the speed of light, vr is the missile-target relative

velocity, Tr is pulse width, τr is received pulse width, and τl is transmitted pulse

width.

4 Q. Li et al.



1.2.2 Establish Mathematical Model

According to the basic principle of the radar “eclipse” phenomenon, we can start

from a simple mathematical model as shown in Fig. 1.1 and establish the idealized

mathematical model of “eclipse” phenomenon step by step.

Assume that the target can be detected by radar, and the distance to the target

is D, the radar frequency is f, the speed of light is C, pulse width of radar is Tr, the

return moments of the i beam radar is Ti, and V1,V2 . . .Vi is the speed of the target

in different intervals.

Ti ¼ i� 1ð Þ � Tr þ 2 D� V1 þ V2 . . .þ Vi�1ð Þð Þ � Tr

Cþ vi
ð1:5Þ

1.3 Multi-beam Search Simulation Modeling

and Algorithm

1.3.1 Beam Position Arrangement Method

The antenna of phased array radar is fixed while scanning. When the scanning angle

deviates from the normal direction, the beam will change. So the beam arrangement

was usually complete in the sinusoidal spherical coordinates.

First step: determine the scanning space which was required in the radar station

coordinates and change the space into the front spherical coordinates through

coordinate transformation.

Target

Zero
moment

Ti moment

Sending
area

First
cycle

The i’th cycle

Sending the i’th pulse

Receiving
area

The j’th cycle

Fig. 1.1 The radar “eclipse” phenomenon mathematical model diagram
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Second step: change the space of the front spherical coordinates into front sine

coordinate system and complete the beam arrangement in the sine coordinate

system.

Third step: after the completion of beam arrangement in sine coordinate system, we

can get the beam distribution in radar station coordinates by coordinate

transformation.

The optimal beam position arrangement aims at making full use of the prior

information and the phased array radar system resources and makes the average

time of finding target as short as possible. So we can think it is an optimization

problem under constraints [5], as shown in Fig. 1.2 (Table 1.1).

From the table above, we know that three kinds of beam position arrangement

each have advantages. The first arrangement needs the minimum number of wave,

but the coverage rate is only 86.4 %. When the resource is limited or in the small

target distribution density area, we can use it. Although the coverage rate of the

third arrangement can reach 100 %, it is easy to cause the redundancy detection,

which limits its application. In the second arrangement, the wave number and the

coverage rate achieve a better balance, so it is a common beam position arrange-

ment style. To make a long story short, the specific choice of what kind of

arrangement style cannot lump together; we should think about the actual back-

ground and phased array radar system resources to make a reasonable choice.

1.3.2 Mathematical Model

According to the phased array radar beam position arrangement theory and calcu-

lation, we use the above three kinds of beam position arrangement. If the number of

beam is N in the first forms, according to the theory, we need 1.15N beam in the

second forms and 1.54N beam for the third forms.

0.75BW0.866BWBW

(1) (2) (3)

Fig. 1.2 Beam accumulation method

Table 1.1 Three waves of a style of the coverage and overlap rate

Arrangement The wave number Fraction of coverage (%) Coincidence rate (%)

Vertical and horizontal

arrangement wave

645 86.4 0

Staggered wave 783 98.7 0

Crisscross wave 920 100 3.56

6 Q. Li et al.



Assuming a certain air-to-air missile radar scan area for [100,100], [100,100],

radar beam width is 20, then the first form needs 50 beams in the area, the second

form needs 58 beams, and the third form needs 77 beams.

So we can design a mode which has three different scanning forms. Assume that

the target must be in the airspace that the radar will scan; to find the target or not, we

will use the basic model of radar scanning to determine by target’s frequency,

radar’s duty ratio, radar return wave threshold, and other factors. At the same time,

we assume that the probability of the target appears in a wave of the space is

different.

To take the first mode, for example, in the 50 wave, we will begin numbering

from the largest probability of targets appearing as no. 1, 2 . . .N and the probability

as P1, P2 . . . Pn (n is the wave number). We design an algorithm of target emerging

randomly by the probability and make probability of the target emerging in the

wave I as Pi. We set radar to start scanning from the maximum probability of waves

until it finds the target. If it has scanned j wave from the start of radar scanning, the

time the target is found is Tf ¼ (J�1) � Tb + Tn, where Tb is the time of scanning

a wave and Tn is the time of finding the target in the jth wave, as shown in Fig. 1.3.

The simulation program uses C/C++ language to compile the simulation model

of the function such as source code, establishes user interface in the VC++6.0

environment, tests results under various conditions through the simulation calcula-

tion, and uses the program for calibration and correction of simulation model

[6]. We select Access as the background data management and ODBC for accessing

dynamic target echo simulation database.

Radar scan space

The I spatial scan, 
probability and the target in 

the I domain of Pi

The target 
exits in the j’th

airspace?

Radar start scanning 
process

That finding the target, 
and calculate the total target 

time Tf= ( J-1 )× Tb+Tn

The object is not found, calculate ra-
dar target detection time for scanning 

the entire space time

N

The return wave 
energy is greater than 

the threshold?

Y

i=1

Y

N

Fig. 1.3 Radar scanning

airspace flow chart
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1.4 Conclusion

Using the above method, we can do the simulation for each beam position arrange-

ment. For each method, we tested the time of radar target detection as Tf for three

groups of 100 times, and then we calculated the average time as Ta. We can analyze

the data to find the shortest average time which we take as the optimal model. Of

course it should consider radar’s frequency, target distance, duty ratio, and other

factors. We need to complete simulation and calculation under the conditions of

different target distance, frequency, and duty ratio and analyze large amounts of

data to derive the optimal searching adaptive algorithm that can automatically

adjust the radar’s frequency and duty ratio in order to find the target at the shortest

time under the changing target distance.

Acknowledgments A lot of thanks to the fundamental research funds for the Central Universities

Fund (DX2013B01).
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Chapter 2

A Second-Order Algorithm for Curve

Parallel Projection on Parametric Surfaces

Xiongbing Fang and Hai-Yin Xu

Abstract A second-order algorithm is presented to calculate the parallel projection

of a parametric curve onto a parametric surface in this chapter. The essence of our

approach is to transform the problem of computing parallel projection curve on the

parametric surface into that of computing parametric projection curve in the

two-dimensional parametric domain of the surface. First- and second-order differ-

ential geometric characteristics of the parametric projection curve in the parametric

domain of the surface are firstly analyzed. A marching method based on second-

order Taylor Approximation is formulated to calculate the parametric projection

curve. A first-order correction technique is developed to depress the error caused by

the truncated higher order terms in the marching method. Several examples are

finally implemented to demonstrate the effectiveness of the proposed scheme.

Experimental results indicate that both the computational efficiency and accuracy

of the presented method have dominant performance as compared with the first-

order differential equation method.

2.1 Introduction

Curves on a surface have a wide range of applications in the fields of Computer

Graphics, Computer-Aided Geometric Design, Computer Animation, CNC, etc.

For instance, curves on a surface can be used for surface trimming [1], surface

blending [2], NC tool path generation [3, 4], and so on. According to the designing

manner, curves on a surface can be the intersection curve of two surfaces [4],
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the offset of a given curve on a surface [3], the projection curve of a spatial curve

onto a surface [5–9], the image of a curve in the parametric domain of a parametric

surface [1, 2], or the fitting curve of a sequence of points lying on a surface [10].

In this chapter, we focus on computation of parallel projection of a parametric

curve onto a parametric surface. Presently, there are twoways to do this problem.One

is the first-order differential equation method [6] and the other is discrete method.

For the problem of calculating the parallel projection of parametric curves onto

parametric surfaces, Wang, et al. transformed the condition of parallel projection

into a system of differential equations and then formulated the problem as a first-

order initial value problem. Numerical methods such as Runge–Kutta and Adams-

Bashforth can be utilized to solve the initial value problem to generate a sequence of

points. Under this transformation, difficulties lie in the choice of an accurate initial

value and the stability of the adopted numerical method. For the discrete method,

the parametric curve should first be discretized into a series of points. Parallel

projections of these separated points can be calculated through the technique of

intersection of a line with a surface. Usually, the computational efficiency of the

discrete method depends on that of the intersection algorithm. Though the current

projected point can be taken as the initial value of the next iteration, efficiency of the

discrete method is generally slow as it does not fully utilize the differential geomet-

ric properties of both the parametric curve and the projection curve. The projection

curve can be constructed by fitting the projected points generated by the two

aforementioned types of approaches.

A second-order algorithm is put forward for tracing the parallel projection of a

parametric curve onto a parametric surface. Experimental results show that the

proposed scheme has dominant performance in both efficiency and computational

accuracy as compared with Wang’s approach [6]. The rest of the chapter is

organized as follows. An overview for our approach is presented in the next section.

A second-order technique with error adjustment for tracing the projection curve is

given in Sect. 2.3. Implementation and experimental results of our approach are

carried out in Sect. 2.4 and we conclude the chapter in Sect. 2.5.

2.2 Overview

A 3D parametric curve p(t) and a parametric surface S(u,w) given in Fig. 2.1a are

represented as

p tð Þ ¼ x tð Þ y tð Þ z tð Þ½ � ð2:1Þ

and

S u;wð Þ ¼ x u;wð Þ y u;wð Þ z u;wð Þ½ � ð2:2Þ

10 X. Fang and H.-Y. Xu



respectively. Suppose p is a point on the curve p(t) and the q is the corresponding

point generated by projecting the point p along with the direction V onto the

surface S. While the point p moving along the curve p(t), its parallel projection

point q also moves along a curve on the surface, which is termed as the parallel

projection curve of p(t) along with the direction V onto the surface S. According to

the definition of parallel projection, one has

q tð Þ � p tð Þð Þ � V ¼ 0 ð2:3Þ

where “�” denotes the cross product of two vectors. As the point lies on the

parametric surface S(u,w), the curve q(t) can be represented as q(t) ¼ [x(u(t),
w(t)) y(u(t), w(t)) z(u(t), w(t))].

From the above analysis, there is a curve g(t) ¼ [u(t), w(t)] in the parametric

domain of the surface (please see Fig. 2.1b), which has a one-to-one corresponding

relationship with the parallel projection curve on the surface. Thus a one-to-one

corresponding relationship exists between the 3D curve p(t) and the 2D curve g(t).
For the convenience of description, we call g(t) as parametric projection curve in

the remainder.

In this chapter, we transform the problem of computing parallel projection curve

on parametric surface into the one of tracing parametric projection curve in 2D u–w

parametric domain. In Sect. 2.3.1, the first- and second-order differential quantities

of the parametric projection curve are analyzed. A second-order iteration method

for marching a series of points on the parametric projection curve based on Taylor

Approximation is established and two methods for choosing the iterative step size

are developed in Sect. 2.3.2. Considering the error caused by truncated higher order

terms, a simple and efficient way to decrease the error is put forward in Sect. 2.3.3.

2.3 Parallel Projection Marching

2.3.1 The First- and Second-Order Differential Quantities
of the Parametric Projection Curve

In order to calculate the first-order differential quantities, i.e., ut and wt, of the

parameters u and w with respect to the parameter t of the 3D curve, differentiating

Eq. (2.3) with respect to t produces

( )t

( )t
( )t

p

q

S

V

u

w

g

a bFig. 2.1 Parallel projection

of 3D curve onto surface
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Su � Vð Þuu þ Sw � Vð Þwt ¼ pt � V ð2:4Þ

Taking the cross product of the Sw and both sides of the Eq. (2.4), one has

Su � V½ � � Swð Þut ¼ pt � V½ � � Sw ð2:5Þ

Substituting [Su � V] � Sw ¼ � (Su � Sw) � V into Eq. (2.5), we have

ut ¼ �L � Sw

Su � Sw½ � � V ð2:6Þ

where L ¼ pt � V. Similarly, dot-multiplying Eq. (2.4) by Su gives

wt ¼ L � Su

Su � Sw½ � � V ð2:7Þ

One can continue to differentiate Eq. (2.3) with respect to the parameter t

dSu

dt
� V

� �
ut þ Su � Vð Þutt þ dSw

dt
� V

� �
wt þ Sw � Vð Þwtt ¼ ptt � V ð2:8Þ

Since dSu

dt ¼ Suuut þ Suwwt and
dSw

dt ¼ Suwut þ Swwwt, Eq. (2.8) can be rewritten as

Suu utð Þ2 þ 2Suwutwt þ Sww wtð Þ2
h i

� Vþ Su � Vð Þutt þ Sw � Vð Þwtt

¼ ptt � V ð2:9Þ

Dot-multiplying Eq. (2.9) by Sw and Su, respectively, gives

utt ¼ �J � Sw

Su � Swð Þ � V

wtt ¼ J � Su

Su � Swð Þ � V

8>>><
>>>:

ð2:10Þ

where J ¼ [ptt � Suu(ut)
2 � 2Suwutwt � Sww(wt)

2] � V, and ut, wt are computed

by Eqs. (2.6) and (2.7), respectively.

2.3.2 Parametric Projection Curve Marching

In this section, we will use a second-order Taylor Approximation method to trace

the parametric projection curve g(t) to generate a series of points.

12 X. Fang and H.-Y. Xu



Let gi ¼ (ui,wi) and gi+1 ¼ (ui+1, wi+1) be the current and the next parametric

projected point in the u–w domain respectively. Then the position of point gi+1 can
be iteratively calculated through the current projected point and the first- and

second-order differential quantities ut, wt, utt, wtt at the point as follows

½uiþ1,wiþ1� ¼ ui,wi½ � þ ut,wt½ �½k þ 1=2�utt,wttk
2 ð2:11Þ

where k is a constant iteration step size.

If k ¼ Δt is constant, one can utilize the Eq. (2.11) to get a sequence of points

(ui, wi) on the parametric projection curve g(t), where i ¼ 1, 2, . . .. However, the
distribution of the projected points may not be well-proportioned. In order to fully

use the differential geometric characteristics of g(t) and p(t), we will give two ways
to choose the iteration step size.

One can consider marching along the parametric projection curve based on a

constant step size vp along the 3D parametric curve. Suppose r is the arc-length

parameter of the 3D parametric curve, one has

dr ¼ xt yt ztk kdt ¼ ptk kdt ð2:12Þ

Marching along the 3D parametric curve uses

tiþ1 ¼ ti þ k with k ¼ 1

ptk k vp ð2:13Þ

in addition to using Eqs. (2.6), (2.7), (2.10) and (2.11).

For marching along the parametric projection curve based on constant step size

vq along the projection curve, one can write

ds ¼ qtk kdt ð2:14Þ

where s is the arc-length parameter of the parallel projection curve and qt ¼ Suut +
Swwt. Marching along the parallel projection curve uses

tiþ1 ¼ ti þ k with k ¼ 1

Suut þ Swwtk k vq ð2:15Þ

in addition to using Eqs. (2.6), (2.7), (2.10) and (2.11).

2.3.3 Error Adjustment

Considering the truncated higher order terms, the position of point computed

through Eq. (2.11) may depart from the parametric projection curve g(t) in u–w

domain. Hence, a first-order adjustment technique is presented to reduce the error.

2 A Second-Order Algorithm for Curve Parallel Projection on Parametric Surfaces 13



Suppose ĝ iþ1 ¼ ûiþ1; ŵiþ1ð Þ be the parametric projection point computed by

Eq. (2.11)

ûiþ1; ŵiþ1½ � ¼ ui;wi½ � þ ut;wt½ �k þ 1=2 utt;wtt½ �k2

As the above iteration formula omits higher order terms, the image point of ĝ iþ1

may deviate from the parallel projection curve on the parametric surface S, i.e.,

q̂ iþ1 � piþ1

� �� V ¼ ε 6¼ 0 ð2:16Þ

where q̂ iþ1 ¼ S ûiþ1; ŵiþ1ð Þ, pi+1 ¼ p(ti + 1).

Let [Δu, Δw] be the correction vector, the corrected parametric projection point

and parallel projection point be giþ1 ¼ uiþ1;wiþ1ð Þ ¼ û iþ1 þ Δu, ŵ iþ1 þ Δwð Þ and
qi + 1 ¼ S(ui + 1,wi+1), respectively. According to the definition of parallel projec-

tion, one has

qiþ1 � piþ1

� �� V ¼ 0 ð2:17Þ

In order to calculate the error adjustment vector [Δu, Δw], we use a first-order

Taylor formula to expand the point qi+1 at ĝ iþ1, i.e., qiþ1 ¼ S ûiþ1; ŵiþ1ð Þ
þSuΔuþ SwΔw. Substituting qi+1 into Eq. (2.17) produces

SuΔuþ SwΔwð Þ � V ¼ �ε ð2:18Þ

Dot-multiplying Eq. (2.18) by Sw and Su respectively, gives

Δu ¼ ε � Sw

Su � Swð Þ � V

Δw ¼ �ε � Su

Su � Swð Þ � V

8>>><
>>>:

ð2:19Þ

Note that all variables in Eq. (2.19) are evaluated at point ĝ iþ1 and ti+1. When the

deviation kεk calculated by Eq. (2.16) is greater than a given threshold α, i.e.,
kεk > α, one can adopt the error adjustment vector calculated by Eq. (2.19) to

adjust the parametric projection point ĝ iþ1. In the following, the quantities kεk and
α are called as projection error and projection error threshold, respectively.

Suppose gi and gi+1 are two adjacent points after error correction lying on the

parametric projection curve g(t) ¼ [u(t) w(t)]. One can use a line segment to

connect the two points gi and gi+1 as follows:

u ¼ t ui � t � uiþ1ð Þ
w ¼ wi þ l t� uið Þ

�
ð2:20Þ
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where l ¼ (wi+ 1 � wi)/(ui+ 1 � ui). A G0 continuous parallel projection curve is

acquired by substituting Eq. (2.20) into Eq. (2.2). One can also use the G1 approx-

imation method [10] to fit the sequence of points S(ui,wi), i ¼ 1, 2, . . ., to get a

parallel projection curve with G1 or higher continuity.

2.4 Demonstrations

Our parallel projection algorithm framework is outlined in Sect. 2.4.1 and a number

of examples are given to demonstrate the validity of our proposed method in

Sect. 2.4.2. The examples make use of cubic NURBS curves and bicubic NURBS

surfaces. In this context, these are viewed as parametric curves and surfaces,

respectively.

2.4.1 Outline of Our Parallel Projection Algorithm

Given the control points and knot vectors for a NURBS curve and a NURBS

surface, we need to compute a series of parallel projection points on the surface.

2 A Second-Order Algorithm for Curve Parallel Projection on Parametric Surfaces 15



2.4.2 Examples

In this section we firstly give four examples (please see Figs. 2.2, 2.3, 2.4, and 2.5)

obtained by the Algorithm 1. Further detailed comparisons of our scheme with

Wang’s first-order differential equation method [6] are carried out to testify the

computational efficiency and accuracy of our methods (please see Tables 2.1, 2.2,

2.3, and 2.4). All the examples are implemented with Matlab, and run on a PC with

2.80 GHz CPU and 1 GB memory.

Figure 2.2a shows an example of projecting a closed butterfly curve onto an

undee surface. The corresponding parametric projection curve in the u–w parame-

tric domain is shown in Fig. 2.2b. The second example shows the projection of a

small hand-form curve onto a mouse surface. The hand-form curve and its parallel

Fig. 2.2 Parallel projection example 1. (a) A butterfly curve onto an undee surface, and

(b) parametric projection curve in u–w domain

Fig. 2.3 Parallel projection example 2. (a) A hand-form curve onto a mouse surface, and

(b) parametric projection curve in u–w domain
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projection curve on the NURBS surface is show in Fig. 2.3a. Figure 2.3b denotes

the parametric projection curve in the u–w parametric domain.

Figures 2.3a and 2.4a are examples of projecting a same closed NURBS curve

onto a same complex ridge NURBS surface along two different directions. The

corresponding parametric projection curves in the u–w parametric domain are

shown in Figs. 2.3b and 2.4b.

For the parallel projection examples 1 and 2, we compared our method with

Wang’s first-order differential equation method [6] focusing on computational

accuracy and efficiency (please see Tables 2.1, 2.2, 2.3, and 2.4). For the sake of

fairness, the step size is specified by constant parametric increment Δt and the

tolerance α of the parallel projection error ε is set as constant (α is set as 1.0e-009

for all the comparisons). Moreover, the initial values for the two methods are the

same. As the parallel projection error of Wang’s method may overrun the error

threshold α, it is solved with the classical fourth-order Runge–Kutta method and our

error adjustment technique deduced in Sect. 2.3.3.

Fig. 2.4 Parallel projection example 3. (a) A closed NURBS curve onto a ridge surface, and

(b) parametric projection curve in u–w domain

Fig. 2.5 Parallel projection example 4. (a) A closed NURBS curve onto a ridge surface, and

(b) parametric projection curve in u–w domain
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For comparison of accuracy of the two methods, the first-order method is

realized just by using the classical four-order Runge–Kutta method, while our

method is implemented in two ways that one is carried out with error adjustment

and the other is without correction. From the results in Tables 2.1 and 2.2 (Note that

the symbol “APE” in Tables 2.1, 2.2, 2.3, and 2.4 denotes average projection error),

we can see that our method is much lower than Wang’s in precision when

implemented without error correction. After the error adjustment, the accuracy of

our method is much finer than Wang’s. From the results of large numbers of

experiments, we found that the CPU time of our method with error adjustment is

less than that of Wang’s as projecting the same number of points onto a surface,

while the precision of ours still has predominant performance.

Tables 2.3 and 2.4 are the comparison results of accuracy of our method with

Wang’s, which are gained under the conditions of same initial values, iteration step

size, and error threshold. Both of the two methods adopted the error correction

technique given in Sect. 2.3.3. From the column of CPU time in Tables 2.3 and 2.4,

we can see that the efficiency of our method is about 1.1 times of Wang’s. On the

Table 2.1 Comparison of accuracy: projection of a butterfly curve onto an undee surface

Step size, Δt
APE of Wang’s method

(no error adjustment)

APE of our method

(no error adjustment) (error adjustment)

0.05 2.2598e-009 1.3133e-004 1.8662e-012

0.04 4.7598e-010 8.3957e-005 4.8905e-013

0.03 2.0282e-007 4.9389e-005 8.6769e-014

0.02 6.7689e-011 2.0942e-005 7.6519e-015

Table 2.2 Comparison of accuracy: projection of a hand-form curve onto a mouse surface

Step size, Δt
APE of Wang’s method

(no error adjustment)

APE of our method

(no error adjustment) (error adjustment)

0.05 2.8146e-004 4.1585e-002 7.7697e-011

0.04 1.2407e-004 2.4439e-002 2.6262e-011

0.03 4.1559e-005 1.2371e-002 5.4997e-012

0.02 8.4125e-006 4.8313e-003 1.4454e-012

0.01 5.0854e-007 1.0423e-003 4.5111e-013

Table 2.3 Comparison of efficiency: projection of a butterfly curve onto an undee surface

Step size, Δt
Wang’s method (error adjustment) Our method (error adjustment)

APE CPU time (s) APE CPU time (s)

0.05 3.0445e-010 30.1094 1.8662e-012 27.2031

0.04 2.1330e-010 37.2500 4.8905e-013 33.0781

0.02 6.7689e-011 73.0781 7.6519e-015 66.1406
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other hand, from the comparisons of Tables 2.1, 2.2 and Tables 2.3, 2.4, one can

also find that our first-order error adjustment approach could efficiently improve the

computational precision of the Wang’s method.

2.5 Conclusion

A second-order algorithm based on Taylor Approximation is proposed to compute

the parallel projection of a parametric curve onto a parametric surface. Several

examples are presented to demonstrate the effectiveness of the presented approach.

Experimental results and comparisons indicate that the computational efficiency of

our method is about 1.1 times of that of the first-order differential equation method

and our method has superior performance in the computational accuracy.
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Chapter 3

Computation Method of Processing Time

Based on BP Neural Network and Genetic

Algorithm

Danchen Zhou and Chao Guo

Abstract Looking-up standard processing time table is a commonly used and

important determination method of processing time. However, the large error in

nonstandard nodes brings adverse effect on its accuracy. In view of the problem, a

computation method of processing time based on back propagation neural network

(BPNN) and genetic algorithm (GA) is proposed. Several key technologies of

BPNN based on Matlab, including computation of the number of neurons in hidden

layer, determination of training algorithm, and affecting factors of generalization

ability, are researched in depth. In order to improve the training efficiency of

BPNN, GA is used to optimize its connection weights and thresholds. The encoding

method, selection operation, crossover, and mutation operation of GA are discussed

in detail. The higher computation precision and faster operation speed of the

proposed method is demonstrated through application cases.

3.1 Introduction

Processing time is the time consumption of per unit product or per unit work under

the condition of certain production technology and organization manner. The main

methods for determining processing time include experience estimation, probabil-

ity estimation, statistic analysis, analogism comparison, and standard looking-up.

On the basis of systematical and whole-set processing time standards, the method of

standard looking-up obtains processing time of job, operation, or step in terms of

decomposition of work elements and confirmation of one-to-one corresponding

factor. As the criterion for determining processing time, processing time standards
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generally are established based on multiple measurements by taking processing

factors (surface roughness, cutting tool, length, width, depth, height, diameter,

radius, volume, area, modulus, etc.) into full consideration under the premise of

the same process conditions, such as machine, working environment, and personnel

skill. Processing time standard is usually represented into the tabular form, which is

called standard processing time table (SPTT). An example of SPTT with three

factors (length, width, and depth) is shown in Table 3.1.

As for factors in standard nodes, processing time value can be obtained directly

from SPTT. However, as for factors in nonstandard nodes, processing time value

can only be obtained according to the principle of taking value of the closest to a

standard node. Obviously, it is difficult to satisfy customers’ requirements due to a

large error. Aiming at the problem, for SPTT with only one factor, data fitting

method can be used to transform SPTT into mathematical model. Unfortunately,

the great majority of SPTT have more than one factor, each of whose influencing

regularity on processing time is very difficult to be mastered at present. As a result,

it is almost impossible to implement data fitting under the condition of indefinite

curve equation.

Nowadays, artificial neural network (ANN) has been widely applied in function

approach, data fitting, and structural optimization. Compared with general data

fitting method, it has greater advantage and higher precision in training and

computing data with no distinct regularity and multiple parameters. As a kind of

multilayer feed-forward neural network based on error back propagation algorithm,

back propagation neural network (BPNN) is the most popular neural network

learning algorithm [1–3]. However, BPNN has some disadvantages such as over

long training time and convergence difficulties, thanks to easily getting stuck in

local minimum caused by randomicity of connection weights and thresholds [4, 5].

Thus, this paper attempts to find an accurate and fast computation method of

processing time based on the combination of BPNN and genetic algorithm

(GA) according to the characteristics of SPTT.

Table 3.1 An example of standard processing time table (min)

Width (B/mm) Depth (t/mm)

Length (L/mm)

20 30 43 64 94 138 204 300 426

14 3 2.0 2.1 2.3 2.5 2.9 3.4 4.2 5.3 6.8

22 5 2.1 2.2 2.4 2.7 3.2 3.8 4.8 6.2 8.1

30 7 2.2 2.4 2.7 3.1 3.7 4.5 5.8 7.6 10.0

38 9 2.4 2.7 3.0 3.5 4.3 4.4 7.1 9.5 12.7

50 11 2.8 3.2 3.7 4.5 5.6 7.3 9.8 13.4 18.2

Working condition Cutting tool: high-speed steel end mill
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3.2 GA–BPNN Algorithm

GA–BPNN algorithm is the combination of BPNN and GA. Based on the evolu-

tionary ideas of natural selection and genetics, GA is a stochastic parallel search

algorithm with high robust performance and strong global search ability [6–8]. In

order to improve training efficiency and convergence rate of BPNN by overcoming

the randomicity of its initialization, GA is used to optimize the connection weights

and thresholds of BPNN.

The main ideas of GA–BPNN algorithm are as follows. Firstly, population size

and chromosome length of GA are determined in accordance with the structure of

BPNN. Secondly, chromosome with the maximal fitness value is decoded as initial

connection weights and thresholds of BPNN by means of the selection, crossover,

and mutation operation of GA. Eventually, the satisfactory model of BPNN is

determined through repeated training, by which the processing time can be accu-

rately computed.

According to Kolmogorov theorem, a three-layer feed-forward neural network

can exactly approach sample sets with regularity [5]. Accordingly, BPNN involved

in this paper belongs to three-layer neural network, including input layer, hidden

layer, and output layer, and research works are based on neural network toolbox and

genetic algorithm toolbox in Matlab. In addition, all sample sets (SPTT) used in this

paper are from processing time of petroleum machinery (SY/T 5179–93) in Chinese

oil and natural gas industry standards.

3.3 BPNN-Based Computation Method of Processing Time

3.3.1 Computation of the Number of Neurons
in Hidden Layer

For three-layer neural network, the number of neurons in input layer and output

layer neurons is determined by sample sets. As for SPTT, the former is the number

of factors in a table, and the latter is always one (processing time value). Hence, as

long as the number of neurons in hidden layer has been decided, the structure of

BPNN will be fixed. However, there is no theoretical guideline for its determination

at present [8]. Consequently, some empirical formulas are used to determine its

approximate range at first, and then, the model of BPNN meeting the error require-

ment is found out by gradual adjustment of the number of neurons in hidden layer

and repeated training. Five tested empirical formulas for the number of neurons in

hidden layer are listed as below.
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h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:43mnþ 2:54mþ 0:77nþ 0:35þ 0:12n2

p
þ 0:51 (3.1)

h ¼ 2mþ 1 (3.2)

h ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
mþ n

p þ a (3.3)

h ¼ mþ nþ 0:5n m2 þ mð Þ
2

þ ffiffiffi
p

p þ b (3.4)

h ¼ round
n p� 1ð Þ
mþ nþ 1

� �
(3.5)

where h is the number of neurons in hidden layer, m is the number of neurons in

input layer , n is the number of neurons in output layer (here, n ¼ 1), a is the integer
between 0 and 10, p is the quantity of samples, b is 1 or �1, and round( ) is integral
function.

The experimental results show that, for five empirical formulas, Eq. (3.3) has the

highest predicting accuracy for SPTT. However, because value obtained by

Eq. (3.3) is only an estimation range, it will spend more training times to determine

the most appropriate structure of BPNN. Therefore, Eq. (3.2) is selected as pre-

ferred formula because its accuracy is secondary to Eq. (3.3) and the value is

definite. At the same time, if the structure of BPNN determined by Eq. (3.2) does

not converge, or has poor generalization ability in the process of training, Eq. (3.3)

will be selected.

3.3.2 Determination of Training Algorithm

Multiple training algorithms are provided by neural network toolbox in Matlab [9].

For selecting the appropriate training algorithms, an experiment scheme for eval-

uating training performance of every algorithm oriented to SPTT is designed. It is

divided into two parts. The first part is to examine the training epochs (maximum is

5,000) and time of every algorithm under the condition of reaching specified

convergence error (0.00001). The second part is to examine minimal convergence

error and time of every algorithm under the condition of setting fixed training

epochs (10,000). The comparisons of two parts are shown in Tables 3.2 and 3.3,

respectively.

It can be seen that trainlm algorithm is the most excellent in training speed and

convergence error among these algorithms. However, it is also discovered during

the experiment that, when there are a large number of training samples, trainlm

algorithm will take a large amount of resources of computer. By comprehensive

consideration, trainlm, traingdx, and trainrp algorithms are selected as training

algorithm of BPNN.
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3.3.3 Affecting Factors of Generalization Ability

3.3.3.1 Quality of Samples

Quality of samples denotes whether data in sample sets are accurate and their

distributions are uniform. In other words, bad quality of samples will directly

lead to poor generalization ability. Because all sample sets used in this paper are

from SPTT, in which data have been verified by practice and have better regularity,

it can be believed that quality of samples has less effect on generalization ability.

3.3.3.2 Structure of BPNN

The structure of BPNN has greater impact on generalization ability, which is

mainly reflected in the number of neurons in hidden layer. Namely, the appropriate

number of neurons in hidden layer will make BPNN reach the specified conver-

gence error with the least training epochs and meanwhile easily meet generalization

error requirement. Through extensive experiments for SPTT, relations of the

number of neurons in hidden layer, convergence error and generalization error

are studied. An experimental result is shown in Fig. 3.1.

Table 3.2 Comparison of training performance for different algorithms through first part of

experiment

Algorithm name Training epochs

Whether reaching specified

convergence error Time (s)

Traingd 5,000 No 29

Traingdm 5,000 No 31

Traingda 5,000 No 31.2

Traingdx 3,776 Yes 23.6

Trainrp 549 Yes 3.9

Trainlm 8 Yes 0.9

Trainbr 64 Yes 1.6

Table 3.3 Comparison of training performance for different algorithms through the second part

of experiment

Algorithm name Training epochs Minimal convergence error Time (s)

Traingd 10,000 3.5E-3 56.5

Traingdm 10,000 4.6E-3 59.1

Traingda 10,000 2.7E-4 65.4

Traingdx 10,000 9.1E-5 59.6

Trainrp 10,000 1.6E-5 60.4

Trainlm 1,019 3.2E-28 10.9

Trainbr 6,965 5.6E-20 96
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It can be seen from Fig. 3.1 that with the increase of number of neurons in hidden

layer, the tendency is gradual reduction of convergence error and gradual increase

of generalization error, but in the beginning, both of them reduce simultaneously.

3.3.3.3 Convergence Error

Experimental result of relation between generalization error and convergence error

for two different structures of BPNN is shown in Fig. 3.2.

It can be seen from Fig. 3.2 that for a fixed structure of BPNN, generalization

error also reduces correspondingly with the reduction of convergence error, which

is maybe because the hidden regularity in training samples is learned in depth step-

by-step. Due to higher correctness of the regularity guaranteed by higher reliability

of data in SPTT, predicting results are more and more accurate.

Fig. 3.1 Experimental result for structure of BPNN

Fig. 3.2 Relation between

generalization error and

convergence error
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3.4 GA-Based Optimization for BPNN

3.4.1 Chromosome Encoding Method

For GA-based optimization for BPNN, binary encoding, real encoding, and Gray

code encoding are dominant chromosome encoding methods. To test the perfor-

mance of three encoding methods, a comparative experiment is conducted. There-

fore, three SPTTs with 216, 60, and 72 data are selected as sample sets. The

structures of BPNN are 4-9-1, 3-7-1, and 2-5-1, respectively. In the experiment,

their fitness function is defined as reciprocal of the mean squared error (MSE),

which is expressed in Eq. (3.6).

fitness ¼ 1

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

PN
i¼1

�
yi � di

�2s , (3.6)

where N represents the number of training samples and yi and di represent the
computing and expected processing time value, respectively. The time consump-

tion and maximum of fitness values of three encoding methods are listed in

Table 3.4.

It can be found from experimental result that three encoding methods have the

approximate maximum of fitness value, but real encoding method consumes the

least running time of program. Therefore, the real encoding is chosen as encoding

method.

3.4.2 Selection Operation

An improved ranking selection method is adopted in this paper. The steps are as

below.

Step 1: Rank all chromosomes of initial parent population in descending order

according to their own fitness values.

Table 3.4 Performance comparison among three encoding methods

Comparison item Sample set Binary encoding Real encoding Gray code encoding

Time consumption (s) SPTT1 809.940 718.000 3,562.4

SPTT2 359.391 318.015 1,725.6

SPTT3 329.830 299.580 1,124.7

Maximum of fitness values SPTT1 0.998 65 0.998 75 0.994 92

SPTT2 0.998 54 0.999 66 0.866 17

SPTT3 0.999 74 0.999 50 0.942 84
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Step 2: Choose the top N chromosomes as initial child population for crossover

and mutation operation.

Step 3: Generate new child population through carrying out crossover and muta-

tion operation for initial child population.

Step 4: Generate new parent population through mixing new child population into

initial parent population.

Step 5: Rank all chromosomes of new parent population in descending order

according to their own fitness values.

Step 6: Choose the top N chromosomes as next-generation population.

3.4.3 Crossover and Mutation Operation

In this paper, single-point crossover method is adopted due to its low possibility of

destroying structure of chromosome in population. At the same time, uniform

mutation method is adopted because, on the one hand, it is suitable for real

encoding, and on the other hand, it accords with the actual states of nature for the

reason that the number in mutation range is randomly generated with the same

possibility.

3.5 Application Cases

To verify the validity of the proposed method, two standard processing time tables

with three factors, which have 65 and 60 data, respectively, are selected as sample

sets. The structure of BPNN is 3-10-1 and 3-7-1, respectively. Parameters setting of

BPNN and GA are shown in Table 3.5. Comparison between computing values and

actual values of testing samples is shown in Table 3.6. The convergence curves of

training error for two SPTTs are shown in Fig. 3.3.

It can be calculated from Table 3.6 that average relative errors are 0.376 % and

0.620 % and the MSE are 0.016 and 0.048, respectively. The result proves the

Table 3.5 Parameters setting of BPNN and GA

BPNN GA

Parameter Value Parameter Value

Required generalization error 0.05 Population size 50

Training epochs 2,000 Maximum of generation 500

Specified convergence error 0.0001 Generation gap 0.7

Learning rate 0.7 Crossover probability 0.75

Momentum 0.5 Mutation probability 0.1

Training algorithm Traingdx Maximum and minimum of encoding (2, �2)
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models of GA–BPNN have better generalization ability. Meanwhile, Fig. 3.3 shows

that the GA–BPNNmodels can converge to the specified accuracy with much fewer

training epochs. Therefore, application cases demonstrate that the computation

method proposed in this paper has higher computation precision and faster opera-

tion speed and is capable of accurately determining processing time.

Table 3.6 Comparison between computing values and actual values of testing samples

Sample

SPTT1 SPTT2

Actual value

Computing

value

Relative

error Actual value

Computing

value

Relative

error

1 3.34 3.3313 0.26 3.5 3.4945 0.16

2 3.39 3.3758 0.42 3.7 3.6882 0.32

3 3.43 3.4229 0.21 3.8 3.8675 1.78

4 3.44 3.4500 0.29 3.9 3.8520 1.23

5 3.45 3.4358 0.41 4.0 3.9800 0.50

6 3.48 3.4690 0.32 4.1 4.1051 0.12

7 3.52 3.5154 0.13 4.2 4.1863 0.33

8 3.54 3.5570 0.48 4.4 4.3905 0.22

9 3.63 3.6439 0.38 4.5 4.4620 0.84

10 3.64 3.6552 0.42 4.7 4.7640 0.98

11 3.67 3.6943 0.66 4.8 4.8068 0.14

12 3.74 3.7472 0.19 5.2 5.2194 0.37

13 3.83 3.8357 0.15 5.3 5.2637 0.68

14 3.93 3.9230 0.18 5.8 5.7651 0.6

15 4.03 4.0112 0.47 6.5 6.5149 0.23

16 4.13 4.1023 0.67 6.8 6.6884 1.64

17 4.28 4.2483 0.74 7.4 7.3693 0.42

18 4.38 4.3542 0.59 7.5 7.5163 0.22

Fig. 3.3 Convergence curves of training error for SPTT1 and SPTT2
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3.6 Conclusion

In view of the characteristics of SPTT, a computation method of processing time

based on BPNN and GA is proposed, and depending on the optimization of GA for

connection weights and thresholds of BPNN, training efficiency and convergence

rate are obviously improved because the probability of getting stuck in local

minimum is greatly decreased. Application cases have proved its higher computa-

tion precision and faster operation speed by means of in-depth studies on some key

technologies.

References

1. Ding, S., Su, C., Yu, J. (2011). An optimizing BP neural network algorithm based on genetic

algorithm. Artificial Intelligence Review, 36(2), 153–162.
2. Wang, H., & Liu, M. (2012). Design of robotic visual servo control based on neural network and

genetic algorithm. International Journal of Automation and Computing, 9(1), 24–29.
3. Wang, Z., Zhao, Z., Wang, L., Wang, K. (2011). Study on the law of short fatigue crack using

genetic algorithm-BP neural networks. Lecture Notes in Computer Science, 6677(1), 586–593.
4. Long, J., Lan, F., Chen, J., Yu, P. (2009). Mechanical properties prediction of the mechanical

clinching joints based on genetic algorithm and BP neural network. Chinese Journal of
Mechanical Engineering, 22(1), 36–40.

5. Zhang, J., Xu, C., Yi, M., Fang, B. (2012). Design of nano-micro-composite ceramic tool and

die material with back propagation neural network and genetic algorithm. Journal of Materials
Engineering and Performance, 21(4), 463–470.

6. Lin, J. (2012). A systematic estimation model for fraction nonconforming of a wafer in

semiconductor manufacturing research. Applied Soft Computing Journal, 12(6), 1733–1740.
7. Zemin, F., & Mo, J. (2011). Springback prediction of high-strength sheet metal under air

bending forming and tool design based on GA-BPNN. The International Journal of Advanced
Manufacturing Technology, 53(5–8), 473–483.

8. Xu, M., Jin, B., Yu, Y., Shen, H., Li, W. (2010). Using artificial neural networks for energy

regulation based variable-speed electrohydraulic drive. Chinese Journal of Mechanical Engi-
neering, 23(3), 327–335.

9. Zain, A. M., Haron, H., Sharif, S. (2010). Prediction of surface roughness in the end milling

machining using Artificial Neural Network. Expert Systems with Applications, 37(2),
1755–1768.

30 D. Zhou and C. Guo



Chapter 4

Integral Sliding Mode Controller

for an Uncertain Network Control

System with Delay

Zhenbin Gao

Abstract Integral sliding mode control is formulated with respect to an uncertain

continuous network control system with the state delay. The parameter uncertainty

is assumed to be the norm-bounded and satisfy the sliding mode matching require-

ments. The switching function is presented which include the integral term of the

state feedback gain and the sliding mode compensator. The sliding mode controller

is designed which is divided into the equivalent controller and switching controller,

so the reachability of the sliding surface is ensured. A sufficient condition is derived

by means of linear matrix inequality such that the asymptotical stability of the

closed-loop system is guaranteed. The validity and feasibility of the proposed

approach is investigated via the corresponding numerical simulation.

4.1 Introduction

A networked control system (NCS) is a feedback control system with network

channels used for the communications between spatially distributed system com-

ponents, such as sensors, actuators, and controllers. Since the signals are transmit-

ted over a communication network of limited bandwidth, there exist network-

induced delays, which may deteriorate the performance and stability of the

closed-loop control system [1, 2].

Owing to the fact that the conventional control methods do not take into account

the uncertainties of the network environment, the study of new control strategies

dealing with this problem is of practical importance.

Sliding mode control (SMC) has been successfully used in controlling many

uncertain systems; it is preferred because it’s robust character and superior perfor-

mance [3, 4]. During the last decades, numerous contributions to SMC theory have
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been made. The switching schemes, putting the differential equations into canonical

forms, and generating simple SMC strategies are considered in detail. The appli-

cation of SMC scheme to robotic manipulator is studied, and the quality of the

scheme is discussed from the point of robustness [5]. The performance of SMC

scheme is proven to be satisfactory in the face of external disturbances and

uncertainties in the system model representation.

A new sliding mode, called integral sliding mode, is proposed [6]. Having

this feature, integral sliding mode control has been widely applied to various

systems [7, 8].

In this paper, we design a novel integral switching function to tackle a contin-

uous NCS which is comprised of the parameter uncertainties and the state delay.

The sliding mode controller is achieved and the reachability of SMC is analyzed.

The example is given to verify the feasibility and effectiveness.

4.2 Problem Formulation

In an NCS, the controlled plant with parameter uncertainty is a continuous system

that can be described as follows:

_x tð Þ ¼ �
Aþ ΔA

�
x
�
t
�þ �

Ad þ ΔAd

�
x
�
t� d

�þ �
Bþ ΔB

�
u
�
t
�

x tð Þ ¼ ϕ
�
t
�
, t∈ �d, 0½ � (4.1)

where x(t) ∈ Rn is the state vector; u(t) ∈ Rm is the control input; d > 0 is the

delay constant; ϕ(t) is the original state vector defined in [�d, 0]; A, Ad, B are

matrices of the appropriate dimension; and ΔA, ΔAdΔB are uncertain matrices,

which are satisfied with the condition of the norm-bounded, that is,

ΔA,ΔAd,ΔB½ � ¼ DF E1;Ed;E2½ �

where D, E1, Ed, E2 are the known matrices of the appropriate dimension and F is

the unknown matrix which satisfies FTF � I.
The sliding mode matching requirements are satisfied with

ΔA ΔAd ΔB½ � ¼ B ΔeA ΔeAd ΔeB� �

Then, the system (4.1) can be formed as follows:

_x tð Þ ¼ Ax tð Þ þ Adx t� dð Þ þ B u tð Þ þW tð Þ½ � (4.2)

where W(t) ¼ B+[ΔAx(t) + ΔAdx(t � d) + ΔBu(t)] and B+ is the pseudo inverse,

namely, B+ ¼ (BTB)� 1BT.
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4.3 Main Results

The main idea is to find a sliding mode controller for the abovementioned systems

(4.1) and (4.2); the corresponding normal system is

_x tð Þ ¼ Ax tð Þ þ Adx t� dð Þ þ Bu tð Þ (4.3)

Define the integral switching function as

s tð Þ ¼ C x tð Þ �
Z t

0

Aþ BKð Þx tð Þdt
� �

þ T (4.4)

where the state feedback gain K is unknown, C is the matrix with the appropriate

dimension and satisfy CB > 0, and T is the sliding mode compensator which

satisfies

_T ¼ �CAdx t� dð Þ (4.5)

During sliding surface s tð Þ ¼ _s tð Þ ¼ 0, from Eqs. (4.3), (4.4), and (4.5), we have

_s tð Þ ¼ C _x tð Þ � C Aþ BKð Þx tð Þ � CAdx t� dð Þ ¼ CBu tð Þ � CBKx tð Þ ¼ 0 (4.6)

Then, the equivalent controller is

ueq tð Þ ¼ Kx tð Þ (4.7)

4.3.1 SMC Design

For the system defined by Eq. (4.2), the SMC law is written as

u tð Þ ¼ ueq tð Þ þ uN tð Þ (4.8)

where uN(t) is the switching controller which is used to overcome the system

uncertainties; the form is selected as

uN tð Þ ¼ �γs tð Þ � f sgn s tð Þð Þ (4.9)

where f � jW(t)j, γ > 0 and sgn(•) is the sign function.

Theorem 1 Consider the system (4.2), design the switching function as Eq. (4.4), if
the SMC law is given by Eq. (4.8), then, the system (4.2) can be asymptotically
stable.

Proof Suppose Lyapunov function is V tð Þ ¼ 1
2
s2 tð Þ, s(t) is described as Eq. (4.4),

then
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_V tð Þ ¼ s _s ¼ s C _x � C
�
Aþ BK

�
x� CAdx

�
t� d

�� �
¼ s CB

�
u tð Þ þW

�
t
��� CBKx

�
t
�� �

¼ s CB
�
ueq tð Þ þ uN

�
t
�þW

�
t
��� CBKx

�
t
�� �

¼ s CB
�� γs� f sgn sð Þ þW

�
t
��� � ¼ �CB

�
γ sj j2 þ f sj j � sW

� � 0

Then, the SMC law is considered to guarantee the reachability of the sliding

surface. Thus, the proof is complete.

4.3.2 Stability of the Sliding Surface

Lemma Given a scalar, if there exist matrices and satisfying, where, is an identity
matrix, then the following matrix inequality holds:

DFEþ ETFTDT � εDDT þ ε�1ETE

Put the equivalent controller Eq. (4.7) into system (4.1), we have the sliding
mode dynamics equation as follows:

_x tð Þ ¼ Aþ ΔAð Þ þ Bþ ΔBð ÞK½ �x tð Þ þ Ad þ ΔAdð Þx t� dð Þ (4.10)

Theorem 2 For system (4.1), given constant ε > 0, select switching function (4.4).
If exist symmetric definite matrices X, V and matrix W, satisfy linear matrix
inequality (LMI) as follows:

Θ AdV E1X þ E2Wð ÞT X
� �V VET

d 0

� � �εI 0

� � � �V

2
664

3
775 < 0 (4.11)

where Θ ¼ AX + XAT + BW + WTBT + εDDT. The asterisk denotes the transpose
of the corresponding block above the main diagonal, and I denote the identity matrix
of appropriate dimension. Then, the equivalent controller is ueq(t) ¼ WX� 1x(t),
and the sliding mode dynamics system (4.10) is globally asymptotically stable.

Proof Suppose the Lyapunov function is

V tð Þ ¼ xT tð ÞPx tð Þ þ
Z t

t�d

xT τð ÞRx τð Þdτ

where P, R are symmetry definite matrices. Calculate _V tð Þ as follows:
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_V tð Þ ¼ 2xT
�
t
�
P _x

�
t
�þ xT

�
t
�
Rx

�
t
�� xT

�
t� d

�
Rx

�
t� d

�
¼ 2xT tð ÞP �

Aþ DFE1

�þ �
Bþ DFE2

�
K

� �
x
�
t
�þ 2xT

�
t
�
P
�
Ad þ DFEd

�
x
�
t� d

�
þ xT tð ÞRx�t�� xT

�
t� d

�
Rx

�
t� d

�
¼ xT tð Þ�PAþ ATPþ PBK þ KTBTPþ R

�
x
�
t
�þ xT

�
t
��
PAd þ AT

dP
�
x
�
t� d

�
� xT t� dð ÞRx�t� d

�þ xT
�
t
��
PDFE1 þ PDFE2K þ ET

1F
TDTPþ KTET

2F
TDTP

�
x
�
t
�

þ xT tð ÞPDFEdx
�
t� d

�þ xT
�
t� d

�
ET
dF

TDTPx
�
t
�

Using Lemma, we get

xT tð Þ�PDFE1 þ PDFE2K þ ET
1F

TDTPþ KTET
2F

TDTP
�
x
�
t
�

� xT tð Þ εPDDTPþ ε�1 E1 þ E2Kð ÞT�E1 þ E2K
�h i
x
�
t
�

xT tð ÞPDFEdx
�
t� d

�þ xT
�
t� d

�
ET
dF

TDTPx
�
t
�

� xT tð ÞεPDDTPx
�
t
�þ ε�1xT

�
t� d

�
ET
dEdx

�
t� d

�

Consequently, we obtain

_V tð Þ � ξT tð ÞΦξ tð Þ

where ξ tð Þ ¼ x tð Þ x t� dð Þ½ �, and

Φ ¼ Z PAd

AT
dP �Rþ ε�1ET

dEd

� �
(4.12)

and Z ¼ PA + ATP + PBK + KTBTP + R + εPDDTP + ε� 1(E1 + E2K )T(E1 + E2K )

Thus, _V tð Þ < 0 is satisfied if Φ < 0. From Eq. (4.12) pre-multiply and post-

multiply the matrix diag{P� 1,P� 1}; the nest LMI can be derived:

Σ Ad X E1 þ E2Kð ÞT X
� �R ET

d 0

� � �εI 0

� � � �R�1

2
664

3
775 < 0

where Σ ¼ AX + XAT + BKX + XKTBT + εDDT. Let W ¼ KX and pre-multiply

and post-multiply the diag{I,R� 1,I,I}, and set V ¼ R� 1, we have the LMI (4.11).

Thus, the proof is complete.

4.4 Experiment Studying

For the system (4.1), we have the system parameters as follows:
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A ¼ 0 1

0 �1

" #
,B ¼ 0

5

" #
,Ad ¼

0 0

0:1 0:1

" #
,C ¼ 1:3 1½ �,D ¼ 0:5

0:1

" #
,E1 ¼ 0 0:1½ �,

Ed ¼ 0 0:1½ �,E2 ¼ 0:1

the delay constant d ¼ 3; original state is X0 ¼ 1 0½ �T .
From the Eqs. (4.8) and (4.9), we have the SMC law u(t). Set f ¼ 0.01, γ ¼ 0.6

and the perturbationW(t) ¼ 0.005 sin(2πt). According to Theorem 2, using Matlab

LMI toolbox, we have

X ¼ 0:4002 �0:2891

�0:2891 0:3968

� �
,V ¼ 1:1928 �0:0078

�0:0078 1:1850

� �
,

W ¼ �0:1470 �0:0418½ �

then, the equivalent controller gain is K ¼ WX�1 ¼ � 0:9358 0:7870½ �.
The simulation results are shown in Figs. 4.1, 4.2, 4.3, and 4.4. The evolutions of

two state variables x1(t), x2(t) are depicted in Fig. 4.1.

The motion in the phase plane is illustrated in Fig. 4.2. It shows that after a fast

reaching mode, a sliding mode is maintained on the sliding surface s(t) ¼ 0 by the

Fig. 4.1 The curve of state

Fig. 4.2 The phase

trajectory
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suitable control input. It can efficiently eliminate the chatter due to apply the

integral sliding mode controller.

The evolution of the switching function is depicted in Fig. 4.3. In Fig. 4.4, it is

seen that the control signal slightly vibrates at first time and then tends to zero in the

finite time.

4.5 Conclusion

In this paper, the proposed integral sliding mode controller is applied for an

uncertain continuous NCS with the state delay. The parameter uncertainties satisfy

the norm-bounded, and the sliding modes comply with the matching requirements.

The main contribution of this work is to design the new integral switching function

which includes the state feedback control gain and the sliding mode compensator.

Furthermore, according to Lyapunov stability condition and in basis of the LMI

convex optimal technology, a sufficient condition is derived so that the

asymptotical stability of the closed-loop system is guaranteed. The numerical

simulation is provided to verify the correctness and superiority of the approach.
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Chapter 5

Synthesis of Linear Antenna Array

Using Genetic Algorithm to Control

Side Lobe Level

Zhigang Zhang, Ting Li, Feng Yuan, and Li Yin

Abstract In array pattern synthesis, it is often designed to achieve the desired

radiation pattern. In this paper, real-coded genetic algorithm (RGA) optimization

method is presented to optimize the value of weights of each antenna element to

minimize side lobe level of the uniform spaced linear array geometries with a

certain main beam width. The optimization program is done by using MATLAB. It

compared with the conventional analytical methods such as Chebyshev and Taylor

through radiation patterns with different number of elements and intervals of each

element. The simulation results show that the optimization results are of little

difference when d � λ/2, but GA can get a more optimal result when d < λ/2.
The application of genetic algorithm for pattern synthesis is found to be useful.

5.1 Introduction

Synthesis of array antennas is very important to get the desired pattern, and how to

achieve low side lobe in the condition of a fixed main beam width has been

considered since a long period [1]. Conventional analytical methods such as

Chebyshev and Taylor are widely used for uniformly spaced linear arrays with

isotropic elements [2, 3]. However, these methods cannot synthesize antenna array

with complicated geometry layout. In recent years, numerical approach has become

more popular in synthesis of antenna arrays such as Powell’s method, memetic

algorithm (MA), tabu search (TS), particle swarm optimization (PSO), and genetic

algorithm (GA) [4–6].
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As a general optimization algorithm, genetic algorithm is simple in coding and

genetic operations. Optimization is not bounded by other constraint. Because of its

global search ability, GA does not have to rely on good initial values to obtain the

optimal solution. J. Michael Johnson and Yahya Rahmat-Samii applied genetic

algorithm to antenna synthesis firstly, illustrated the basic theory of array synthesis

by using genetic algorithm, and have proved the probability of synthesized one and

two dimensions of uniform and nonuniform antenna array by genetic algorithm [7].

Randy L. Haupt used genetic algorithm to optimize the 200 symmetric linear array

and plane array, respectively, to obtain the minimum side lobe level, got less

than 20 db side lobe level, and provided a general method of synthesized array by

genetic algorithm [8]. R. L. Haupt presented a genetic algorithm which could deal

with real number coding and binary coded simultaneously [9]. V. R. Lakshmi and

G. S. N Raju compared GA with synthesis of Taylor by different scan angles.

In this paper, it is assumed that the array is uniform, where all the antenna

elements are identical and equally spaced. The design criterion here considered is to

minimize the side lobe level with a fixed main beam width. In these conditions, GA

compared with the methods of Chebyshev and Taylor through radiation patterns

with different number of elements and intervals of each element.

5.2 Uniform Linear Antenna Array

In linear antenna array, all the antenna elements of mutually uncoupled isotropic

radiator are arranged along the x-axis with equal spacing between them, N is the

total number of elements in the antenna array, and d is the distance between two

consecutive elements [10, 11]. Am is the amplitude of each element, A symmetric

linear array with even number is shown in Fig. 5.1.

The far-field radiation pattern in the XY—plane of the array in the free space—

can be obtained with the array factor (AF) as given in Eq. (5.1):

AF θð Þ ¼ 2
XM
n¼1

An cos kzn cos θ þ αnð Þ (5.1)

where An and αn are excitation magnitude and phase, respectively, the wave number

of the carrier signal is k ¼ 2π/λ, θ is the angle from broadside, and zn is the distance
between nth element with origin (the array center) as given in Eq. (5.2):

zn ¼
� n� 1ð Þd, n ¼ 1, 2, � � �,M þ 1 N ¼ 2M þ 1ð Þ

� 2n� 1ð Þ
2

d, n ¼ 1, 2, � � �,M N ¼ 2Mð Þ

8><
>: (5.2)
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In this paper, only amplitude is considered in pattern synthesis, uniform the

phase of excitation (αn ¼ 0), and formula (5.1) can be translated as given in

Eq. (5.3):

AF0 θð Þ ¼
2
XM
n¼1

An cos
2π

λ
n� 1ð Þd cos θ

0
@

1
A, N ¼ 2M þ 1ð Þ

2
XM
n¼1

An cos
π

λ
2n� 1ð Þd cos θ

0
@

1
A, N ¼ 2Mð Þ

8>>>>>>><
>>>>>>>:

(5.3)

5.3 Optimizing by GA

Genetic algorithm is a stochastic global search algorithm based on the natural

selection and genetic. GA is different with the traditional optimum algorithms,

which are used to generate a deterministic test solution sequence merely based on

the gradient calculation of evaluation function [12, 13]. Genetic algorithm searched

the optimal solution through imitating the natural evolutionary process. It provides

a generic framework for solving complex system optimization problems. It is not

dependent on the problem of specific fields with a strong robustness. Genetic

algorithm has a strong vitality in nonlinear numerical optimization. It is very useful

for many electromagnetic optimization problems and adapted to beams forming of

antenna array.

d θ

Observer

X

Y

1 2 3 M

Am A3 A2 A1 A1 A2 A3 Am

Array Factor

... ...
Amplifier

Fig. 5.1 Geometry of 2M

elements array
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GA produced the first generation randomly and calculated the fitness value of

each individual based on the fitness function. Fitness criterion suggested the

advantages and disadvantages of each individual. The fittest individual has the

biggest fitness value. The best will be survived to the next generation, and the worst

will be eliminated directly. The rest are selected to produce new generation by

recombination. Recombination consists of two genetic operators named crossover

and mutation. And it will be recycled for a certain number of generations to get the

optimal solution. The flowchart is shown in Fig. 5.2.

The important operators of GA can be summarized as follows:

1. Selection: The purpose of selection is to get good individuals from present

population and then make them have chances to generate descendants as father

generation. The selection probability is dependent on the fitness value.

2. Crossover: The new individuals can be generated through the operator of

crossover and combined the characters of two individuals of their father gener-

ation. The operator happened based on the crossover rate.

3. Mutation: The change in a single individual depended on the mutation rate. The

operator provides a chance to generate new individuals.

Parameters Set

Create Initial
Population

Evaluate Fitness

Selection

Cross Over

Mutation

Generate New
Offspring

Fitness>Fit_max

Stop

No

Yes

Fig. 5.2 Flowchart of GA
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In amplitude-only synthesis, the main concern is to optimize the amplitude

levels to produce the lowest side lobe level. The objective function associated

with this array is the maximum side lobe level of its radiation field pattern to be

minimized with a certain main beam width. The general form of the objective

function is given by Eq. (5.4)

Objective ¼ 20 log10
max

��AF0 θð Þ��
max

��AF0 θ0ð Þ��
 !

(5.4)

where AF0 (θ) is array factor as given in Eq. (5.3), and 0 � θ0 � π, θ belong a

certain bands. Fitness function is ordered the values of objective function of every

generation from small to big by nonlinear sequence. The fitness value decreased

follow with the increasement of objective value. The range of fitness value is from

0 to 1.

5.4 Experimental Results

Here we have used genetic algorithm for linear antenna array design. The results

have been compared with that of Chebyshev optimization and Taylor optimization.

The antenna model consists of certain number elements and equally spaced along

the x-axis. Voltage sources are at the center segment of each element, and the

amplitude of the voltage level is the antenna element weight. Only amplitude

distribution is changed to find the optimum result; the array geometry and elements

remain constant. GA with population size of 40, generation gap of 0.9, crossover

rate of 0.8, and mutation rate of 0.2 runs for a total of 100 generations by using

MATLAB. The optimal results will be founded each iteration. The fitness function

is minimized the side lobe level of antenna pattern. Figure 5.3 shows that the

antenna array with N ¼ 12 elements and interval of each element is d ¼ λ/2 has

been designed for minimum side lobe level in bands [0, 80] and [100, 180]. The

maximum of SLL calculated by GA is �18.49 dB, approximated with the method

of Chebyshev and Taylor. Figure 5.4 shows the maximum side lobe level value of

every generation. The evolutionary tendency suggested that the optimal solution

tends to be converged with the increase of generation and there is no premature

convergence.

The synthesis of Chebyshev and Taylor can achieve the minimum side lobe level

in a given main beam width based on the classical array theory. However, the

optimal is conditional. It required array element spaced d � λ/2. When the array

element spaced d < λ/2, Chebyshev and Taylor were not the optimal, but genetic

algorithm was still valid. Figure 5.5 showed the radiation pattern with array element

spaced d ¼ 3λ/4 and the minimum side lobe level in bands [0, 82.5] and [97.5, 180].
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Figure 5.6 showed the radiation pattern with array element spaced d ¼ λ/4 and the

minimum side lobe level in bands [0, 70] and [110, 180]. The maximum side lobe

level calculated by GA is �19 dB, which is lower about 3 dB than the result by

Chebyshev and Taylor.

Figure 5.7 showed the radiation pattern with 24 elements spaced d ¼ λ/4 and the
minimum side lobe level in bands [0, 80] and [100, 180]. The maximum side lobe

level calculated by GA is �19.5 dB, which is lower about 2 dB than the result by

Chebyshev and Taylor.

Fig. 5.3 Normalized

patterns with d ¼ λ/2

Fig. 5.4 Convergence of

side lobe level of every

generation
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Fig. 5.5 Normalized

patterns with d ¼ 3λ/4

Fig. 5.6 Normalized

patterns with d ¼ λ/4

Fig. 5.7 Normalized

patterns with d ¼ λ/4 for

24 elements array



5.5 Conclusion

From the results, it is clear that genetic algorithm performs better than the method

of Chebyshev and Taylor synthesis. As calculated in the previous section, the three

methods performed almost the same when d � λ/2. However, GA can achieve

about 3 dB lower than Chebyshev and Taylor in radiation pattern with the same

main beam width when d < λ/2 for 12 elements array. The application of genetic

algorithm for pattern synthesis is found to be useful.
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Chapter 6

Wavelet Analysis Combined with Artificial

Neural Network for Predicting

Protein–Protein Interactions

Juanjuan Li, Yuehui Chen, and Fenglin Wang

Abstract In order to solve the prediction problem of interaction between proteins,

we use a wavelet coefficient combined with artificial neural network method,

improving the prediction accuracy of the problem of protein–protein interactions.

By introducing the Biorthogonal Wavelet 3.3 coefficients as the feature extraction

method and the three-layer feedforward neural network as a classifier, we solve the

problem of protein interaction effectively. Using the Human dataset verifies the

validity of this method. Through testing the Human dataset, using Biorthogonal

Wavelet 3.3 coefficient combined with the three-layer feedforward neural network,

solve the prediction problem of protein interactions with well results. This combi-

nation of wavelet coefficients and the three-layer feedforward neural network to

predict protein interaction problem is an effective method. At the same time,

compared with other prediction methods, this method performs at least 4 % higher

accuracy than the better accuracy of auto-covariance (11) combined with PNN on

the same dataset.

6.1 Introduction

Proteins are major component of organism and play a very important role in

organism. Proteins play biological function through the interactions in organism.

The study of interaction between proteins starts from biological experiment, and

commonly biological experimental methods have the following: yeast two-hybrid

(Y2H) [1], a biological method aiming at the yeast; mass spectrometry protein

complex identification (MS-PCI) [2], which is from the protein molecular and

atomic micro, based on which forecast is carried on; and protein chip technology

[3], a technology that solidifies some known proteins and chips are used to predict
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the interactions of solidified proteins. Using methods of biological experiment for

studying the interactions between protein prediction problems has its own advan-

tages. Biological experiments operate simply and can get intuitive and reliable

results. But with the development and use of high-throughput biological experi-

ments, a large number of biological data are produced. Using biological experiment

for high throughput data is a very large project and also time consuming. So,

intelligent calculation methods are introduced to solve biological problems. Intel-

ligent calculation method is a technology combining computer technology with

biology. It is generated through the rapid development of computer and can be a

very good solution in solving biological problems of high throughput

calculation [4].

At present, many intelligent computation methods are used for the study of

protein–protein interaction (PPI) problem. Among them, typical feature extraction

methods have amino acid composition, pseudo-amino acid composition, and phys-

icochemical properties. Classification methods have kernel-nearest neighbor, sup-

port vector machine [5], and probabilistic neural network. In this chapter, we

proposed the resonant recognition model combined with artificial neural network

to predict interaction between proteins. Experiment results show that our proposed

method performs at least 4 % higher accuracy than the best of other related works.

6.2 Technical Introduction

The term wavelet means small wave; the so-called small means it is capable of

decaying; and wave refers to the volatility, the amplitude of positive and negative

form of shocks. Compared with the Fourier transform, the wavelet transform is a

time frequency analysis (spatial) localization, signals (functions) multi-scale refine-

ment through telescopic translation operations, and ultimately achieves frequency

time segments and low frequency subdivision. The wavelet transform can automat-

ically adapt to the time-frequency signal analysis requirements, which can focus on

any signal details, solve the difficult problem of Fourier transform, and become a

major breakthrough in the scientific methods of Fourier transform since [6, 7].

Neural network is an algorithm of the simulation to process human neurons. The

input data are combined to a single output node through the nonlinear transforma-

tion. The typical structure of the neural network has three layers, and it has strong

robustness and fault tolerance; at the same time, it can learn and adapt uncertain

systems. The neural network needs to set the number of neurons of the input layer,

hidden layer, and output layer. The neural network classification process has two

steps: first, training the neural network parameters by continuous input training

data; and second, inputting test data to get the results of the test data used in the

optimization of neural network. Using artificial neural network (ANN) classifica-

tion has the advantages of speed and potential super speed and good fault tolerance

ability. It is suitable for solving some problem. Compared to some clustering
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ideological classification, for example, support vector machine (SVM) and nuclear

nearest neighbor, it has better classification results [8, 9].

6.3 Research Programs

The dataset used in this study is Human dataset with more difficulty. Human

biological structure is very complex, and the human body to maintain its own

physiological function needs a lot of proteins to participate, so the interaction

between the human proteins is more complex, and then the prediction of this dataset

has some difficulty. The human data contain 914 positive protein pairs and 941 neg-

ative protein pairs for a total of 1,882 protein pairs. This dataset is used in this study

to verify the effectiveness of the method we chose [10].

Feature extraction. The following are the three main steps to extraction feature

of the protein interaction sequence pairs and finally into a one-dimensional vector

of the neural network input:

1. Assign the two test proteins to respective IC value, which will be converted to

two numerical sequences. The IC values are shown in Table 6.1.

2. Transform the two protein sequences using the discrete wavelet transform of

DWT, using Biorthogonal Wavelet 3.3 (see Fig. 6.1). The discrete wavelet

transform is performed at three levels (see Fig. 6.2).The original numerical

signal is decomposed into A3 (approximation at level 3), D3 (detail at level 3),

D2 (detail at level 2), and D1 (detail at level 1) signals of four scales. D3, D2,

and D1 contain details of the signal in the original signal at different levels, but

A3 only retained a few low-frequency signals [11].

3. Wavelet coefficients are expressed by CDK;p
n , and wavelet coefficients were

normalized; see Eq. (6.1)

NOMK,p
n ¼ CDK,p

n

�� ��
maxn CDK,p

n

�� ��� � ð6:1Þ

where n ¼ 1,2,. . .N; p ¼ 1,2; K ¼ A3, D3, D2, D1.

Among them, P is protein serial number.

So we can get the wavelet coefficient, using the wavelet coefficients as the feature

for protein–protein prediction. But because the sequence length is too long, the result

in numerical sequences of wavelet coefficients is also very long; as such, the input of

the classifier is not reasonable, so we choose 1 of the 20 largest values as the feature

representation input to the classifier prediction. But we save these maximum values

with their original order. Therefore, our neural network input is 20D.

Classify. Using artificial neural network to classify PPIs has two steps. Firstly,

we need to use the training set to train parameters of neural network. Secondly, we

need to use the test set to test the trained classifier. We choose particle swarm
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algorithm as parameter optimization algorithm to optimize parameters of neural

network. It is a random search algorithm developed by simulating the foraging

behavior of bird flocks based on group cooperation. It is generally considered

swarm intelligence. Particle swarm optimization parameters mainly consist of

two steps, one is the change of speed, and other is the change of position, using

formulas (6.2) and (6.3):

Vid ¼ w � Vid þ c1 � randðÞ � Pid � Xidð Þ þ c2 � randðÞ � Pgd � Xid

� � ð6:2Þ

Table 6.1 IC value of the

amino acid
Amino acid L A N C I P W T

IC value 2.40 2.30 2.20 1.96 2.40 2.00 2.37 2.09

Amino acid Y H Q F H K M R

IC value 2.20 2.30 2.06 1.98 2.46 2.20 2.17 1.82

Amino acid V E S D

IC value 2.35 2.30 2.10 1.88

Fig. 6.1 Biorthogonal

wavelet 3.3

Fig. 6.2 Discrete wavelet transform three levels
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Xid ¼ Xid þ Vid ð6:3Þ

Through the feature dimension obtained, we design the neural network structure

as shown in Fig. 6.3. The input dimension is 20, and after trying, hidden layer is set

to 6. Because this is a two-classification problem, the output is one dimensional.

6.4 Analysis of Results

This chapter uses 10-fold cross-validation test to verify this method performance.

The 10-fold cross-validation divides the dataset into 10 groups, each with nine

datasets to do the training set and the rest of the group to do the test set, turns to a

total of 10 times, and then takes the average value as a result of the test. Each test set

has 94 positive samples and 94 negative samples, a total of 188; each train set has

867 positive samples and 867 negative samples, a total of 1,694. Classification

index using the total classification accuracy (Acc) and sensitivity (S) and precision

(P) [12] is defined as follows:

Acc ¼ PT þ NT

PT þ PFþ NT þ NF
ð6:4Þ

S ¼ PT

PT þ NF
ð6:5Þ

P ¼ PT

PT þ PF
ð6:6Þ

in which PT is the correct number of positive samples, PF is the error number of

positive samples, NT is the correct number of negative samples, and NF is error

number of negative samples. The positive samples here refer to the interaction of

the protein pairs, while the negative samples refer to the non-interaction protein

pairs (Table 6.2).

The chapter is experimented many times to verify the selected methods’ effec-

tiveness; the following tables show the results of ten pairs of train set and test set

and the best result of the integrated methods (Table 6.3).

... 0
1

Fig. 6.3 The model of the

artificial neural network
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List the results of the different methods, where AC (11) presents calculating AC

of 11 physicochemical properties (Table 6.4).

Through this table, we can achieve a conclusion: the wavelet coefficients

combined with artificial neural network perform at least 4 % higher accuracy

than the AC (11) combined with PNN on the same dataset.

6.5 Conclusion

This chapter uses ANN as a classifier to predict protein interactions. Through

experiment of a variety of physicochemical properties of the protein, we find that

the wavelet analysis combined with ANN reached good results. This feature

extraction method combined with ANN achieves more high precision. It can

obviously be seen that the accuracy is improved. Through confirmation, this

method we used is effective.
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Chapter 7

Application Analysis of Slot Allocation

Algorithm for Link16

Hui Zeng, Qiang Chen, Xiaoqiang Li, and Jianguo Shen

Abstract In order to improve the efficiency of slot utilization of Link16, the

traditional binary tree model of timeslot allocation is improved, and the perfor-

mances of three kinds of timeslot assignment algorithm are compared and analyzed

in the average transmission delay and message sending failure rate. When the user

is determined and the message arrival rate is lower, the fixed timeslot allocation is

simple and effective. When there are a lot of users or the user is uncertain, and the

message arrival rate is very low, competitive slot allocation should be more

efficient. When the number of users is small, the user message arrives sudden,

and arrival rate is high, the performance of the dynamic slot allocation has a very

distinct advantage. Finally, based on the characters of different timeslot assignment

algorithms, the overall timeslot allocation scheme is presented for Link16 network.

7.1 Introduction

In the traction of modern information warfare demand, the data link has been

significant developed in the field of military information, and Link16 is one of

the most widely used tactical data link which uses the TDMA protocol. Because the

platforms which need to access data link networks become more and more, timeslot

allocation is very important for the efficiency to the Link16 network. In this chapter,

the binary tree slot allocation model is analyzed. According to uniformity principle,
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a method of slot allocation based on binary tree model [1] is proposed when the

number of timeslots is not 2n.

Timeslot allocation algorithm of Link16 includes fixed allocation

(FA) algorithm, competitive allocation (CA) algorithm, and dynamic allocation

(DA) algorithm [2]. There are some researches in recent years of the performance of

various algorithms, but their performance indicators are inconsistent, such as

queuing delay of FA algorithm [3], collision probability of CA algorithm [4], and

the throughput of DA algorithm [5], which cannot be an effective evaluation or

meet the characteristic of Link16 application. In this chapter, the relations between

the delay and the failure rate of message transmission and the load rate are analyzed

for the three kinds of slot allocation algorithm. Each algorithm has advantages and

disadvantages. According to the characteristics of the network participation group

(NPG), different algorithms should be used for different NPG of Link16 network.

7.2 The Model of Timeslot Resource

One day is divided into 112.5 time units in Link16. Each unit is divided into 64 time

frames, and the time frame is divided into 1,536 application timeslots. There is

7.8125 ms for every timeslot. Because the time unit is too long to describe the real-

time demand of Link16, usually, the time frame is analyzed as a slot cycle in the

process of timeslot allocation.

For the stability of the system work, the timeslot resource of every NPG should

be uniformly distributed in the slot cycle. Binary tree model is commonly used in

the slot block allocation of resources. 1,536 application timeslots of a time frame is

divided into three groups (A, B, and C); each group consists of 512 timeslots. The

timeslots of a group are staggered arranged as A-0, B-0, C-0, A-1, B-1, C-1,. . .,
A-511, B-511, and C-511. In order to simplify the identification and assignment, a

slot block which contains 2n timeslots can be defined by the group of timeslots

(A, B, or C), index (0~511), and recurrence rate number (RNN). As shown in

Fig. 7.1, A-0-9 which contains all 512 slots in the A group is divided into A-0-8

A-0-1 A-3-1

A-0-8 A-1-8

…

… …

…

…

…

0

0 1

0 1 1

A-256-0 A-3-0 A-259-0A-0-0

A-0-9

Fig. 7.1 The model

of binary tree slot
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and A-1-8. A-0-8 contains A-0, A-2,. . ., A-510, and A-1-8 contains A-1, A-3,. . .,
A-511. Finally, the timeslots A-0-0, A-1-0, A-2-0,. . ., A-511-0, respectively,

denote A-0, A-1, A-2,. . ., A-511.
As can be seen from the binary tree model diagram, if the timeslot block

assigned to the NPG just by the power of 2 slots, it ensures that the timeslots

belonging to a NPG are uniformly distributed in the slot ring, and the distance

between the timeslots is 3 � 29-RNN. In the decomposition process of the model, if

encoding the left represents 0 and the right represents 1, the tree node index number

of the slots is the binary values of the coding which consists of a string from the leaf

node to the root node of the direction of the binary code, and the number of

timeslots of the slot block is 2RNN.

If the timeslot block assigned to the NPG is not a power of 2, then it should be

decomposed into a group of timeslot subblocks which are the power of 2. Because

the slots of timeslot block are not a power of 2, the slot cannot be uniformly

distributed in the slot ring. In order to achieve the slot distribution as uniform as

possible, the choice of timeslot subblock should comply with the principle that the

common ancestor node is closest.

7.3 Performance Analysis of the TDMA Slot

Allocation Algorithm

7.3.1 Fixed Slot Allocation Algorithm for Link16

Based on the estimated amount of the user’s business, fixed timeslot resources are

assigned to each user by fixed timeslot allocation, and then the user can only occupy

its own dedicated slot to send a message. Assuming that the messages arriving obey

Poisson distribution with the parameter λ, the message transmission rate (μ) of the
user is directly related to the amount of the dedicated timeslot; therefore, the

message processing model is a M/D/1 queuing models. The message have to wait

for the arrival of the transmit timeslot to send, so the arrival of the first message is

the equivalent to the second message of the M/D/1 queuing models. Considering

the change of the amount of messages in the send buffer {X (t), t � 0}, it is a typical

birth and death process. State space defined as E ¼ {1, 2, 3, . . .}, and the state

transition matrix is

Q ¼
�λ λ 0 0 � � �
μ �λ� μ λ 0 � � �
0 μ �λ� μ λ � � �
⋮ ⋮ ⋮ ⋮ ⋱

2
664

3
775 (7.1)
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The stationary distribution is obtained as

π1 ¼
X1
k¼1

λ

μ

0
@

1
A
k2

4
3
5 ¼ 1� ρ, ρ ¼ λ

μ
< 1

0
@

1
A

πk ¼ λ

μ

0
@

1
A
k�1

π1 ¼ ρk�1 1� ρð Þ, k ¼ 2, 3, � � �ð Þ

8>>>>>>><
>>>>>>>:

(7.2)

ρ is called load rate. Therefore, the average number of the message to wait for

transmission is obtained as

L ¼
X1
k¼2

k � 2ð Þπk ¼ ρ2

1� ρ
(7.3)

The average transmission delay is equal to

Wf ¼ L

λ
¼ ρ

1� ρð Þμ (7.4)

When the message in the transmission queue is more than Ng, it is assumed that

the message will be discarded for the real-time requirements of sending a message,

so message sending failure rate should be obtained as follows:

Ff ¼ 1�
XNgþ1

k¼1

πk ¼ ρNgþ1 (7.5)

Figures 7.2 and 7.3 illustrate the relation between the system average waiting

delay, message transmission failure rate, and user load rate, respectively.

As indicated in Fig. 7.2, the average waiting time is increased as the load rate

increases. In the lower interval of ρ, the change ofWf is slow and gentle. However,

when ρ increases to a certain extent, the value of Wf sharply becomes high.
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As shown in Fig. 7.3, Ff increase with the increasing of ρ. The major factor to

reduce Ff is to decrease ρ, and the increasing of the transmit buffer can also be

appropriate to reduce the Ff.

7.3.2 Competition Slot Allocation Algorithm for Link16

All users of the NPG randomly grab slot to send messages. Assumed all users have

the same priority, which sent the message as soon as possible, so there may be a

plurality of users competing for the same timeslot. Then the slot conflict will occur,

which will result in a communication failure.

Assuming that the NPG number of users is N, the messages arriving obey

Poisson distribution with the parameter λ and are independent of each other.

The available slot resource of NPG is evenly distributed in the slot ring with the

interval T. Then, the probability of n messages arriving in NPG is obtained as

P nð Þ ¼ NλTð Þne�NλT

n!
(7.6)

The probability of two or more messages arriving is much smaller than one for a

user at time T, so we can ignore the probability that a user received two or more

messages at time T, then the probability of the slot competition conflict which will

result in communication failure can be obtained as

Fc ¼ 1� e�Nλt � Nλte�Nλt ¼ 1� 1þ Cð Þe�C, C ¼ Nλtð Þ (7.7)

C ¼ Nλt is defined as the competitive strength of user timeslot. The number of

users, the user message arrival rate, and the slot interval have the equivalent effects

on C. The relationship between Fc and C is shown in Fig. 7.4.

In this case,the message transmission delay also can be obtained by the formula

(7.3). Because the load rate ρ is a user relative to the entire NPG and μ is message

transmission rate of the entire NPG, the average waiting delay is greatly reduced.
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7.3.3 Dynamic Slot Allocation Algorithm for Link16

The slot block is divided into a dedicated timeslot and shared timeslot. Dedicated

timeslot is assigned to the specified user to send a message or make an appointment,

and the shared timeslot is that all users can make an appointment to use. The

distribution of timeslots in the timeslot frame is shown in Fig. 7.5.

Assuming message source can use ON/OFF model to describe, there are active

period Ton and quiet period Toff, the message is generated. The messages arriving

obey the Poisson distribution with parameter λ in active period, and no message

arrives in the silent period. Active factor r is defined as

r ¼ Ton

Ton þ Toff
(7.8)

In this case, assuming that the length of Ton and Toff obeys negative exponential

distribution, in a reservation period tT, the probability that n active period is

triggered by the all N independent users can be obtained as

P nð Þ ¼ NrtTð Þne�NrtT

n!
(7.9)

Shared slot averaging assigned to the user that enters the active phase, the

average transmission delay of the message can be calculated by the formula (7.4)

as follows:
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Wd ¼
XN
n¼1

P nð Þ ρn
1� ρnð Þμn

¼
XN
n¼1

NrtTð Þne�NrtT

n!

nρN
N

1� nρN
N

� � NμN
n

(7.10)

ρn and μn are the load ratio and the message sending rate of n users that is triggered,

respectively, wherein the condition of μN > λ should be complied with.

The message sending failure rate can be calculated by the formula (7.5) as

follows:

Fd ¼
XN
n¼1

P nð Þρnngþ1 ¼
XN
n¼1

NrtTð Þne�NrtT

n!

nρN
N

� �n
gþ1 (7.11)

The average transmission waiting delay and message transmission failure rate

with the variation of the load ratio are shown in Figs. 7.6 and 7.7, respectively.

Since the dynamic slot assignment takes account of the burst of the message

arrival and the sharing of resources, performance in both the average transmission

waiting delay or message transmission failure rate is improved significantly. The

analysis here, however, does not consider the impact of the dedicated timeslot

occupying the timeslot resources. The amount of the timeslot resources occupied by
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dedicated timeslot is determined by the number of users and the appointment cycle

length. Dynamic slot allocation should give full consideration to the impact of the

increase in the number of users and the shorter of the appointment cycle length.

Specially, when the dedicated timeslots occupy the all timeslots of the slot block, it

becomes fixed slot allocation algorithm. On the other hand, it becomes competition

slot allocation algorithm if the all timeslots is defined as shared timeslots.

7.4 Link16 Slot Allocation Scheme

The network of Link16 is divided into different NPG. Firstly, the resources of the

timeslot frame allocated to the NPG and then reallocated to the users of NPG.

The purpose of NPG division is to reduce the mutual influence of the commu-

nication of the different functional domains, so the resources of timeslot frame

divide into timeslot blocks for NPG by fixed timeslot allocation algorithm.

There are about 20 major NPGs of Link16 [6]. Because the number and type of

users and the characteristics of message are different from NPG, the timeslot block

of NPG should be assigned to the user in different ways. From the above analysis,

the slot allocation scheme for Link16 NPG is shown in Table 7.1.

Table 7.1 The slot allocation scheme for the NPG of Link16

NPG-index NPG-function Timeslot allocation algorithm

1 Initial entry FA CA

2 RTT-A FA

3 RTT-B CA

4 Network management FA CA

5 PPLI-A FA

6 PPLI-B CA

7 Surveillance FA DA

8 Mission management FA CA

9 Air control FA CA

10 Electronic warfare FA

12 Voice A CA

13 Voice B CA

14 I-PPLI FA DA

18 Weapons coordination FA

19 Fighter-to-fighter net FA CA

27 Joint PPLI FA

28 Distributed network management FA

29 Residual message FA CA

30 IJMS P message FA DA

31 IJMS T message FA DA
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7.5 Conclusion

When the user is determined and the message arrival rate is lower, the fixed timeslot

allocation is a simple and effective allocation method. When there are a lot of users

or the user is uncertain, and the message arrival rate is very low, competitive slot

allocation should be more efficient. When the user message arrives sudden, the

message arrival rate is high, and the number of users is small, the performance of

the dynamic slot allocation has a very distinct advantage. Accordingly, the slot

allocation method of the different NPG of Link16 should be adapted to its features,

which help to reduce the delay of message transmission, improve the slot utiliza-

tion, and reduce the probability of the message failed to be sent.
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Chapter 8

An Improved Cluster Head Algorithm

for Wireless Sensor Network

Feng Yu, Wei Liu, and Gang Li

Abstract Routing algorithm is one of the key technologies of wireless sensor

network. Based on the LEACH algorithm, the second choice of cluster head

algorithm for WSN is proposed. It takes into account the cluster head as residual

energy and distance to BS, and then it chooses a senior cluster head. The improved

algorithm avoids direct communication between BS and the cluster head which has

low energy and is far away from BS, which prolongs the lifetime of network

and enhances the ability of data collection. The experiments show that this tech-

nique of event-driven can cut down the data transmission and further extend the

lifetime of network.

8.1 Introduction

Wireless sensor network (WSN) is a convergence technology of computer network,

communications, and sensor. WSN usually is widely applied in the military oper-

ations, environmental monitoring, medical rescue, traffic control, home automa-

tion, and other commercial applications [1, 2]. Study at home and abroad of WSN is

not yet mature. Carrying out this cutting-edge technology research timely will bring

great value and strategic significance to the development of the country. As the

bright future in their application, a main goal in designing such WSNs is optimizing

energy consumption to maximize the network lifetime. However, the influencing

factors are various in impacting lifetime of network [3]. Actually, after deploying

sensor nodes, effective routing control protocol is the key to improve the efficiency

of energy. In the current study, the clustering algorithm is considered to be one

of the most effective ways of efficient energy management. Typically, LEACH

(Low Energy Adaptive Clustering Hierarchy) is the earliest cluster-organized
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routing protocol in clustering algorithm [4, 5]. Inspired from LEACH, many of

clustering algorithms are created, such as LEACH-C [6, 7], PEGASIS [8], and

TEEN [9]. In this paper, contraposing the deficiencies of LEACH, we present an

improved routing protocol LEACH-SC, which put forward the cluster head of

secondary selection algorithm and single-multi-hop routing algorithm to further

reduce energy costs.

8.2 Related Works

8.2.1 LEACH Protocol

LEACH protocol is based on the hypothesis that all sensor nodes can communicate

with sink node directly and run with many rounds. Each round begins with a setup

phase when the clusters are organized, followed by a steady-state phase when data

are transferred directly from the ordinary nodes to the cluster heads and then

transmit to sink node or base station (BS). In the setup phase, each node chooses

a random number between 0 and 1, if the number is lower than the threshold T(n),
then the node becomes a cluster head for current round. The threshold limit is

defined by the following formula (8.1).

T nð Þ ¼
p

1� p � r �mod 1=pð Þ½ � , if n ¼ G

0 , otherwise

8<
: (8.1)

Where p denotes the percentage of cluster head in the total number of nodes, r is
current rounds, G is a node set which have not been elected in the past 1/p rounds.

When one node is selected as cluster head, it will inform other nodes, or else it will

choose a cluster to join in deciding as the distance to cluster heads.

8.2.2 Energy Model

LEACH employs the familiar radio model discussed in Lv’s method [10], which is

the first order radio model. If transmit an l-bit message over distance d, the energy
consumption of the node is

ETx k; dð Þ ¼ lETx�elec þ ETx�amp l; dð Þ ¼ kEelec þ kεfsd
2, d < d0

kEelec þ kεampd
4, d � d0

�
(8.2)

kEelec is the energy consumption of radio dissipation, while the second item pre-

sents the energy consumption for amplifying radio. Depending on the transmission
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distance, both the free space kεfs and the multipath fading channel models kεamp are
used. When receiving this data, the radio expends:

ERx l; dð Þ ¼ ERx�elec lð Þ ¼ l � Eelec (8.3)

8.2.3 Problem Description

Cluster heads are selected randomly in LEACH. It is possible that the number of

node joining the same cluster head could be too much or too little, which will

eventually lead to cluster heads with the excessive number of nodes energy

exhausted and die too fast [11]. But only a few nodes of the cluster heads energy

will be surplus. Accordingly, the entire network load becomes imbalanced. In

addition, because in LEACH protocol the cluster heads communicate with base

stations by single-hop manner, its energy consuming and expandability is limited so

it could not adapt to large network. In the following, we will discuss how to

improve LEACH algorithm from two points: optimizing the method of cluster

heads choosing and cluster heads routing.

8.3 The Second Choice of Cluster Head Algorithm

8.3.1 The Second Choice of Cluster Heads

Because the cluster heads of LEACH protocol are randomly generated by ordinary

nodes in the network, from this way, there are some defects that cannot ensure the

uniform distribution of cluster heads and guarantee the reasonable scale of the

clusters. So the major scheme of LEACH-SC is to maintain the formula (8.1)

without any changes and to propose the thought of second choice for cluster

heads. After the clusters formed, the large scale of clusters will be broken, and

then reselect cluster heads within the cluster; accordingly utilize multi-cluster heads

to share the cluster together. Meanwhile, break up the small-scale clusters and

cancel the cluster heads, and finally let the members of the cluster join other

clusters. This can optimize the distribution of cluster heads, balance the scale of

the clusters, and, to some certain extent, solve the problem of uneven distribution of

cluster heads. However, we need to choose the number of cluster head and the scale

of cluster reasonably, bringing them close or equal to the optimal number of cluster

head. As is referred in Lv’s paper [10], Eq. (8.4) was proposed.

kopt ¼
ffiffiffiffiffi
N

2π

r ffiffiffiffiffiffiffiffiffi
εfs
εamp

r
M

d2bs
(8.4)
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Where N is numbers of nodes in our experiment, εfs and εamp are amplifying

coefficient. M is side length of square region, and d2bs denotes square of distance

from cluster heads to base station.We choose εfs ¼ 10 pJ/bit/m2,N ¼ 100,M ¼ 100,

εamp ¼ 0.0013 pJ/bit/m2, 50 � dbs � 71, next by the Eq. (8.4) we can get 7 � kopt
� 14. Accordingly, in the theory, the scale of each cluster is [N/14, N/7], and that

approximately means [7,14].So we can stipulate that when the cluster size is greater

than 14 will be rebuilt and when its less than 7 will be broken.

8.3.2 Clusters Formation

After choice of the cluster heads have been completed, the message “joining

cluster” will be broadcast within their communication range, to tell other nodes

they are cluster heads. Typically, when receiving the broadcast message, the

ordinary nodes will select a cluster joining in as the member of it.

In the LEACH algorithm, ordinary nodes choose which cluster to join in judging

by their distance to the cluster heads. There being a shortcoming by this way. When

the ordinary nodes distance to the sink node is far less than to the any cluster heads,

they will do not join to the sink node, instead of the cluster heads, then the energy

demand could be larger to communicate with the cluster heads than to communicate

with the sink node directly. In the improved algorithm LEACH-SC, therefore, to

join in a cluster for ordinary nodes, not only take into account the cluster heads, but

think over the sink node, based on distance and energy consuming, and decide to

join a cluster or as a stand-alone node communicating with the sink node directly.

8.3.3 Cluster Heads Routing

When without range of the sink nodes radio, the cluster heads cannot communicate

with them directly, even if within the scope, resultingly far away from the sink

nodes, it would consume greater energy to communicate between them. In the

improved algorithm LEACH-SC, the cluster heads adopt the communication of

single-multi-hop routing, which take the method of single-hop routing when

close to the sink nodes, meanwhile, when the cluster heads farther from the sink

nodes, they will use multi-hop manner to pass data to the sink nodes through other

cluster heads.
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8.4 Simulation and Analysis

In order to evaluate the capability of the improved routing protocol, this paper

makes a simulation for LEACH and LEACH-SC. For our experiments, in a zone

with dimensions of ω � ω and the distribution of N homogeneous sensor nodes are

randomly simulated by MATLAB simulator. All nodes have the same initial energy

E0 and energy consumption of radio Eelec. Table 8.1 shows the simulation

parameters.

Figure 8.1a shows the building of clusters for the LEACH. From Fig. 8.1a, we

can see the network appearing as many small clusters, which increase the number of

cluster heads and cannot get them a reasonable distribution. If this kind of circum-

stance is appearing frequently, it will affect the overall energy distribution, so as to

shorten the whole network of survival cycle. Figure 8.1b shows the building of

clusters for the LEACH-SC. Compared to Fig. 8.1(a), Fig. 8.1(b) reveals that the

number of cluster head is more reasonable and its cluster size is more balanced,

which overcomes the disadvantage of LEACH clustering algorithm.

Figure 8.2 shows the total number of dead nodes over time, where the solid line

represents LEACH-SC, and the forked line expresses LEACH. We assume the

Table 8.1 Table of parameter value

Description Parameter Value

Initial energy E0 0.5 J

Radio electronics energy Eelec 50 nJ/bit

Radio amplifier energy for free space model εfs 10 pJ/bit/m2

Radio amplifier energy for multipath fading model εamp 0.0013 pJ/bit/m2

Desired probability of cluster heads P 0.07

Data size l 500 � 50 bit

Network size ω � ω 100 m� 100 m

Nodes N 100

Fig. 8.1 The cluster head choosing of LEACH (a) and LEACH-SC (b)
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interval of First Node Dies (FND) as a steady period of network. Simulation results

appear that FND ¼ 85 rounds for LEACH, whereas FND ¼ 115 for LEACH-SC.

We can see that the improved algorithm increases 15 % of network stability on

average comparing to LEACH. After running 200 rounds, the whole of network life

increases 12 %.

Figure 8.3 is the result of average residual energy simulation. Judging from the

figure, we can see the improved protocol have the more average residual energy of

nodes than LEACH at any time, reflecting the greater energy-saving advantage.

After running 160 rounds, the LEACH network of energy exhausted in advance, but

the LEACH-SC still has a surplus energy to keep the network running and to extend

the lifetime of the entire network up to 20 %. Thus, the improved protocol adopts a

more reasonable means of cluster head election and intercluster communication,

ultimately, effectively reducing the overall consumption of the network.

Fig. 8.2 Number of dead

nodes per rounds

Fig. 8.3 Average residual

energy of nodes per round
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8.5 Conclusion

Cluster head is a chief undertaker of maximum energy consumption, and it is

important to consider the energy consumption balance among cluster heads for

WSNs. This paper introduced the improved routing algorithm LEACH-SC, which

optimized the method of cluster heads choosing and cluster heads routing, realizing

efficient energy distribution and prolonging the lifetime of network.
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Chapter 9

An Ant Colony System for Dynamic Voltage

Scaling Problem in Heterogeneous System

Yan Kang, Ying Lin, Yifan Zhang, and He Lu

Abstract Dynamic voltage scaling is an effective energy minimization technique

by conjointly changing the supply voltage and the operational frequency during

run-time. In this chapter, an improved ant colony system is presented for distributed

systems consisting dynamic voltage scalable processing elements. The energy

saving can be obtained by using the DVS algorithm on the schedule obtained by

the presented scheduling algorithm. The pheromone information of the ants and the

heuristic information inspired by the list heuristic rule and energy consumption are

combined together to guide the ants search. The parameter value of heuristic is

varied from higher value to lower value to lessen its impact on ants search, while

the parameter value of pheromone information is increased during the run of ant

algorithm. And the elitist solution is discarded if it cannot be improved from

generation to generation. By cooperating several generations of artificial ants, the

ants search for the path with a minimum energy consumption cost, and the quality

of the solution can be improved for minimizing the energy consumption. Experi-

ments are implemented to demonstrate the performance of the algorithm.
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9.1 Introduction

Energy efficiency has become an important issue of the distributed system especially

the embedded system which is composed of processing elements (PES) normally

powered by batteries. The power consumption depends on function executed,

resulting in the various processing elements characteristics if gated clocks switch

off unused circuit parts during idle periods. Energy consumption is at least a

quadratic function of the supply voltage (hence CPU speed). Modern processors

can reduce the power consumption by using dynamic voltage scaling (DVS) to

utilize the idle intervals between the deadline and the real finishing time. It is shown

that further energy consumption can be reduced by using the process element power

characteristic during the voltage selection [1]. The voltage scales is investigated that

DVS can decrease the power consumption by up to 10 times when executing real-life

applications by taking full use of the intervals to process tasks as slowly as

possible [2].

Yao presented one of the earliest theoretical models for DVS and presented an

O(n3) algorithm for computing a characterization of the minimum energy DVS

schedule [3]. This optimal schedule did not make any special assumption on the

power consumption function except convexity, and it has been referenced widely as

it gave a main benchmark for evaluating other scheduling algorithms in both

theoretical and simulation work.

There are static and dynamic techniques to using dynamic voltage scaling to

decide appropriate operating voltage/speed. Schmitz researched static techniques

by taking advantage of off-line parameters, such as periods and worst-case execu-

tion cycles [4]. Dynamic techniques (based on slack reclamation) exploit early

completions of tasks to further decrease the speed and energy consumption. Here,

we investigate static one. Scordino and Lipari used dynamic method to reduce the

speed based on these predicted values and achieve more energy saving than static

ones [5]. But the interest in static techniques is still high since static approaches can

be enhanced to develop dynamic ones.

Pillai and Shin computed a single-optimal speed off-line and obtain the minimal

speed to make a task set schedulable under earliest deadline first, and proposed a

near-optimal method under rate monotonous [6]. Without fixing the processor

speed, Saewong and Rajkumar assumed that the speed of the processor can be

changed continuously in a given range and presented an algorithm to find the

optimal speed value based on fixed priority assignments [7]. Based on the task

parameters, Aydin proposed some methods to decide statically processor speed and

assign different speed to every task before system execution [8, 9]. Liu and Mok

gave a more general scheme to choose the speed switching instants more freely

during the activation/deadline of some jobs [10].

Recently, there are several DVS-based algorithms proposed for slack allocation

for a multiprocessor real-time system, while extensive researches on DVS sched-

uling algorithms have been proposed for independent tasks in a single processor

real-time system.
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In this chapter, we combine the schedule algorithm and dynamic scaling voltage

strategy together to save the energy consumption effectively. Complicate task sets

are concurrently processed on the distributed system with different degrees of

parallelism. The presented scheduling algorithm wants to utilize the nonuniform

workloads of processors and generates promising schedule pattern to reduce the

energy consumption by using DVS strategy. Dynamic scaling voltage can reduce

the energy consumption by exploiting the idle or slack time among the schedule

pattern without obeying the precedence restricts and concurrence situation. By

using ant colony optimization and heuristic strategy together to accumulate the

pheromone information on path, the searches move towards the path with high trail,

and find the solution with smaller energy consumption by iteratively ant genera-

tions. The algorithm includes three important co-synthesis steps: (a) assigning,

determining the assignment of computational tasks to machines; (b) allocating,

determining the execution order (sequencing) of tasks mapped to machines and

communications cost; and (c) evaluation, determining the quality of the implemen-

tation candidate (energy consumption). The experiments are implemented to verify

the performance of the algorithm.

This chapter is organized as follows: The next section briefly describe the

problem model which includes task model and energy model. In Sect. 9.3, an

ACO algorithm is presented while its performance is studied in Sect. 9.4. In

Sect. 9.5, a conclusion is presented.

9.2 Task and Energy Mode

In the task scheduling problem, a deterministic set of tasks ST ¼ {st1, st2,. . ., stn}
that are divided from an application is processed on a available set of processors

SP ¼ {sp1, sp2,. . ., spm} with fixed computing times SC ¼ {sc11, sc12,. . ., scnm}. A
directed acyclic graph (DAG) is given to demonstrate the set of tasks and the

precedence restriction among them. The precedence constraints mean the successor

task can be assigned after all its processor tasks have been completed. The com-

munication cost cmi,j represents the transfer time from precedence task ti to its

successor task tj if they assigned on the different processors.

The task model is a fixed model, i.e., the execution time and the precedence

constraint among the tasks are deterministic. Each task can be run on different

processors with different processing time and cannot be interrupted before it

finishes. All the processors can execute a task at a time, and they are continuously

available and can process at most one task at a time. A feasible solution to the task

scheduling problem satisfies the precedence constraint among the tasks.

It is shown that the power of a processing element is the sum of each CMOS

circuit power which is composed of the static power and the dynamic one [4]. Most

research groups have focused on reducing the dynamic power while the static

power is negligible with respect to the dynamic power. The power consumption

of a processor is calculated as
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E ¼ Pdv � t ¼ Cef � V2
ds � c (9.1)

where Pdy, Cef, Vds are the dynamic power, the workload capacitance, and the

supply voltage, respectively.

It is noted that various task scheduling patterns generate different initial energy

consumptions and the slack and idle times. While a lot of researches focus on how

to scale the tasks’ execution speed to appropriate operating voltage/speed, we

research the impact of task scheduling algorithm on the energy consumption.

First row in the table shows the tasks, second row shows the information about

the first machine, and third row shows the information about the second machine.

Table 9.1 gives the processing time (initial energy consumption) of the tasks in

Fig. 9.1. Tables 9.2 and 9.3 show the normal execution time and scaling execution

time of each task with the deadline 90, and the system consumption decreases from

2,482.56 to 945.19. It is demonstrated that energy saving obtained by DVS strategy

is different based on the various schedule patterns.

The objective function of the scheduling problem by using DVS strategy is to

find a feasible schedule with minimum energy consumption.

9.3 ACO–DVS Algorithm

Huang presented an ACO (ant colony optimization) algorithm combined with taboo

search for the job shop scheduling problem [11]. In this chapter, a real number

matrix (PTnxm) is used to imitate the pheromone trail of the real ants and is updated

during the run of the algorithm. When a good solution is found by assigning task sti

Table 9.1 Computation

time of Fig. 9.1
1 2 3 4 5 6

8 (32) 10 (30) 19 (47) 7 (19) 15 (42) 24 (61)

11 (41) 9 (27) 25 (52) 6 (43) 19 (36) 13 (41)

Fig. 9.1 Example of a task

graph with six tasks
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on processor spj, pheromone is added to an element of the pheromone matrix Tixj.
The following ants of the next generation directly use the value of Tixj to evaluate

the promise of placing task on the processor spj. Tixj is actually simplified by

omitting the iteration counter k from Tixj(k) which the amount of pheromone

depends on previously found solution and will be changed after the following

iteration. In our ACO, each task is considered as an ant, and the pheromone trail

of ants is imitated by the solution obtained by the list heuristic strategy.

9.3.1 Initialization Phase

In ACO, the generated schedules by artificial ants may be so coarse that they should

be improved by some complementary local search method. The reason that the

earliest application of ACO to the problem generates unsatisfactory results may be

due to the lack of an appropriate local search.

A set of artificial ants is initially created according to initial schedule and the

pheromone information obtained by using the list scheduling heuristics. The energy

consumption of each task and the total energy consumption of the schedule are used

to generate the initial pheromones to all ants.

psti ¼ cþ a=ecij þ b=initec if sch i; jð Þ ¼ 1

c else

�
(9.2)

where sch(i,j) ¼ 1 means that task sti is processing on processor spj, and ecij is the
initial energy consumption of task sti, and initec is the total energy consumption of

the schedule obtained by the DVS algorithm.

Table 9.2 Energy consumption of Fig. 9.1 on one specific scheduling

1 2 3 4 5 6

0–8.45

(0–8.0)

8.45–18.72

(8.0–18.0)

18.72–41.41

(18.0–37.0)

41.41–58.7

(37.0–52.0)

58.7–90

(52.0–76.0)

20.72–55.7

(20.0–26.0)

Table 9.3 Energy consumption of Fig. 9.1

1 2 3 4 5 6

0–11.96

(0–8.0)

11.96–43.11

(8.0–27.0)

43.11–67.02

(27.0–42.0)

13.96–44.83

(10.0–19.0)

44.83–69.02

(19.0–25.0)

69.02–90.0

(44.0–57.0)
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9.3.2 Construction and DVS Phase

As the DVS slow down certain tasks by using available idle and slack time obtained

following, the execution sequence of tasks is optimized by list scheduling strategy.

The list scheduling heuristic is preferable than other heuristics in terms of the

solution quality and time performance. The order of the tasks is obtained by

using heuristic strategy, and then leads the ant to explore the new neighborhood

based on the pheromone.

The execution sequence of the tasks is obtained by ordering the priority of tasks.

The priority of tasks ti is obtained as follows:

psti ¼ seij þ max
tk∈tsu tið Þ

ESij, sekj þ scij
� �

(9.3)

where tsu(ti) is the conjunctive and disjunctive successors of task sti, ESij is the

earliest start time of task sti if it is executed on processor spj.
The schedule is constructed according to the execution order obtained by the

heuristic strategy, and then the processor is select based on the pheromone trail of

the ants. The probability pr, a real number uniformly distributed in [0,1], is

generated randomly. The pheromone trails for task sti is calculated as follows:

ptij ¼
max ptij

� �α
echij

h i
ijβ

n o
if pr < thre

ptij
� �α

echij

h i
ijβ=

Xm

j¼1
ptij
� �α

phij

h i
ijβ else

8<
: (9.4)

where the heuristic information echij is the sum of earliest finish time and energy

consumption for assigning task sti on processor spj. The value of heuristic is

decreased from generation to generation and is increased the pheromone values

to further improve the solution quality it has found so far.

When extended by a time quantum which is a slice of the slack, the energy

consumption of task ti during the iterative j is computed as:

Ek
i ei þ Δeið Þ ¼ Ek

i eið Þ � V2
ids=div � V2

iUp (9.5)

where div, the number of the processors which run the direct successor of the task ti,
is used to evaluate the extend of energy saving. Vids is the scaling voltage of task ti
and is given as:

Vids ¼ Vit þ ViC=rdi þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vit þ ViC=rdð Þ2 � V2

it

q
(9.6)

The strategy allocates the slack or idle time to the task with most perspective to

optimize the power consumption of the tasks. And then it can reduce the processors

power consumption more effectively by unevenly dividing the slack or idle interval
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among the tasks. In the construction phase, each task is considered as an artificial

ant, and the heuristic value is generated by some problem-dependent heuristic.

For lessening the influence of the old generations of ants, the corresponding

pheromone information is updated by applying the local pheromone update rule as

follows:

pstij ¼ 1� rð Þ � pstij þ r � C0 (9.7)

Based on the best solution found so far and the evaporation of some portion of

pheromone, the global pheromone information is updated as follows:

pstij ¼ 1� kð Þpstij þ k=Btec (9.8)

Btec is the best found energy consumption of the obtained schedule, and r and k are
the pheromone evaporation rate.

9.4 Experiments

The algorithm was implemented in eclipse and run on Intel Xeon processors with

1 GHz speed with 1 GB of memory. The performance of ACO–DVS algorithm is

compared with and genetic algorithm. For this purpose, we consider randomly

generated tests and some specific sets by using various graph sizes and the energy

consumptions. Figure 9.2 demonstrates the comparison of the energy consumption

obtained by ACO–DVS and genetic algorithm. The horizontal line represents

the number of the tasks, and the vertical line represents the average energy

consumption. The average energy consumption obtained by ACO–DVS is smaller

than that obtained by genetic algorithm for graph size from 5 to 20.

The results show that the ACO–DVS outperforms the general genetic algorithm.

And the energy saving is larger when the number of tasks is increased.
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Fig. 9.2 Comparison

of the energy consumption

obtained by ACO–DVS

and genetic algorithm
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9.5 Conclusion

This chapter presented a combination of ACO algorithm and the DVS strategy

for minimizing the energy consumption of the set of tasks executed on the hetero-

geneous distributed system. The heuristic information is obtained according to

the energy consumption of the schedule system. The pheromone information

and the list heuristic strategy are used to guide the search of the ants and generate

the scheduling pattern. The factor of the heuristic and pheromone information is the

variable based on the execution of the ant algorithm. Parameters of the algorithm

are assigned by various values in the procedure of the ACO–DVS algorithm as

parameter determines the convergence speed of the algorithm. At the beginning of

the algorithm, parameter values are set to explore different regions of the search

space and do not focus the search too early on a small region. At the end of the

algorithm, parameter values are set to focus search near the best solution that has

been found so far. The computational results on a set of random and specific

instances testify the performance of the presented approach.
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Chapter 10

An Improved Ant Colony System for Task

Scheduling Problem in Heterogeneous

Distributed System

Yan Kang, Yifan Zhang, Ying Lin, and He Lu

Abstract Task scheduling problem is a major issue of distributed system. An

improved ant colony algorithm is presented to solve the scheduling problem in

heterogeneous distributed system whose complexity is known to be NP-complete

in general cases. To speed up the converging rate of the algorithm, elite initial

solutions are generated by using an adaptable list heuristic algorithm which is a

good tradeoff between the computation complexity and solution quality. A novel

representation of pheromone can make effectively use of the task fitness value to

accumulate pheromone in ACO (ant colony optimization) algorithm. To improve the

self-adaptability of the algorithm, the ACO algorithm and the heuristic rule are

combined together to adjust the searching space on the progress of the algorithm.

Finally, local and global neighborhood searching are performed on the best solution

obtained in iterations. Simulation results show that the performance of the improve

ACO algorithm is better on finding optimal or near-optimal solutions than general

genetic algorithm.
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10.1 Introduction

Scheduling for the tasks of an application represented as a directed acyclic graph

(DAG) is very important in both fields of scientific computation and commercial

application. The task scheduling problem is a branch of scheduling problem, which

is complex combinatorial optimization problem and is very difficult to solve. It is

well known that task scheduling problem is NP-complete, and its optimal solutions

are hard to be achieved with traditional optimization approaches owing to the high

computational complexity [1]. The classical task scheduling problem consists in

scheduling a set of tasks on a set of processors with the objective to minimize the

makespan of the schedule, subject to the precedence constraints among the tasks.

Various approaches have been proposed to solve task scheduling problem in

the homogeneous system as this problem has been widely studied in the literature.

Recently, many researches are focus on the application scheduling for

achieving high performance in heterogeneous systems with nonuniform task

processing time [2]. Since task scheduling problem in heterogeneous systems

cannot be solved to guarantee optimality even under simplified assumption, many

heuristics have been proposed for giving a suboptimal in polynomial time.

In this chapter, we improve the effectiveness and efficiency of the algorithm by

proposing a hybrid algorithm for the task scheduling problem. The proposed

algorithm combines a new list heuristic rule and ACO approach for the task

scheduling problem. The list scheduling heuristic generates good initial solution

by using characteristics of the heterogeneous multiprocessor scheduling problem,

and ACO enhances it iteratively. The proposed hybrid algorithm has high perfor-

mance in terms of both performance metrics (schedule length ratio, speedup,

efficiency, and frequency of best results) and a cost metric (scheduling time).

This chapter is organized as follows: the next sections briefly describe the

scheduling problem and a presented list scheduling algorithms, respectively. In

Sect. 10.4, we propose an improved ant algorithm. In Sect. 10.5, experiments are

given to investigate the performance of the algorithm which Sect. 10.6 concludes

the chapter.

10.2 Task Scheduling Problem Model

In the task scheduling problem, a finite set of tasks T ¼ {t1, t2,. . ., tn} that are

divided from an application is processed on a finite set of machines N ¼ {n1, n2,. . .,
nm} with deterministic processing times E ¼ {e11, e12,. . ., enm}. ei,j is the execution
time of task ti on machine nj that may be different on different processor depending

on the processors computational capability. All tasks and their precedence con-

straints are represented as a DAG, and the precedence restriction means the

successor task cannot be scheduled until all its processor tasks have been finished.

The communication cost CM ¼ {cm11, cm12,. . ., cmnn}, cmi,j represents the cost of

the data transfer from task ti to its successor task tj.
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10.3 An Adaptable Scheduling Heuristic

10.3.1 Related Work

These heuristics are classified into a variety of categories such as list scheduling

algorithms, clustering algorithms [3], genetic algorithms [4, 5], and task

duplication-based algorithms [6, 7].

In list scheduling algorithms, the task in a list is constructed by assigning priority

to it, and each task is assigned to the processor based on its priority. Several variant

list scheduling algorithms have been proposed to deal with heterogeneous system,

for example, Mapping Heuristic (MH), Levelized MinTime (LMT), Dynamic-

Level Scheduling (DLS), Heterogeneous Earliest Finish Time (HEFT), and Critical

Path On a processor (CPOP) [8, 9].

Ant colony optimization (ACO), one of the population-based metaheuristics

dedicated to combinatorial optimization problems, has been successfully applied

to a large number of discrete optimization problems, such as the traveling salesman

problem and the vehicle routing problem, for which ACO was shown to be very

competitive to other metaheuristics. Also, ACO has been applied successfully to

task scheduling problems [10, 11].

With respect to list scheduling algorithms, it has been shown that minimizing the

makespan of the tasks throughout the schedule is preferable to sequence the tasks in

the descend order of their previously computed priorities, and then assign tasks on

machines according to their sequence.

10.3.2 An Adaptable Scheduling Heuristic

If a task can be assigned to more than one predecessor and the computation cost of

the task varies in the system, we think that the performance of the scheduling

algorithm will be improved by considering the change ratio of the computation cost

of the tasks. We present an elastic factor to imply the elastic of the task, i.e., the

flexibility of the task performance. The priority of task ti is given as

pti ¼ wi þ max
vj∈succ við Þ

ptj þ cmij

� �� ��
aþ ef �i b, (10.1)

where succ(ti) is the set of immediate successors of task ti, wi, the time-weight of

task ti, is the average computation cost of task ti. a, b are coefficients whose values

are smaller than 1, and the sum of a,b is 1. And the value of the elastic factor efi is
the computation time difference between the maximum computation time and the

minimum computation time of task ti.
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The execution order (sequencing) of tasks is based on the priorities of all tasks.

To assign priorities to all tasks, the upward rank of a task is computed as the critical

path of that task.

Each task is scheduled onto the processor that gives the earliest completion time

for the task. For the tasks to be scheduled, the value is computed recursively as

shown in Eq. (10.2); all immediate predecessor tasks of ti must have been

scheduled.

ECi ¼ min
j∈ni

teij þ max
tj∈succ við Þ

AVij, ejk þ cmij

� �� �
, (10.2)

where AVij is the earliest time that processor nk completed the execution of the last

assigned task or the idle slot between the assigned tasks enough to schedule task ti
as early as possible. The inner max block in the EC equation returns the ready time,

i.e., the time when all the data needed by ti has arrived at processor nj. The elastic
factor of a task is given as a valid heuristic to minimize the schedule length. The

solution is obtained by scheduling the tasks ti onto processor nj that gives the

earliest finish time for the task.

10.4 Improved Ant Colony Optimization Algorithm

The general principle of ant algorithms is that the pheromone information reflects

the outcomes of the decisions which have been made by former ants that found

good solutions. In case of task scheduling problems, the decisions are which task to

put on which place in the schedule. In our ACO, each task is considered as an ant,

and the pheromone trail of ants is imitated by the solution obtained by the adaptable

heuristic strategy. This pheromone trail, the executing situation of the processor, is

updated during the run of the algorithm. The task is selected according to the order

given by task prioritizing phase of the adaptable heuristic strategy. And ants select

the processor based on its pheromone information and heuristic information. This is

done to make explicit that the amount of pheromone depends on the current

iteration and changes during the run of the algorithm. Yet, for simplicity, we omit

the iteration counter.

10.4.1 Initialization Phase and Heuristic Rule

In ACO, the generated schedules by artificial ants may be so coarse that they should

be improved by some complementary local search method. The reason that the

earliest application of ACO to the problem generates unsatisfactory results may be

due to the lack of an appropriate local search.
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A set of artificial ants is initially created according to initial schedule and the

pheromone information obtained by using the adaptable list scheduling heuristics

given in Sect. 10.2. The execution situations of tasks give the pheromones to all

ants, especially the execution situation of all tasks scheduled onto the same

processor.

As in the task scheduling problem, the absolute position of a task is of impor-

tance; we use the following list scheduling strategy to generate the positions of

tasks that represent the desire of setting task at the position in the sequence. And

then ants build up new schedule by extending the already fixed prefix of the

schedule and profit from existing list scheduling heuristics. The priority of task ti
is computed according to the former scheduling pattern as

pti ¼ eij þ max
tk∈asu við Þ

AVij, ekj þ cmij

� �
, (10.3)

where asu(ti) is the set of immediate successors of task ti and the immediate task

running after task ti on the same processor nj, cmij is the communication time

between task ti and its successor task tj.

10.4.2 Construction Phase and Update Pheromone Rule

We construct a schedule by choosing the tasks based on the order given by the

adaptable list heuristic strategy, and then a task can only be selected if all its

predecessors are already in the partial schedule in each construction step. To assign

each task onto a particular machine, an important issue is to define the pheromone

trails for the machines to be assigned. When the random probability rp, a real

number uniformly distributed in [0,1], is less than the given probability gp, an ant

chooses the machine with maximal pheromone for the task to be scheduled.

vti ¼ max phr i; jð Þ½ � heu i; jð Þ½ �β
n o

(10.4)

When the random probability rp is larger than the given probability gp, a
processor is chosen according to the following probability distribution.

pti ¼ phr i; jð Þ½ � heu i; jð Þ½ �βXn

j¼1
phr i; jð Þ½ � heu i; jð Þ½ �β

, (10.5)

where the pheromone information phr(i,j) is the last completion time for the

processor nj. And the heuristic information heu(i,j) is the earliest start time for

the task ti on the processor nj, which is given as

10 An Improved Ant Colony System for Task Scheduling Problem. . . 87



heu i; jð Þ ¼ eij þ AVij þ max
tk∈succ tið Þ

ekj þ cmik

� �
, (10.6)

where AVij is the earliest start time that processor nj can process task ti.
The heuristic and pheromone information are indicators of how good it seems to

put task ti on the processor nj. Parameters β determine the relative influence of the

pheromone values and the heuristic values on the decision of the ant.

After an artificial ant has been assigned to a machine, the corresponding pher-

omone information is updated by applying the local pheromone update rule as

follows:

phr i; jð Þ ¼ 1� ρð Þphr i; jð Þ þ ρ � C, (10.7)

where 0 < ρ < 1 is the pheromone evaporation rate, C is the initial pheromone

level. The effect of the local pheromone update rule is to make the choice of putting

ti on the processor nj less desirable for other ants to achieve diversification.

Consequently, this mechanism favors the exploration of different schedules.

10.5 Experiment and Results

The algorithms described in Sect. 10.4 were implemented in eclipse-jee-indigo-

SR1-win32 and run on Intel Xeon processors with 1 GHz speed with 1 GB of

memory. Figure 10.1 demonstrates a DAG with 10 tasks and 15 edges on which the

communication times of each task are labeled and assumed to be the same on the

whole network.

Table 10.1 shows the processing times of each task on three available processors

in the heterogeneous computing system. Table 10.2 shows the minimum results

obtained by the IACO algorithm, i.e., begin time and completion time of all tasks.

Table 10.3 shows the minimum results obtained by the genetic algorithm. Com-

parison between the genetic algorithm and IACO algorithm is shown in Tables 10.2

and 10.3 under the used number of ants is 52 and initial genetic individuals is

52 after 10 iterative. The schedule length obtained by IACO algorithm is 47 which

is less than the schedule length obtained by genetic algorithm is 66. The improve-

ment ratio between the difference between two results and the larger result is

28.8 %.

The performances and cost of the algorithms were compared with respect to set of

experiments with various graph characteristics. The results show that the IACO algo-

rithm is more effective than genetic algorithm with improvement is larger than 10 %.

88 Y. Kang et al.



10.6 Conclusion

This chapter presented a combination of ACO algorithm and the list heuristic

algorithm for the task scheduling algorithm in the heterogeneous multiprocessor

system. We present a heuristic strategy to generate the initial solution for the ACO

algorithm. And then new ant can generate by using pheromone and heuristic

information based on the characteristic of the problem. The feasible solution is

obtained by sequence the task based on the priority given by the heuristic rule. The

computational results on a set of random and specific instances testify the
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Fig. 10.1 Example of a

task graph with 10 tasks

Table 10.1 Communication

and computation time

of Fig. 10.1

V 1 2 3 4 5 6 7 8 9

P1 8 16 9 15 8 8 11 9 12

P2 7 17 11 12 9 14 17 13 14

P3 10 12 15 14 7 16 13 15 19

Table 10.2 Schedule of Fig. 10.1 by IACO algorithm

V 1 2 3 4 5 6 7 8 9

P1 7–16 27–35 19–27 12

P2 0–7 7–19 19–32 14

P3 7–19 19–32 19

Table 10.3 Schedule of Fig. 10.1 by genetic algorithm

V 1 2 3 4 5 6 7 8 9

P1 0–8 8–23 36–47 12

P2 8–25 25–36 36–45 14

P3 38–54 23–38 19
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performance of the approach. And it is also demonstrated that the percentage of

final schedule length is less than the initial one and the average improvement ratio

are both sensitive to the graph structure and the initial one.
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Chapter 11

Optimization of Green Agri-Food Supply

Chain Network Using Particle Swarm

Optimization Algorithm

Qian Tao, Zhexue Huang, Chunqin Gu, and Chenxin Zhang

Abstract The green agri-food supply chain network (GASCN) design is critical to

reduce the total transportation cost for efficient and effective supply chain man-

agement. This paper proposes a new solution based on particle swarm optimization

(PSO) to find optimal solution for GASCN problem. PSO adopts transforming

operator to modify particles in the population. The novelty of the transforming

operator is that it can avoid applying the penalty function so that the diversity of

populations is decreased. To show the efficacy of the algorithm, PSO is also tested

on three cases. Results show that the proposed algorithm is promising and out-

performs GA by both optimization speed and solution quality, especially when the

scale of problem is large.
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11.1 Introduction

With the increasing demand for green agri-food, the green agri-food supply chain

network (GASCN) design problem has been gaining focus of more and more

researchers recently. Due to increasing competitiveness, the logistics firms are

obliged to maintain high customer service levels at the same time they are forced

to reduce total transportation cost for profit maximization.

As any other SCN, the GASCN is a network of organizations in order to bring

agri-food to customers. The network involves planting bases (PB), distribution

centers (DC), and points of sales (POS) with purpose of satisfying POS’s demands,

beginning with the PB of green agri-food, following with DC and ending with POS

such as vegetable markets and supermarkets. Traditionally, manufacturing, distrib-

uting, and marketing along the supply chain operated independently. These orga-

nizations have their own objectives, and these objectives are often conflicting. But

there is a need for a mechanism through which these different functions can be

integrated together [1].

As for the SCN problem, the models and solutions for industrial products are

relatively massive, but the solutions of the SCN about green agri-food are limited.

In literature, there are many different studies on the design problem of supply

networks, and these studies have been reviewed by Erenguc et al. [2] and

Pontrandolfo et al. [3]. Amiri [4] has presented a Lagrangian relaxation approach

to minimize the total cost of two-stage supply chain. Costa et al. [5] have worked on

three stages of SCN optimization problem. Most of the researchers have concen-

trated on the improvement of the supply chain performance, and very few have

considered the performance improvement of the algorithm concurrently [6].

Due to the NP hardness of SCN problems [7] and the large-sized problems in the

real world, intelligent algorithms such as genetic algorithms (GA) [8] have been

proposed to solve the SCN problems. Particle swarm optimization (PSO) [9], which

is an important optimization tool as well as a continuous optimization method, was

proposed by Kennedy and Eberhart in 1995. As a swarm intelligence algorithm,

PSO simulates preying behaviors of bird flocking and fish schooling and searches

for the optimal solution iteratively. Since PSO was put forward, it has attracted

much attention from many scholars especially in the research fields of multi-

objective problems [10]. The standard PSO has great advantage in searching for

non-inferior solutions in a multidimensional complex space.

In this paper, an enhanced PSO is proposed in order to solve the GASCN

problem for optimization. The proposed algorithm can be applied to SCN problems.

The distinct feature of PSO is that it adopts transforming operator to modify

chromosomes in the population and uses effective genetic operations. The

transforming operator can assure that the solutions are always feasible. The perfor-

mance of the proposed PSO has been compared with the state-of-the-art GA [8].

Results show that the proposed algorithm can achieve high-quality solutions with a

much faster optimization speed.
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The remainder of this paper is organized as follows. Section 11.2 presents the

statement of the optimization problem. Section 11.3 describes the implementation

of the proposed algorithm in detail, including the encoding method of particles, the

design of transforming operator during the process of initialization of chromo-

somes, the design of fitness function, the identification of the local best position and

global best position, and updating the particle’s velocity and position. In Sect. 11.4,

a series of experiments are conducted, and the results are analyzed to illustrate the

performance of the proposed algorithm. Finally, in Sect. 11.5, this paper is con-

cluded, and suggestions are given for future research.

11.2 Problem Statement

In order to optimize performance of GASCN, we should design the distribution

network strategy that will satisfy demand requirement for the products imposed by

points of sales. The problem is a SCN design problem for single green agri-food.

The main objective to solve such an optimization problem of GASCN is to evaluate

the selection of different planting bases or set of the planting bases and different

distribution centers or set of the distribution centers, whereas the performance

criteria are the minimization of the total transportation cost. Simultaneously, the

demand for green agri-food from each point of sales must be satisfied. The

assumptions used in this problem are as follows.

Planting bases, distribution centers, and points of sales are known. The require-

ment for green agri-food from each point of sales is known. Green agri-food and

distribution centers are enough for distribution. The transportation costs of green

agri-food on the path from each planting base pbi to each distribution center dcj and
from each dcj to each point of sales posk are known. Green agri-food distributed to

posk are supplied by a dcj or multi-dcj, and green agri-food distributed to dcj are
supplied by a pbi or multi-pbi.

Suppose there are planting basesPB ¼ {pb1, pb2, . . ., pb|PB|}; distribution centers
DC ¼ {dc1, dc2, . . ., dc|DC|}, points of sales POS ¼ {pos1, pos2, . . ., pos|POS|}; a
green agri-food SCN GASCN � PB � DC [ DC � POS, where “�” is Cartesian

product; and demand of POS ReqPOS ¼ Reqpos1 ,Reqpos2 , . . . ,Req POSj j
n o

, the objec-

tive of optimization of GASCN is to find PBi ¼ pbi1, pbi2, . . . , pb
i
��PBi

��
� �

� PB,

DCj ¼ dcj1, dcj2, . . . , dc
j
��DCj

��
� �

� DC, GASCN ¼ {(pbi, dcj), (dcj, posk))jpbi ∈
PBi, dcj ∈ DCj, posk ∈ POS}, satisfying

min f ¼ TQj
i � Cos t

dcj
pbi

þ TQk
j Cos t

posk
dcj
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Reqposk ¼ TQposk
dcj

AGASCN is shown in Fig. 11.1. Table 11.1 lists the notations used in this paper.

11.3 Proposed PSO Algorithm

This paper proposes a PSO algorithm for optimization of green agri-food supply

chain networks. In PSO, a novel transforming operator is applied. In addition, the

method of representation is the critical to solve the optimization problem. In this

1
1

1

2

2

3

2

3

4

PB
DC

POS

30

20

50

10

30

10

35

15

5+5=10
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5+15=20
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Fig. 11.1 A GASCN

application used in our

experiments

Table 11.1 Notations Symbol Descriptions

PB Set of planting bases

pbi Planting base i

DC Set of distribution centers

dcj Distribution centers j

POS Set of points of sales

posk Points of sales k

TQj
i

Transportation quantity from node i to node j

Xi Particle i

xni The position of dimension n particle i

M Number of particles in the population

N Total number of impossible paths

n The index of paths, n ∈ [1,N]

Reqposk The requirement of point of sales k

f _ pb(n) The map from n to a planting base

g _ dc(n) The map from n to a distribution center

h _ pos(n) The map from n to a point of sales

Costji Unit transportation cost from node i to node j
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section, the particle’s representation is firstly described. Then the particle’s initial-

ization, the evaluation of fitness, and the identification of the local and global best

position, updating the particle’s velocity and position, are presented. A complete

flowchart of the proposed PSO is shown in Fig. 11.2.

11.3.1 Encoding Method of a Particle

The encoding of particles is the premise of using particle swarm to search for an

optimal solution in a GASCN problem. In the PSO, the number of particle dimen-

sions is equal to the number of paths from PB to POS by DC, and each dimension

corresponds to the transportation quantity of green agri-food on each path. In

Fig. 11.2, the GASCN has 2 PB, 3 DC, and 4 POS, and the particles are encoded

by 24 (2 � 3 � 4 ¼ 24) dimensions. The number of solution in the searching

space of a particles is jPBj � jDCj � jPOSj. Figure 11.3 gives an illustration of a

searching of particle swarm in a 24-dimensional space.

Initialization and transforming

Evaluation of fitness

Updating of velocity and position of
particles according (2) and (4)

Evaluation of globe gBest

Evaluation of all particles’pBest

Stop conditions met

End

Start

Yes

No

Fig. 11.2 Flowchart

of the proposed PSO
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11.3.2 Evaluation of Fitness

The fitness function of a particle Xi in the population is defined as

fitnessi ¼
XN
n¼1

xni � Cos t
g dc nð Þ
f pb nð Þ þ Cos t

h pos nð Þ
g dc nð Þ

� �
(11.1)

where f pb nð Þ ¼ n
DCj j� POSj j, g dc nð Þ ¼ n

POSj j% DCj j, h _ pos(n) ¼ n%|POS|,

Cost
gpbðnÞ
fpbðnÞ is the transportation cost of green agri-food from PBf _ pb(n) to DCg _ dc

(n), and Cost
hposðnÞ
gdcðnÞ is the transportation cost from DCg _ dc(n) to POSh _ pos(n). More-

over, every particle is evaluated according to Eq. (11.1).

11.3.3 Updating the Particle’s Velocity and Position

vni tþ 1ð Þ ¼ ωvni
�
t
�þ c1 � r1 �

�
pBestni

�
t
�� xni

�
t
��

þc2 � r2
�
gBestn tð Þ � xni

�
t
�� (11.2)

ω ¼ 1:0� gen�0:6=499 (11.3)

xni tþ 1ð Þ ¼ xni tð Þ þ vni tþ 1ð Þ (11.4)

The position and velocity of the particle are updated by Eqs. (11.2) and (11.4),

respectively. In Eq. (11.2), ω is the inertia weight and is calculated by Eq. (11.3),

c1, c2 are acceleration constants (also known as cognitive parameters and social

parameters), and r1, r2 are the independent random variables evenly distributed

within [0, 1]. If the new particle does not satisfy the requirement of points of sales,

the transforming operator is applied.

nth dimension

Particle 
swarm

24th dimension

1st d
im

ensio
n

2nd dimension

24th path

2nd path

1st  pathFig. 11.3 An illustration of

searching of particle swarm

in a 24-dimensional space
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11.4 Experimental Study and Discussions

The proposed PSO for optimization of green agri-food supply chain network

was performed on a machine with Pentium D 3.00GHz CPU and 1024MB of

RAM. The operating system was MS Windows XP, and the compiler was VC++

6.0. We tested the PSO on Case_1, Case_2, and Case_3 from small scale to large

scale (Table 11.2).

The following parameters were used in the PSO: M ¼ 20, c1 + c2 ¼ 1.8 + 1.8

< 4. To validate the proposed PSO, we compared the PSO with GA [10] to tackle

the various problems in GASCN. Experiments were independently simulated

30 times. Table 11.3 presents the comparison of GA and PSO. To validate the

reliability and robustness of PSO, we tested two algorithms with a longer running

time and 10,000 iterations. The mean fitness, best fitness, the average time in

second used for obtaining the best result in each run of the two algorithms are

compared with each other. The statistical results are shown in Table 11.3.

From Table 11.3, GA outperforms PSO on Case_1 in speed, but as the increasing

of cases scale, PSO outperforms GA both in the solution quality and in the

optimization speed.

Table 11.2 Test cases
Test cases jPBj jLCj jSTj Scale Reqstk Costji
Case_1 2 3 4 24 [10, 50] [1, 10]

Case_2 10 15 16 2,400 [10, 50] [1, 10]

Case_3 15 20 25 7,500 [100, 500] [1, 10]

Table 11.3 Convergence speed and the solution accuracy comparisons

Test cases

GA PSO

Mean fitness Best fitness Time (s) Mean fitness Best fitness Time (s)

Case_1 758.978 750.229 17.656 590 590 24.757

Case_2 2,878.92 2,874.12 421.563 1,253.598 1,110 171.829

Case_3 78,239.3 76,546.6 2,867.44 39,694.79 36,667.6 689.686
aConvergence speed being measured on the mean CPU time needed to reach an acceptable

solution; solution accuracy being measured on the best fitness and the mean fitness on 30 inde-

pendent trials
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11.5 Conclusion

In this paper, we have proposed a PSO for optimization of green agri-food supply

chain network. PSO uses float-point representation to encode the SCN problems. In

PSO, a transforming operator is used to keep solutions in feasible ones when total

transportation number does not meet the demands of each POS. Experiments were

conducted on three cases, and the experimental results demonstrate the superiority

and effectiveness of the proposed algorithm for green agri-food supply chain

network. In our future research, to the best of our knowledge, we will study more

effective and efficient solution methodology based PSO algorithm.
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Chapter 12

A New Model for Short-Term Power System

Load Forecasting Using Wavelet Transform

Fuzzy RBF Neural Network

Jingduan Dong, Changhao Xia, and Wei Zhang

Abstract Power load changes periodically. And the effects of climatic (precipitation,

relative humidity, temperature, wind speed) on the load should be fuzzy. In order to

solve the problem, this chapter presents amethod combiningwavelet transform, fuzzy

set concept, and neural networks for short-term load forecasting. Through the wavelet

transform, the load sequence decomposes into subsequences consisting of different

wavelet coefficients. On the other side, by the fuzzy neural network, the samples of

five meteorological factors influencing power load are transformed into fuzzy input

with the subsequences, and then, the suitable RBF neural networks for the forecasting

are selected. Finally, the load forecasting sequence is obtained by the reconstruction of

the forecasted results from the subsequences. The simulation results demonstrate the

proposed method possesses validity and practicability with a mean absolute error

below 1.5 %.

12.1 Introduction

Power load forecasting is to study the change rule and variation trend of the electric

load. Accurate power load forecasting can improve the security and stability as well

as economy of the power systems. Because of the factors such as climate, economy,

price, and policy many more efforts have been made towards the application and

improvement of power load forecasting techniques in order to adapt to the impact of

these factors. Short-term load forecasting is an essential part of power system

operation mainly used in optimal unit commitment, generation schedule, hydro-

thermal coordination, power exchange schedule, and so on [1]. Accurate prediction

can forecast the load variation and lower power loss for power grid in advance.
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However, the power load is uncertain and changeable by external factors. The

study shows that the impact of different climatic factors on the electricity load is

also different from each other. Climate change is one of the important reasons of

load fluctuations which make further research on improving the prediction

methods [2].

There are various methods used in load forecasting over the years. The tradi-

tional short-term load forecasting methods are time series, autoregressive average,

exponential smoothing, etc. The prediction models in these mathematical expres-

sions cannot meet the requirements of power systems nowadays. The modern

prediction algorithm artificial neural network (ANN) will be introduced in this

chapter for the reason that the network can approximate any nonlinear function then

model the performance and learn characteristics. ANN has been widely applied in

short-term load forecasting in power system.

This chapter presents a wavelet transform fuzzy neural network model. It uses

the subsequences of the load and the transformed climate fuzzy variable as the input

of the neural network. The subsequences of the load are decomposed by wavelet

transform, and the climate variables are transformed by membership functions.

Then, the predicted results are obtained by the reconstruction through inverse

wavelet changes to get the load sequence of the forecast day. The simulated results

demonstrated that the accuracy meets the demand.

12.2 Wavelet Decomposition and Reconstruction

To process data scientifically and rationally is the most basic part to improve the

load forecasting precision. For the short-term load forecasting, load data also need

the process in an appropriate way. It is because of the power load changes

periodically and will also fluctuate with the users’ contingency change and the

variety of climate conditions (precipitation, relative humidity, temperature, wind

speed) at the same time that the various types of load signal generally performs as a

continuous spectrum. This load type can be transformed into nonperiodic compo-

nents, and these load components have different frequency characteristics including

low and high frequencies [3]. By this way, the load transforms into different scales

of wavelet coefficients. Then, the feature vector composed by the wavelet coeffi-

cients replaces the load data for neural network training. Finally, the load forecast-

ing sequence was obtained by the reconstruction of the forecasted results from the

output.

The historical power load data can be treated as time series signals. An original

signal can be expressed by a multi-resolution representation. In order to give a brief

introduction on multi-resolution decomposition, we need to take a three-tier multi-

resolution decomposition, for example. The signal decomposition processes is

shown in Fig. 12.1, where S means the original signal, c is low-frequency compo-

nent, and d is high-frequency component.
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As we can see from the figure, multi-resolution analysis is just the decomposi-

tion of low-frequency part, and the high-frequency part will not be considered

further. What is more, the multi-resolution analysis is essentially an iterative

process of signal analysis between the two adjacent resolutions [4].

Mallat algorithm is employed in this chapter for wavelet decomposition and

reconstruction. Using Mallat algorithm, the known signal can be decomposed into

different scales. Mallat decomposition algorithm uses the extraction method that

the subsequence is shortened to half of the original sequence. So it greatly reduces

the amount of computation of the wavelet transform that improves computing speed

which is conducive to processing large amounts of information. Briefly, in the space

of discrete sequence, under the prerequisite of Shannon sampling theorem, the

Mallat algorithms use a low-pass filter h(k) and a high-pass filter g(k) to the

sampling signal binary band division. Through observing the signal in different

frequency bands, the signal feature can be extracted. Besides, Daubechies function

is selected as the mother wavelet.

The decomposition algorithm has the form of

cjþ1,k ¼
X
l∈Z

cj:lhl�2k (12.1)

djþ1,k ¼
X
l∈Z

cj:lgl�2k (12.2)

On the contrary, the algorithm also provides the simple way to reconstruct the

original single:

cj,k ¼
X
l∈Z

hk�2lcjþ1, l þ
X
j∈Z

gk�2ldjþ1, l (12.3)

12.3 Wavelet Transform Fuzzy Neural Network

Forecasting Model

The neural network model based on the method of this chapter is shown in Fig. 12.2

where x1 ~ xm are original load inputs and xm + 1 ~ xn are original climatic factors

inputs. The way to deal with load sequence via wavelet transform will not be given

S

d1c1

c d2

c d3

Fig. 12.1 The

decomposition process
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unnecessary details here. As for climate data, they are turned into fuzzy input via

membership functions. The learning network chooses radial basis function (RBF)

neural network which is similar to nonlinear continuous function with uniform

approximation so as to speed learning process.

This new model considers the climatic factors affecting load, the analysis of the

uncertainty factors, load data processing, and the basic forecast model. It combines

these algorithms in an optimal way which ensures the accuracy of the prediction.

12.3.1 Fuzzification of Meteorological Factors

Fuzzy neural network combines fuzzy theory with neural network. The fuzzy logic

is inserted into the fuzzy neural network instead of Boolean logic, so that the

network can obtain the ability of fuzzy inference to improve the learning speed.

Fuzzy neural network just blurs some of elements and retains the basic properties

and structure.

The fuzzy set is the collection of elements that with some specific characters in

some degree. The characteristic function which describes the elements’ degree of

membership in a fuzzy set is membership function. Furthermore, fuzzy set theory is

the method of mapping from region to region while ANN mapping from point to

point. Through combining the merits of the two, the network can be applied to

different power systems.

Natural factors (typical micro factors such as temperature, precipitation, and

wind speed) will lead to short-term relative volatility of the load [5]. Lots of load

forecasting models just consider the influence of temperature on load. Obviously,

temperature is an important indicator of the load fluctuation [6]. However, some

other natural factors will affect human comfort so that cause fluctuations of power

load. The fact is people tie between meteorological factors and load change.

Specifically, meteorological factors affect the comfort of the human and thereby

affect human behavior which will lead the load change [7].

Fig. 12.2 Wavelet

transform combined with

fuzzy RBF neural network

forecasting model
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There are five primary factors (i.e., daily maximum temperature, daily minimum

temperature, precipitation, relative humidity, wind speed) which will be considered

as the fuzzy input. The selection of the membership functions is based on the output

and input functions linear or not. Due to the inputs above are mainly linear factors,

we elect 2~3 membership functions for simplified precondition here. For these

inputs, use fuzzy number of triangular or trapezoidal distribution to express the

input spatial distribution. Therefore, we can simultaneously obtain multiple fuzzy

membership degree of the input if a specific input value has been given.

12.3.2 Radial Basis Function Neural Network for Training

The RBF neural network involves three layers with only one hidden layer which

applies a nonlinear transformation form input space to hidden space in its most

basic form. Comparing to BP network, it has a higher learning efficiency and

function approximation.

The input in this chapter is a feature vector constituted by the load coefficients of

wavelet and fuzzy meteorological factors. And the input-output mapping of RBF

network has the following form:

f xð Þ ¼
Xm
j¼1

wjφ x� xj
�� ��� �

(12.4)

where m is the number of hidden nodes, wj is the adjustment weight, φ(kx � xjk) is
a set of m arbitrary functions, and k.k refers to Euclidean norm.

For regularization RBF network itself, while it is in the process of learning, the

hidden layer’s activation functions evolve slowly in accordance with some

nonlinear optimizations strategies, and output layer’s weights adjust themselves

rapidly through a linear optimization strategy. Here, take the method of fixed center

selected at random for learning and employ an isotropic Gaussian function

whose standard deviation is fixed according to the spread of the centers. In effect,

the standard deviation of the Gaussian radial basis functions is fixed at

δ ¼ dmaxffiffiffiffiffiffi
2P

p (12.5)

where dmax is the maximum distance between the chosen centers and P is the

number of centers. This formula ensures that the individual RBF is not too peaked

or too flat. Both of these two extreme conditions should be avoided.

Then, the weights of output layer adopt least mean square algorithm (LMS), and

the weight adjustment takes the following form:
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ΔWk ¼ η dk �Wk
TΦ

� �
Φ (12.6)

In formula (12.6),Wk is the linear weight in the output layer of the network, dk is
the desired respond, and Φ is an m-by-m matrix with elements.

Only a small number of connection weights need to be adjusted by training. It is

because of this characteristic that the RBF neural network has a relatively higher

learning speed. And RBF network proves to be effective in power load

forecasting [8].

12.4 Practical Example

In this practical example, the method above is used to deal with 24-h-ahead load

forecasting. In order to verify the reliability of the algorithm, we select the vagaries

of climate on season transition. Hubei Yichang is just the city where the weather is

changeable and rainy. Choose the historical hourly load data (24 points a day, a

total of 720 points, load measured in MW) and corresponding climate data from

October 1, 2005, to October 30, 2005, of Yichang, Hubei, China. The previous

29 days’ data are taken as the training samples into the forecasting model for

learning, and then, the data sequence of October 29 is used to forecast the power

load data of October 30.

The load sequences adopt Mallat algorithm with layer 3 scale decomposition.

Besides, take the method of periodic extension to get biorthogonal compactly

supported wavelets db4 (Daubechies function as the mother wavelet) thus obtaining

the wavelet coefficients. At the same time, select five climate factors (daily max-

imum temperature, daily minimum temperature, precipitation, relative humidity,

and wind speed) related to the load fluctuation and choose respectively appropriate

trapezoidal membership functions or triangular membership functions to obtain the

fuzzy inputs. This step can be achieved easily by Matlab programming language.

The neural network model is built via Matlab R2010a simulation software for

simulation training and prediction.

The training error curve is shown in Fig. 12.3. As we can see from the figure, the

network has a high convergence speed, and the number of iteration is just 27. It is a

short time before the target error is met. And this is one of the reasons why we

choose the RBF neural network. After the simulating, the mean absolute percentage

error (MAPE) is used to appraise the performance of the network on the test. From

the simulation result we can easily get that the network has a mean absolute error of

1.4775 % whose forecast value is almost identical with the actual value. This

forecast accuracy meets the power system operation needs. The specific experiment

results are shown in Table 12.1 and Fig. 12.4.
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12.5 Conclusion

The predictive model established in this chapter for short-term load forecasting

combines wavelet transform with fuzzy neural network. The short-term power

system load is periodic and nonlinear that the chapter puts forward a model consid-

ering different scales of load as well as the impact made by climate. This method

highlights the relevance of the power systems and outside environment impact.

Fig. 12.3 The error

curve of the network

Table 12.1 Comparison between the forecast load and actual load

Hours

Actual

load

Forecasting

load Error (%) Hours

Actual

load

Forecasting

load

Error

(%)

1 737 748.1 1.44 13 766.2 764.3 �0.25

2 734.5 747.3 1.74 14 790.3 782.8 �0.95

3 740.1 753.8 1.85 15 797.5 788.6 �1.12

4 720.8 732.4 1.61 16 811.4 788.3 �2.85

5 715.5 729.2 1.91 17 814.9 793.9 �2.58

6 718.5 728.7 1.42 18 833.0 841.6 1.03

7 749.1 759.6 1.40 19 845.6 829.4 �1.92

8 806.0 810.9 0.61 20 807.8 793.1 �1.82

9 798.3 800.3 0.25 21 774.7 769.1 0.72

10 764.5 750.4 �1.84 22 740.1 755.5 2.08

11 747.0 729.5 �3.27 23 763.3 753.8 1.24

12 766.2 741.7 �0.71 24 755.2 748.8 0.85

MAPE ¼ 1.4775
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It proves to be viable and applicable through the practical example. The forecasting

precision meets the demand for power system operation. Although the impacts of

climate have been considered in this model, the degrees of influences vary from each

other. Future work is to deal with the diversity to improve the prediction accuracy of

the forecasting.
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Chapter 13

Energy-Effective Frequency-Based Adaptive

Sampling Algorithm for Clustered Wireless

Sensor Network

Meiyan Zhang, Wenyu Cai, Liping Zhou, and Jilai Liu

Abstract The objective of wireless sensor networks is to extract the synoptic

structures (spatiotemporal sequence) of the phenomena of ROI (region of interest)

in order to make effective predictive and analytical characterizations. Energy

limitation is one of the main obstacles to the universal application of wireless

sensor networks. Recently, adaptive sampling strategy is regarded as a much

promising method for improving energy efficiency. In this paper, we dedicate to

investigating how to regulate sampling frequency of sensor nodes in different

clusters dynamically following the change of signal frequency. The adaptive

frequency-based sampling (FAS) algorithm proposed in this literature is to

measure periodic signal frequency online in different clustered region, afterwards

regulate signal sampling frequency following with minimal necessary frequency

criterion; as a result, the previous desired level of accuracy is achieved, and the

energy consumption is decreased. The simulation results are compared with that of

fixed sampling rate approach with respect to energy conservation.

13.1 Introduction

Wireless sensor networks have received considerable academia research attention in

present years [1]. Wireless sensor networks consist of a large number of tiny sensor

nodes deployed over a geographical area; each node is a low-power device that

integrates computing, communication, and sensing abilities. The key application of
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wireless sensor networks is monitoring physical phenomena and acquiring environ-

ment information. Typically, each sensor node collects raw sensory data to the users

through network interconnection for further analysis. The simplest way is to permit

each sensor node to deliver its raw sensory data to the base station periodically,

where the data can be assembled for subsequent analysis. However, this approach

results in excessive communication, and the energy is wasteful. Energy limitation is

one of main obstacles to the universal application of wireless sensor networks. In

recent years, several energy management schemes have been proposed to reduce

power consumption in the literatures, the novel one is adaptive sampling. It is

emphasized that reducing the amount of acquired data by using adaptive sampling

techniques also reduces the energy consumption for communication. A detailed

survey shows that data acquisition and processing have energy consumption, which

is significantly lower than that of communication [2].

Generally, data acquisition and processing consume energy that is significantly

lower than that of communication. Therefore, traditional researches are concerned

with conserving energy as much as possible by reducing transmission capability.

Unfortunately, this assumption does not always hold in a number of practical

applications. Therefore, this paper proposes a frequency-based adaptive sampling

(FAS) algorithm to solve the problem of how to regulate sampling frequency of

sensor nodes dynamically following the change of signal frequency. The key idea

of this paper is to measure periodic signal frequency online, afterwards adjust signal

sampling frequency to the real needs of the physical phenomena under observation.

As a result, these two complementary requirements can be achieved: the previous

desired level of accuracy is achieved through guaranteeing certain minimal sam-

pling rate for reconstruction, e.g., Nyquist sampling frequency; moreover, the

energy consumption is decreased through reducing sampling frequency rate of

sensor nodes as much as possible. The FAS algorithm does not assume any

hypothesis with regard to the observed signal; therefore, it is of more general

applicability. The sensory signal evolution rates of different clustering regions are

different for large-scale wireless sensor networks with many clusters; therefore,

signal sampling rate ought to adjust subsequently following signal evolution ten-

dency of different clusters.

13.2 Related Works

The problem of energy-efficient transmission has been investigated with certain

technology such as mathematical optimization in the current papers [3]. However,

most researches are concerned with energy-efficient transmission, not energy-

efficient sampling. Unfortunately, data acquisition or sampling will consume

much more energy than data transmission in a number of practical applications

because acquisition times are typically longer than transmission or some sophisti-

cated acquisition process such as multimedia sensor networks. Therefore, some

researchers have been investigating energy-efficient sampling scheme. Temporal
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correlation is used in an adaptive sampling algorithm for minimizing the energy

consumption of a snow sensor [4]. A similar approach has been suggested that the

sampling rate is adapted based on the outcome of a Kalman filter [5]. Adaptive

sampling is also proposed that a flood alerting system is presented. The system

includes a flood predictor that is used to adjust the reporting rate of individual node

[6]. Other researchers are discussing how to perform energy-efficient sensory data

sampling [7].

Generally, adaptive sampling schemes can be divided in two categories: one is

adaptive spatial sampling scheme and the other is adaptive temporal sampling

scheme. Adaptive spatial sampling schemes assure monitor accuracy using region

location adjustment or wake-up state scheduling. Adaptive temporal sampling

schemes assure monitoring accuracy using sampling frequency adjustment or

online model estimation of signal tendency. Certainly, there are a few mutational

adaptive sampling schemes such as multi-scale adaptive sampling, which provides

multi-resolution sensory information as possible as required.

There are only a few researches concerned to temporal sampling schemes for

wireless sensor networks. Lygouras presented a velocity-adaptive measurement

system for closed-loop position control that relies on the adaptation of the sampling

frequency to improve the response time [8]. Aplippi proposed an adaptive sampling

algorithm (ASA) that adapted the sampling frequencies of the sensors to the

evolving dynamics of the process. The ASA reduced the power consumption of

the measurement phase by adapting the real needs of the physical phenomena under

observation; however, it is a centralized approach but not adaptable for large-scale

wireless sensor networks [9]. In this paper, we dedicate to studying adaptive

temporal sampling by regulating sampling rate adaptively and proposing a novel

adaptive frequency-based sampling algorithm. To the best of our knowledge, this is

the first novel approach for clustered adaptive frequency-based technology. By

adaptively sampling ROI of different clusters, the sampling rate decreases energy

consumption; moreover, the necessary sensory accuracy is guaranteed.

13.3 FAS Algorithm

As we know, following the most famous Nyquist law in signal processing field, if

the highest frequency Fmax of signal is given, the minimum sampling frequency FN

is more than at least twice the highest frequency so that signal reconstruction is

guaranteed [10]. In particular, it is common to pick a sampling frequency 3–5 times

higher than the signal maximum frequency, i.e., FN ¼ cFmax, where c ¼ 3–5

generally [11].

First of all, the principle of adaptive frequency sampling algorithm proposed in

this paper is explained with Fig. 13.1, where a specific signal with amplitude

shifting with time is figured. Fixed sampling rate by Nyquist law is illustrated in

Fig. 13.1a, and over-sampling and under-sampling cases are illustrated in
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Fig. 13.1b, c. Obviously, over-sampling denotes that the sampling rate is much

higher than necessary Nyquist sampling rate, and under-sampling denotes that the

sampling rate is low than necessary Nyquist sampling rate. Consequently, design

appropriate and necessary sampling rate to satisfy certain accuracy and minimal

energy consumption is a promising but difficult mission.

Unfortunately, signal maximum frequency is not available a priori and changes

over time in a nonstationary process. Consequently, the sampling frequency has to

change adaptively following change tendency. For large-scale wireless sensor

networks with many clusters, signal evolution rates of different clustering regions

are different; therefore, signal sampling rate ought to adjust subsequently following

signal evolution tendency of different clusters. Therefore, our proposed FAS

algorithm must be operated on different clustering regions. We will illustrate the

details of three procedures that form FAS approach.

13.3.1 Clusters Construction

In the first phase, sensor nodes establish different clusters autonomously and elect

cluster head (CH) in a fully distributed fashion. Our design proposes a simple

distributed clustering algorithm named maximum energy and minimum distance

(MEMD) clustering algorithm to establish one-hop clusters, which is described

below. First of all, the weight value of sensor node to elect CHs is defined as

ω ið Þ > ω jð Þ , E ið Þ > E jð Þ or E ið Þ ¼ E jð Þ && id ið Þ > id jð Þ (13.1)

where E(i) and E( j) denote the residual energy of sensor node i and j, respectively,
and id(i) and id( j) denote ID number of sensor node i and j, respectively. It is
obvious that the defined weight is positive correlation with node residual energy

and the ID value of sensor node is the second factor. More specially, sensor nodes

with more residual energy within all the neighbor nodes should be chosen to be

cluster heads with higher probability, thus implementing maximum energy first

principle. After cluster heads election, each cluster member sensor node will select

Time

Amplitude

Time

Amplitude

Time

Amplitude

a

b

c

Fig. 13.1 Over-sampling

and under-sampling
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the nearest CH and join that cluster. It is required that the distance between each

cluster member and its nearest CH must be smaller than maximal transmission

power radius Rmax.

13.3.2 Intra-cluster Sampling Frequency Regulation

Within each cluster, sensor nodes are divided into two categories: one particular

sensor node is elected as CH, which is responsible for data aggregation, and the

other sensor nodes as cluster members (CMs) that are responsible for data acqui-

sition. The most important assumption of this paper is the region of interest (ROI)

within each cluster is data correlated and variation identical. Therefore, the sam-

pling frequencies of sensor nodes in the same cluster ought to be same. The

distributed nature of FAS algorithm is that different sampling frequency regulation

processes are operated in different clusters at the same time; therefore, the FAS

algorithm is appropriate even for large-scale sensor networks.

The primary and difficult problem is to estimate the maximal frequency of

phenomena signal within certain cluster. Unfortunately, precise estimation of signal

maximal frequency is hard, so we use a heuristic method for sampling frequency

modification in this paper. In each iteration, CH broadcasts a certain sampling

frequency to all CMs which is derived by current sensory accuracy. If the acquired

sensory accuracy is lower than the threshold value θ, then increases sampling rate

fc ¼ fc + β (β ¼ (Thmax � Thmin)/M ). On the contrary, if the acquired sensory

accuracy is larger than the threshold value θ, then decreases the sampling rate

fc ¼ α � fc (α ¼ 0.5 � 0.8). The sampling frequency regulation scheme obeys

multiplicative increase additive decrease (MIAD) rule. The details are illustrated

in Fig. 13.2. The parameters used in this algorithm comprise of α, β, Thmax, Thmin,

M, and T. The sensory accuracy value θ is a prefixed threshold and calculated by

model-based correlation mechanism, which will be illustrated in our further paper.

In order to improve transfer reliability in wireless sensor networks, several

retransmission manners such as ACK are used. Therefore, the impact of communi-

cation unreliability will influence the performance of FAS algorithm; nevertheless,

the influence of the communication reliability has not been studied in this paper.

13.3.3 Inter-clusters Data Delivery

The final phase is inter-clusters data delivery from CHs to the base station.

Although sampling frequencies of different clusters are different, CHs transmit

aggregated data to the base station with the same frequency T. Actually, the
delivery ratios of different CHs can be different with different regions, because

the signal evolution over time in each region is different. The relay method between

sensor nodes is the same with traditional routing schemes.
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13.4 Performance Evaluation

In this section, we describe the evaluation settings and the metrics we have chosen

for the evaluation. In order to verify the performance of FAS algorithm, some

simulations are carried out with a series of fancied data with mutable and limited

signal frequency. The evaluation metrics comprise of sampling frequency fc and
energy consumption rate comparing with fixed sampling rate. In our simulations,

some important parameters of FAS algorithm are defined in Table 13.1.

The half value of actual sampling frequency fc/2 and the signal frequency are

described in Fig. 13.3. The original sampling frequency is defined as (Thmax +

Thmin)/2 ¼ 50 Hz. It is obvious that the change of sampling frequency drops behind

that of signal maximal frequency with windows M ¼ 10 samples from Fig. 13.3.

Moreover, the actual sampling frequency approaches the maximal frequency of

signal. Therefore, the sampling frequency derived from FAS algorithm is better

than fixed sampling frequency.

The energy consumption ratio is defined as the rate of actual sampling frequency

with maximal frequency threshold, which is set as 100 Hz in our simulations. The

results are illustrated in Fig. 13.4. As we know, if the actual signal frequency

increases, the sampling rate ought to increase, thus consuming much more energy;

therefore, energy consumption ratio will increase because of the fixed maximal

frequency threshold Thmax.
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13.5 Conclusion

In this paper, we proposed an energy-efficient adaptive sampling algorithm based

on adaptive sampling frequency, which regulates signal sampling frequency of

related sensor nodes so as to reduce energy consumption intelligently. However,

most of the proposed solutions are limited to either temporal or spatial correlation.

Table 13.1 FAS parameters

for simulations
Parameter Value

Thmax 80 Hz

Thmin 20 Hz

M 10

α 0.5–0.8

T 10 samples

Fig. 13.3 Sampling

frequency following signal

frequency evaluation

Fig. 13.4 Energy

consumption ratio
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Our future work is dedicated to finding more energy-efficient approach using the

spatiotemporal correlation of wireless sensor networks. Moreover, in our next

simulations, we will use real sensory data, which is derived from Intel Berkeley

Research lab.
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Chapter 14

An Indoor Three-Dimensional Positioning

Algorithm Based on Difference Received

Signal Strength in WiFi

Yibo Li and Xiting Liu

Abstract To further solve the problem that using the positioning algorithm

directly based on received signal strength (RSS) in WiFi technology has lower

positioning accuracy because the characteristics of the wireless channel affect the

signal attenuation largely and randomly, an indoor three-dimensional positioning

algorithm based on difference received signal strength (DRSS) is proposed through

the analysis that two close propagation paths have similar interference. It can

reduce the large positioning error caused by time-varying interference and directly

use the fluctuant values of the interfered received signal. Meanwhile, the wireless

signal attenuation model with a parameter of time-varying environment factor is

used. A method of real-timely estimating and modifying the parameters by least

square estimation (LS) and the way of average is proposed to solve the problem that

the model cannot describe the real-time changes of signal attenuation accurately.

The environmental test results show that this method not only can obtain a more

accurate model but also has higher positioning accuracy in three-dimensional multi-

interference environment.

14.1 Introduction

Indoor positioning in WiFi technology has became a hot research with the growing

popularity of WiFi access points. It can be used in many fields such as indoor

airship positioning and personnel positioning [1]. The walls, pillars, personnel

walking, and humidity can influence the signal attenuation [2]. The difficulty of

indoor positioning is how to locate accurately based on large fluctuations of

received signal strength values.
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The positioning based on received signal strength (RSS) in WiFi includes

model-based method and model-free method. The model-free method mainly

uses fingerprint database and ray-tracing technology [3, 4]. The model-based

method is used widely and mostly improved by separating section or adding

different compensation factors to describe the signal attenuation more accurately

[1, 5]. The estimation of the parameters in the model is very important. Usually, the

empirical values and the fixed values which are estimated before positioning are

used [6]. In recent years, parameters are dynamically revised by mean value method

[7, 8].

To further improve the positioning accuracy, the algorithm based on difference

received signal strength (DRSS) is proposed through the analysis that two close

propagation paths have similar interference. It can reduce the large positioning

error caused by directly using the interfered received signal values. A method of

real-timely modifying the parameters by least square estimation (LS) and the way

of average is also proposed to make the model describe the real-time changes of

signal accurately. The environmental test results show that this method has higher

positioning accuracy in three-dimensional multi-interference environment.

14.2 Analysis of the Model

The signal attenuation model with an environmental factor is used, as below.

Pr dð Þ ¼ Pr d0ð Þ � 10nlog10
d

d0

� �
þ h (14.1)

Thereinto, Pr(d) and Pr(d0) express the received signal strength at the distance of
d and d0 from the transmitter, and they are measured in decibel. d0 expresses the
distance of the fixed receiver to the transmitter, and the value is generally set to 1 m.

h is environment factor which compensates the real-time changes of the environ-

ment. The exponent n is path loss exponent which means the degree of the signal

strength attenuating with the propagation distance. The value is two in ideal free

space, but it increases in practical environment. Meanwhile, there are extra losses

because of the uncertain multi-interference factors such as the temperature, humid-

ity, and personnel walking. So the values of n and h are time-varying and influence

the positioning accuracy largely.
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14.3 Proposed Approach

14.3.1 Real-Time Estimation and Correction of Parameters

Multigroup signal strength values received by the fixed reference receivers from the

fixed transmitters with known position are used to estimate the values of n and h by
least square estimation (LS) and the way of average. Then, use the present param-

eter values in the model to calculate the current position. To describe conveniently,

a access points and b fixed receivers are set with known positions, and a mobile

receiver is used as the object to be located. The access points are divided into m
(m � 4) groups, and each group has two access points with little distance. Use APij

with the coordinate (xij,yij,zij) to express the ith group and jth access point (i ¼ 1, 2,

. . ., m; j ¼ 1, 2). FRλ with the coordinate (xλ,yλ,zλ) expresses the λth (λ ¼ 1, 2,

. . ., b, λ � m) fixed receiver, and each fixed receiver has a group of access points at
a distance of approximately 1 m at least. MR expresses the mobile receiver. The

structure of the positioning is shown in Fig. 14.1.

The steps of estimating the model parameters are introduced as follows.

(1) The nearest group of access points to the FRλ is found out and set to APi which

consists of APi1 and APi2.

(2) According to the above model, the signal strength value received from APi1

by FRλ is used as Pr(d0), and the distance between FRλ and APi1 is used as d0.
The values received from other 2(m � 1) groups of access points by

FRλ are used as Pr(d ), and the corresponding distance is used as d. Then,

C2
2ðm�1Þ values of n and h can be obtained through the model by least square

estimation, and they can be expressed as ϕλ1 ¼ n1 n2 . . . nC2
2 m�1ð Þ

n o
and

ψλ1 ¼ h1 h2 . . . hC2
2 m�1ð Þ

n o
. In the same way, other C2

2ðm�1Þ values of

11AP

12AP

i1AP

i2AP

21AP

22AP

1FR

2FR

FR

1AP

2AP

iAP

MR

rsTransmitte Receivers

...

l

...

Fig. 14.1 The structure

of positioning
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n and h can be obtained by using the values received from APi2 by FRλ

as Pr(d0). They can be expressed as ϕλ2 ¼ n1 n2 . . . nC2
2 m�1ð Þ

n o
and

ψλ2 ¼ h1 h2 . . . hC2
2 m�1ð Þ

n o
. Then, the averages of n and h can be calcu-

lated based on only one fixed receiver FRλ by Eq. (14.2).

nλ ¼
X

ϕλ1 þ
X

ϕλ2

2C2
2 m�1ð Þ

, hλ ¼
X

ψλ1 þ
X

ψλ2

2C2
2 m�1ð Þ

(14.2)

(3) Because b fixed receivers are used, the current values of the path loss exponent
and the environment factor can be estimated by Eq. (14.3).

n ¼

Xb
λ¼1

nλ

b
, ζ ¼

Xb
λ¼1

ζλ

b
(14.3)

Then, the model with time-varying environment factor and path loss expo-

nent can be obtained by the substitution of the estimated values in real time.

14.3.2 The Positioning Algorithm Based on Difference
Received Signal Strength

Directlyusing the signal strengthvalue can cause large error because the value includes

theoretical value and interference value which is difficult to estimate, as below.

Pr dð Þ ¼ Prth dð Þ þ Prin dð Þ (14.4)

Thereinto, Prth(d ) expresses the theoretical value, and Prin(d ) expresses the

interference value. In general indoor positioning, the wireless signal transmitted

by a transmitter will arrive at a receiver through some paths. So the wireless signal

transmitted by two very close transmitters will arrive at the same receiver through

nearly the same paths, and they will have almost the same interferences and the

interference values, as shown in Fig. 14.2.

Based on this idea, the difference received signal strength is presented to reduce

the time-varying and random influences, as below.

Pr di1ð Þ � Pr di2ð Þ ¼ Prth di1ð Þ � Prth di2ð Þ½ � þ �
Prin di1ð Þ � Prin di2ð Þ� �

(14.5)

Thereinto, Pr(di1) and Pr(di2) express the signal strength values received by

mobile receiver from two transmitters APi1 and APi2. di1 and di2 express the
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distance between mobile receiver and APi1 , APi2. So, combining with the model,

Eq. (14.6) can be obtained.

di2
di1

¼ 1

ηi
� 10RSSIei12

10n (14.6)

Thereinto, ηi ¼ di01
di02

. di01 and di02 separately express the distance between the

nearest fixed receiver and APi1 and APi2. RSSIei12 ¼ RSSIi12 � RSSIi012 � ζi12,
RSSIi12 ¼ Pr(di1) � Pr(di2), RSSIi012 ¼ Pr(di01) � Pr(di02), ζi12 ¼ ζi1 � ζi2.
Pr(di01) and Pr(di02) express the signal strength values received by a fixed receiver

from APi1 and APi2. ζi1 and ζi2 express the environment factors of the signal

received from APi1 and APi2.

According to the relation between distance and coordinates shown in Eq. (14.7),

dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xij � x
� �2 þ yij � y

	 
2

þ zij � z
� �2r

(14.7)

Equation (14.8) is obtained through a further derivation of Eq. (14.6).

R2 þ 2 xi2 � γi
2xi1ð Þ

γi2 � 1ð Þ xþ 2 yi2 � γi
2yi1ð Þ

γi2 � 1ð Þ yþ 2 zi2 � γi
2zi1ð Þ

γi2 � 1ð Þ z

¼ xi2
2 þ yi2

2 þ zi2
2 � γi

2 xi1
2 þ yi1

2 þ zi1
2ð Þ

γi2 � 1ð Þ
(14.8)

Thereinto, (x,y,z) expresses the coordinate of mobile receiver. R2 ¼ x2 + y2 +

z2. γi ¼ di2
di1
.

Because this algorithm needs four groups of access points at least, for conve-

nience, four groups are set and substituted in Eq. (14.8), as below.

waveDirect

waveReflected

rstransmitteofgroupA

Receiver

ObstacleFig. 14.2 The signal

propagation paths of two

close transmitters
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R2 þ 2 x12 � γ1
2x11ð Þ

γ12 � 1ð Þ xþ 2 y12 � γ1
2y11ð Þ

γ12 � 1ð Þ yþ 2 z12 � γ1
2z11ð Þ

γ12 � 1ð Þ z ¼ x12
2 þ y12

2 þ z12
2 � γ1

2 x11
2 þ y11

2 þ z11
2ð Þ

γ12 � 1ð Þ

R2 þ 2 x22 � γ2
2x21ð Þ

γ22 � 1ð Þ xþ 2 y22 � γ2
2y21ð Þ

γ22 � 1ð Þ yþ 2 z22 � γ2
2z21ð Þ

γ22 � 1ð Þ z ¼ x22
2 þ y22

2 þ z22
2 � γ2

2 x21
2 þ y21

2 þ z21
2ð Þ

γ22 � 1ð Þ

R2 þ 2 x32 � γ3
2x31ð Þ

γ32 � 1ð Þ xþ 2 y32 � γ3
2y31ð Þ

γ32 � 1ð Þ yþ 2 z32 � γ3
2z31ð Þ

γ32 � 1ð Þ z ¼ x32
2 þ y32

2 þ z32
2 � γ3

2 x31
2 þ y31

2 þ z31
2ð Þ

γ32 � 1ð Þ

R2 þ 2 x42 � γ4
2x41ð Þ

γ42 � 1ð Þ xþ 2 y42 � γ4
2y41ð Þ

γ42 � 1ð Þ yþ 2 z42 � γ4
2z41ð Þ

γ42 � 1ð Þ z ¼ x42
2 þ y42

2 þ z42
2 � γ1

2 x41
2 þ y41

2 þ z41
2ð Þ

γ42 � 1ð Þ

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

(14.9)

Using the first formula to subtract other ones separately can get another equation

including three formulas, and it can be expressed in the form of matrix equation, as

below.

Aθ ¼ β (14.10)

Thereinto,

A ¼

x12 � γ1
2x11ð Þ

γ12 � 1ð Þ � x22 � γ2
2x21ð Þ

γ22 � 1ð Þ
y12 � γ1

2y11ð Þ
γ12 � 1ð Þ � y22 � γ2

2y21ð Þ
γ22 � 1ð Þ

z12 � γ1
2z11ð Þ

γ12 � 1ð Þ � z22 � γ2
2z21ð Þ

γ22 � 1ð Þ
x12 � γ1

2x11ð Þ
γ12 � 1ð Þ � x32 � γ3

2x31ð Þ
γ32 � 1ð Þ

y12 � γ1
2y11ð Þ

γ12 � 1ð Þ � y32 � γ3
2y31ð Þ

γ32 � 1ð Þ
z12 � γ1

2z11ð Þ
γ12 � 1ð Þ � z32 � γ3

2z31ð Þ
γ32 � 1ð Þ

x12 � γ1
2x11ð Þ

γ12 � 1ð Þ � x42 � γ4
2x41ð Þ

γ42 � 1ð Þ
y12 � γ1

2y11ð Þ
γ12 � 1ð Þ � y42 � γ4

2y41ð Þ
γ42 � 1ð Þ

z12 � γ1
2z11ð Þ

γ12 � 1ð Þ � z42 � γ4
2z41ð Þ

γ42 � 1ð Þ

2
66666666664

3
77777777775

β ¼

x12
2 þ y12

2 þ z12
2 � γ1

2 x11
2 þ y11

2 þ z11
2ð Þ

2 γ12 � 1ð Þ � x22
2 þ y22

2 þ z22
2 � γ2

2 x21
2 þ y21

2 þ z21
2ð Þ

2 γ22 � 1ð Þ
x12

2 þ y12
2 þ z12

2 � γ1
2 x11

2 þ y11
2 þ z11

2ð Þ
2 γ12 � 1ð Þ � x32

2 þ y32
2 þ z32

2 � γ3
2 x31

2 þ y31
2 þ z31

2ð Þ
2 γ32 � 1ð Þ

x12
2 þ y12

2 þ z12
2 � γ1

2 x11
2 þ y11

2 þ z11
2ð Þ

2 γ12 � 1ð Þ � x42
2 þ y42

2 þ z42
2 � γ4

2 x41
2 þ y41

2 þ z41
2ð Þ

2 γ42 � 1ð Þ

2
66666666664

3
77777777775
,

θ ¼
x

y

z

2
64

3
75

Then, the value of the real-time coordinate of the mobile receiver can be

estimated by least squares estimation, as below.

θ
_

LS ¼ ATA
� ��1

ATβ (14.11)
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14.4 Experimental Test and Validation

To evaluate the performance of the proposed method, the test environment which is

about 28m � 19m � 8m is set up at first floor lobby of laboratory building, as shown

in Fig. 14.3. Four groups of access points are placed near the middle of four walls. The

distance between the two access points in one group is set to 0.2m. Computers are used

as themobile receiver and the fixed receivers. The fixed receivers have to send the real-

time received signal to the mobile receiver to modify the parameters and evaluate the

coordinates. Twenty coordinates are selected to analyze the results. Figure 14.4 shows

X axis/m

Y axis/m

Z axis/m

Four groups of APs
Four fixed receivers

Stair
Fig. 14.3 The schematic

plot of test environment
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of practical received signal

strength values with
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the comparisonof the theoretical signal strengthvalueswith thepractical oneswhich are

received from two groups of access points. It can be seen that the practical values

fluctuate largely and unregularly around theoretical ones and this will result in large

positioning error. But the values received from one group of access points have almost

the same fluctuations.

To know the positioning performance in the experiment, the proposed algorithm

is compared with other three received signal strength-based algorithms including

dynamic correction and centroid-based algorithm, DARL (dominant access

point RSS location)-based algorithm, and ML (maximum likelihood)-based algo-

rithm [6, 8, 9]. The positioning errors which are analyzed on X, Y, Z coordinate axis

are shown in Fig. 14.5. We can see that most errors of proposed algorithm are less

than 2.6 m and smaller than that of other algorithms. At present, the positioning

error is generally about 3–4 m in similar research (based on WiFi technology), and

the better ones can control the most errors within 3 m.

Another experiment is made to know the improvement degree of using new

proposed method of estimating model parameters. Other three methods, weighted

average, MVU (minimum variance unbiased), and fixed empirical value [1, 7, 8],

are also used to compare with it, and the comparison results are shown in Fig. 14.6.

The positioning accuracy is obviously improved when the real-time values are used

and the new proposed method has better effect than other three ones.
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14.5 Conclusion

The algorithm of indoor three-dimensional positioning based on difference

received signal strength (DRSS) is presented in this paper, and a new method of

the real-time estimation and correction of parameters of the model with an envi-

ronment factor is also used at the same time. As we have seen from the environ-

mental test, the effect of the positioning based on this method is more sound. The

multipath propagation, multi-interference factors, nonlinearity, and time variation

of the wireless channel bring great influence on the positioning. So this method can

use the difference received signal strength to weaken it to some degree, and the

indoor propagation model of wireless signal can describe the real-time changes of

the attenuation more accurately through the correction. Further research will be

made to improve the performance of indoor positioning based on WiFi access

points.
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Chapter 15

The Universal Approximation Capability

of Double Flexible Approximate Identity

Neural Networks

Saeed Panahian Fard and Zarita Zainuddin

Abstract This study investigates the universal approximation capability of

three-layer feedforward double flexible approximate identity neural networks in

the space of continuous functions with two variables. First, we propose double

flexible approximate identity functions, which are a combination of double approx-

imate identity functions and flexible approximate identity functions as investigated

in our previous studies. Then, we prove that any continuous function f with two

variables will converge to itself if it convolves with double flexible approximate

identity. Finally, we prove a main theorem by using the obtained results.

15.1 Introduction

Universal approximation capability is the first question in the approximation theory

of neural networks. That is, neural networks can approximate any continuous

function in the topological space w.r.t. to a proper norm to any accuracy. Thus,

the most fundamental theoretical studies for neural networks are related to the

universal approximation capability of a new class of neural networks.

In this study, the main results of the universal approximation capability of

artificial neural networks are surveyed in the space of continuous functions. It

has been shown that any continuous function can be approximated on a compact

set with uniform topology by sigmoidal neural networks [1, 2]. It has been

proved that Gaussian radial basis function neural networks are universal

approximators [3]. Moreover, it has been obtained that radial basis function neural

networks can uniformly approximate any continuous function on a compact set

provided that the activation function is continuous almost everywhere, locally
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essentially bounded and not a polynomial [4]. Furthermore, it has been surveyed the

universal approximation capability of feedforward neural networks [5].

On the other hand, we have introduced double approximate identity neural

networks [6]. Double approximate identity neural networks are the generalization

of Plane-Gaussian neural networks which were introduced in [7]. Then, we have

proved that flexible approximate identity neural networks are universal

approximators [8, 9]. Flexible approximate identity neural networks are the gener-

alization of generalized Gaussian RBF neural networks which were presented in

[10]. In addition, in our latest result, it has been shown that Mellin approximate

identity neural networks are universal approximators [11].

The motivation of this study is to combine double approximate identity functions

and flexible approximate identity functions in order to obtain an extension class of

approximate identity. This extension is called double flexible approximate identity

functions. Thus, a new class of neural networks is obtained by using double flexible

approximate identity as activation functions.

The approach of this study is illustrated below. First, a theorem is proved by

using the fundamental concept of the double flexible approximate identity func-

tions. The proof of this result is based on the double convolution linear operator in

the space of the continuous functions with two variables. Then, by using this result,

a main theorem is obtained. The proof of the main theorem is in the framework of

the theory of ε-net. This theorem shows the universal approximation capability of a

three-layer feedforward double approximate identity artificial neural networks in

the space of the continuous functions with two variables.

The remainder of this study is organized as follows: in Sect. 15.2, some basic

definitions are studied which will be used in the following sections. In Sect. 15.3, a

theoretical result is presented which will be constructed the fundamental structure

of the next section. In Sect. 15.4, a main theoretical result is given. Finally, in Sect.

15.5, conclusions are derived.

15.2 Basic Definitions

In this section, a certain number of definitions are reviewed which will be used in

the succeeding sections. As the fundamental concept, the definition of the double

flexible approximate identity functions is presented.

Definition 1 Let A ¼ Aða1; . . . ; amÞ; ai 2 R; i ¼ 1; . . . ;m be any parameters,

{ϕn(x, y, A)}
1
n¼1 , ϕn : R2 ! R , be a sequence of two-dimensional flexible func-

tions. The sequence is called a double flexible approximate identity if it satisfies the

following conditions:

1)
R
R
R
Rϕnðx;y;AÞdxdy¼1;

2) for any ε > 0 and δ > 0, there exists a number N such that if n � N it results:
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(i)
R
jyj<δ

R
jxj�δ jϕnðx; y;AÞjdxdy � E,

(ii)
R
jyj�δ

R
jxj<δ jϕnðx; y;AÞjdxdy � E,

(iii)
R
jyj�δ

R
jxj�δ jϕnðx; y;AÞjdxdy � E.

The above definition will be used in Theorems 2 and 4. In the following

definition, double convolution is reviewed which will be used in Theorem 2.

Definition 2 ([12]) A double convolution of two integrable functions f and g is

defined as

f ðx; yÞ�x�ygðx; yÞ ¼
Z
R

Z
R
f ðu; vÞgðx� u; y� vÞdudv:

Now, the definitions of ε-net and finite ε-net will be studied, respectively. These
definitions will be used in Theorems 3 and 4.

Definition 3 ([13]) Let ε > 0. A set Vε � C(I, J ) is called ε-net of a set V , if
~f 2 VE can be found for 8 f E V such that kf � ~fkCðI;JÞ < E.

Definition 4 ([13]) The ε-net is said to be finite if it is a finite set of elements.

In the next section, a theoretical result in the space of continuous functions with

two variables will be given.

15.3 Theoretical Result for Continuous Functions

with Two Variables

In this section, the following theorem is studied which will be used in the proof of

Theorem 2.

Theorem 1 ([14]) Let I; J � R be closed and bounded intervals and let f : I � J
! R be a continuous function with two variables. Then f is uniformly continuous.

Now, Theorem 2 is presented. This theorem shows a very important property of

double approximate identity functions in the space of continuous functions with

two variables.

Theorem 2 Let A ¼ Aða1; . . . ; amÞ; ai 2 R; i ¼ 1; . . . ;m be any parameters, fϕn

ðx; y;AÞgn2N , ϕnðx; y;AÞ : R2 ! R be a double approximate identity. Let f be a
function on C(I,J). Then ϕn ∗

x ∗yf uniformly converges to f on C(I, J).

Proof. Let x ∈ I, y ∈ J and ε > 0. Based on Theorem 1, there exists a δ > 0 such

that jf ðx; yÞ � f ðu; vÞj < E
2kϕkL1ðR2Þ for all u; v; jx� uj < δ; jy� vj < δ. Let us define

fϕn�x�yfgn2N by ϕn(x, y, A) ¼ n2ϕ(n x, n y, A). We consider
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ϕn�x�yf ðx; yÞ � f ðx; yÞ
¼
Z
R

Z
R
ϕnðu; v;AÞff ðx� u; y� vÞ � f ðx; yÞgdudv

¼
Z
jyj<δ

Z
jxj<δ

þ
Z
jyj<δ

Z
jxj�δ

þ
Z
jyj�δ

Z
jxj<δ

þ
Z
jyj�δ

Z
jxj�δ

 !
n2:

ϕðnu; nv;AÞff ðx� u; y� vÞ � f ðx; yÞgdudv
¼ I1 þ I2 þ I3 þ I4:

We calculate I1, I2, I3, and I4 as follows:

jI1j �
Z
jyj<δ

Z
jxj<δ

n2jϕðnu; nv;AÞff ðx� u; y� vÞ � f ðx; yÞgjdudv

<
E

4kϕkL1ðR2Þ

Z
jyj<δ

Z
jxj<δ

n2jϕðnu; nv;AÞjdudv

¼ E
4kϕkL1ðR2Þ

Z
jtj<nδ

Z
jsj<nδ

jϕðs; t;AÞjdsdt

� E
4kϕkL1ðR2Þ

Z
R

Z
R
jϕðs; t;AÞjdsdt ¼ E

4
:

For I2, we have

jI2j � 2kfkCðI;JÞ
Z
jyj<δ

Z
jxj�δ

n2jϕðnu; nv;AÞjdudv

¼ 2kfkCðI;JÞ
Z
jtj<nδ

Z
jsj�nδ

jϕðs; t;AÞjdsdt:

Since

lim
n!1

Z
jtj<nδ

Z
jsj�nδ

jϕðs; t;AÞjdsdt ¼ 0;

there exist n0 2 N such that for all n � n0,Z
jtj<nδ

Z
jsj�nδ

jϕðs; t;AÞjdsdt < E
8kfkCðI;JÞ

:

For I3, we have

jI3j � 2kfkCðI;JÞ
Z
jyj�δ

Z
jxj<δ

n2jϕðnu; nv;AÞjdudv

¼ 2kfkCðI;JÞ
Z
jtj�nδ

Z
jsj<nδ

jϕðs; t;AÞjdsdt:
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Since

lim
n!1

Z
jtj�nδ

Z
jsjδ

jϕðs; t;AÞjdsdt ¼ 0;

there exist n0 2 N such that for all n � n0,

Z
jtj�nδ

Z
jsj<nδ

jϕðs; t;AÞjdsdt < E
8kfkCðI;JÞ

:

For I4, we have

jI4j � 2kfkCðI;JÞ
Z
jyj�δ

Z
jxj�δ

n2jϕðnu; nv;AÞjdudv

¼ 2kfkCðI;JÞ
Z
jtj�nδ

Z
jsj�nδ

jϕðs; t;AÞjdsdt:

Since

lim
n!1

Z
jtj�nδ

Z
jsj�nδ

jϕðs; t;AÞjdsdt ¼ 0;

there exists an n0 2 N such that for all n � n0,

Z
jtj�nδ

Z
jsj�nδ

jϕðs; t;AÞjdsdt < E
8kfkCðI;JÞ

:

Combining I1, I2, I3, and I4 for n � n0, we have

kϕn�x�yf ðx; yÞ � f ðx; yÞkCðI;JÞ < E:

The above theorem will be used in the next section. The next section shows a main

result for continuous functions with two variables

15.4 Main Result for Continuous Functions

with Two Variables

In this section, Theorem 3 is reviewed which will be used in the proof of the

Theorem 4.

Theorem 3 ([13]) A set V in C(I, J) is compact iff 8ε > 0 in R there exists a finite
ε-net.
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Now, Theorem 4 is presented. This main result shows the universal approxima-

tion capability of double flexible approximate identity neural networks in the space

of continuous functions with two variables.

Theorem 4 Let I; J � R be closed and bounded intervals. Let C(I,J) be the real
linear space of all continuous functions on any compact subset of real
two-dimensional space, and V � C(I,J) a compact set. Let A ¼ Aða1; . . . ; amÞ;
ai 2 R; i ¼ 1; . . . ;mbe any parameters, fϕnðx; y;AÞgn2N,ϕn : R2 ! Rbe a double

flexible approximate identity. Let the family of functions fPM
j¼1 λjϕjðx; yÞjλj 2 R;

x 2 R; y 2 R;M 2 Ng, be dense in C(I,J), and given ε> 0. Then there exists N2 N
which depends on V and ε but not on f, such that for any f∈ V , there exist weights
ck ¼ ck(f,V,ε) satisfying

�����f ðx; yÞ �
XN
k¼1

ckϕkðx; y;AÞ
�����
CðI;JÞ

< E:

Moreover, every ck is a continuous function of f ∈ V .

Proof Since V is compact, for any ε > 0, there is a finite E
2
-net {f1, . . ., fM} for V .

This implies that for any f ∈ V , there is an f j such that k f � f j kCðI;JÞ< E
2
. For any

f j, by assumption of the theorem, there are λji 2 R;Nj 2 N, and ϕi
j(x, y, A) such that

�����f jðxÞ �
XNj

i¼1

λjiϕ
j
iðx; y;AÞ

�����
CðI;JÞ

<
E
2
: (15.1)

For any f ∈ V , we define

F�ðf Þ ¼ jj k f � f j kCðI;JÞ< E
2

n o
;

F0ðf Þ ¼ jj k f � f j kCðI;JÞ¼ E
2

n o
;

Fþðf Þ ¼ jj k f � f j kCðI;JÞ>
E
2

n o
:

Therefore, F�( f ) is not empty according to the definition of E
2
-net. If ~f 2 V

approaches f such that k ~f � f kCðI;JÞ is small enough, then we have F�ðf Þ � F�
ð~f Þ and Fþðf Þ � Fþð~f Þ: Thus F�ð~f Þ

T
Fþðf Þ � F�ð~f Þ

T
Fþð~f Þ ¼ 1; which

implies F�ð~f Þ � F�ðf Þ [ F0ðf Þ: We conclude the following:

F�ðf Þ � F�ð~f Þ � F�ðf Þ [ F0ðf Þ: (15.2)
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Define

dðf Þ ¼
" X

j2F�ðf Þ

 
E
2
� k f � f j k CðI;JÞ

!#�1

and

fh ¼
X

j2F�ðf Þ

XNj

i¼1

dðf Þ
�
E
2
� k f � f j kCðI;JÞ

�
λjiϕ

j
iðx; y;AÞ (15.3)

then fh 2
�PM

j¼1 λjϕjðx; y;AÞ
�

approximates f with accuracy ε :

k f � fh kCðI;JÞ

¼
�����
X

j2F�ðf Þ
dðf Þ

�
E
2
� k f � f j kCðI;JÞ

�

 
f �

XNj

i¼1

λjiϕ
j
iðx; y;AÞ

!�����
CðI;JÞ

¼
�����
X

j2F�ðf Þ
dðf Þ

�
E
2
� k f � f j kCðI;JÞ

�

 
f � f j þ f j �

XNj

i¼1

λjiϕ
j
iðx; y;AÞ

!�����
CðI;JÞ

�
X

j2F�ðf Þ
dðf Þ

�
E
2
� k f � f j kCðI;JÞ

�

 
kf � f j kCðI;JÞ þ

�����fj �
XNj

i¼1

λjiϕ
j
iðx; y;AÞ

�����
CðI;JÞ

!

�
X

j2F�ðf Þ
dðf Þ

�
E
2
� k f � f j kCðI;JÞ

�
E
2
þ E
2

� �
¼ E: (15.4)

In the next step,we prove the continuity of ck. For the proof,weuseEq. (15.2) to obtain

X
j2F�ðf Þ

�
E
2
� k ~f � f j kCðI;JÞ

�

�
X

j2F�ð~f Þ

�
E
2
� k ~f � f kCðI;JÞ

�

�
X

j2F�ð~f Þ

�
E
2
� k ~f � f j kCðI;JÞ

�
þ

X
j2F0ðf Þ

�
E
2
� k ~f � f j kCðI;JÞ

�
: (15.5)
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Let ~f ! f in Eq. (15.5), then we have

X
j2F�ð~f Þ

�
E
2
� k ~f � f j kCðI;JÞ

�
!

X
j2F�ðf Þ

�
E
2
� k f � f j kCðI;JÞ

�
: (15.6)

This obviously demonstrates that dð~f Þ ! dðf Þ: Thus, ~f ! f results

dð~f Þ
�
E
2
� k ~f � f j kCðI;JÞ

�
λji ! dðf Þ

�
E
2
� k f � f j kCðI;JÞ

�
λji: (15.7)

Let N ¼Pj2F�ðf Þ Nj and define ck in terms of

fh ¼
X

j2F�ðf Þ

XNj

i¼1

dðf Þ
�
E
2
� k f � f j kCðI;JÞ

�
λjiϕ

j
iðx; y;AÞ

	
XN
k¼1

ckϕkðx; y;AÞ

From Eq. (15.7), ck is a continuous functional of f. Thus the approximation result

follows.

15.5 Conclusions

In this study, the universal approximation capability of three-layer feedforward

double approximate identity neural networks was investigated in the space of

continuous functions with two variables. First, the definition of double flexible

approximate identity functions was proposed. Then, Theorem 2 was obtained

through this definition. Theorem 2 showed that any continuous function f with
two variables convolved with double flexible approximate identity functions con-

verges to itself. Through the obtained result, Theorem 4 was proved as the main

result. The proof of Theorem 4 was in the framework of theory of ε-net and similar

to the proof of Theorem 1 [15]. Theorem 4 showed that three-layer feedforward

neural networks were capable of uniformly approximating any continuous function

f with two variables on a compact set to arbitrary accuracy.
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Chapter 16

A Novel and Real-Time Hand Tracking

Algorithm for Gesture Manipulation

Zhiqin Zhang

Abstract Direct use of the hand as an input device is an attractive method for

providing natural human–computer interaction (HCI). Computer vision (CV) has

the potential to provide more natural, noncontact solutions. As a result, there have

been considerable research efforts to use the hand as an input device for HCI in

recent years. Hand tracking is the most important procedure for HCI. This chapter

presents a novel hand tracking algorithm which can track a hand stable and is real

time, and we review on the latter hand tracking research direction, which is a very

challenging problem in the context of HCI. Our algorithm is based on mean-shift

and we improved it to fit for robust hand tracking by using integrated GIH and skin

color mask, our improved algorithm can track hand reliably even in clutter envi-

ronments. Finally, we demonstrate the benefits of our approach in contrast to

existing methods.

16.1 Introduction

There has been a great emphasis lately in HCI research to create easier to use

interfaces by directly employing natural communication and manipulation skills of

humans. Adopting direct sensing in HCI will allow the deployment of a wide range

of applications in more sophisticated computing environments such as Virtual

Environments (VEs) or Augmented Reality (AR) systems. The development of

these systems involves addressing challenging research problems including effec-

tive input/output techniques, interaction styles, and evaluation methods [1, 2]. In

the input domain, the direct sensing approach requires capturing and interpreting

the motion of head, eye gaze, face, hand, arms, or even the whole body [3].

Z. Zhang (*)
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Among different body parts, the hand is the most effective, general-purpose

interaction tool due to its dexterous functionality in communication and manipula-

tion. Object manipulation interfaces [4–6] utilize the hand for navigation, selection,

and manipulation tasks in VEs. A reliable hand tacking method can make the

manipulation tasks easy-to-use and stable.

Target tracking is a difficult problem which can be affected by environments,

occlusion, movement speed, scaling, and rotation. A reliable hand tracking should

solve several pivotal problems: deformation, background disturbance, and scaling.

Our approach has been inspired by an established trend in hand tracking, mean-shift

is a good tracking method which can track deformation targets, but the traditional

mean-shift is not reliable in complicated background. In this study, we presents a

novel algorithm which is a significant improvement comparing with existing

methods, experiments show that our algorithm can achieve similar or greater

performance at a lower computational cost in comparison to existing methods,

and the hand tracking system can be real time.

16.2 Background

There exist many reviews on target tracking [7–10], but the reviews involved in

hand tracking is seldom, latest of which only covers studies up to 100.

A recent survey includes a very interesting overview of the use of color for face

(and, therefore skin color) detection. A major decision towards providing a model

of skin color is the selection of the color space to be employed. Several color spaces

have been proposed including RGB [11], normalized RGB, HSV, YCrCb, YUV,

etc. Color spaces efficiently separating the chrominance from the luminance com-

ponents of color are typically considered preferable. This is due to the fact that by

employing chrominance-dependent components of color only, some degree of

robustness to illumination changes can be achieved. Terrillon et al. [12] review

different skin chrominance models and evaluate their performance.

Another approach is to assume that the probabilities of skin colors follow a

distribution that can be learned either offline or by employing an online iterative

method [13].

The skin colors information is sensitive to the background and local luminance,

the presented method aims to solve this disturbance by using both color information

and shape information.

The remainder of this chapter is organized as follows: Sect. 16.3 describes the

traditional mean-shift tracking algorithm, Sect. 16.4 describes our method details,

Sect. 16.5 shows our experiments results, and the final section makes a conclusion.
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16.3 Mean-Shift Tracker

The heart of the mean-shift algorithm is computation of an offset from location

vector x to a new location according to the mean-shift vector

Δx ¼
X

a
K a� xð Þw að ÞaX
a
K a� xð Þw að Þ � x ¼

X
a
K a� xð Þw að Þ a� xð ÞX

a
K a� xð Þw að Þ ð16:1Þ

where K is a suitable kernel function and the summations are performed over a local

window of pixels a around the current location x. A “suitable” kernel K is one that

can be written in terms of a profile function k such that

K xð Þ ¼ k jjxjj2
� �

ð16:2Þ

and profile k is nonnegative, nonincreasing, piecewise continuous, andZ 1

0

k rð Þdr <1.

An important theoretical property of the mean-shift algorithm is that the local

mean-shift offset x computed at position x using kernel K points opposite to the

gradient direction of the convolution surface.

C xð Þ ¼
X

a
H a� xð Þw að Þ ð16:3Þ

Kernels K and shadow kernels H must satisfy the relationship

h
0
rð Þ ¼ �ck rð Þ ð16:4Þ

where h and k are the respective profiles of H and K, r ¼ k a � x k 2, and c > 0 is

some constant.

Note that the mean-shift vector computed by Eq. (16.1) is invariant to scaling of

the sample weights w(a) by a positive constant c, that is, if each w(a) is replaced by
cw(a) for c > 0. Note that the mean-shift vector is not invariant to a constant offset

w(a) + c. However, all mean-shift kernels explored to date are symmetric about the

origin, such that K(x) ¼ K(�x), in which case
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Δx ¼
X

K a� xð Þ w að Þ þ cð Þ a� xð ÞX
K a� xð Þ w að Þ þ cð Þ ¼

X
K a� xð Þw að Þ a� xð Þ þ c

X
K a� xð Þ a� xð ÞX

K a� xð Þ w að Þ þ cð Þ

¼
X

K a� xð Þw að Þ a� xð ÞX
K a� xð Þ w að Þ þ cð Þ

ð16:5Þ

showing that the direction of the mean-shift vector is invariant and just the step size

changes [14].

The mean-shift target tracking procedure as follows:

1. Initialize the location of the target, in the current frame with ŷ0, compute the

distribution p̂ ŷ 0

� �� �
u¼1...m and evaluate

ρ p̂
�
ŷ0
�
, q̂

� 	 ¼Xm

u¼1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p̂ u y0ð Þq̂ u

p
ð16:6Þ

2. Derive the weights wif gi¼1...nh according to Eq. (16.7)

wi ¼
Xm

u¼1 δ b
�
xi
�� u

� 	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q̂ u

p̂ u ŷ 0ð Þ

s
ð16:7Þ

3. Based on the mean-shift vector, derive the new location of the target

ŷ 1 ¼

Xnh

i¼1xiwig
ŷ 0�xi

h

��� ���2
� 

Xnh

i¼1wig
ŷ 0�xi

h

��� ���2
�  ð16:8Þ

Update p̂ u ŷ 1ð Þf gu¼1...m and evaluate ρ p̂ ŷ 1ð Þ, q
� 	 ¼Xm

u¼1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p̂ u y1ð Þq̂ u

p
4. While ρ p̂ ŷ 1

� �
, q̂

� 	
< ρ p̂ ŷ 0

� �
, q̂

� 	
Do ŷ 1  1

2
ŷ 0 þ ŷ 1ð Þ

5. If
�
ŷ 1 � ŷ 0

�� �� < E Stop.

Otherwise Set ŷ 0  ŷ 1 and go to step 1. The tracking consists in running for

each frame of the optimization algorithm described above. Thus, given the target

model, the new location of the target in the current frame minimizes the distance in

the neighborhood of the previous location estimate [15].
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16.4 Our Hand Tracking Method

16.4.1 Features Selecting

Traditional mean-shift algorithm s not reliable in complicated environments and is

easy to produce track offset error because of falling into local optimum. Using the

skin color detection to track hand is also easy to track wrong targets because of local

luminance and background similar to skin color. The kernel reason of producing

track error is that the selected features is not sufficient to identify the hand and the

other fault objects, so we extract the skin color features and extended histogram

features to represent the hand. HSV is a good color space which can distinguish

efficiently hand color from background color [13], so we extract the integrated

features in HSV.

16.4.2 Features Extracting

The three channel color features is computed in HSV, every channel responds to

two thresholds which can be used to distinguish hand color and background color:

fi xð Þ ¼ k x� ið Þ i ¼ 1, 2, 3f g ð16:9Þ

k(x) is a signal function and if (x�Фi) > 0, k(x) ¼ 1, else k(x) ¼ 0. Фi represents

for three color channel thresholds and the thresholds were calculated from exper-

iment results. After the procedure we can get the mask image which represents for

the most probability candidate hand regions, then the extended histograms can be

calculated based on the three mask images. The single channel image histogram is

not sufficient to represents for the hand shape information, which inspires us to use

GIH (gradient-integrated histogram) features to extend the mean-shift tracking.

16.4.3 Algorithm Procedure

The algorithm can be described as follows:

1. Calculating the three channels mask images using Eq. (16.8).

2. Using the channel mask images and original HSV images to extract the hand

candidate region images.

3. Weighting the three mask image using Eq. (16.10) and get the singe integrated

result mask image:
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F xð Þ ¼ w1 � h xð Þ þ w2 � s xð Þ þ w3 � v xð Þ; ð16:10Þ

where w3 ¼ 0.6, w2 ¼ 0.3, w1 ¼ 0.1, and G(x) is the result mask image,

x ¼ {x,y} is image coordinates, and h(x), s(x), v(x) correspond to the three

channel mask images.

4. Normalized the result mask image F(x) using Eq. (16.11)

FN ¼ max 0, F xð Þ= max F xð Þ þ 1ð Þð Þð Þ; ð16:11Þ

5. Get the gradient image G(x), where G(x) ¼ FN’(x). According to the hand shape

distribution, we calculate the gradient features using only vertical and two

45 degree diagonal gradient features: Gv, Gd1, Gd2, then G(x) can be calculated

using the following equation:

G xð Þ ¼ w3 � Gvþ w4 � Gd1þ w5 � Gd2þ w6 � FN; ð16:12Þ

where w3 ¼ 0.3, w4 ¼ 0.15, w5 ¼ 0.15, w6 ¼ 0.4.

6. Using the G(x) as the input image to calculate the mean-shift iterative as the

above Sect. 16.3 mentioned.

16.5 Experimental Results

In this section, representative results from a prototype implementation of the

proposed tracker are provided. The reported experiment consists of five long

(total 12,815 frames) sequences that has been acquired and processed on-line and

in real-time on a Pentium 4 laptop computer running MS Windows at 2.00 GHz. A

camera with an usb2.0 interface has been used for this experiment.

Figure 16.1 provides a few characteristic snapshots of the experiment. For

visualization purposes, the bounding rectangle of tracked object is shown. The

first column shows our method tracking results, the second column shows the

traditional mean-shift tracking results, and the third column shows the skin color

method tracking results.

The tracker is initialized using a hand detector such as haar detector or some

others color detectors, then the tracker can work well on the whole tracking

procedure even encountering the clutter background and drastic hand deformation.

As it can be verified from the snapshots, the labeling of the object hypotheses is

consistent throughout the whole sequence, which indicates that they are correctly

tracked. Thus, the proposed tracker performs very well in all the above cases, some

of which are challenging.

Besides the reported example, the proposed tracker has also been extensively

tested with different cameras and in different settings involving different scenes and

humans.
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The second column and the third column in Fig. 16.1 shows the snapshots of the

traditional mean-shift tracking and skin color tracker, respectively, results using the

same cameral recording video, the two trackers are lost under clutter environments.

From the results we can make a conclusion that our method can achieve good

performance improvement comparing to the existing mean-shift tracker and skin

color tracker even under clutter background.

Table 16.1 shows the cost of our algorithm and existing methods, the cost is

almost the same and real time. Moreover, the cost can be reduced greatly by using

parallel algorithm design [16].

16.6 Conclusion

In this chapter a new method for tracking hand has been presented. The proposed

method can cope successfully with hands moving in complex patterns and local

illumination environments using a still camera. The experiments verified that the

proposed method is fast and reliable comparing to the existing methods. Since the

tracker is not based on explicit background modeling and subtraction, it may

Fig. 16.1 Comparing

of several tracking results
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operate even with images acquired by a moving camera. Ongoing research efforts

are currently focused on improving the reliability of tracking with a moving

camera.
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Chapter 17

A Transforming Quantum-Inspired Genetic

Algorithm for Optimization of Green

Agricultural Products Supply Chain Network

Chunqin Gu and Qian Tao

Abstract The green agricultural products supply chain network (GAP-SCN)

design provides an optimal platform for efficient and effective supply chain man-

agement. This chapter proposes a new solution based on transforming quantum-

inspired genetic algorithm (TQGA) to find optimal solution for the GAP-SCN

problem. TQGA adopts transforming representation to convert the Q-bit represen-

tation to float-point number, and the float-point number to Q-bit representation,

using transforming operator to modify chromosomes. The novelty of the

transforming operator, that it can avoid the diversity of populations, is decreased.

To show the efficacy of the algorithm, TQGA is tested on two cases. Results show

that the proposed algorithm is promising and outperforms the classic GA by both

optimization speed and solution quality.

17.1 Introduction

In recent years, the demand for green agricultural products is increasing. The green

agricultural products supply chain network (GAP-SCN) design problem has been

gaining importance due to increasing competitiveness. The logistics firms are

obliged to maintain high customer service levels while at the same time they are

forced to reduce total transportation cost.

The GAP-SCN, as any other supply chain, is a network of organizations. The

network involves production bases (PB), logistics centers (LC), and sale terminals

(ST) with purpose of satisfying sale terminals’ demands, beginning with the PB of
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green agricultural products, following with LC, and ending with ST such as

supermarkets and vegetable markets. Traditionally, manufacturing, distribution,

and marketing along the supply chain operated independently. These organizations

have their own objectives, and these objectives are often conflicting. But there is a

need for a mechanism through which these different functions can be integrated

together [1].

As for the SCN problem, the models and solutions for industrial products are

relatively massive, but the solutions of the SCN about green agricultural products

are limited. In literature, there are many different studies on the design problem of

supply networks, and these studies have been reviewed by Erenguc et al. [2] and

Pontrandolfo et al. [3]. Amiri [4] has presented a Lagrangian relaxation approach to

minimize the total cost of two-stage supply chain. Costa et al. [5] have worked on

three stages of SCN optimization problem. Moreover, there are also some intelli-

gent algorithms for SCN problem, such as genetic algorithms (GA) [6, 7]. Most of

the researchers have concentrated on the improvement of the supply chain perfor-

mance, and very few have considered the performance improvement of the algo-

rithm concurrently. Recently, Han and Kim [8] proposed several quantum-inspired

GAs (QGAs). Obviously, it is a challenge to apply the algorithm for other different

problems. Since the solution representation of the GAP-SCN problem is completely

different from that of the knapsack problem, the original QGAs cannot be directly

applied to the GAP-SCN problem. The main contribution of the study is to propose

a novel transforming QGA in order to solve GAP-SCN problem for performance

optimization.

The remainder of this chapter is organized as follows. Section 17.2 presents the

statement of the optimization problem. Section 17.3 describes the preliminary

knowledge of QGA. Section 17.4 gives the implementation of the proposed algo-

rithm in detail. In Sect. 17.5, a series of experiments are conducted, and the results

are analyzed to illustrate the performance of the proposed algorithm. Finally, in

Sect. 17.6, this chapter is concluded.

17.2 Problem Statement

In order to optimize the performance of GAP-SCN, we should design the distri-

bution network strategy that will satisfy demand requirement for the products

imposed by sale terminals. The main objective to solve such a performance

optimization problem of GAP-SCN is to evaluate the selection of different produc-

tion bases or set of the production bases and different logistics centers or set of the

logistics centers, whereas the performance criteria are the minimization of the total

transportation cost. Simultaneously, the demand for GAP from each sale terminal

must be satisfied. The assumptions used in this problem are as follows:

1. Production bases, logistics centers, and sale terminals are known.

2. The requirement for GAP from each sale terminal is known.
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3. GAP and logistics centers are enough for distribution.

4. The transportation costs of green agricultural products on the path from each

production base pbi to each logistics center lcj and from each lcj to each sale

terminal stk are known.
5. GAP distributed to stk are supplied by a lcj or multi-lcj, and GAP distributed to lcj

are supplied by a pbi or multi-pbi.

Suppose there is a set PB ¼ {pb1, pb2, . . ., pb|PB|} of production bases, a set

LC ¼ {lc1, lc2, . . ., lc|LC|} of logistics centers, a set ST ¼ {st1, st2, . . ., stjSTj} of

sale terminals, a GAP � SCN � PB � LC [ LC � ST, where “�” is a Cartesian

product, and a set ReqST ¼ Reqst1 ,Reqst2 , . . . ,Req STj j
n o

of requirement of sale

terminal ST; the objective of performance optimization of GAP-SCN is to find

PBi ¼ pbi1, pbi2, . . . , pb
i
��PBi

��
� �

� PB, LCj ¼ lcj1, lcj2, . . . , lc
j
��LCj

��
� �

� LC, ST,

and SCN ¼ {(pbi, lcj), (lcj, stk))jpbi ∈ PBi, lcj ∈ LCj, stk ∈ ST}, satisfying

minf ¼ TQj
i � Cos t

lcj
pbi

þ TQk
j Cos t

stk
lcj
, Reqstk ¼ TQstk

lcj
(Table 17.1).

17.3 Preliminary Knowledge of QGA

The smallest unit in a two-state quantum computer is called a Q-bit. The Q-bit may

be in the “1” state or in the “0” state, or in any superposition of the two. The state of

a Q-bit can be represented as

Ψj i ¼ α 0j i þ β 1j i, (17.1)

where α and β are complex numbers that specify the probability amplitudes of the

corresponding states. jαj2 and jβj2 denote the probability that the Q-bit will be found

Table 17.1 Notations

Symbol Descriptions Symbol Descriptions

PB Set of production bases plt The lth individual in the gth generation

with the Q-bit representation

pbi Production base i M Number of chromosomes in the population

LC Set of logistics centers m Length of Q-bit gene

lcj Logistics center j N Total number of impossible paths

ST Set of sale terminals n The index of paths, n ∈ [1,N]

stk Sale terminal k Reqstk The requirement of sale terminal k

TQj
i

Transportation quantity

from node i to node j
f _ pb(n) The map from n to a production base

Ct Chromosome t g _ lc(n) The map from n to a logistics center

QCt Quantum chromosome t h _ st(n) The map from n to a sale terminal

xni nth gene of chromosome i Costji Unit transportation cost from

node i to node j
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in the “0” state and “1” state, respectively. Normalization of the state to the unity

guarantees jαj2 + jβj2 ¼ 1.

A Q-bit individual as a string of m Q-bit is defined as

α1
β1

�
α2
β2

���� . . .
. . .

���� αm
βm

����
�
, (17.2)

where jαij2 + jβij2 ¼ 1, i ¼ 1, 2, . . ., m.
Q-bit representation has the advantage that it can represent a linear superposition

of states. Because the Q-bit representation and represent linear superposition of the

state’s probability, evolutionary computing with Q-bit representation has a better

characteristic of population diversity than other representation. The state of a Q-bit

can be updated by the quantum gate operation U.
In QGA, rotation quantum gate is selected. The quantum gate is adjusted as

follows:

α0i
β0i

� �
¼ U θið Þ αi

βi

� �
¼ cos θið Þ � sin

�
θi
�

sin θið Þ cos
�
θi
�

� �
α0i
β0i

� �
, (17.3)

where (αi, βi) is the ith Q-bit and θi is the rotation angle of each Q-bit toward either
0 or 1 state depending on its sign.

Inspired by the concept of quantum computing, QGA applies the probabilistic

amplitude representation of Q-bit to the coding of chromosome, based on the

representation of the quantum vector, so that one chromosome can represent any

linear superposition.

17.4 Proposed Transforming Quantum-Inspired

Genetic Algorithm

This chapter proposes a TQGA for performance optimization of green agricultural

products supply chain networks. In TQGA, the transforming representation and

transforming operator are applied. In addition, the chromosome representation is

critical to solve the optimization problem. In this section, the chromosome repre-

sentation is firstly described. Then, the chromosome initialization, the evaluation of

fitness, and updating operator by rotary quantum gate are presented.

17.4.1 Representation of Chromosomes

Each gene in the chromosome is mapped to a path from PB to ST by LC. The gene

value indicates transportation quantity of green agricultural products on a path.
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Based on this idea, we use float-point representation to encode the SCN problems.

Each chromosome Ct in the population is represented as

Ct ¼ x1t , x
2
t , . . ., x

n
t , x

nþ1
t , . . ., x

N
t

� �
, (17.4)

where xnt ∈ [0, Reqh _ st(n)] represents the transportation quantity of green agricul-

tural products on path n, n ¼ 1, 2, . . ., N, N ¼ jPBj � jLCj � jSTj is the total

maximum number of impossible paths, t ¼ 1, 2, . . ., M. Reqh _ st(n) is the require-

ment of sale terminal h _ st(n) and is applied to clamp the maximum gene value.

Each quantum chromosome QCt in the population is represented as

QCt ¼ p11t ; p12t ; . . . ; p1mt ; p21t ; p22t ; . . . ; p2mt ; . . . ; pN1t ; pN2t ; . . . ; pNmt
� �

17.4.2 Transforming of the Encoding

After QCt is created, we should transform it into float-number representation for

evaluating the fitness. xnt is calculated by Eq. (17.5).

xnt ¼ Umin þ
Xm
i¼1

blt � 2i�1

 !
� Umax � Umin

2m � 1
, (17.5)

where Umin ¼ 0, Umax ¼ Reqh _ st(n).

Before applying rotation quantum gate to updating quantum chromosome, the

float-number representation chromosome also should be transformed into quantum

chromosome.
Xm
i¼1

blt � 2i�1 is calculated by Eq. (17.6); then, blt is calculated by

method of successive division

Xm
i¼1

blt � 2i�1 ¼ xnt � Umin

� �� 2m � 1

Umax � Umin

(17.6)

17.4.3 Initialization of Chromosomes

Initially, a population with M Q-chromosomes is created. αlt and βlt, l ¼ 1,2,. . ., m,

are initialized with 1=
ffiffiffi
2

p
. If the gene value of some chromosome is more or less

than the maximum requirement, an additional operator, called transforming, is

applied on chromosomes. After transforming operator, the initial population C1,

C2, . . ., CM is generated.
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17.4.4 Evaluation of Fitness

The fitness function of a chromosome Ct in the population is defined as

fitnessi ¼
XN
n¼1

xni � Cos t
g lc nð Þ
f pb nð Þ þ Cos t

h st nð Þ
g lc nð Þ


 �
, (17.7)

where f pb nð Þ ¼ n
LCj j� STj j, g lc nð Þ ¼ n

STj j% LCj j, h _ st(n) ¼ n%|ST|, Cos t
g lc nð Þ
f pb nð Þ is

the transportation cost of green agricultural products from PBf _ pb(n) to LCg _ lc(n),

and Cos t
h st nð Þ
g lc nð Þ is the transportation cost from LCg _ lc(n) to STh _ st(n).

17.4.5 Rotation Operation

The rotation operation is only used in QGA to adjust the probability amplitudes of

each quantum gene. According to the rotation operation in Eq. (17.3), a quantum

gate U(θi) is a function of θi ¼ s(αi,βi) � Δθi, where s(αi,βi) is the sign of θi that
determines the direction and Δθi is the magnitude of rotation angle. The lookup

table of Δθi is proposed by [8].

17.5 Experimental Study and Discussions

The proposed TQGA for performance optimization of green agricultural products

supply chain logistics network was performed on a machine with Pentium D

3.00GHz CPU and 1024MB of RAM. The operating system was MS Windows

XP, and the compiler was VC++ 6.0. We tested the TQGA on Case_1 and Case_2

as given in Table 17.2.

The following parameters were use in the GA: M ¼ 50; in the TQGA, M ¼ 20.

To validate the proposed TQGA, we compared the TQGA with GA to tackle the

various problems in GAP-SCN. Experiments were independently simulated

30 times. Figure 17.1 presents the comparison of GA and TQGA. To validate the

reliability and robustness of TQGA, we tested two GAs with a longer running time

and 10,000 iterations. It can be seen from Fig. 17.1 that TQGA has higher solution

accuracy and quicker convergence speed than GA. The advantage of optimization

speed of TQGA is outstanding. TQGA outperforms GA both in the solution quality

and in the optimization speed, especially in the optimization speed.
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17.6 Conclusion

In this chapter, we have proposed a TQGA for performance optimization of

GAP-SCN. In TQGA, a transforming operator is used to keep solutions in feasible

ones when total transportation number does not meet the demands of each ST. A

transforming of encoding between float-number representation and quantum rep-

resentation is described. Experimental results demonstrate the superiority and

effectiveness of the proposed algorithm for green agricultural products supply

chain network.
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Chapter 18

A Shortest Path Algorithm Suitable

for Navigation Software

Peng Luo, Qizhi Qiu, Wenyan Zhou, and Pei Fang

Abstract In allusion to the shortage of hardware configuration in the mobile

devices and high time-complexity of Dijkstra algorithm, the chapter comes up

with a shortest path algorithm based on cut-corner for restricted searching area.

This algorithm aims at shrinking the smallest searching area quickly and considers

the advantages of Ellipse algorithm and Rectangle algorithm. When tested in the

simulator, we find that the time-complexity of Cut-corner algorithm is reduced by

5–20 % compared with that of other conventional algorithms. Thus, it has better

effect when used in navigation software of low-end mobile device.

18.1 Introduction

The shortest path algorithm plays an important role in the research of intelligent

transportation systems [1], and with the high development of mobile devices, it can

be used more widely in navigation software.

The Dijkstra algorithm [2] is a conventional single-source shortest path algo-

rithm. Dijkstra algorithm uses blind search from the source S nearly with concentric

circles. It does not stop until the radius reaches the destination D [3]. It is no use to

search the nodes, which are deviated far from the destination orientation in the

algorithm. Navigation software has high requirements of time. Hence Dijkstra

algorithm is not suitable.

A large amount of studies focused on searching strategy, data structure, and

restricted searching area to improve the efficiency of searching. But the improve-

ment of data structure is very complicated. By contrast, the improved algorithm for

restricted searching area is more mature.
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Nordbeck [4] first came up with the idea of shortest path algorithm based on

ellipse for restricted searching area (hereafter referred as Ellipse algorithm). Then

many scholars studied on the Ellipse algorithm and made some progress. Lu [5]

proposed shortest path algorithm based on rectangle for restricted searching area

(hereafter referred as Rectangle algorithm). In succession, shortest path algorithm

based on orientation rectangle for restricted searching area [6] (hereafter referred as

Orientation Rectangle algorithm) was proposed. Wang [7] delivered Ellipse-based

shortest path algorithm for typical urban road networks to concentrate on the

relationship between the Euclidean distance and the restricted searching area.

The main idea of restricted searching area is to shrink the area to reduce the total

time-complexity.

In this chapter, we come up with a shortest path algorithm based on cut-corner

for restricted searching area (hereafter referred as Cut-corner algorithm). The

experiment results show that the time-complexity of Cut-corner algorithm is obvi-

ously less than other algorithms. So, it is more suitable for navigation software

whose capacity of hardware configuration is limited.

18.2 Relevant Work

18.2.1 Hardware Configuration of Mobile Device

Mobile device is used more widely in our daily life because of its portability, and it

also promotes the spread of navigation software. Nowadays, navigation software is

widely applied in Android mobile device. We have investigated 57 kinds of

Android mobile phones. Among them, 32 phones are with the memory of

512 MB and 31 phones are the clock speed of 1 GHz.

18.2.2 Conventional Shortest Path Algorithm for Restricted
Searching Area

In order to explicate the algorithms, symbolic interpretation is listed.

For the given source S and destination D:
jSDj: the Euclidean distance between S and D. d: the shortest path length

between S and D. r: the ratio of shortest path length to Euclidean distance,

r¼d/jSDj.
The main idea of Ellipse algorithm is as follows: each node in the shortest path

ought to fall in the ellipse (or on the boundary) whose focal points are S, D and long

axis is r � jSDj.
Thus for the given source and destination at random, the key of Ellipse algorithm

is to determine the value of r. Current idea is to calculate r by statistics and the
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method is as follows. For the given road network G, through testing a certain

number of samples at random, calculate the ratio ri of shortest path length to

Euclidean distance of each sample and then determine a value of r whose confi-

dence interval is 95 % when r is greater to ri, that is, the r corresponding to G.
Rectangle algorithm aims at avoiding the high time-complexity of nonlinear

operations in Ellipse algorithm. Ellipse is a nonlinear conic section; thus, it needs a

lot of involution and evolution operations [8] when judging whether a new added

node is inside the ellipse or not. Hence, Lu [5] came up with Rectangle algorithm

which constructed minimum circumscribed rectangle contained ellipse. Rectangle

algorithm expands the searching area leading to more time of searching the shortest

path compared to Ellipse algorithm while its linear operation reduces the time of

constructing searching area.

Orientation Rectangle algorithm was proposed to ulteriorly shrink the searching

area of Rectangle algorithm. The orientation from the source to the destination

roughly represents the orientation of the shortest path. Rectangle algorithm pays no

attention to the orientation of the source and the destination, thus Han [6] put

forward the Orientation Rectangle algorithm. It also only needs simple linear

operations just as Rectangle algorithm does. In one hand, it spends more time to

rotate the coordinate system. In the other hand, it reduces the time of searching the

shortest path because of fewer nodes inside. In all, the time-complexity of Orien-

tation Rectangle algorithm may be lower than that of Rectangle algorithm.

18.2.3 Time-Complexity of Conventional Algorithms
by Comparison

In order to evaluate the performance of the mentioned algorithms, we construct a

virtual road network area of 4,115 nodes and 7,743 roads, which are even distribu-

tion. We test Dijkstra algorithm, Ellipse algorithm, Rectangle algorithm, and

Orientation Rectangle algorithm in this area. The experiment environment is

Eclipse 3.7.2 and Android simulator. The memory of simulator sets as 512 MB.

Adjacency list is adopted to store road network.

Table 18.1 shows the experiment results of the shortest path from the source ID

1023 to the destination ID 1193, and Table 18.2 reveals that from 1830 to 2102. T1

(ms) is the time of constructing searching area, T2 (ms) is the time of searching

shortest path, L is the length of shortest path, and N is the number of nodes in the

searching area.

Tables 18.1 and 18.2 reveal the following facts:

• Each algorithm can work efficiently. All these three restricted searching area

algorithms can find the same accurate shortest path.

• Each algorithm can improve the performance greatly when compared with

Dijkstra algorithm. The method to shrink searching area can obviously reduce

the time-complexity of algorithms. The searching area of Ellipse algorithm is the
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smallest and is markedly superior to that of other two algorithms. The number of

the searching nodes can embody the fact. The searching node number of Ellipse

algorithm is reduced by 24.3 % and 18.2 %, respectively, when compared with

Rectangle algorithm and Orientation Rectangle algorithm in Table 18.1. In

Table 18.2, the rate is 31.9 % and 23.2 %.

• Linear operations can greatly reduce the time of constructing searching area. In

Table 18.1, Rectangle algorithm reduces the time by 63.8 % compared with

Ellipse algorithm; meanwhile, Orientation Rectangle algorithm reduces 44.3 %.

The reduction is 58.9 % and 43.7 % in Table 18.2.

18.3 A Shortest Path Algorithm Based on Cut-Corner

for Restricted Searching Area

18.3.1 The Idea of Algorithm

The conclusions in Sect. 18.2.3 throw light on the key to the algorithm for

navigation software. It is more important to use lower-complicated operations.

The time-complexity of Dijkstra algorithm is proportional to the square of the

number of the nodes. Both Rectangle algorithm and Orientation Rectangle algo-

rithm expand the searching area leading to more searching time than Ellipse

algorithm. With the increase of the length between S and D leading to the larger

constructed area, the time reduced by simple linear operations is less than that

increased by path searching, shown in Table 18.2. Therefore, the chapter focuses on

the following two criteria to judge whether a restricted searching area algorithm is

suitable when applied in navigation software.

• The time-complexity of the algorithm should be much lower. Tables 18.1 and

18.2 show that Rectangle algorithm and Orientation Rectangle algorithm spend

Table 18.1 Experiment result of the source ID 1023 and destination ID 1193

Dijkstra algorithm Ellipse algorithm Rectangle algorithm Orientation rectangle algorithm

T1 0 51.5 18.6 28.7

T2 3,223.4 43.6 57.6 54.8

L 370.2 370.2 370.2 370.2

N – 81 107 99

Table 18.2 Experiment result of the source ID 1830 and destination ID 2102

Dijkstra algorithm Ellipse algorithm Rectangle algorithm Orientation rectangle algorithm

T1 0 53.5 22.0 30.1

T2 8,099.5 171.9 313.5 270.7

L 541.2 541.2 541.2 541.2

N – 175 257 228
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less time than Ellipse algorithm, because they only execute the linear operations

to compare the node coordinate with the boundary of rectangle when judging

whether a new added node is inside the restricted area.

• The searching area should be constructed as small as possible in the supposed

even-distribution area. Through the results conveyed by Tables 18.1 and 18.2,

we can find that the searching area of Ellipse algorithm is the smallest. The

number of searching nodes also accounts for this.

According to the above two points, we propose Cut-corner algorithm so as to

construct polygon whose area is approaching ellipse as restricted searching area to

the utmost extent. Its main idea is to cut-corner based on Orientation Rectangle to

make the restricted area close to that of ellipse. Cut-corner algorithm uses the

advantages of both the minimum restricted searching area and simple linear

operations.

18.3.2 Algorithm Description

The procedure of Cut-corner algorithm is as follows:

• To rotate the origin coordinate system until the new X-axis parallels with the

concatenated line between S and D. The new rotation coordinate is called X0Y.

• To define two containers listN and listR in order to respectively store the nodes

and roads in restricted searching area.

• To calculate the Euclidean distance jSDj between the source S and destinationD,
half major axis of ellipse a, half minor axis of ellipse b, and the value of

cut-angle β to construct the searching area.

• To judge whether all the nodes in road network is traversed, if it is, go to step 6.

• To get next coordinate of node, change it into the corresponding coordinate in

X0Y; judge whether this node is inside the cut-corner area. If it is, add it into

listN or go to step 4.

• To judge whether all the roads in road network is traversed, if it is, go to step 8.

• To get the next road, judge whether it is in the cut-corner area. If it is, put the

road into listR or go to step 6.

• To use Dijkstra algorithm to search the shortest path and print it out.

18.3.3 Algorithm Implementation

Figure 18.1 illustrates the Cut-corner algorithm. In Fig. 18.1, S is the source and

D is the destination, x0y is the original coordinate system, and the angle between

the line SD and X-axis is θ. Then rotate the x0y coordinate system to X0Y by θ, and
the concatenated line of S, D parallels with the X-axis in the rotated coordinate

system. P is the midpoint of S and D, and A, B, C, E are the four tangent
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intersections of orientation rectangle and ellipse. β is the value of cut-angle in

Cut-corner algorithm.

In the x0y coordinate system, assume that the coordinate of the source S is

(x1, y1) and that of the destination D is (x2,y2) and then come to the conclusion:

The Euclidean distance of S and D is

��SD�� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � x2ð Þ � x1 � x2ð Þ þ y1 � y2ð Þ � y1 � y2ð Þ

p
(18.1)

The rotated angle of coordinate system θ is

θ ¼ arctan y2� y1ð Þ= x2� x1ð Þð Þ, θ∈ �π=2, π=2ð Þ (18.2)

According to the rotation equation of coordinate system (18.3),

X ¼ x cos �θð Þ � y sin
�� θ

� ¼ x cos θ þ y sin θ

Y ¼ x sin �θð Þ þ y cos
�� θ

� ¼ y cos θ � x sin θ (18.3)

We can gain the coordinates of the source S and destination D in the X0Y

coordinate system:

S ¼ x1 cos θ þ y1sinθ, y1 cos θ � x1 sin θð Þ (18.4)

D ¼ x2 cos θ þ y2 sin θ, y2 cos θ � x2 sin θð Þ (18.5)

Then, the coordinate of midpoint P of S and D:

P ¼ m; nð Þ ¼ ��
x1 cos θ þ y1 sin θ þ x2 cos θ þ y2 sin θ

�
=2

y1 cos θ � x1 sin θ þ y2 cos θ � x2 sin θð Þ=2� (18.6)

Assume that a is the half major axis of ellipse, b is the half minor axis of ellipse,

and c is the half focal length of ellipse.

S

D
Ａ

B

x

y
Y

D

C

0

β

θ

Fig. 18.1 The sketch of

constructing searching area

based on Cut-corner

algorithm
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Define the proportional coefficient r ¼ a/c, and r can be gained by statistics

[7]. Thus,

a ¼ r � c ¼ r � ��SD��=2 (18.7)

According to equation of ellipse a2 ¼ b2 + c2, combined with Eq. (18.7), we

can get

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � c2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � 1

p
� c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � 1

p
� ��SD��=2 (18.8)

The searching area of Cut-corner algorithm is supposed to equal to that of Ellipse

algorithm. Thus we can get the relationship of cut-angle β and proportional

coefficient r. The derivation refers to Zhou et al. (“An improved shortest path

algorithm based on orientation rectangle for restricted searching area,”

Unpublished) which concentrates on the theoretical research. But this chapter

focuses more on practical application.

β ¼ arctan 2�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � 1

p� �
= 4� πð Þ � rð Þ

� �
(18.9)

The horizontal coordinate of A is m+a. The vertical coordinate of B is n+b. The

horizontal coordinate of C is m�a. The vertical coordinate of E is n�b. Thus the

searching area of cut-corner is

Z ¼ x; yð Þ m� aj � x � mþ a, n� b � y � nþ b,f
arctan y� nð Þ= x� m� að Þð Þj jð Þ � β, arctan y� nð Þ= x� mþ að Þð Þj jð Þ � βg

(18.10)

According to Eqs. (18.1), (18.2), (18.6), (18.7), (18.8), (18.9), and (18.10), the

searching area of Cut-corner algorithm can be solved.

18.4 The Analysis of Experiment Results

In the same experiment environment as Sect. 18.2.3, we test Cut-corner algorithm.

Table 18.3 shows the experiment result; the meaning of each parameter is the same

as Sect. 18.2.3. The second column represents the experiment result from the source

ID 1023 to the destination ID 1193, and the third column represents that from ID

1830 to ID 2102.

We can learn from Tables 18.1, 18.2, and 18.3.

• The feasibility of algorithms: as mentioned in Sect. 18.2.3, all the algorithms can

find the accurate shortest path, so does the Cut-corner algorithm.
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• The time of constructing searching area: the tables show the time–cost relation-

ship of all the discussed algorithms, which is simplified as:

Rectangle algorithm �Orientation Rectangle algorithm �Cut-corner algorithm

�Ellipse algorithm.

For Rectangle algorithm, all the operations are linear and simple, so it spends the

least time. While Orientation Rectangle algorithm needs more time to rotate the

coordinate system, based on orientation rectangle, Cut-corner algorithm requires

additional comparison. Therefore, the time reveals the incremental relationship.

However, the three algorithms are all linear operations, which are simpler than the

nonlinear operations of Ellipse algorithm. Thus the constructing time is lower than

that of Ellipse. For example, in the case of the source ID 1023 and destination ID

1193, Cut-corner algorithm reduces the time by 36.7 % compared with Ellipse

algorithm. On the contrary, it increases the time by 75.3 %, 13.6 % compared with

Rectangle algorithm and Orientation Rectangle algorithm.

• The time of path searching: the time of Cut-corner algorithm and that of Ellipse

algorithm are nearly the same. However, they are both lower than that of

Rectangle algorithm or Orientation Rectangle algorithm. So, it costs less time

in Cut-corner algorithm. For example, in the case of the source ID 1023 and the

destination ID 1193, Cut-corner algorithm reduces the time of searching shortest

path by 8.0 %, 30.4 %, and 26.8 %, respectively, compared with Ellipse

algorithm, Rectangle algorithm, and Orientation algorithm.

• Among all the algorithms, the total time of Cut-corner algorithm is the least. In

the case of the source ID 1023 and destination ID 1193, it reduces the total time

by 23.6 %, 4.6 %, and 12.9 %, respectively, compared with Ellipse algorithm,

Rectangle algorithm, and Orientation algorithm.

From the above results, when the Euclidean distance between the source and the

destination is relatively short, Rectangle algorithm and Orientation Rectangle

algorithm are better than Ellipse algorithm. But when the Euclidean distance

becomes longer, those two algorithms cannot reflect superiority compared with

Ellipse algorithm. Cut-corner algorithm is a combination of advantages of Ellipse

algorithm, which has a relatively small searching area, and Rectangle algorithm and

Orientation Rectangle algorithm that have the simple linear operations. The time in

each situation is the least, which coincides with the main idea, proposed in

Cut-corner algorithm in Sect. 18.3.1. Navigation software has high requirement

of time. So it values the time-complexity of algorithm more than the shortest path.

Table 18.3 The experiment

results of Cut-corner

algorithm

ID 1023 to ID 1193 ID 1830 to ID 2102

T1 32.6 39.5

T2 40.1 174.1

L 370.22 541.2

N 82 176
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In fact, the confidence interval for Ellipse algorithm to search the shortest path is

95 %, which completely satisfy the veracity requirements of navigation software.

So Cut-corner algorithm is more suitable for navigation software.

18.5 Conclusion

Searching the shortest path is an extremely important function in the navigation

software. The fast development of mobile device makes the navigation software

more popular. However, because of lacking in hardware resource, the navigation

software in mobile device needs more effective algorithm. The chapter aims at

solving the shortage of conventional restricted searching area algorithm and pro-

poses the Cut-corner algorithm. It constructs a simulated area and experiments

several shortest path algorithm for restricted searching area in the Android simula-

tor. The experiment results show that the Cut-corner algorithm combines the

advantage of small searching area and simple linear operations. Its time-complexity

is lower than that of Ellipse, Rectangle, and Orientation Rectangle algorithms. Thus

it is more suitable for navigation software in mobile device.
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Chapter 19

An Energy-Balanced Clustering Routing

Algorithm for Wireless Sensor Networks

Mingqiang Chen and Xianhai Tan

Abstract Aimed at the problem of nodes energy imbalance, which is caused by the

heavy burden of cluster heads in clustering wireless sensor networks, an uneven

clustering routing algorithm based on multihop communication has been proposed

for wireless sensor networks. An election algorithm is used for reasonable selection

of cluster heads based on candidate threshold and time driven, the independent

nodes are introduced to reduce burden of the cluster heads, and the multihop routing

based on angle is applied to optimize the intercluster routing algorithm. Simulation

results show that the algorithm can save the network energy effectively and balance

the energy consumption.

19.1 Introduction

Wireless sensor network (WSN) is a self-organizing and distributed network which

is comprised of a large number of microsensor nodes and some base stations

(BS) owning wireless communication and computing capacity. WSN has been

widely used in many fields, such as environmental monitoring, traffic management,

health care, and national defense [1]. Sensor nodes generally come with a dispos-

able battery powered, and their energy is very limited; therefore, the design of

routing protocol is the key. In recent years, many researchers have proposed a

variety of WSN routing algorithms. Among them, the clustering protocols are

concerned by the researchers. LEACH is a clustering routing algorithm [2], in

which each node has a certain probability of becoming a cluster head per round, and

data deliver directly to BS by single-hop. Previous research has proved that

M. Chen (*) • X. Tan

School of Information Science and Technology, Southwest Jiaotong University,

Chengdu 610000, China

e-mail: newseem@qq.com

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_19,

© Springer International Publishing Switzerland 2014

163

mailto:newseem@qq.com


multihop routing communication can save more energy [3], but it easily leads to

dissipation of energy and the hot spots problem [4]. An energy-efficient unequal

clustering (EEUC) algorithm was proposed [5], but it still has the following

problems (1) the candidate cluster heads are selected by a preset probability,

sensors with low residual energy can still become candidate cluster heads, and

their energy is consumed in the election of final cluster heads. The energy of nodes

is more imbalanced in the network. (2) The ordinary nodes join the cluster whose

signal is the strongest, but it does not consider that some nodes near BS which send

directly to BS will consume smaller energy than indirectly. (3) The method of

multihop routing is unreasonable, resulting in waste of energy.

In view of the above problems, this chapter presents an energy-balanced uneven

clustering routing algorithm for wireless sensor networks (EBUC). It owns the

following advantages (1) differentiated from randomly producing candidate cluster

heads, the EBUC selects candidate cluster head whose residual energy is not less

than the cluster average energy, and the residual energy of nodes is quantified as the

time for driving the cluster heads election. The selected cluster heads own high

energy, and the message complexity of the cluster formation algorithm is reduced.

(2) By defining the independent nodes, the loads of some cluster heads are reduced

nearby BS. (3) The routing algorithm based on angle is proposed, reducing the

intercluster energy consumption.

19.2 Network Model

The network consists of N sensor nodes, which are randomly deployed over a vast

field. Each node has a unique ID in the network, and we assume it has the following

characteristics.

1. All sensor nodes are energy heterogeneous, whose positions are fixed, and have

the capability of sensing signal emission angle.

2. BS has endless energy, a strong computing and storage capacity.

3. If transmission power is known, the distance between the sender and the receiver

can be calculated [6].

4. Sensors can use power control to vary the amount of transmission power which

depends on the receiver.

We use a simplified model in which the radio hardware energy dissipation

consists of the sending circuit loss and the power amplifier loss [7]. As shown in

Eq. (19.1), both the free space (d2 power loss) and the multipath fading (d4 power

loss) channel models are used in the model, depending on the distance between the

transmitter and receiver. The energy spent for transmission of an l-bit packet over
distance d is

ETx l; dð Þ ¼ lEelec þ lεfsd
2, d < do

lEelec þ lεmpd
4, d � do

�
(19.1)
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Equation (19.2) shows energy consumption, when the node receives this packet.

ERx lð Þ ¼ lEelec (19.2)

A cluster head consumes EDA amount of energy for data aggregation. We also

assume that the sensed information is highly correlated, so the cluster heads can

always aggregate the data received from its members into a single length-fixed

packet.

19.3 The EBUC Mechanism

After the deployment of sensor nodes, BS broadcasts BS_MSG to the entire

network with the determined power. Each node calculates the distance to BS by

the receiving signal strength. We need to control the range of competition radius in

the network and set Rc of si as Eq. (19.3).

si:Rc ¼ 1� c � dmax � dsi�BS

dmax � dmin

� �
� R0

c (19.3)

c is a constant coefficient between 0 and 1. dmax and dmin represent the maximum

and minimum distance between sensor nodes to BS. dsi�BS is the distance from si to

the BS. R0
c is the maximum competition radius which is predefined. According to

Eq. (19.3), Rc varies from (1 � c)R0
c to R

0
c . As an example, if c is set to ⅓, Rc varies

from ⅔ R0
c to R0

c according to its distance to BS.

19.3.1 Election of Cluster Heads

In manyWSNs applications, the network node density is large, so it is not necessary

for all nodes to become the candidate cluster heads. Eave is the energy threshold,

which is the cluster average remaining energy in the last round. If the residual

energy of some node is not less than Eave, it will become a candidate cluster head,

and its competition time t is calculated in Eq. (19.4).

t ¼ α � TCH � Emax � Ei

Emax � Eave
,Ei � Eave (19.4)

TCH is a period of time for the cluster head election. Ei represents the residual

energy of si. Emax means the maximum residual energy of the intercluster nodes in

the last round. α ∈ (0.9,1) is a random number which is used to avoid the collisions

of HEAD_MSGs which are caused by the nodes owning same residual energy.
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In the election, the candidate cluster heads broadcast HEAD_MSGs (containing

the node ID, the competition radius Rc, and competition time t) by radius R0
c at their

competition time t, in order to declare that they win. The adjacent candidate cluster

head set of si is defined as si:Nc ¼ sj
��dsi�sj < max si:Rc, sj:Rc

� �� 	
. When the sensors

receive HEAD_MSGs from Nc, they will quit their own election process. After

TCH, all cluster heads are selected, and then they broadcast CH_ADV_MSGs.

19.3.2 The Formation of Clusters

After all cluster heads are selected, the nodes are divided into the ordinary nodes

and the cluster heads. Tr is a threshold for distinguishing the ordinary nodes. If the

distance between an ordinary node and BS is less than Tr, the ordinary node is

divided into the first class nodes. Otherwise, it is divided into the second class

nodes. We assume that si is one of the first class nodes, CH is the nearest cluster

head to si, and the distance between the two is recorded as dCH-BS. According to

Eqs. (19.1) and (19.2), when k-bit packet is transmitted to BS by single-hop, the

energy consumption is shown in Eq. (19.5).

si:Edirect ¼ k � Eelec þ k � εfs � d2si�BS (19.5)

If si sends k-bit packet to BS via CH, the energy consumption is shown in

Eq. (19.6).

si:ECH ¼ k � Eelec þ εfs � d2si�CH


 �
þ k � Eelec þ k � EDA (19.6)

ComparingEdirectwith ECH, we know that by which energy consumption is lower.

si:ECH � si:Edirect ¼ k � Eelec þ EDA þ εfs � d2si�CH � εfs � d2si�BS


 �
(19.7)

Order H ¼ (Eelec + EDA)/εfs, then:

1. If d2si�BS � d2si�CH � H, that is si. ECH � si. Edirect � 0. Energy consumption

that si sends data directly to BS is smaller than indirectly. si is defined as an

independent node and sends a JOIN_BS_MSG to BS.

2. If d2si�BS � d2si�CH > H, that is si. ECH � si. Edirect < 0. Energy consumption

that si sends packet indirectly to BS is lower than directly, and si joins the nearest

cluster.

For far from BS, the energy consumption is extremely high, when the second

class nodes send packet directly to BS, so they send JOIN_CH_MSGs to join the

nearest cluster. When all clusters are established, a Voronoi diagram [5] is formed

in the network.
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19.3.3 Data Transmission

From the adjacent cluster head set of CH, the cluster heads which satisfy the

condition of 0 � θ < π=2 within the range of n � R0
c are selected to constitute NRC

which is the candidate relay set of CH. n is the smallest positive integral, which

makes that NRC non-null. θ is an angle and measured by CH. As shown in Fig. 19.1,

we assume NRC of CH contains RC1, RC2, and RC3 and θ1 < θ2 < θ3.
If CH chooses RC1 as the relay node, we assume a free space propagation

channel model, and RC1 communicates with BS directly. To deliver an l-length
packet to BS, the energy consumed by RC1 and CH is

E2hop ¼ ETx l; dCH�RC1ð Þ þ ERx þ ETx l; dRC1�BSð Þ
¼ 3lEelec þ lεfs d2CH�RC1 þ d2RC1�BS

� �
¼ 3lEelec þ lεfs d2CH�BS þ 2d2CH�RC1 � 2dCH�BSdCH�RC1 cos θ1

� �
(19.8)

According to Eqs. (19.1) and (19.2), thus we define

cos t1 ¼ d2CH�RC1 � dCH�BSdCH�RC1 cos θ1 (19.9)

Among them, dCH � RC1 means the distance between CH and RC1. After CH is

placed in position, dCH � BS is a constant, which means the distance between CH

and BS. Similarly, we can calculate cost2 of RC2 and cost3 of RC3. Because of

cost1 < cost2 < cost3, RC1 is selected as the relay node of CH.

19.4 Algorithm Analysis and Simulation

19.4.1 Message Complexity

Lemma 1 The message complexity of the cluster formation algorithm is O(N ) in
the network.

1θ 2θ
3θ

1RC

2RC

3RC

BS CH

Fig. 19.1 The relay node

model
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Proof At the beginning of the cluster head selection phase, N � T candidate

cluster heads are produced, and each of them broadcasts a HEAD_MSG. If it has

x cluster heads and y independent nodes, it will send out x CH_ADV_MSGs and

y JOIN_BS_MSGs, and then the ordinary nodes will send N � x � y
JOIN_CH_MSGs. So the messages add up to N � T + x + y + N � x � y ¼ N
(T + 1) per round. The message overhead of EBUC is N � T smaller than EEUC.

19.4.2 Simulation Analysis

To illustrate the energy efficiency of EBUC, we use MATLAB to simulate LEACH,

EEUC, and EBUC under an ideal condition, and packet loss and delays are ignored.

The energy consumption of data aggregation and transmission is measured in the

experiment. Firstly, survival time of the network is measured, and the energy

efficiency of EBUC is analyzed. Secondly, the residual energy and energy con-

sumption characteristic of cluster heads are analyzed. The simulation parameters

are shown in Table 19.1.

Figure 19.2 is the cluster heads average energy curve of three protocols in

25 randomly selected rounds, and it shows that the cluster heads average energy

Table 19.1 Simulation parameters

Parameter Value Parameter Value

Network coverage (0,0)~(200,200) m Eelec 50 nJ/bit

BS location (0,250) εfs 10 pJ/(bit·m2)

N 400 εmp 0.0013 pJ/(bit·m4)

Initial energy 0.50 � 0.01 J do 87 m

Data packet size 4,000 bits EDA 5 nJ/(bit·signal)
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of EBUC is the highest of the three algorithms. Figure 19.3 is the comparison of

cluster heads total energy consumption of three protocols in 25 randomly selected

rounds. It shows that the total energy consumption of EBUC is the lowest of the

three algorithms.

Finally, we examine the network lifetime of three algorithms. Figure 19.4 shows

that EBUC clearly improves the network lifetime over LEACH and EEUC.

In EEUC, candidate cluster heads are randomly selected. Therefore, sensors with

low residual energy can still become candidate cluster heads, and their energy is

consumed in the election of final cluster heads. Such is avoided in EBUC. Multihop
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routing based on angle is used in EBUC, so its energy consumption of EBUC is

lower than EEUC as illustrated in Fig. 19.3. Comparing to EEUC, stable period of

EBUC is increased by 10.6 %. Simulation results show (1) EBUC is able to

effectively balance the energy consumption of nodes in the network and extend

the network survival time. (2) The cluster heads of EBUC own the highest average

energy and capacity of data transmission of the three algorithms. (3) The energy

consumption of EBUC cluster heads is the smallest of the three algorithms.

19.5 Conclusion

The article proposes an energy-balanced uneven clustering WSN routing algorithm

EBUC. The main idea is that the candidate cluster heads are produced by the

candidate threshold and their own competition time, so it avoids that the candidate

cluster heads are produced randomly and at the same time the message complexity

is reduced. Then, it introduces the concept of the independent nodes to reduce some

cluster head loads, and the intercluster route is optimized by the factor of multihop

energy consumption for saving energy of cluster heads. Simulation results show

that the cluster heads energy of EBUC is the highest of the three algorithms, and its

energy consumption is the lowest, and it can efficiently prolong the network

lifetime.
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`Chapter 20

Simulation and Analysis of Binary Frequency

Shift Keying Noise Cancel Adaptive Filter

Based on Least Mean Square Error

Algorithm

Zhongping Chen and Jinding Gao

Abstract Pseudorandom binary frequency shift keying (2FSK) sine wave signals

with the frequency of 1,200 bit/s and 2,200 bit/s are produced by using the rand

function in MATLAB. A noise cancel adaptive filter based on least mean square

error LMS algorithm is designed and simulated on MATLAB. The relationships

between the adaptive parameters (filter taps N and iterations step length μ) and the

convergence speed and precision are analyzed. The optimized adaptive parameters

which are not only sufficed for filtering performance but also suited for FPGA

hardware implementation are found out, that is, filter taps N ¼ 22 and iteration step

length μ ¼ 0.006. It may provide a good foundation for FPGA hardware

implementation.

20.1 Introduction

Filtering is one of the most basic and important techniques in the field of signal and

information processing. In the process of signal transmission, the signal usually will

be disturbed such that signal transmission due to multipath delay caused by the

inter-code interference and additive noise affects the communication quality and is

the main cause of bit errors. The digital filter can change the relative proportion of

the frequency component contained in the signal by a numerical calculation, to the

purposes of suppressing or eliminating interference [1].

The adaptive filter belongs to the category of modern filter; when the statistical

characteristics of the input signal and the noise are unknown or the statistical

characteristics of the input process change, the adaptive filter can automatically
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adjust its parameters to meet the requirements of certain criteria, its research mainly

including adaptive algorithm and hardware implementation. Adaptive noise can-

cellation is one of the four classic applications [2, 3].

Binary frequency shift keying (2FSK) is one of the most widely used digital

communication modulations; the International Telegraph and Telephone Consulta-

tive Committee (CCITT) recommends a data rate of lower than 1,200 bit/s with

2FSK modulation way in the voice band. In order to find out the optimal adaptive

parameters that not only satisfy the filtering performance but also are suitable for

FPGA hardware implementation, in this chapter, take the binary frequency shift

keying signal (2FSK), for example, design and simulation of the 2FSK signal

denoising adaptive filter based on LMS algorithm on MATLAB, analyze the per-

formance of adaptive filter, obtain the optimum adaptive parameters that both can

satisfy the requirement of filtering performance and can suit hardware implementa-

tion, and provide reference basis for the FPGA hardware implementation [4, 5].

20.2 Summary of the LMS Algorithm

There are two main adaptive algorithm: least mean square error (LMS) algorithm

and the recursive least squares (RLS) algorithm. The least mean square error (LMS)

algorithm proposed by Widow and Hoff is a fast search algorithm using gradient

estimated value instead of the gradient vector, because it has a small amount of

calculation and easy-to-realize benefits that are widely used in practice. The basic

idea is to adjust the filter weighting parameter to figure out the mean square error

between the filter output signal and the least desired signal. As shown in Fig. 20.1,

using the direct form FIR structure, x(k) is the input signal; y(k) is the output of the

filter; d(k) is the desired signal, i.e., the reference input; and e(k) is the error signal

W(k) for the variable filter coefficient.

The least mean square error algorithm iterative formula based on the steepest

descent algorithm is as follows:

y kð Þ ¼
XN
i¼0

wi kð Þx k � ið Þ ð20:1Þ

e kð Þ ¼ d kð Þ � y kð Þ ð20:2Þ
w k þ 1ð Þ ¼ w kð Þ þ 2μe kð Þx kð Þ ð20:3Þ

where N is the filter order and μ is the iterative step. The LMS algorithm conver-

gence speed and accuracy mainly depend on these two parameters. In order to

ensure the convergence of the algorithm, the iterative step μ requirements in 0 <
μ < 1/λmax, λmax are the maximum eigenvalue of the input signal autocorrelation

matrix and the step size μ that influences the convergence speed of the filter.

The higher the order of the filter, the greater the accuracy; however, the higher
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the order number, the more hardware implementation cost of the resources. In this

chapter, by MATLAB simulation, find out the optimum adaptive parameters μ and

N that both can satisfy the requirement of filtering performance and can suit

hardware implementation, to provide a reference for the FPGA hardware

implementation.

20.3 Simulations and Analysis

20.3.1 2FSK Signal Generation

Rand (N) is the MATLAB built-in pseudorandom number generating function, the

function value within (0.0 1.0), and obeys uniform distribution.

According to Rand (N), if the value is greater than or less than the mean value

0.5, then take 1 cycle of frequency 1,200 Hz for the sine signal or take one cycle of

frequency 2,200 Hz for the sine wave; random 2FSK sequence generated from

2FSK pseudorandom signal is shown in Fig. 20.2.

20.3.2 LMS Adaptive Filter Simulation and Analysis

Taking the 2FSK pseudorandom sequence as the desired signal d(k), the input

signal x(k) of filter is the 2FSK pseudorandom sequence superimposed with white

Gaussian noise. e(k) is the error signal and y(k) is the filter output signal. According

to the LMS iterative algorithm, written the m file in MATLAB, to reduce the FPGA

implementation cost of hardware resources, the main thing is to meet the minimum

requirements of the filtering performance of the adaptive filter order N. In this

chapter, by changing the iteration step size μ and order N, a series of simulation was

conducted. Shown in Figure 20.3 is a filter input signal x(k). Figures 20.4 and 20.5

compare how to select a few key parameters of the filter error simulation output;

W1

W2

Wm

Z-1

Z-1

+ +

x(k)

d(k)

e(k)y(k)
+

_

Fig. 20.1 Structure of LMS

adaptive filter
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the abscissa is the number of sampling points, and the ordinates are the relative

amplitudes of the size.

Shown in Figure 20.4 is the step size mu ¼ 0.006, the error output image of the

various orders adaptive filter. It can be seen from the figure that when the filter step

size μ is fixed, with the increase of the filter order N, error output of the filter is

smaller, filtering performance is better, and the accuracy of the adaptive filter is

higher; N ¼ 12, the larger error output of the filtering performance cannot meet the

requirements; N ¼ 22 and N ¼ 32, the relatively small error output can meet the

performance requirements; and N ¼ 32, error output smaller than N ¼ 22; how-

ever, taking into account the more orders of FPGA hardware implementation and

the greater cost of hardware resources, so as long as they can meet the filter

performance requirements, N ¼ 22 is more ideal.

Shown in Figure 20.5 is a filter order N ¼ 22, the error output image of the

adaptive filter of the various iteration step. It can be seen in Fig. 20.5 that the

iteration step size μ has great influence of the convergence speed of the filter. μ
value is small; when mu ¼ 0.001, the error convergence speed is very slow and the

filter cannot meet the filtering requirements; the greater the value of mu, the faster

the convergence speed. When mu ¼ 0.006, it can meet the filtering requirements,

but as mentioned above, in order to ensure the convergence of the algorithm, the

step size mu requires a 0 < mu < 1/λmax range. When the iteration step length

mu ¼ 0.01 h, the filter output is unstable and even divergence.

After a series of simulation and analysis, the best adaptive parameters are

identified, which meet not only the filtering requirements but also those for

FPGA hardware implementation: filter order N ¼ 22 and the step size mu ¼ 0.006.

Fig. 20.2 Random 2FSK

sequence

Fig. 20.3 Filter input

signal
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20.4 Conclusion

FPGA hardware implementation adaptive filter is an important way to meet the

high-speed real-time signal processing requirements. LMS adaptive de-noising

filter about pseudorandom binary frequency shift keying (2FSK) signal is designed

and simulated on MATLAB. The relationships between the adaptive parameters

(filter taps N and iterations step length μ) and the convergence speed and precision

are analyzed in this paper. The convergence of the algorithm to identify the filtering

Fig. 20.4 The step size

μ ¼ 0.006, various orders

of the adaptive filter error

output

Fig. 20.5 Order of N ¼ 22

different iterations of step

adaptive filter error output
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performance that meets the requirements for hardware is achieved. The best

adaptive parameters are filter order N ¼ 22 and the step size mu ¼ 0.006; it pro-

vides a reference for the FPGA hardware implementation.
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Chapter 21

Density-Sensitive Semi-supervised Affinity

Propagation Clustering

Kunlun Li, Qi Meng, Shangzong Luo, Hexin Li, and Qian Wang

Abstract A density-sensitive semi-supervised affinity propagation clustering

algorithm (DS-SAP) is proposed in this chapter. The DS-SAP uses supervised

information of the pairwise constraints for adjusting data points distance matrix.

Then we introduce a novelty similarity metric based on the characteristics of global

and local data distribution. This metric can effectively reflect the reality of data

distribution. The DS-SAP clustering algorithm is based on the frame of the tradi-

tional AP algorithm and has extended data processing capacity compared to the

traditional AP algorithm. Experimental results show that the new algorithm is

outperforming traditional AP clustering algorithm.

21.1 Introduction

Traditional clustering algorithms are sensitive to the choice of initial clustering

center. Frey and others put forward a new clustering algorithm based on factor

graph theory, the affinity propagation algorithm, which can avoid the above prob-

lems [1]. Different from many classic clustering algorithms, AP makes all the data

points as the potential exemplars, which could avoid the initial clustering center

influence of clustering results. It can offer a better performance with a higher

efficiency of data work with no requirement of being symmetry made by the

similarity matrices of data points [2]. Since 2007 AP algorithms have been pro-

posed, many methods have been introduced to improve the clustering accuracy of

AP. AP is applied in a wider range with the improved methods introduced.

Examples are the following: DS-AP algorithm by Prof. Lu makes dense date

sparse and parallel based on AP clustering algorithm [3]. KMNC-AP by Prof. Xing

increases the efficiency and accuracy of clustering by using the idea of K-mutual

K. Li (*) • Q. Meng (*) • S. Luo • H. Li • Q. Wang

College of Electronic and Information Engineering, Hebei University, Baoding 071002, China

e-mail: likunlun@hbu.edu.cn; meng88219@163.com

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_21,

© Springer International Publishing Switzerland 2014

177

mailto:likunlun@hbu.edu.cn
mailto:meng88219@163.com


nearest neighbor consistency to adjust the similarity between data points [4]. Dong

proposed a new algorithm, which had the ability of describing the characters of data

clustering effectively, and this method has extended data processing capacity

compared with traditional AP [5]. Ahmad Akl applied the AP algorithm to the

gesture recognition system, to achieve a high identification accuracy [6].

We propose a new similarity metric to improve AP in this chapter. With the

introduction of semi-supervised learning strategy to improve similarity matrices, we

take the pairwise constraints and a kindof density-sensitivemetric intoAP, to introduce

the density-sensitive semi-supervised affinity propagation clustering algorithm.

21.2 Affinity Propagation

AP algorithm [1] is a new algorithm by B. Frey from Toronto University. The main

characteristic of AP is that it makes all the data points as the initial exemplars, so

that it can avoid the situation that clustering result is influenced by the choice of the

initial selection of exemplars.

AP sets up a collection of real-valued similarities for all the points on how to

attract others, which is the similarity metric between any of the two points xi and xk;
each similarity metric is set to a negative squared error (Euclidean distance):

s(i,k) ¼ � kxi � xkk2. AP at first assumes that the possibility of all data points

choosing to be the exemplar is the same, which means to set the same P for all s(i,i).
Meanwhile, Preference eventually decides number of clusters.

AP algorithm propagates two kinds of information between each two data

points: the “responsibility” r(i,k) sent from data point xi to data point xk, which
reflects how well xk serves as the exemplar of xi considering other potential

exemplars for xi, and the “availability” a(i,k) sent from data point xk to data point

xi, which reflects how appropriate xi chooses xk as its exemplar considering other

potential points that may choose xk as their exemplars. The information is updated

in an iterative way as

r i; kð Þ  s i; kð Þ � max
ks:tk

0 6¼k
a i; k

0
� �

þ s i; k
0

� �n o
(21.1)

if, i 6¼ k, a i; kð Þ  min 0, r k; kð Þ þ
X

i
0
s:ti
0
=2 i;kf g

max 0, r i
0
; k

� �n o8<
:

9=
; (21.2)

a k; kð Þ  
X

i
0
s:ti
0 6¼k

max 0, r i
0
; k

� �n o
(21.3)

The parameter λ, known as the damping factor, is also introduced in the

information updating of AP, λ ∈ [0,1). The default value of λ is 0.5. Damping

factor could help AP to avoid shocking. Shocking can be avoided by enlarging the

damping factor.
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21.3 Density-Sensitive Measurement

In the processing of data propagation, two types of consistency can be found [7],

which are also in accordance with the semi-supervised learning consistency of the

data in a priori assumptions:

1. Global consistency, the high similarity between the data points on the same

manifold

2. Local consistency, the high similarity between the neighboring data points

According to the analysis of data’s space distribution, the data from the

same clustering tend to be in a dense manifold area; however, the data from

different clustering tend to be in the sparse area [8]. Generally, we can design a

new similarity measure based on local data density characteristics. From two

aspects, we introduced a kind of density-sensitive measure to improve similarity

measure of AP algorithm.

According to the global consistency, data points in the center or around are more

concentrated and more likely to be grouped into one type when clustering, so

shortening their distance is needed. On the contrary, enlarging the distance should

be applied to the data points which are far from the center. So we accordingly

devise new measures, defined as follows:

DS xi; xj
� � ¼ ρ D xi;xjð Þ=θij½ � � 1 (21.4)

Among the types above, D xi; xj
� � ¼ d xi;xjð Þ

max d x
i
0 ;x

j
0

� �� � is the normalized Euclidean

distance. This distance makes evaluation results of different scales unified to the

same scale, d(xi,xj) is the Euclidean distance of data points, max d xi0 ; xj0
� �� �

is the

MAX distance of data points, and we can set the θij and adjust theD(xi,xj) amplitude

to more effectively reflect the reality of data distribution, ρ > 1, known as the

damping factor.

According to local manifold properties, through the appropriate transforming of

local comparability measurement between data points, we can convert the points on

the same manifold into hyperellipsoidal or hypersphere convex data, so that the

distribution characteristics of the data can be more precisely expressed. As a result,

the clustering accuracy of AP is improved. Thus we can define a local manifold

distance metric as follows:

DS xi; xj
� � ¼ ρ

ε

θij�max d xi ;xjð Þð Þ
� �

� 1 (21.5)

The data points xi and xj are about ε density that are linked together and on the

same manifold in the data set X and xi 6¼ xj. When the value of ε is small, which
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leads the class number a few more, then we can adjust ρ to achieve better clustering
results. So we can transform data points on the same manifold through the trans-

formation to the approximation for the center with xi hypersphere; of course, it is
also easier to AP clustering algorithm identification to improve the algorithm

accuracy.

According to the space distribution of data, data belonging to the same propa-

gation group stay in a high dense area; however, data belonging to different

propagation groups stay in sparse areas. Measurement of density sensitiveness

can enlarge the distance of data points in different areas and reduce the distance

of data points in the same area.

21.4 Density-Sensitive Semi-supervised AP

In the reality, it is easier to get pairwise constraints compared with labeling the

unlabelled patterns. We can take some labeled data for semi-supervised cluster-

ing. Semi-supervised AP adjusts the similarity matrix using the priori known

labeled data or pairwise constraints. The principle of pairwise constraints is that

when the constraint points {(xi,xj)} ∈ M, we think the two points have high

similarity, so we adjust the s(i,j) ¼ 0 and they belong to a same cluster; when

the constraint points {(xi,xj)} ∈ C, we think two points have low similarity, then

we adjust the s(i,j) ¼ � 1 and divided them into different cluster. The details

are as follows:

xi; xj
� �

∈M) s i; jð Þ ¼ 0 & s j; ið Þ ¼ 0 (21.6)

xi; xkð Þ=2M& xi; xj
� �

∈M & xj; xk
� �

∈M)
s i; kð Þ ¼ 0 & s k; ið Þ ¼ 0 & M ¼ xi; xkð Þ [M

(21.7)

xi; xj
� �

∈C) s i; jð Þ ¼ �1 & s j; ið Þ ¼ �1 (21.8)

xi; xj
� �

=2 M [ Cf g & xi; xkð Þ∈C & xk; xj
� �

∈M)
s i; jð Þ ¼ �1 & s j; ið Þ ¼ �1 (21.9)

The capacity for pairwise constraints helping the unsupervised clustering algo-

rithms is limited; we should also utilize the priori knowledge belonging to data set

to assist clustering. In this chapter, we use semi-supervised pairwise constraints to

adjust data points to optimize the similarity matrix. Furthermore, we introduce

density-sensitive measure to improve the data metric matrix between the points;

therefore, the more closely the distribution of the various points within the same

category, the more decentralized for various points between the different classes;

so as to achieve better clustering results, an improved algorithm is proposed as

follows:
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Algorithm: Density-sensitive semi-supervised affinity propagation clustering

algorithm (DS-SAP)

1. 8 xi, xj ∈ X, calculate the Euclidean distance between two points:

Dij ¼ xi � xj
�� ��2� �1

2

(21.10)

2. Add pairs limit information based on a priori pairwise constraints:

Dij,Dij ¼ 0, if xi; xj
� �

∈ ML
Dij,Dij ¼ �1, if xi; xj

� �
∈ CL

	
(21.11)

3. 8 xi, xj ∈ X, calculated the density-sensitive measure between two points:

DSij ¼
ρ D xi;xjð Þ=θij½ � � 1 xi, xj cannot link to ε

ρ

ε

θij �max d xi; xj
� �� �

2
4

3
5
� 1 xi, xj link to ε

8>>>><
>>>>:

(21.12)

4. The similarity matrix is configured according to the similarity measure of the

density-sensitive S ∈ Rn�n:

Sij ¼ 1

DSij þ 1
, Sii ¼ 0 (21.13)

5. Based on the similarity matrix S of the above configuration, completed cluster-

ing by AP algorithm.

DS-SAP algorithm directly modifies the distance measure based on semi-

supervised pairwise constraint a priori information, so the similar relationship

will change with the constraint condition. The spatial consistency a priori

information adjusts the distance between data points automatically; it plays an

indirect role to modify the similarity matrix. Making full use of the two types of

a priori information can maximize the guiding role of clustering search.

21.5 Experiments

The data sets used in this experiment are from UCI, including Iris, Ionosphere,

Glass, and Sonar. We compare DS-SAP with ad-AP and AP clustering effects on

the above data sets. Meanwhile, the running time of DS-SAP and AP is also

included with Circles, Spirals, and Face Image.

Experimental environment: Processor Core2 2.2GHz, memory 2 GB, hard-drive

500G, Windows 7, parameters in the experiment are as: Maxits ¼ 3,000; Convits

¼ 100; Lam ¼ 0.8; Table 21.1 shows the properties of the dataset:
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During the experiment, the clustering result is assessed according to CRI:

CRI ¼ correct free decisions

total free decisions

Among the type above, total free decisions ¼ (n � (n � 1))/2 � Cn, where n is

the number of data points, Cn is the number of the pairwise constraints, and correct

free decisions are divided in the correct data to minus the number of constraints to

the division for the number of correct data. The experimental results are shown

(Fig. 21.1; Table 21.2) as follows:

The experimental results show the DS-SAP clustering accuracy is

improved. DS-SAP adjust the similarity matrix using pairwise constraints of

Table 21.1 The experiment dataset

Iris Ionosphere Glass Sonar Circles Spirals Face image

Instance 150 351 214 208 600 1,000 900

Dimension 4 34 9 60 2 2 50 � 50

Class 3 2 6 2 3 2 100

Fig. 21.1 The CRI index of the three algorithms in the UCI data sets. (a) Iris, (b) Ionosphere,

(c) Glass, and (d) Sonar

Table 21.2 Run-time

list unit/s
Algorithm Circles Spirals Face image

DS-SAP 3.06 12.05 16.57

AP 3.25 11.38 17.69
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semi-supervised and the density-sensitive distance measure; it can express the

nature of the internal structure of the data, so that it spontaneously improves

performance of the algorithm. Meanwhile, the time complexity of the proposed

DS-SAP algorithm is mainly depended on the similarity matrix and AP algorithm

clustering iterative times. Although the building time of the similarity matrix is

relatively increased, the similarity matrix is closer to the ideal after optimization.

It can greatly reduce the number of iterations of the clustering, so the total time of

our algorithm is not increased and the experiments have verified it. In summary,

due to the optimization of the similarity matrix, DS-SAP has higher accuracy

than AP and ad-AP, the running time of the algorithm generally flat or even less

than the AP.

21.6 Conclusion

This chapter put forward an improved framework of affinity propagation based on

semi-supervised (DS-SAP). In this algorithm we used semi-supervised pairwise

constraints and introduced density-sensitive measure to improve the data metric

matrix between the points, so as to achieve better clustering results. The experi-

mental results on the four data sets of UCI and other three data sets showed that the

algorithm clustering performance was improved.

Acknowledgements The project is supported by the National Natural Science Foundation of

China (No. 61073121), National Science and Technology Support Plan Project (No.

2013BAK07B04), Natural Science Foundation of Hebei Province. China (No. F2013201170)

and Medical Engineering Alternate Research Center Open Foundation of Hebei University

(No. BM201102).

References

1. Frey, B. J., & Dueck, D. (2007). Clustering by passing messages between data points. Science,
315(5814), 972–976.

2. Givoni, I. E., & Frey, B. J. (2009). A binary variable model for affinity propagation. Neural
Computation, 21(6), 1589–1600.

3. Weiming, L., Chenyang, D., Baogang, W., Chunhui, S., & Zhenchao, Y. (2012). Distributed

affinity propagation clustering based on map reduce. Journal of Computer Research and
Development, 49(8), 1762–1772.

4. Yan, X., & Yong, Z. (2012). Affinity propagation based on K-mutual nearest neighbor consis-

tency. Application Research of Computers, 29(7), 2524–2526.
5. Jun, D., Suoping, W., & Fanlun, X. (2010). Affinity propagation clustering based on variable-

similarity measure. Journal of Electronics and Information Technology, 32(3), 509–514.
6. Akl, A., & Valaee, S. (2010). Accelerometer-based gesture recognition via dynamic-time

warping, affinity propagation, and compressive sensing (pp. 2270–2273). IEEE International

Conference on Acoustics Speech and Signal Processing, Dallas, TX.

21 Density-Sensitive Semi-supervised Affinity Propagation Clustering 183



7. Zhai, D., Chang, H., Shan, S., Chen, X., & Gao, W. (2012). Multiview metric learning with

global consistency and local smoothness. ACM Transactions on Intelligent Systems and Tech-
nology (TIST), 3(3), 53.1–53.22.

8. Gui, J., Zhao, Z., Hu, R., & Jia, W. (2013). Semi-supervised learning with local and global

consistency by geodesic distance and sparse representation. In Intelligent science and intelligent
data engineering (Vol. 7751, pp. 125–132). Berlin: Springer.

184 K. Li et al.



Chapter 22

The Implementation of a Hybrid Particle

Swarm Optimization Algorithm Based

on Three-Level Parallel Model

Yi Xiao and Yu Liu

Abstract In order to improve the efficiency of hybrid particle swarm optimization

(PSO) algorithm, a PSO merging simulated annealing and hill climbing

(SAHCPSO) is implemented based on a three-level parallel model to increase its

convergence speed and to decrease the operation time. SAHCPSO can enhance the

diversity of the population and avoid population premature convergence. By ana-

lyzing and optimizing the SAHCPSO, we complete the task mapping on the model

and make full use of CPU/GPU heterogeneous cluster resources. Optimization for

parallel accessing further improves the efficiency of the algorithm. The parallel

SAHCPSO implements the coarse-grained parallelism between computation nodes

and fine-grained parallelism within each node, greatly reducing the operation time.

The experimental results show that with the increase of particle scale, higher

speedup can be obtained. The high efficiency of the parallel strategy of the model

makes the parallel SAHCPSO more easily to solve large-scale problems.

22.1 Introduction

The particle swarm optimization algorithm (PSO) is an evolutionary intelligent

algorithm that was first proposed by Kennedy and Eberhart [1]. The idea comes

from birds’ predation. The advantages of PSO are less parameters and easy to

implement. Many significant problems in the field of scientific research and engi-

neering applications can be solved by using PSO. But PSO is easy to premature
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convergence, and it lacks local search capability. A particle swarm algorithm based

on dynamic inertia weight vector and dimension mutation was proposed to balance

the local and global searching of particle swarm and increase the speed of conver-

gence [2], but it still takes a long time to compute when solving large-scale

optimization problems. In the field of scientific and engineering computing, parallel

computing has become an important method to solve large-scale complex problems.

With the development of science and technology, CPU/GPU heterogeneous

architecture is gradually becoming an important parallel computing platform [3].

We apply a three-level parallel computing model to a hybrid particle swarm opti-

mization algorithm merging simulated annealing and hill climbing (SAHCPSO),

which can enhance the diversity of the population, avoid population premature

convergence, and improve the efficiency of operations [4].

22.2 Three-Level Parallel Computing Model

22.2.1 MPI, OpenMP, and CUDA

MPI (Message Passing Interface) is a standard of message-passing system. It is a

library and a language-independent communication protocol used to write parallel

programs, and in fact, it has become a current mainstream programming model in

distributed storage architecture. OpenMP (Open Multi-Processing) defines a col-

lection which contains a set of compile-guide statements, runtime library functions,

and environment variables. OpenMP completely describes the parallelism

architecture and fully uses the advantage of shared memory architecture. It avoids

the overhead of message passing and provides runtime scheduling, fine-grained

operation mechanism, and coarse-grained operation mechanism. CUDA

(Compute Unified Device Architecture) is a general purpose parallel computing

architecture—with a new parallel programming model and instruction set architec-

ture which leverages the parallel compute engine in both CPU and GPU to solve

many complex computational problems in a more efficient way [5].

22.2.2 Mixed Parallel Computing

The three-level parallel computing model is based on TC (Thread Communication)

mixedmode ofMPI +OpenMP parallel model. In this model, CPU creates threads to

control GPU running kernel function [6, 7]. The parallel model is shown in Fig. 22.1.

According to the parallel model, parallel algorithm use GPU as the central

computing component. On the cluster, program processes are divided into subtasks

by main thread. Main thread using message-passing function sends subtasks to all

computing nodes. After each of the computing nodes receiving the task computing

threads for logic operation, communication threads and control threads are created
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by OpenMP. Communication threads are used to communicate with other nodes

through MPI function. Control threads are created to run CUDA kernel function [8].

22.3 Algorithm Parallelization Solving

22.3.1 Analysis of SAHCPSO

SAHCPSO program will repeatedly execute the algorithm and calculate the correct

result which is equal to the optimal value. The number of correct results determines

the ability of convergence. SAHCPSO is divided into four stages: initialization of

particles information, mutation of particles information, updating of particles

information, and searching for the group best fitness.

Stage 1: SAHCPSO initializes the position (pos) and velocity (v) of all particles.
For each particle, fitness can be calculated by using particle position information

(xi) as follow:

fitness ¼
Xn
i¼1

x2i � 10 cos 2πxið Þ þ 10
� �

(22.1)

Each particle calculates their fitness value and saves as personal best value

( p-Best). Then SAHCPSO compares all particles’ p-Best to find the optimal

value which saves as group best value (g-Best). When SAHCPSO update the
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Fig. 22.1 Three-level parallel computing model
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value of p-Best and g-Best, corresponding particle position information will

be saved. In order to avoid aimless search, position and velocity information

will be limited to a definite range.

Stage 2: In this stage SAHCPSO create mutational position information based on

the current particle position information according to Eq. (22.2). Where pos0 is
mutational position information, Gaussian is a Gaussian random number.

pos0 ¼ posþ 1þ Gaussianð Þ (22.2)

The mutation probability of each dimension of position information is 10 %. For

each particle, fitness can be calculated by using mutational position information

according to Eq. (22.1). If the fitness is better than the corresponding particle

current fitness value, update the particle fitness and p-Best. Otherwise, the particle
current fitness will be forced to updating the fitness and g-Best with the probability

of 1 and 5 %.

Stage 3: SAHCPSO starts updating the particles information. The position and

velocity information of all particles are updated according to Eqs. (22.3) and (22.4).

Where w, r1, r2, c1, c2 is algorithm parameters, k is the current number of iterations,

p-BestPos and g-BestPos is the position information of current p-Best and g-Best.

vkþ1
i ¼ wvki þ c1r1 p� BestPoski � xki

� �þ c2r2 g� BestPosk � xki
� �

(22.3)

xkþ1
i ¼ xki þ vkþ1

i (22.4)

Stage 4: When p-Best has been updated, SAHCPSO compares all particles’ p-Best
and searches the optimal value saving as group best value (g-Best).

According to Amdahl’s law, the impact of the overall system performance

depends on proportion and acceleration efficiency of the program which can be

optimized [9]. Table 22.1 shows the test of the original serial SAHCPSO for different

stages of the average of the proportion of time in different iterations. Therefore, the

stages we need to parallelize are particles information mutation and updating.

22.3.2 Parallel Implementation of SAHCPSO

For the characteristics of the procedure, there are two parallel strategies in the

parallel computing of SAHCPSO on three-level parallel computing model:

1. Parallelization between the repeated algorithm processes of program

2. Parallelization between the calculations of each particle

Table 22.1 The proportion of each part of the serial algorithm running time

Stage Initialization Mutation Updating Searching

Proportion 1.3 % 39.39 % 43.56 % 4.2 %
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According to the three-level parallel computing model, the repeated algorithm

processes of program are mapped to cluster nodes which are coarse-grained paral-

lelism; the processes of particle information calculation are mapped to a single node

which uses the CPU and GPU to achieve fine-grained parallel computing. GPU

threads are responsible for calculating mutation of particles information and

updating of particle information. The random number which GPU required is

calculated by CPU threads. For the lack of global synchronization mechanism,

g-Best cannot be updated on GPU and the stages of mutation and updating have to

be divided into two kernel functions.

The parallel SAHCPSO flow chart is shown in Fig. 22.2. In order to improve the

speed of GPU parallel accessing, data structure of the parallel algorithm consists of a

series of particles informationmatrixes and randommatrixes which can provide data

accessing patterns for memory coalescing [10]. Take particle position information

matrix, for example, the number of particles is p-Count and the dimension is dim.
Then we can get the particle position information matrix: PSO [p-Count] [dim].

The contents of random number matrixes are prejudge on CPU according to the

high speed of calculation for integer data on GPU. When a single-precision float

GPU parallel computing

Host process

Send the subtasks

Using OpenMP 
create threads

Recevie the 
subtasks

No

Conmunication

Initialize the particle 
information

Workload 
initialization

Mutate particle 
location information

Initialize the random 
matrix

End of the 
loop

Copy particle 
information to GPU

Using SA and HC 
module update pBest

Update particle 
position information

Executive mutation 
kernel function

Update gBest

Executive updating 
kernel function

Update gBest

Host process

Receive the result Send the result of 
computing gBest

End

Begin

Computing the 
fitness 

update the pBest

Computing the 
fitness 

Mutation kernel 
function

Updating kernel 
function

Yes

No

Yes

Yes No

Check the result

Conmunication

Fig. 22.2 The flow chart of the parallel SAHCPSO
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random number is generated, CPU compares the random number with the

corresponding probability parameters and stores a specific integer number to

random number matrix.

22.4 Experimental Results

The experiments are performed on cluster which has four nodes with one Intel Core

i3 3.3GHz processor connecting to windows XP operating system (2 GB of

memory). Each computing node is equipped with a NVIDIA GT405 card. The

bandwidth of cluster network is 100 Mbps.

We execute the original serial SAHCPSO and improve parallel algorithm under

different particle scale (p-Count) and iterations to test the impact of different

conditions on execution time. Figure 22.3 shows the performance of serial algo-

rithm and parallel algorithm computing on 2000 and 5000 p-Count. With the

expansion of the particles scale, the growth of the time also gradually expands. It

is obvious that the parallel algorithm can greatly reduce the growth of time.

Speedup refers to the ratio of the time required by the serial algorithm running on

the single node and the parallel algorithm running on the cluster. Figure 22.4 shows

the test of speedup under different p-Count in the case of 2,000 iterations. With the

expansion of particles scale, the growth in the time of the serial algorithm is greater

than the parallel algorithm. Therefore, the speedup increases gradually.

Fig. 22.3 The effect of

different particle scale on

execution time

Fig. 22.4 Speedup of

the different particle scale
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22.5 Conclusion

The paper implemented the SAHCPSO parallel computation on a three-level

parallel computing model. Practice proved that this hybrid model can make full use

of CPU/GPU heterogeneous cluster recourses. By analyzing the characteristics of

the serial algorithm, parallelism embedded in SAHCPSO can be excavated.

The calculation of particles’ fitness can be mapped to GPU and CPU threads. The

repeat of calculation result can be mapped to computing node processes. Therefore,

most of SAHCPSO calculations can be executed in parallel. Optimization for parallel

accessing further improves the efficiency of the algorithm. The results showed that the

parallel algorithm is correct and efficient. The speedup we have achieved is up to 6.6.

In addition, because the model has a good scalability, larger particles scale can be

computed.
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Chapter 23

Optimization of Inverse Planning Based

on an Improved Non-dominated

Neighbor-Based Selection in Intensity

Modulated Radiation Therapy

Xiao Zhang, Guoli Li, and Zhizhong Li

Abstract Intensity modulated radiation therapy (IMRT) is a principal cancer

treatment at present, and the optimization of inverse planning is the core to realize

the IMRT treatment planning, so it is important to study how to optimize the inverse

planning as much as possible. The optimization of inverse planning in IMRT refers

to a number of parameters and requires rapid calculation speed clinically, so an

improvedNNIA formulti-objective is adopted in this paper. At first, according to the

IMRT dose constraints of multiple targets, an average dose-based function is used,

and then the optimization results compared with the SAGA algorithm under the

water phantom show the feasibility and efficiency of the improved NNIA algorithm.

23.1 Introduction

Cancer has become the main disease in the world [1]. Intensity modulated radiation

therapy (IMRT) as a precise radiotherapy technology is an effective method to treat

cancer. The key step for IMRT is the inverse planning, and the purpose of IMRT

inverse planning is to determine the ray type and energy, beam orientation and

number, and so on [2]. Because of the complexity of the implementation for IMRT

inverse planning, it usually needs computer-aided inverse planning to solve the

problem. The optimization of inverse planning is the core to realize the IMRT

treatment planning, so it has important meaning to research on this problem.

The optimization of inverse planning in IMRT refers to a number of parameters;

therefore, it has multi-objective characteristic. But the heart of multi-objective

optimization is to solve the contradiction between convergence speed and popula-

tion diversity. According to the study of the optimization algorithms in IMRT
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inverse planning, the optimization algorithms can be classified as deterministic

algorithms and multi-objective evolutionary algorithms. The deterministic algo-

rithms dominated by gradient method are with the advantage of rapid convergence,

but may fall into the local minimum for non-convex problems. The multi-objective

evolutionary algorithms can escape local minimum theoretically, but their calcu-

lating speed usually is relatively slower than deterministic algorithms.

In our previous study, several algorithms are used for the optimization of IMRT

inverse planning, such as hybrid multi-objective gradient algorithm [3], multi-

objective hybrid genetic approach based on simulated annealing (SAGA) [4], and

improved fast non-dominated sorting genetic algorithm (NSGA-II) [5].

In this paper, in order to solve the problem of convergence speed for better, an

improved multi-objective immune algorithm with non-dominated neighbor-based

selection (NNIA) is applied to the optimization of IMRT inverse planning; the

improved NNIA adopts the nonuniform mutation operator making the search step

length adjusted adaptively during the different stages of evolution. Finally, an

irregular field of segment at deep of 1.5 cm under the condition of 30 cm � 30 cm

� 30 cm water phantom is used as the simulation case, through the comparison

with SAGA algorithm; the feasibility and efficiency of the improved NNIA algo-

rithm for IMRT inverse panning is to be proved.

23.2 Optimization Algorithm

Immune algorithm (IA) is a multi-objective evolutionary algorithm based on

artificial immune system (AIS), in which the antigen and antibody are respectively

defined as the optimization problem and the solution of problem; through immune

operations, the antibodies will evolve; after evaluating the affinity between antigens

and antibodies, the Pareto solutions are obtained.

In this paper, an improved NNIA has been adopted, which has rapid convergence

speed and can effectively maintain the diversity of population.

This improved NNIA is implemented by using the non-dominated neighbor-

based selection, proportional cloning operator [6], nonuniform mutation operator,

and elitism.

For the non-dominated neighbor-based selection, the calculation of crowding

distance is a key problem. Through calculating the crowding distance of an indi-

vidual, its probability of being selected will be determined. The crowding distance

of an individual d belonged to the population D can be expressed as

I d;Dð Þ ¼
Xm
i¼1

Ii d;Dð Þ
fmax
i � fmin

i

(23.1)

where fmax
i and fmax

i are the maximum and minimum for the ith subgoal.
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For the nonuniform mutation operator, the results of mutation operator are

associated with its iteration t. The range of variation is relatively large in an early

phase, and with the advance of the evolution, the range of variation becomes

smaller and smaller, mainly for local search. The variable xk ∈ [ak,bk] after muta-

tion operation can be determined by following expressions:

x
0
k ¼

xk þ Δ t, bk � xkð Þ, rnd
�
0, 1

� ¼ 0

xk þ Δ t, xk � akð Þ, rnd
�
0, 1

� ¼ 1

�
(23.2)

where Δ t; yð Þ ¼ y 1� r 1�t=Tð Þλ
� �

; λ is a unified parameter, it determines the

dependence of random disturbance on the iteration t; r ∈ [0,y]. The flow chart of

improved NNIA algorithm is shown in Fig. 23.1.

23.3 The Objective Function

There are two main categories of objective functions: the model based on dose

constraint and the model based on dose-volume constraint. For the objective

function based on dose constraint, it has a simple concept of optimization and is

easier to be used; for the objective function based on dose-volume constraint, it has

Fig. 23.1 The flow chart

of improved NNIA
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definite physical significances and its application is more flexible. But the form of

the objective function can have a significant impact on the speed and effect of

optimization.

In our study, an average dose-based function for the planning target volume

(PTV) and the surrounding normal tissue (NT) are used in this paper; the mathe-

matical expression is as follows:

y1 ¼ f PTV ¼ 1

NPTV

XNPTV

i¼1

dPTVi � DPTV
ref

� �2

y2 ¼ f NT ¼ 1

NNT

XNNT

i¼1

dNTi � DNT
ref

� �2

(23.3)

where NPTV and NNT are the corresponding numbers of sampling points for PTV and

NT, respectively. di is the calculated dose value at the ith sampling point. DPTV
ref

and DNT
ref are the average prescription doses for the PTV and NT, respectively.

The fitness functions are expressed as follows:

fitnessi ¼ 1

1þ yi
, i ¼ 1, 2 (23.4)

The dose calculation method among inverse planning is a finite-size pencil beam

(fsPB) model based on Monte Carlo (MC) [7], which comes from the previous

research of our group.

23.4 Optimization Result

The simulation case is an irregular field of segment at deep of 1.5 cm under the

condition of 30 cm � 30 cm � 30 cm water phantom. The slice of the irregular

field is shown in Fig. 23.2. The part of shadow is PTV, and the other is NT, in which

NPTV ¼ 13 and NNT ¼ 87.

The optimization parameters are set as Table 23.1.

We also adopt SAGA algorithm which has studied in early stage for comparison;

it uses the similar input condition, and the annealing conditions are set as initial

temperature is 7 and random seed is 0.7.

The results of these two algorithms are shown as Table 23.2.

The intensity distribution maps of improved NNIA and SAGA are shown as

Figs. 23.3 and 23.4.
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Table 23.1 Optimization

parameters
Parameter name Parameter value

DPTV
ref

0.922

DNT
ref

0.013

fitnessi(i ¼ 1, 2) >0.982

Cloning scale 100

Population 100

Generations 500

Table 23.2 Optimization

results
Algorithm fitness1 fitness2 Time of calculation

Improved NNIA 0.9972 0.9893 64s857 ms

SAGA 0.9899 0.9656 87s253 ms

Fig. 23.3 Improved NNIA

Fig. 23.2 The slice

of the irregular field
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23.5 Conclusion

Through comparing the intensity distribution maps of Fig. 23.3 with that of

Fig. 23.4 and judging the optimization results of two algorithms, it can be found

that the improved NNIA can obtain solutions in a relatively short time, and the

conformity of intensity distribution map is better. Therefore, a conclusion can be

drawn: the improved NNIA is an efficient optimization algorithm for IMRT inverse

planning. But when the algorithm is used in clinic, many practical problems need to

be considered, such as the choice of treatment angle. Therefore the focus of our

future work is how to apply this algorithm to clinic.
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Chapter 24

A Recommendation System for Paper

Submission Based on Vertical Search Engine

Zhen Xu, Yi Yang, Fei Wang, Jiao Xu, Zhong Li, Fuqiang Mu, and Lian Li

Abstract In this work, the proposed orchestrating and sharing system for online

paper aims at managing papers from information collecting, paper editing, paper

type-setting, and paper submitting to paper sharing. In the five aspects above, there

are many available tools which help science researchers write papers, but these

tools work separately not cooperatively. Orchestrating and sharing system for

online paper integrates functions of these tools, which offers one-stop service. As

an important part of this system, the recommendation for paper submission is to

provide valuable information about the latest international conferences and journal

for paper publication. When papers are written, our system, a context-aware

solution for paper, automatically obtains the keywords from context. Given that

the recommendation for paper submission is subject-oriented search, we design a

recommendation system for paper submission based on vertical search engine,

which enhances the search accuracy by the improved URL-based filtering algo-

rithm and the improved content-based filtering algorithm.

24.1 Introduction

PapersCloud [1] is an online paper orchestrating and sharing system that supports

the whole life cycle of science papers (briefly called paper in this paper below).

The basic meaning of the life cycle can be popularly understood as “the whole

process from the cradle to the grave” (Cradle-to-Grave). In accordance with the

definition of the life cycle, we propose a paper life cycle approach. Paper life cycle
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is the process that from collection information, paper editing, paper type-setting,

paper submission to paper sharing. In our system, paper life cycle includes refer-

ences recommendation, paper editing, paper type-setting, paper submission recom-

mendation, and paper sharing management. References recommendation is to offer

some related papers for the interesting topics. Paper editing and type-setting get the

input of the paper and type-setting according to a certain format. Paper submission

recommendation gives a list of institutes for submitting the paper for publication.

The last is to manage the available papers remotely. This chapter mainly aims at

papers submission recommendation.

Paper submission recommendation gives information about paper publication for

the authors after their accomplishment of their papers. How to always get better result

is themain part of this paper.We can get the research field and the keywords from the

paper, and we search the most related information for the author from our recom-

mendation library. According to the preference of every author, we give out the result

in different ways: for new authors we give out the most related and for old users we

just give out the recently information such as the main dates of their preferences.

24.2 System Overview

This system is mainly designed to provide information of conferences and period-

icals when users want to submit their papers. And the system continues to use the

classical framework, it is consists of web spider module, dumper module, index

module, and query module. The main process of the system is shown as following

Fig. 24.1. For instance, when user finishes a paper about cloud computing, our

system will automatically obtains the keywords from context. When system

obtains the keywords, web spiders crawl the web pages form Internet, after that

we filter some useless pages and becoming the web page database. Then web page

go through information extraction, calculation of the PageRank value, etc., and

after these steps, data can be indexing. The last step is similarity calculation, and

the query result will be shown to the user. In next, we will introduce the four

modules in detail.

The first module of search engine is web spider module. It is the foundation of

the search engine. It is in charge of downloading useful web pages from the World

Wide Web. All search data are derived from the work of web spider module.

Internet

Web pages
database

Web spider
module

query
module

index
module Index

database

Submit the query

Return the result

dumper
module

Fig. 24.1 The main process

of the system
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This is a huge project because there are tens of thousands of web pages [2] on the

Internet.WorldWideWeb has bow-tie structure. Because of this, we select directory-

type Website as the crawler start page. Figure 24.2 shows how crawlers work.

In Fig. 24.3, we can see crawler get URL from the URL database and then

download the web page, and after the filter, useless pages form the page database.

In this module, our main consideration is the selection of the URL library. The

choice of text search engine is portals and directory-type site. As for this, it get

much more information about subsites or related sites of the portal. Thus, there is

much more unconcerned information it get. Because the selection of URL library

influences the search result to a large extent and we pay more attention on the search

for international conferences and journals, we use both method of URL setting and

portals for the crawler. To set the certain sites, we can get more accurate informa-

tion than we get from the portals; on the contrary, we can get entire information

from the method of portals.

The second module is dumper module. For dumper module, it basic and primary

work is categorized extract [3] valuable information from the semi-structured page.

And this information can represent the attributes of the page, such as anchor text,

title, and content.

Because the information we get through the crawler are complicated and

uncertain, we need to eliminate the unconcerned information and put the rest to

our recommendation library. As to dumper module, it does the work to search

results according to the conditions of the authors such as deadline of paper

Page database

URL database
dispatcher1

crawler 0

5

3

2 4 crawler 1

crawler 2
crawler 3

Fig. 24.2 The crawlers

working process

Query result Query request

Rearrangement of
file list

Cache hit

Query word

Abstract extrac�on

Query result
page

Result of cache
hit database

Yes

No

Fig. 24.3 The process

of query module
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submission, journals or conferences, SCI or EI, and the rest from our recommen-

dation library.

The third one is index module. The index module is the search engine’s data

warehouse; it stores and indexes millions of thousands of web pages. The purpose

of indexing the web page is convenient for querying in the next stage. We need to

index the page crawl from the web that can accelerate the speed of query.

In this module, we will first progress the Chinese word segmentation. It is mainly

to segment the sentence into a collection with suitable word. Then, we will calculate

the PageRank value. The result of offline calculation will be returned a list of

PageRank, including a PageRank value of every page and will be easily retrieved in

the query module. At last, we will index the pages.

The last module is query module. Query module directly faces the users. It

receives the query request by online users and gives the user result in accordance

with the calculation by retrieving, sorting, and abstracting extract, and so on.

Figure 24.3 shows the process of query module. Firstly, the system receives the

query request from the user and then compares the request with the cache hit. If the

request is in it, we directly show the result to the user, and if not we query the word

from index module. When the index module returns the result, rearrange the file and

extract the abstract, form the result page to user. The whole query requirements not

only are faster but also are able to provide users with available results.

24.3 Detailed Design

Our system provides the function that can offer some information about

recommended conferences or periodicals for users, which requires the system to

consider how to control the search results that will not be offset and filter the useless

query information. These issues will be exhaustively described in next context.

24.3.1 URL Filter Analysis and Implementation

Search engine crawlers work mechanism’s priority is to grab the web pages which

are the highly relevant to the subject. Web pages were sorted according to the page

ranking, and only keep themes that are above the URL threshold.

Currently widely used URL filtering algorithm consists of two classes,

PageRank algorithm and HITS algorithm [4]. The basic idea of PageRank algo-

rithm [5, 6] is that, web pages from a number of high-quality web links must have

the high quality web pages. HITS algorithm bases on the idea that the really value

of the page is highly relevant to the theme of the user’s search content. HITS

algorithm easily occurs that pages deviate from the core theme and irrelevant

results returned.
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Compared with the two algorithms, PageRank algorithm is in dominant position.

So, we selected the PageRank algorithm and improved it. PageRank algorithm is

simple, but it ignores the user’s understanding of web page. It gives different web

pages with the same weight; this will search high value but have little relationship

about the subject.

In order to improve the results, we improved PageRank algorithm by using the

user’s visiting navigation path diagram to modify the traditional PageRank value.

Different web page has different probability to be visited by the users, so you can

through the web page’s visiting probability express the initial PageRank value.

The simple way is Eq. (24.1). AP is the number that page p was visited; ∑AP is the

number that all pages were visited.

PR1 Pð Þ ¼ APP
AP

ð24:1Þ

We should consider the actual situation that different users access to different

pages and unbalanced to set the current page’s ability to recommend the outlink

web page. And combined with actual visiting condition, the PageRank value

expresses as below.

PRnþ1 Pð Þ ¼ 1� dð Þ � 1þ d �
XPRnþ1 Tið Þ �Wp Tið Þ

C Tið Þ ð24:2Þ

In formula (24.2), Wp(Ti) is the weight that is obtained from page Ti visiting

page A, and this weight is proportional to the number page Ti outlink page A,

inverse proportion to the page Ti outlink all the pages. So Wp(Ti) is

Wp Tið Þ ¼ ATi

P

AB Tið Þ
ð24:3Þ

In formula (24.3), ATi
P is the number that user through page Ti visited page P;

AB(Ti) is the number that user through page Ti all outlinks, B(Ti) is the page Ti’s all

outlinks.

According to the formula (24.1), the PageRank value expresses is

PRnþ1 Pð Þ ¼ 1� dð Þ �WP þ d �
XPRnþ1 Tið Þ �Wp Tið Þ

C Tið Þ ð24:4Þ

In formula (24.4), Wp is the weight that user random visit some page; the weight

is proportional to the number that user not through other link visit page A and

inversely proportional to the number that user visit page A; the expression is

WP ¼ A
0
P

AP
ð24:5Þ

In formula (24.5), A0
P is the number that user not through other link visit page A,

and AP is the number that user visit page A.
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At last, we got the modified PageRank value:

PRnþ1 Pð Þ ¼ 1� dð Þ � A
0
P

AP
þ d �

XPRnþ1 Tið Þ �Wp Tið Þ
C Tið Þ ð24:6Þ

By improving the PageRank algorithm, the URL’s filtering accuracy is

improved. And through that we can get more useful page that related to the user’s

requirements.

24.3.2 Content Filter Analysis and Implementation

Content filtering needs to make sure the content filtering algorithm with contextual

and real-time result; therefore, filtration precision and filtration velocity become a

key content filtering criterion. Current algorithms for matching model include

Boolean model, vector space model, and analysis semantic model. Boolean

model is a strict matching model; its fast speed is very convenient to realize and

suitable for structured information. Vector space model [7] is expressed as a vector

to page document, and it will be submitted to customers with the search content.

Semantic analysis model based on keyword matching will search for the link

between the search item and the actual content to build for a semantic model.

In content-based filtering algorithm, we need to evaluate the similar degree

between page and the search subject, that is to say the keywords [8] and the web

page will sort by correlation. We would improve the algorithm to increase the

search relevance of content. Specific ideas of the improve algorithm:

• Combined the keywords in the text with the frequency and location to determine

the relative weights

• Web crawler is to analyze and collect the network data that have higher relative

weights and filter irrelevant information

• Using vector space model to collected text for the N dimensional vector and

calculate the similarity

Therefore, we simplified the user’s query keyword and network resources to a

vector which means weight. The method of vector space model works as Fig. 24.4.

Vector similarity algorithm is as follows: Suppose we have two text data which

have relation to the author’s paper and are expressed as D1, D2. w1k, w2k indicate

Query Query vector

Document
vector

Query and
document similarity

Document

Fig. 24.4 The calculation

method of vector space

retrieval model
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text weight. Similarity sim(D1, D2) can be expressed with the distance between the

vector:

sim D1;D2ð Þ ¼

Xn
k¼1

w1k � w2k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
k¼1

w2
1k

Xn
k¼1

w2
2k

s ð24:7Þ

Through the improved algorithm we can further filter out content which is not

related to web pages or the related degree is not high, increase the precision of the

system.

24.4 Experiment Studying

In this section, we describe an experiment to test our vertical search engine. We

crawl about 26,756 web pages on the Internet by open source search engine Nutch.

After that we transported the crawling web pages to database. The keywords,

“cloud computing,” “data base,” and “mobile computing,” respectively, are chosen

for the experiments. And we compute the accuracy. The comparison of the two

results is as follows in Fig. 24.5. Obviously the accuracy of the improved one is

higher to the original one.

24.5 Conclusion

In this chapter, one vertical search engine for paper submitted was designed, which

can give users a help to search available conference or periodicals. We improved

the accuracy through the selection of URL library, data filtering, better PageRank,

and better similarity algorithm. The key problem, in detailed design, filtering
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Fig. 24.5 The contrast

result
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algorithm was discussed in detail. With the improved algorithm, the search engine’s

query result is comprehensive and its precision is high and it gives users more

available results.

There are also some further problems to solve, such as better user interface to

display the result, more reasonable Chinese word segmentation and site revisit time,

and so on. All above-mentioned issues deserve further research.
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Chapter 25

Analysis and Improvement of SPRINT

Algorithm Based on Hadoop

Shanshan Fei, Qiaoyan Wen, and Zhengping Jin

Abstract With the rapid development of computers and networks, the growth of

data causes the data mining increasingly difficult. To solve this problem, this paper

proposes an improved SPRINT algorithm based on the Hadoop platform. By

analyzing the traditional SPRINT algorithm, we improve it in three aspects: elim-

inate unnecessary and repetitive calculations in the processing of discrete attributes;

none presort of continuous attributes and split by line directly when splitting; and

add the node field for attributes list in the data structure. For illustration, a

performance test of acceleration and accuracy is executed to prove the effectiveness

of the improved SPRINT algorithm. Compared to the original SPRINT algorithm,

experimental result shows that the improved SPRINT algorithm guarantees the

accuracy and reduces the computing time for the best split point thus accelerates the

speed of decision-tree construction.

25.1 Introduction

The rapid popularity of the Internet has brought a wealth of information for people,

but followed by a massive data explosion struck, that is, to say “information

explosion.” Nowadays, the storage and process of large data sets has become the

new challenge faced by many enterprises. It becomes a new target for data mining

that how to mining valuable and understandable information from massive data in a

fast, efficient, and cost-effective way [1].

The emergence and development of cloud computing has brought new opportu-

nities and challenges for data mining. Cloud computing achieves the process for

large data sets by evenly distributing storage and calculation to a multiple of storage
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computing nodes in a cluster [2, 3]. It greatly reduces the cost owing to the low-cost

computer clusters instead of the expensive servers. Data mining is going into the era

of cloud based with the help of superior computing power of cloud computing.

Decision tree is the most basic and common classification algorithm in data

mining [4]. The basic idea of decision-tree induction is the greedy algorithm, which

takes the top-down way and crashes one by one. The construction of the decision

tree usually consists of two stages: construction stage and pruning stage. In the

construction stage, a fully grown decision tree is built by recursively calling the

algorithm. This paper will focus on tree construction stage.

This paper will focus on the SPRINT algorithm that is a kind of decision-tree

algorithms [5]. We propose an improved SPRINT algorithm based on the Hadoop

platform and make a performance test. The performance test includes the writing of

program code, the building of Hadoop cluster, the submitting of program, and the

comparative analysis of results.

25.2 Hadoop and MapReduce

Our study is based on the Hadoop platform, while the writing of program code uses

the MapReduce programming model [6]. Hadoop is an Apache open source project

used to build the cloud platform. It allows users more easily to write and run

applications for processing huge amounts of data. Because the cluster has high

access speed and a good backup, we set up a Hadoop cluster to verify the effec-

tiveness of the improved SPRINT algorithm.

MapReduce is Google’s core computing model. It is a simple and linearly

scalable model for data processing. MapReduce highly abstracts the complex

parallel computing process running on large-scale clusters to two functions: Map

and Reduce [7, 8]. Each of them defines a mapping from one set of key-value pairs

to another. Map is responsible for breaking down tasks, while Reduce is responsible

for merging the decomposed tasks. Programmers only need to specify the Map

function and the Reduce function to write distributed parallel programs.

25.3 Basic Idea of SPRINT Algorithm

The selection of test attributes and division of the sample set are the key links in

constructing a decision tree. Gini index can effectively search for the best split point

[9]. The point that has minimum Gini index is chosen as the best split point with the

maximum information gain. It is very beneficial to generate a good decision tree.
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The Gini index is described as:

1. If the set S contains M records belonging to N categories, the Gini index is

Gini Sð Þ ¼ 1�
Xn
i¼1

P2
i

where Pi is the frequency of class i.

2. If the set S is divided into S1 and S2, respectively, corresponding to M1 records

and M2 records, the Gini index is

Ginisplit Sð Þ ¼ m1

m
Gini S1ð Þ þ m2

m
Gini S2ð Þ

SPRINT algorithm uses two data structures: the attributes list and histograms [10].

When the data set is too large to fit entirely in memory, SPRINT algorithm can save

the rest of the attributes list to the hard disk and only put the current attributes list into

memory. The attributes list is split with the division of the node. It includes three

fields: attributes value, attributes class label, and row index. Histogram is shown in

two forms based on the attribute is continuous attribute or discrete attribute.When the

attributes list is generated for the first time, it will be sorted firstly.

For continuous attributes, firstly presorted, assume that the results are v1, v2, . . .,
vi, . . .vn. Because the split point is between two adjacent points, so there are n�1

possibilities. The split forms are two parts: V � vi and V > vi; it usually takes the

midpoint viþviþ1

2
as the candidate split point. Scanning the attributes list from top to

bottom and calculating the Gini index of all candidate points, the best splitting point

is the point that has the minimum Gini index. For discrete attributes, there are m

mutually different values, the segmented nature is divided into two sets, and there

are 2m possible divisions. We need to calculate the Gini index for each division and

look for the best candidate split point. Ultimately, the best splitting point is the point

with minimum Gini index and the corresponding attribute is the test attribute.

For example, in the “car insurance” case, the attributes list and the Gini index are

shown in Fig. 25.1.

The process of SPRINT algorithm is shown below:

1. Generate initial attributes list: A. Create root node N. Presort A with continuous

attribute. Attach A to N.

2. Create the decision tree for node N as following BuildTree algorithm.

The process of BuildTree is shown below:

1. If all attributes in A are of the same class, return; otherwise, go to 2.

2. Scan A and update histograms.

3. Compute the minimum Gini index for candidate split points to get the best split

point.
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4. Use the best split point to split A into A1 and A2 and associate them with N1 and

N2.

5. Execute BuildTree recursively to create tree for N1 and N2.

25.4 Analysis and Improvement of SPRINT Algorithm

25.4.1 The Analysis of SPRINT Algorithm

SPRINT algorithm is completely free from memory limit, easy to parallel, and

better scalability, acceleration, and expansion, and the resulting decision tree is

more compact and accurate.

Through in-depth study of SPRINT algorithm, its shortcomings are as follows:

1. There are repetitive and unnecessary calculations when calculating the Gini

index of discrete attributes.

For discrete attributes, assuming it has m values different from each other, the

nature of the split is that m values are divided into two sets and there are 2m

possible divisions. This means we must calculate 2mGini values. From Fig. 25.2,

Fig. 25.1 Attributes list generate and Gini index
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we can find that some divisions have the same Gini index. For example, the

divisions S1 ¼ {family car}, S2 ¼ {racing car, truck} and S1 ¼ {racing car,

truck}, S2 ¼ {family car} have the same value 0.444. In fact, when the set S is

divided into S1 and S2, exchanging data in S1 and S2, the Gini index is

unchanged according to the definition of Gini index. Therefore, the Gini index

of nearly half of the candidate split points with that of the other half are same.

Such calculations are repeated.

In addition, from the basic idea of SPRINT algorithm, we can see that when a

subset is belonging to the same class, the division is terminated. If a set S needs

to split, it means that the set S does not belong to the same class. So, the sets

which contain 0 value and M values have no sense and the Gini index of them

must have the maximum value. Therefore, such calculations are unnecessary.

2. The split of nondividing attributes becomes difficult after the continuous attri-

butes perform presorted.

Fig. 25.2 Process of the improved SPRINT algorithm
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SPRINT algorithm will perform presorted for continuous attributes, and the

discrete attributes do not need to be sorted when the attributes list is generated

for the first time. If it utilizes presorted, when split by a continuous attribute, you

need to loop scan to determine whether the row is in the left sub tree or in the

right sub tree for the nondividing attributes. It increases the scan of attributes list

and causes the large amount of computation.

3. The traditional data structure cannot meet the mapping function on the

MapReduce framework.

The function of Map is mapping. By defining different petitioner functions,

we can map different <key, value> pairs to different Reducers for processing.

The attributes list on each node uses Map to be mapped to different Reducers for

parallel processing. The original attributes list includes attributes value, class

label, and the row index, which obviously does not meet the requirement. This

requires a new data structure to solve this problem.

25.4.2 The Improvement of SPRINT Algorithm

The original SPRINT algorithm is improved in the following three aspects:

1. Eliminate repetitive and unnecessary calculations of discrete attributes.

The repetitive and unnecessary calculations should be eliminated in the

processing of discrete attributes. In general, you need to calculate N Gini

index with the unimproved algorithm, but you only need to calculate N�2
2

Gini

index with the improved algorithm. Obviously, the improved algorithm reduces

nearly half of the amount of computation for the best split point.

2. None presort of continuous attributes.

Continuous attributes do not perform presorted. We just mark the split index

so the nondividing attributes can be split by line directly that saves split time

spent on the nondividing especially when the data set is large. The cost of this

improvement is that the time spent on the calculation of Gini index for contin-

uous attributes is more than that using presorting technology. Overall, the effect

is still relatively good. Maybe the input sample is not typical enough which

requires further verification.

3. Add node field in attributes list.

The node field is added in the attributes list to record the current processing

node that is used to perform the mapping. However, the improvements have not

yet reached the purpose of reducing disk scans. The improvement of the data

structure requires further study.

In addition, the current split attribute is deleted immediately after each split

because the candidate split attributes are the attributes that never used to split. This

saves space and time. The process of the improved SPRINT algorithm is shown in

Fig. 25.2.
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The detail procedure of improved SPRINT algorithm is shown as follows:

1. Generate initial attributes list: A. Create root node N. Attach A to N.

2. Create the decision tree for node N as following BuildTree algorithm.

The process of BuildTree is described as follows:

1. If all attributes in A belong to the same class, return.

2. For (Ai in A).

If Ai is continuous, the midpoint of the adjacent points is taken as the

candidate split point and the Gini index is calculated. If Ai is discrete, the Gini

index of half the possible divisions are calculated.

Compute the minimum Gini index for candidate split points to get the best

split point. Use it to split A into A_Left and A_Right and associate them with

N_Left and N_Right.

3. Recursively execute BuildTree(A_Left, N_Left) and BuildTree(A_Right,

N_Right) until a decision tree is generated.

25.4.3 Performance Test

In this experiment, we implement the original and the improved SPRINT algorithm

in MapReduce framework based on the Hadoop. In this part, we focus on analyzing

the performance such as accuracy and acceleration of the improved SPRINT

algorithm. The experiment uses the virtual machine to build a three-node Hadoop

cluster [11].

The cluster includes three nodes: one Master and two Slaves. The Master

machine is responsible for the implementation of the data distribution and task

decomposition as NameNode and JobTracker. These two Slave machines are

responsible for distributed data storage and the execution of tasks as DataNode

and TaskTracker. The IP addresses of each node are shown in Table 25.1.

The comparison of results is shown in Table 25.2.

From Figs. 25.3 and 25.4, we can see the time spent on dealing with the same

number of records decreased for the improved SPRINT algorithm and still achieves

almost the same accuracy that proves the effectiveness of the improvement.

25.5 Conclusion

This paper proposes an improved SPRINT algorithm that improves in three aspects:

eliminate unnecessary and repetitive calculations in the processing of discrete

attributes; none presort of continuous attributes and split by line directly when

splitting; and add the node field for attributes list in the data structure. Through the

performance test, we prove that compared to the original SPRINT algorithm, the

improved SPRINT algorithm reduces the computing time for the best split point
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thus accelerates the speed of decision-tree construction and still guarantees the

accuracy. Of course, there are still some defects of the improved SPRINT algo-

rithm, such as the attributes list is scanned many times and a better data structure is

needed in order to save more time and space. This is also the next further study

for us.
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Table 25.1 Hosts in cluster

Host name IP address Experimental environment

Master 192.168.1.133 Operating system: CentOS 6.0; Hadoop: Hadoop 1.0.4;

IDE platform: Eclipse 3.3.0; Java runtime environment:

JDK1.6.0.19
Slave1 192.168.1.134

Slave2 192.168.1.135

Table 25.2 Comparison between unimproved and improved algorithm

Recorder/1,000,000

Unimproved Improved

Save (s)Accuracy (%) Time (s) Accuracy (%) Time (s)

1 88.59 202 88.59 130 72

2 89.77 248 89.77 165 83

3 90.12 298 90.12 199 99

4 90.33 341 90.34 236 105

5 90.67 387 90.68 274 113

6 91.04 441 91.06 315 126

7 91.32 502 91.35 367 135

8 91.61 544 91.65 399 145

Fig. 25.3 Time compares

Fig. 25.4 Accuracy

compares
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Chapter 26

Prediction Model for Trend of Web

Sentiment Using Extension Neural Network

and Nonparametric Auto-regression Method

Haitao Zhang, Binjun Wang, and Guangxuan Chen

Abstract In order to solve the problem of prediction for long-term web sentiment,

a prediction model is built using the proposed method in this paper. First, a novel

clustering method based on the extension neural network (ENN) is introduced to

recognize the types of subclass of web sentiment. For each class of social events,

the class model library of the development trend of web sentiment is established by

cycle analysis and ENN clustering combined with nonparametric auto-regression

analysis (NAR) method. Then the adaptive transformation is applied to the already

known development trend of a new social event, and the min-sum of mean square

error (MSE) from the library is selected to predict the future development trend of

web sentiment. Empirical findings indicated that compared with the traditional

methods, such as the GM (1,1) and least squares estimation (LS) method, the

approach presented in this paper yields a higher correlation value in predicting

the long-term development trend of web sentiment and can predict the turning

points of the development trend more effectively. The ENN- and NAR-based

prediction model can effectively solve the problem of prediction for long-term

web sentiment.

26.1 Introduction

The World Wide Web and other textual databases provide a convenient platform

for exchanging opinions. Reviews and blogs written with the purpose of conveying

a particular opinion or sentiment are more and more popular in China. Therefore,

prediction of web sentiment development is one of the most important subjects for

plan and operation in the field of mass media and sociology. An accurate sentiment

prediction is the basis of making decision on the trend of public security and public
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opinions flow for the sociology researchers. The preliminary research in this paper

has been carried out by literature survey and observation. Various models for web

sentiment prediction have been reported in the literature. Detailed methods include

statistical methods [1–3], the regression functions [4], and grey theory [5], neural

network method [6]. Artificial neural networks are currently established as a

promising approach to sentiment prediction since they are able to learn the func-

tional relationship between system inputs and outputs through a training process.

However, a limitation of the neural network (NN) approach is difficult to under-

stand; the content of network memory and the traditional neural network

approaches need large amounts of training data and thus require heavy computa-

tional efforts to create satisfactory models. Grey prediction models do not need

large amounts of data [7]. They have been successfully applied in many fields, but

the accuracy of grey prediction models still needs further improvement. Auto-

regression method is difficult to solve nonlinear problems such as population

growth forecasting due to the form of linear parametric. This paper proposed a

novel prediction method; we use a new neural network topology, called the

extension neural network (ENN) proposed in Wang’s paper [8], to recognize the

trend types of web sentiment. Then, according to the actual data of every type, we

use the nonparametric auto-regression analysis method (NAR) to build the predic-

tion models of every type.

26.2 Extension Neural Network

Extension neural network is a combination of the neural network and the extension

theory. The extension theory proves a novel distance measurement for classification

processes, and the neural network can embed the salient features of parallel

computation power and learning capability. The ENN permits classification of

problems with range features, continuous input, and discrete output [9].

The schematic structure of the ENN is depicted in Fig. 26.1. It comprises of both

the input layer and the output layer. The nodes in the input layer receive an input

feature pattern and use a set of weighted parameters to generate an image of the

input pattern. In this network, there are two connection values (weights) between

input nodes and output nodes; one connection represents the lower bound for this

classical domain of the features and the other connection represents the upper

bound. The connections between the jth input node and the kth output node are

wL
kj and wU

kj. This image is further enhanced in the process characterized by the

output layer. The output layer is a competitive layer. There is one node in the output

layer for each prototype pattern and only one output node with nonzero output to

indicate the prototype pattern that is closest to the input vector.

The learning of the ENN can be seen as supervised learning; before the learning,

several variables have to be defined. Let training set be X ¼ {X1,X2, . . .,XNp},
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where the total number of training patterns is Np.The ith input vector is Xp
i ¼ {xpi1,

xpi2, . . .,x
p
in}, where n is the total number of the features. To evaluate the clustering

performance, the total error number is set as Nm. The total number of the input

pattern is set as Np and the total error rate ET is defined below:

ET ¼ Nm

Np
(26.1)

The detailed supervised learning algorithm can be described as follows:

Step 1: Set the connection weights between input nodes and output nodes according

to the range of classical domains. The range of classical domains can be directly

obtained from previous experience or be determined from training data as follows:

wL
kj ¼ min

Ti∈k
xij

� �
;wU

kj ¼ max
Ti∈k

xij
� �

(26.2)

Step 2: Read ith training pattern and its cluster number p:

Xi ¼ xi1; xi2; . . . ; xinf g (26.3)

Step 3: Use the extension distance (ED) to calculate the distance between the input

pattern Xi and the kth cluster as follows:

EDik ¼
Xn
j¼1

��xij � wU
kj þ wL

kj

� �
=2

��� wU
kj � wL

kj

� �
=2

wU
kj � wL

kj

� �
=2

þ 1

0
@

1
A (26.4)

The proposed distance in this paper is a modification of ED [10]. It can describe

the distance between the x and a range <WL, WU>. Different ranges of classical

1

j

n

xi1

xij

xin

1

k

nc

Oi1

Oik

Oinc

11
Lw

11
Uw

L
kjw

Input Layer Ouput Layer

U
kjw

... ...
......

Network WeightsFig. 26.1 The structure

of extension neural

network (ENN)
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domains can arrive at different distances due to different sensitivities. This is a

significant advantage in classification applications. Usually, if the feature covers a

large range, the requirement of data is fuzzy or low in sensitivity to distance. On the

other hand, if the feature covers a small range, the requirement of data is precision

or high sensitivity to distance.

Step 4: Find the m, such that EDim ¼ Min{EDik}. If m ¼ p, then go to step 6;

otherwise step 5.

Step 5: Update the weights of the pth and the mth clusters as follows:

w
L newð Þ
pj ¼ w

L oldð Þ
pj þ η xij �

w
L oldð Þ
pj þ w

U oldð Þ
pj

2

0
@

1
A

w
U newð Þ
pj ¼ w

U oldð Þ
pj þ η xij �

w
L oldð Þ
pj þ w

U oldð Þ
pj

2

0
@

1
A

8>>>>>><
>>>>>>:

(26.5)

w
L newð Þ
mj ¼ w

L oldð Þ
mj � η xij �

w
L oldð Þ
mj þ w

U oldð Þ
mj

2

0
@

1
A

w
U newð Þ
mj ¼ w

U oldð Þ
mj � η xij �

w
L oldð Þ
mj þ w

U oldð Þ
mj

2

0
@

1
A

8>>>>>><
>>>>>>:

(26.6)

where η is a learning rate. In this step, we can clearly see that the learning process is
only to adjust the weights of the pth and the mth clusters.

Step 6: Repeat step 2 to step 5; if all patterns have been classified, then a learning

epoch is finished.

Step 7: Stop if the clustering process has converged or the total error has arrived at a

preset value; otherwise, return to step 3.

26.3 The Proposed Method

Sentiment prediction is different from traditional text categorization because sen-

timents are ordinal variables in contrast to the categorical nature of topics; lots of

contradicting opinions might coexist on the same event, which interact with each

other to produce the global sentiment. Indeed, sentiment prediction is a much

harder task than topic of text classification tasks. For many historic events or

other great issues that happened in society, studies found that not only the same

type of event development trend has a high similarity but also the development of

the same event experiences the same cycle of history. In order to improve the fitting

accuracy of the model and prediction ability, a series of procedures must be done.
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As showed in Fig. 26.2, firstly, this paper will make a classification of events and

cycle slicing. Then establish the cycle class model recognized by ENN and NAR

method for each type of event and create class model libraries. After that, pick up

the class model, which has the minimum mean square error (MSE) for long-term

prediction. Due to the nonlinear relation between input factors and output values,

the prediction of sentiment is not an easy work. Past value of the time sequence will

affect the future value.

In short, the main ideas of the proposed method are divided into two parts. First,

we use a novel clustering method based on the ENN to recognize the type of every

subclass of time sequences. When the dates are given, the changed ranges will be

obtained from the proposed models. Second, using the nonparametric auto-

regression analysis method to build the prediction model of web sentiment devel-

opment of long term, when the dates are given, the prediction values can be

calculated according to the calculation of MSE. Use the ENN to learn the clustering

models of every cycle time sequence derived from the statistical data of Google

trends. The detail learning method can refer to Sect. 26.2; the prediction model can

be calculated by the nonparametric auto-regression analysis method as in

Sect. 26.3; the typical prediction model in our problem can be written as a NAR

model will be found on the basis of sequence {ΔYt}, ΔYt ¼ m(ΔYt�1, ΔYt�2, . . .,
ΔYt�p) + εt, and random error sequence {εt} is independent and identically distrib-

uted. E(εt) ¼ 0,E ε2
t

� �
¼ σ2, and εt are independent withΔYt�1, ΔYt�2, . . ., ΔYt�p.

The parameter p is defined according to cross-validation (CV) method. The value of

CV ( p) is obtained though calculating using MATLAB programming. An orthog-

onal sequence estimation method will be operated on the model [11]. After

abovementioned procedures, the prediction data should be input, and the growth

type of the prediction will be determined by the ENN-based clustering method. Use

the prediction model of this type as NAR method to calculate the detailed values of

the prediction data.

Time
Sequence

Cycle 
slicing 

Cycle Time
Sequence

ENN 
combined 
clustering 

MSE 
calculating

Initial 
classes set

prediction
moedl

Fig. 26.2 Flow chart

of prediction model

for web sentiment
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26.4 Case Studies and Discussions

It is clear that the relations between the input factors and output values are highly

nonlinear curves. Therefore, if the prediction models are directly to use the NAR,

the prediction error will be large, which is the main reason in the proposed method

to delimit some growth types (or some sections) in the related curves. When the

subtypes are delimited, every section can be seen as approximately linear, thus

the sectioned prediction models will provide higher accuracy. This paper uses the

historical data from Google trends and forums to build the prediction model to

predict the bird flu event. In this case, we could make conclusion that when k ¼ 1,

the value of CV (k) is minimum, so, the optimal selection of lag is 1, in every

recognized type the corresponding NAR model is ΔYt ¼ m(ΔYt�1) + εt. Compar-

isons of prediction results using the grey GM (1,1) model and LS method are also

conducted . In this paper, the accuracy of the prediction model is calculated with the

value of correlation degree analysis. The compared prediction results with the grey

GM (1,1) model and least square (LS) method show that the proposed method has

better accuracy. Selecting the first 10 days of data for six different events, the

compared results of modeling accuracy using different methods are shown in

Table 26.1. The comparison between actual and prediction curve for the event of

bird flu is shown in Fig. 26.3. Obviously, the compared results indicate that the

proposed prediction method has the higher accuracy than both grey GM (1,1) and

LS method.

Table 26.1 Comparison

between different methods

on correlation degree

Event Proposed method LS GM (1,1)

Bird flu 0.7910 0.5496 0.5189

Li Gang 0.8103 0.4834 0.3987

Needle shot 0.7637 0.5313 0.4897

Maiden suicide 0.8123 0.4720 0.5108

Dust lungs 0.8527 0.5435 0.4412

Drag racing 0.7879 0.5104 0.3925
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26.5 Conclusion

Web sentiment prediction has always been a great issue for the society. The

sentiment of public reflects the attitude towards society and government at that

time. In this paper, we address the ENN concept in details. As existing models are

inadequate for a variety of reasons, we introduce the ENN- and NAR-based model

that is suited to predict the trend of web sentiment. The proposed method not only

can be used to predict the values of web sentiment, it also can be used with multi-

input factors in nonlinear prediction problems. The main advantage of the proposed

method is that it can give the range and values at the same time. Moreover, because

of the simple structure of ENN, the computing time of the proposed method is also

short. We also demonstrate the usefulness of the web sentiment representation for

long-term prediction. Comparisons with the grey GM (1,1) model and LS method

show that the proposed prediction method has better accuracy and provides more

information that is scientific to sociology researchers.
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Chapter 27

K-Optimal Chaos Ant Colony Algorithm

and Its Application on Dynamic Route

Guidance System

Hai Yang

Abstract Dynamic route guidance system is an important part of the intelligent

transportation system; the core part of which is optimal path algorithm. This paper

has analyzed the main influencing factors on the choice of optimal path, then

provided an improved K-optimal chaos ant colony algorithm (K-CACA). The

road impedance factor in K-CACA is based on the length, crowdedness, condition,

and traffic load of the road sections. The optimizing procedure of the algorithm is

speeded up by introducing the included angle threshold of direction. The chaos

perturbation effectively refrains the algorithm from trapping into local optima. The

results of simulation experiment show that K-CACA is effective and has much

higher capacity of global optimization than Dijkstra algorithm and basic ant colony

algorithm for optimal route choice.

27.1 Introduction

Dynamic route guidance system (DRGS) is an important part of the intelligent

transportation system [1]. It offers the useful optimal route guidance information to

the driver according to starting and destination point. The aim of DRGS is to

achieve the goals of improving traffic system, voiding traffic jam, reducing the

vehicles’ travel time, and realizing the rational distribution of traffic flow on each

road section by guiding the driver’s travel decision [2]. So the core content of

DRGS is the detection of optimal path in the traffic network.

With the constant enlargement of urban road network, the graph theoretic

algorithms such as Dijkstra algorithm and mathematical programming methods

are difficult to satisfy, the real-time requirements of DRGS. Initially proposed by
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Marco Dorigo in 1991, the ant colony algorithm (ACO) was aiming to search for an

optimal path in a graph based on the behavior of ants seeking a path between ant

nest and a source of food. ACO has been successfully applied to solve different

combinatorial optimization problems such as TSP [3] and also is suitable for DRGS

because of its robustness, positive feedback, and distributed computing.

27.2 The Influencing Factors of the Optimal Path Selection

27.2.1 The Length of Road Section

The length of road section is the most common weight during the procedure of

finding the optimal path because the length is easy to access and presents the travel

cost directly [4]. But the optimal path does not only mean the shortest path in

dynamic route guidance system. The travel time, crowdedness, conditions, and

traffic loadings of the roads also affect the driver’s decision of optimal path.

27.2.2 The Travel Time and Crowdedness

The travel time is more important than the length of road section in the real urban

traffic network when drivers decide which path they should go. The travel time

factor is dynamic according to the vehicle number per unit time. So we can compute

the crowdedness of road by the travel time factor [5].

The crowdedness of road refers to the situation that the vehicles on the road

cannot run at the normal speed so that both the travel time and parking delay

become longer. The crowdedness factor can be expressed as [T(i,j) � T0(i,j)]/
T0(i, j), where T(i,j) is the real travel time of road section (i,j) and T0(i,j) is the
normal travel time of road section (i,j) without jam. In general, the smaller T(i,j) is,
the lower the crowdedness factor is, and vice versa.

27.2.3 Traffic Load

The traffic load refers to the number of vehicle staying on some road section for a

moment. Particularly, the traffic load per kilometer presents the traffic density [6].

So the traffic load factor presents the change of traffic situation over time and its

equation of state is as follows:

dx i;jð Þ tð Þ
dt

¼ I i;jð Þ tð Þ � O i;jð Þ tð Þ (27.1)
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where x(i, j)(t) is the vehicle number on road section (i,j) at time t. I(i,j)(t) is

the number of vehicles coming into road section (i,j) per unit time. O(i,j)(t) is the
number of vehicles leaving from road section (i,j) per unit time.

27.3 K-Optimal Chaos Ant Colony Algorithm

The urban traffic network is usually abstracted as a weighted, directed graph

G ¼ (V,A,R), with node set V, road section set A, and R ¼ {rij |(i,j) ∈ A}; rij
denotes the road impedance factor, that is, heuristic information of road

sections [7].

27.3.1 The Selection of Subsequent Node Based
on the Direction

Because the dynamic route guidance system provides optimal path information

according to the specific starting point and destination point, the procedure of

finding optimal path is obviously directional [8]. When the ant selects next node,

the probability of succeeding in finding optimal path is larger, if the ant’s moving

direction is close to the direction of destination point. Otherwise, the probability of

succeeding in finding optimal path is lower, if the ant’s moving direction is far away

from the direction of destination point.

Let vs denote the starting node with the coordinate (xs, ys); vd denotes the

destination node with the coordinate (xd, yd); vi denotes the current node where

the ant stays with the coordinate (xi, yi), and vj denotes some node adjacent to vi

with the coordinate (xj, yj). Let vivd
�����!

denote the direction from current node vi to

destination node vd, called the approximate destination direction. Thus, the

included angle θij of road section (vi, vj) and vivd
�����!

is as follows:

θij ¼ arctan
kd � knext

1þ kd � knext (27.2)

where kd ¼ yd � yi
xd � xi

denotes the slope of the approximate destination direction vivd
�����!

.

knext ¼
yj � yi
xj � xi

denotes the slope of road section (vi, vj).

In order to enlarge the probability of succeeding in finding optimal path, we can

set an included angle threshold ϕ . The subsequent nodes whose included angle is

greater than the threshold ϕ will be omitted. The convergence speed of K-optimal

chaos ant colony algorithm (K-CACA) will be accelerated by decreasing ϕ, and the
solutions diversity will be enlarged by increasing ϕ.
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27.3.2 The Heuristic Information of Road Section

In the new algorithm, the road impedance factor, which is gained by using weighted

summation of the length, crowdedness, condition, and traffic load of the road

sections [9], presents the heuristic information of road sections.

Let rij denote the road impedance factor of road section (vi, vj):

rij ¼
ω1 � 1

Lij
þ ω2 � 1

Cij
þ ω3 � Qij þ ω4 � SijX4

k¼1
ω
k

(27.3)

where Lij denotes the length of road section (vi, vj); Cij denotes the crowdedness of

(vi, vj); Qij denotes the condition of (vi, vj); Sij denotes the traffic load of (vi, vj),

and ωk(k ¼ 1, 2, 3, 4) is weight factor.

27.3.3 Pheromone Updating Strategy

The pheromone updating strategy of the new algorithm is as follow:

τij tþ 1ð Þ ¼ 1� ρð Þ � τij tð Þ þ
XL
l¼1

Δτlij i ¼ 1, . . . ,N j ¼ 1, . . . ,K (27.4)

where ρ is the evaporation rate of pheromone.

27.3.4 Chaos Selection Strategy

When ant colony algorithm initializes, the strength of pheromones on every road

section is equal so that the possibility of every road section is equal. It is difficult for

ant colony to find an optimization path; besides, the convergence speed of algo-

rithm is slow. So using chaos operator is necessary because it can increase the

searching efficiency by the random and ergodic of chaos [10].

Take the logistics mapping, for example, iterative formula is as follows:

ziþ1 ¼ μ � zi � 1� zið Þ, i ¼ 0, 1, 2, � � �, μ∈
�
2, 4� (27.5)

where μ is the control parameter, with the domain between (2, 4]. When μ ¼ 4,

0 � z0 � 1, logistic function is the full mapping in (0, 1), which is at a totally chaos

status. A chaos sequence will be created by the iteration and then be converted to a

chaos ergodic parameter when solving optimization problems in space. After

introducing chaos perturbation, the new status transition strategy becomes
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pkij tð Þ ¼
τsij tð Þ
h iα

� rsij

� �β
� 1þ Zij

� �γ
X

j∈allowedk

τsij tð Þ
h iα

� rsij

� �β
� 1þ Zij

� �γ , j ∈ allowedw and θij � ϕ

0, otherwise

8>>>><
>>>>:

(27.6)

In the formula above, θij is the included angle of road section (vi, vj) and the

approximate destination direction vivd
�����!

. ϕ is the included angle threshold.

27.3.5 K-Optimal Paths Guidance

The K-optimal chaos ant colony algorithm proposed in this paper provides drivers

with K-optimal paths, which are almost exactly the same. Drivers decide which

path they want to adopt by themselves, according to the real conditions of roads and

the travel preference. The value of parameter K is referred to the scale of the traffic

network, generally, K ¼ 3. The newly improved algorithm can relax the conflict of

traffic jam due to that many drivers choose the same optimal path.

27.3.6 The Realization Steps of K-CACA

The realization steps of K-CACA are proposed as follows:

Step 1: Set the iteration number n ¼ 0, initialize the pheromone of all road section,

and let K ¼ 0.

Step 2: Put the starting node into tabuk(s), compute the road impedance factors of

every road, and then choose one subsequent node j to move according to pkij and the

included angle threshold, finally put node j into tabuk(s).

Step 3: Update the pheromone of roads the ants passed by. Take record the current

optimal path and let K ¼ K + 1.

Step 4: If K equals to the specific value, then stop and go to step 6.

Step 5: Adjust the initial parameters according to the latest traffic situations, run this

algorithm again in order to obtain new optimal paths. Go to step 2.

Step 6: Output K optimal paths.
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27.4 Experimental Results

We successfully achieve this arithmetic and carry out simulation experiments using

the road network of Jinan City shown in Fig. 27.1 from Google Earth. The topology

of the road network shown in Fig. 27.1 is demonstrated in Fig. 27.2. The road

impedance factors demonstrated in Table 27.1 are obtained by calculating the

weighted summation of the length, crowdedness, condition, and traffic load of the

road sections at 8:30 in the morning. Let m denote the number of ants and set

m ¼ 20, α ¼ 1, β ¼ 3, and ρ ¼ 0.3, and use logistic mapping. The aim of

Fig. 27.1 The road

network of Jinan City

Fig. 27.2 The topology

of road network

of Jinan City

Table 27.1 The road impedance factor rij of road sections

Road section rij Road section rij Road section rij Road section rij

(A, B) 4.96 (B, C) 2.16 (C, D) 2.02 (D, E) 3.13

(E, F) 2.87 (F, G) 3.01 (G, H) 3.08 (H, J) 3.97

(J, Z) 3.99 (Z, W) 4.01 (A, N) 4.86 (N, O) 3.22

(O, P) 2.13 (D, O) 3.99 (P, E) 3.91 (P, O) 2.71

(P, Q) 2.21 (E, P) 3.63 (Q, F) 3.70 (Q, R) 1.86

(N, T) 3.72 (T, Q) 3.91 (X, W) 3.77 (R, S) 3.64

(S, V) 3.71 (S, M) 3.57 (M, L) 2.28 (H, I) 1.13

(K, L) 1.97 (F, Q) 4.11 (L, W) 3.11 (V, X) 2.99
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simulation experiment is to find the optimal path from node A to node W using

K-CACA, Dijkstra, and basic ant colony algorithm (ACO) separately. The results

are shown in Table 27.2.

The results of simulation experiment show that K-CACA is effective and has

much higher capacity of global optimization than Dijkstra algorithm and basic ant

colony algorithm for optimal path choice.

27.5 Conclusion

In this article, K-optimal chaos ant colony algorithm is proposed for finding optimal

path in dynamic route guidance system. The road impedance factor is introduced

into K-CACA based on the length, crowdedness, condition, and traffic load of the

road sections. The included angle threshold both accelerates the convergence speed

and enlarges the solutions diversity. The chaos perturbation effectively refrains the

algorithm from trapping into local optima. The experiment results show K-CACA

is much more suitable for DRGS.
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Chapter 28

A Certainty-Based Active Learning

Framework of Meeting Speech

Summarization

Jian Zhang and Huaqiang Yuan

Abstract This paper proposes using a certainty-based active learning framework

for extractive meeting speech summarization in order to reduce human effort in

generating reference summaries. Active learning chooses a selective set of samples

to be labeled by annotators. A combination of informativeness and representative-

ness criteria for sample selection is proposed. The results of summarizing parlia-

mentary meeting speech show that the amount of labeled data needed for a given

summarization accuracy can be reduced by more than 40 % compared to random

sampling. The certainty-based active learning framework can effectively reduce the

need of labeling samples for training. Furthermore, compared with lecture speech

summarization task, the experiments show that the proposed active learning method

of meeting speech summarization is obviously more affected by choice of different

kinds of classifiers.

28.1 Introduction

The need for the summarization of spontaneous speech, such as classroom lectures,

conference speeches, and parliamentary speeches, is ever increasing with the

advent of remote learning, distributed collaboration, and electronic archiving.

Short abstracts cannot sufficiently meet these user needs. State-of-the-art summa-

rization systems are built by the extractive summarization method in a passive

supervised learning framework, which compiles a summary from sentences or

segments chosen from the transcribed document using some saliency criteria

[1–3]. However, these supervised learning extractive summarization systems

require a large amount of training data of reference summaries [4, 5]. There is no
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clear guideline for compiling stable and reproducible reference summaries. To

minimize the human annotation efforts, yet still producing the same level of

performance as a supervised learning approach, we study how to apply active

learning approach for training extractive speech summarizer. We then propose

three criteria and strategies in our certainty-based active learning framework of

meeting speech summarization.

Being the first piece of work on active learning for lecture speech summarization

task, we produced stable and reproducible reference summary and minimized the

need for human annotation efforts, yet still producing the same level of perfor-

mance as a supervised learning approach [6]. In this article, we further describe our

certainty-based active learning framework in detail and verify its effectiveness on

different genres of spontaneous speech.

The rest of this article is organized as follows: Sect. 28.2 describes our certainty-

based active learning framework, the criteria, and the strategies for selecting

samples. Section 28.3 first describes the parliamentary meeting speech corpus, for

our experiments, and then outlines the acoustic/prosodic and lexical feature sets for

representing each sentence of the transcriptions and then briefly depicts the prob-

abilistic SVM classifier and naive Bayesian classifier as our extractive summa-

rizers. Our experimental setup and the evaluation results are described in Sect. 28.4.

Our conclusion follows in the end of this article.

28.2 Active Learning Framework and Sample Selection

Strategies

28.2.1 Active Learning Algorithm

Human annotators label a small set of training data with summary labels. The

training data is used to learn the initial model of the classifier. Then the classifier is

used to predict labels for the sentences belonging to all transcribed documents from

an unlabeled pool. Because human annotators usually annotate sentences of each

document with summary labels by taking the context of the document into account,

at each iteration they choose several unlabeled transcribed documents from the pool

according to some sample selection strategies. Next the chosen transcribed docu-

ments are labeled by human annotators. These annotated transcribed documents are

then added for retraining the classifier. This approach is described as follows:

Initialization

For an unlabeled data set: Uall, i ¼ 0

(1) Randomly choose a small set of data X{i} from Uall; U{i} ¼ Uall � X{i}.

(2) Label each sentence in X{i} as summary or non-summary using the RDTW-

based semiautomatic annotation procedure proposed by Zhang et al. [5], and

save these sentences and their labels in L{i}.
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Active Learning Process

(3) X{i} ¼ null.

(4) Train the classifier M{i} using L{i}.

(5) Test U{i} by M{i} and select the most useful documents from Ufig based on

informativeness/representativeness strategies described in Sect. 28.2.3.

(6) Save selected documents into X{i}.

(7) Label each sentence in X{i} as summary or non-summary using the RDTW-

based semiautomatic annotation procedure.

(8) L{i + 1} ¼ L{i} + X{i}, U{i + 1} ¼ U{i} � X{i}.

(9) Evaluate M{i} on the testing set E.

(10) i ¼ i + 1, and repeat from (3) until U{i} is empty or M{i} obtains expected

performance.

(11) M{i} is produced and the process ends.

We propose the following two criteria for choosing the most useful samples X

from the unlabeled data U for annotation.

28.2.2 Sampling Criteria

28.2.2.1 Criterion 1: Informativeness

All active learning scenarios involve evaluating the informativeness of unlabeled

samples. The simplest and most commonly used query framework is uncertainty

sampling [7]. The basic idea of informativeness criterion is that samples that the

current model is most uncertain about are selected for annotation. This criterion is

often straightforward for probabilistic learning models. When we use a probabilistic

model for binary classification as the summarizer, an informativeness-based uncer-

tainty sampling simply selects the samples whose posterior probability of being

summary sentences (positive examples) are close to the classification hyperplane.

This intuition is justified by D. Lewis and J. Catlett [8] and G. Schohn and D. Cohn

[9] based on a version space analysis. They claim that labeling a sample that lies on

or close to the hyperplane is guaranteed to have an effect on the model construction.

We measure the informativeness score of unlabeled transcribed document

D ¼ {s1, s2, . . ., sn, . . ., sN} by Scoreinf (D) ¼ (1/N)Σ informative(sn), which

indicates the ratio of the number of informative sentences to that of all sentences

in the document D.

If the sentence sn satisfies the informativeness criterion,

P c s
!
n

� �
¼ 1

��D� �
∈ 1� βð Þ�T, 1þ βð Þ�T½ �

where c s
!
n

� �
¼ 1 means the sentence sn is a summary sentence, then informative

(sn) is equal to 1; if not, informative(sn) is equal to 0.
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We denote T ¼ P c s
!

n

� �
¼ 1

� �
as the prior probability of the sentence sn which

is a summary sentence without considering any information on document D. We

have tried different values for T when we evaluate our method on the development

set. We found T as 0.12 is suitable empirically for meeting compression tasks. β is

tuned by evaluating the development set sentences to optimize the active learning

algorithm. Sentences that satisfy the informativeness criterion are close to the

classification hyperplane. Misclassification implies that the model is most uncertain

about the samples.

28.2.2.2 Criterion 2: Representativeness

Another general active learning criterion [10] is to query the sample that would

impart the greatest change to the current model if we knew its label. This criterion

has also been applied to probabilistic sequence models like conditional random

fields (CRFs) [10]. The intuition behind this criterion is that it prefers samples that

are likely to most influence the model regardless of the resulting query label. This

criterion has been shown to work well in empirical studies, though it will be

computationally expensive if both the feature space and set of labels are very

large [10].

We consider that the model will become more robust if it can be retrained by the

samples selected by this representativeness criterion. The basic idea of representa-

tiveness criterion is that samples that are most generalized and are likely to be

margin points are selected.

We measure the representativeness score of unlabeled transcribed document

D ¼ {s1, s2, . . ., sn, . . ., sN} by Scorerepre (D) ¼ (1/N)Σ representative(sn), which

indicates the ratio of the number of representative sentences to that of all sentences

in the document D.

If the sentence sn satisfies the representativeness criterion,

P c s
!
n

� �
¼ 1

��D� �
∈ 0, β � T½ � [ 1� β � Tð Þ; 1½ �,

then representative(sn) is equal to 1; if not, representative(sn) is equal to 0.

Sentences with classification scores in the range [0, β*T] are believed to be most

likely non-summary sentences. Sentences with scores in the range [(1�β*T), 1]
are believed to belong most likely to the summary-sentence class. It means that if

P c s
!
n

� �
¼ 1

��D� �
is close to 1, the sentence sn is most likely summary sentence.

If the samples from the above range are misclassified, those samples would impart

the greatest change to the current model. Adding those samples to the training data

set for labeling will improve the robustness of the model.
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28.2.3 Sample Selection Strategies

We apply the following sample selection strategies based on the above criteria for

selecting the most useful unlabeled examples from the unlabeled pool at each active

learning iteration.

Random Selection Baseline: A baseline sample selection strategy is to randomly

choose K documents from U{i} to X{i}.

Length Selection Baseline: A baseline sample selection strategy is to choose K

documents from U{i} to X{i} according to the average length of a sentence. The

documents with larger average length of a sentence are chosen first.

Sample Selection Strategy 1 (Informativeness): We choose K documents with the

highest value of Scoreinfo(D) from U{i} to X{i} for annotation.

Sample Selection Strategy 2 (Robustness): We choose K documents with the

highest value of Scorerepre(D) from U{i} to X{i} for annotation.

Sample Selection Strategy 3 (Hybrid): We build a hybrid strategy by considering

criterion 1 and criterion 2 together for striking a proper balance between the

informativeness and representativeness criteria to reach the maximum effectiveness

on speech summarization. We choose K documents with the highest value of Score

(D), defined as Score(D) ¼ Scoreinfo(D) *[Scorerepre(D)]
λ from U{i} to X{i} for

annotation, where λ (0 � λ � 1) is tuned by evaluating the development set

sentences to optimize the active learning algorithm.

28.3 Meeting Corpus, Features, and Summarizers

Our parliamentary meeting speech corpus contains meeting audio files, the Hansard

transcriptions, and the meeting minutes from the Hong Kong Legislative Council.

For our experiments, we use all 70 ordinary session meeting data from the year

2008 and the year 2009, including audio files, Hansards, and minutes.

We represent each sentence by a feature vector which consists of acoustic

features and linguistic features as follows.

Similar to text summarization, the linguistic information can help us predict the

summary sentences. We extract eight linguistic features from transcribed docu-

ments: len I (the number of words in the sentence), len II/len III (the previous/next

sentence’s len I value), TFIDF (the summation of the tf *idf value of each word in

the sentence), and cosine (cosine similarity measure between two sentence vectors).

We extract all linguistic features from the manual and ASR-transcribed docu-

ments respectively. We segment Chinese words of these transcribed documents for

calculating length features. We use an off-the-shelf Chinese lexical analysis system,

the open source HIT IR Lab Chinese Word Segmenter [5] to process our corpora.
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We had a detailed study of linguistic features based on the word segmentation

result. We find that the errors produced by the word segmentation process have little

effect on the summarization process. We also find the number of words as a feature

is better than the number of characters because word can convey more unambigu-

ous information.

Acoustic/prosodic features in speech summarization system are usually

extracted from audio data. Researchers commonly use acoustic/prosodic

variation—changes in pitch, intensity, speaking rate—and duration of pause for

tagging the important contents of their speeches. We also investigate these features

for their efficiency in predicting summary sentences of presentation speech and

meeting speech.

Our acoustic feature set contains 12 features: Duration I (time duration of the

sentence), SpeakingRate (average syllable duration), F0 (I–V) (F0 min, max, mean,

slope, range), and E (I–V) (energy min, max, mean, slope, range).

We calculate Duration I from the annotated manual transcriptions that align the

audio documents. We then obtain SpeakingRate by phonetic forced alignment by

HTK [6]. Next, we extract F0 features and energy features from audio data by using

the Praat tool [6].

We then build a discriminative model—support vector machine (SVM) classifier

as our summarizer based on these sentence feature vectors.

We apply a generative model—Naive Bayesian classifier implemented by our-

selves for the summarizer to investigate whether our active learning method is

affected by choice of different machine learning methods.

28.4 Experimental Results and Evaluation

We perform tenfold cross-validation experiments on manual transcriptions, one

group for lecture speeches and another one for meeting speeches. First, we divide

the 70 meeting speeches into ten subsets. Each subset has seven ones. We use nine

subsets as the unlabeled data pool and use the remaining one for test.

We start our experiments by randomly choosing seven speeches from the

unlabeled data pool as seeds for manual labeling. We then train the initial classifier

using the seeds. We gradually increase the training data pool by choosing five more

speeches from the unlabeled data pool each time for annotation. We separately

carry out ten sets of experiments for each genre of speech for comparison according

to the above three strategies. For each sample selection step, we also choose the

unlabeled documents by random selection baseline strategy and length selection

baseline strategy. In each group of experiment, we repeat the process of randomly

choosing seven speeches as seeds, six times. We evaluate the summarizer by

ROUGE-L (summary-level longest common subsequence) F-measure [5]. We cal-

culate the mean value of ROUGE-L F-measure of each active learning step as the

final performance of this step. For meeting speeches, all the evaluation results of the

three active learning strategies and the two baseline strategies using the SVM
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classifier and the Naive Bayesian classifier are respectively shown in Fig. 28.1. We

train the classifiers by using a combination of linguistic features and acoustic

features.

We consider the extractive summarization problem as a binary classification

problem. From Fig. 28.1, we find that for classification performance, random

sample selection strategy is always consistently and significantly outperformed by

the active learning methods using our proposed sample selection strategies. By

using only 37 documents for training, the performance of the SVM classifier

achieved by strategy 3 which combines the informativeness criterion and

representativeness criterion for selecting samples is better than that of the SVM

classifier trained by random sample selection using all 70 presentations

(ROUGE-L F-measure of 0.512 vs. that of 0.502). This shows that our active

learning approach requires 40 % less training data. We also find that using

strategy 3, our active learning approach requires less training data to obtain the

same level of summarization performance compared to that using strategy 1. In

other words, strategy 3 is better than strategy 1. When we apply Naive Bayesian

classifier as our summarizer, we obtain the same finding as that shown in

Fig. 28.1. Besides, we find that the length sample selection method produces

worse performance than our active learning sample selection strategies. This

indicates that the performance gains of the active learning methods are due to

their ability to choose the unlabeled transcribed documents which contain more

informative and representative samples which help find more accurate classifica-

tion hyperplane and improve the summarization performance. However, the

random sample selection strategy and the length sample selection strategy cannot

guarantee selecting those documents with more informative and representative

samples.

We compare a discriminative model—SVM classifier with a generative model—

Naive Bayesian classifier as shown in Fig. 28.1 to investigate the effectiveness of

active learning using different kinds of machine learning methods. We find that

our active learning method of meeting speech summarization is obviously affected

Fig. 28.1 Average performance of the SVM classifier and the Naive Bayesian classifier trained by

using the combination of acoustic features and linguistic features on parliamentary meeting speech

corpus

28 A Certainty-Based Active Learning Framework of Meeting Speech Summarization 241



by choice of different classifiers. For meeting speech corpus, the best performance

of SVM classifier is absolute a 4 % higher than that of the Naive Bayesian classifier

(0.69 vs. 0.65).

28.5 Conclusion

This paper described an approach of active learning to reduce the need for human

annotation for summarizing parliamentary meeting speech. We chose the unlabeled

examples according to a combination of informativeness criterion and representa-

tiveness criterion. The summarization results showed an increasing learning curve,

consistently higher than that by using randomly chosen training samples. Further-

more, the experiments showed that the proposed active learning method of meeting

speech summarization was obviously affected by choice of different classifiers.
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Chapter 29

Application of Improved BP Neural Network

in the Frequency Identification of Piano Tone

Xu Chen and Jun Tang

Abstract For the problems existing in the identification process of piano tone, this

paper puts forward an MFCC-based (Mel Frequency Cepstrum Coefficient) feature

extraction algorithm and a new piano tone identification method with BP neural

network as the matching model. Using the MFCC feature extraction algorithm to

extract parameters is a good alternative, which could improve the identification

rate. Regarding the improved BP neural network as the matching model of tone

identification consumes moderate training time and owns high recognition rate.

Simulation results show that the piano tone identification combining the BP neural

network with the MFCC algorithm is simple, fast, and highly accurate.

29.1 Introduction

With the rapid development of multimedia technology, using computer and elec-

tronic technology to carry out feature extraction, tone recognition and auxiliary

music creation have been given more and more attention [1]. If the results of

computer and electronic technologies could be used in music appreciation, learn-

ing, and creative fields [2], using computer to automatically identify the music and

complete automatic evaluation not only can reduce the work intensity of music

educators but also is conducive to improve the scientificity, impartiality, and

objectivity of music evaluation.

As a branch of speech recognition [3], tone recognition technology has been paid

much attention to in recent years. From the current research status, to construct the

tone signal recognition system, analog circuits or digital circuits are frequently used

to conduct filtering, adding, Fourier transform, spectral analysis and autocorrelation

analysis, and so on for signals. The identification rate has been the greatest

X. Chen (*) • J. Tang

Hunan Urban Construction College, Xiangtan 411101, China

e-mail: xtchenxu@163.com; xttangjun@163.com

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_29,

© Springer International Publishing Switzerland 2014

243

mailto:xtchenxu@163.com
mailto:xttangjun@163.com


impediment to limit its development. All the piano tones contain the information of

88 keys, while the speech recognition requires a very large amount of data for

model training and match to ensure the recognition rate [4]. From every point of

view, the theoretical property and practical operability of the tone recognition are

better than speech recognition. Therefore, it is entirely possible to use speech

recognition theory, combined with the characteristics of tone recognition, to

study and process the tone recognition [5].

In this paper, MFCC (Mel Frequency Cepstrum Coefficient) [6] and BP (Back

Propagation) neural network algorithm are regarded as the research basis to com-

plete a set of feasible musical note recognition methods [7]. In MATLAB, the

aforementioned algorithm is used to test the single key tone, and the simulation

result is good; subsequently, validate the system by continuous tones. The results

show that the algorithm can be used for a wide range of tone identification fields,

which will promote the development of tone recognition.

29.2 Piano Tone Identification Methods

29.2.1 Physical Characteristics of Piano Tone

Set the tension of the piano string as T0, the density as ρ, the cross-sectional area as
A, and the length as l. The string is divided into n + 1 segments, and the number of

the division points is n. Then we can obtain the free response function of the string,
as shown in Eq. (29.1).

y x; tð Þ ¼
Xx
n¼1

2

l

Z l

0

f 1 sin
nπ

l
xdx

2
4

3
5 cosPntþ 2

ncπ

Z l

0

f 2 xð Þ sin nπ

l
xdx

2
4

3
5 sinPnt

8<
:

9=
; sin

Pn

c
x

(29.1)

The natural frequency Pn of the string is as shown in Eq. (29.2).

Pn ¼ nπ

l

ffiffiffiffiffiffi
T0

ρA

s
n ¼ 1, 2, 3, . . .ð Þ (29.2)

When n ¼ 1, P1 ¼ nπ

l

ffiffiffiffiffiffi
T0

ρA

s
is called the baseband of string which determines

the pitch of the string, the main frequency to be identified in this paper; when

n ¼ 2, 3, 4, . . ., the frequency Pn is called overtone and its value is an integer

multiple of the frequency.

The frequency domain constitution of single notes (such as every piano key) is

basically the same in the frequency segment, and the difference lies in the linear
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combination between the harmonics. During the whole process from signal to

signal generation to the signal ending, the physical form of harmonics and dominant

frequency is smoothly weakened. That is, the composition is constant, and it is the

direct amplitude of waveforms that takes changes, weakened from the maximum to

zero [8].

29.2.2 Music Theory Analysis of Piano Tone

A piano consists of 88 keys, with 7 full octaves. The piano keyboard is shown in

Fig. 29.1.

The piano musical alphabet is obtained in accordance with the law of averages of

the 12-tone system [9]. Each octave is divided into a frequency doubling, and

musical alphabet between each adjacent octave is a multiple relationship in which

the frequency ratio of musical alphabet with the difference of one frequency

doubling is 2. Each octave is divided into 12 half-degree syllables. The main

frequencies of 88-key piano are shown in Table 29.1.

29.2.3 Identification Method of Piano Music

The recognition process of piano tone includes the acquisition and digitization,

preprocessing, and feature extraction of musical tone signals and the study of tone

recognition model.

A special microphone and sound capture card are used to acquire a collection of

88 keys of the piano five times, with 440 tone data saved in WAV format. Sound

capture card with 16-bit accuracy and sampling frequency of 22,050 Hz is used to

digitize the signal for the operating system [10].

Use the feature extraction algorithm of MFCC and methods based on BP neural

network recognition model to analyze and design a system for tone recognition

starting from the analysis of the unique performance of tones in combination with a

variety of recognition models of speech recognition system. Departing from the

physical and musical characteristics of the musical tone, the main frequency and the

musical alphabet of the tone signal are identified to complete the entire recognition

system design. The whole tone recognition process is shown in Fig. 29.2.

Fig. 29.1 Diagram of 88-key piano keyboard
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29.3 Mel Frequency Cepstrum Coefficient

The MFCC is used to conduct transformation for the spectrum of the time domain

by the nonlinear spectrum and carry out studies after it is ultimately transformed in

cepstrum spectrum. The specific calculation processes are shown as follows:

1. Conduct windowing frame selection for the tone signal to change the tone signal

to the short-term signal; then adopt the Fast Fourier Transform to transform the

time domain signal x(n) into a frequency domain signal X(m), and calculate

the short-time energy spectrum on this basis P( f ).
2. By the formula (29.3), the frequency spectrum of short-term energy spectrum

P( f ) in the frequency spectrum axis is transformed into the P(M ) in the Mel axis.

Fmel ¼ 2595lg 1þ f HZ=700ð Þ (29.3)

3. Set M band-pass filters Hm(k) in the spectral range of the tone, and calculate the

input of band-pass filter with the energy spectrum P(M ) as input, as shown in

Eq. (29.4).

θ Mkð Þ ¼ In
XN
k¼1

X kð Þj j2Hm kð Þ
" #

m ¼ 1, 2, . . .M N ¼ 5, 000 (29.4)

Table 29.1 Main frequency

of 88-key piano
Sequence number Main frequency Frequency (Hz)

1 c1 261.63

2 d1 293.7

3 e1 329.63

4 f1 349.23

5 g1 392.0

6 a1 440

7 b1 493.88

Fig. 29.2 The whole tone

recognition process
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In this equation, N is the width of the windowed pour election. Set the

coverage area of each filter is 0–5,000 Hz and they have the same MEL

characteristics, namely, the span of filter group in the Mel coordinates is

equal. Set the center frequency as f(m). Based on the corresponding relationship

between Mel coordinates and the time field coordinates, the span of band-pass

filters in the time domain coordinates increases with the rise of m, i.e., the

spacing between adjacent f(m) is continuously increasing. The transfer function

of band-pass filter system is as shown in Eq. (29.5).

Hm kð Þ ¼

0 k < f m� 1ð Þ
2 k � f m� 1ð Þ½ �

f mð Þ � f m� 1ð Þ½ � f mþ 1ð Þ � f m� 1ð Þ½ � f m� 1ð Þ � k � f
�
m
�

2 f mþ 1ð Þ � k½ �
f mþ 1ð Þ � f mð Þ½ � f mþ 1ð Þ � f m� 1ð Þ½ � f mð Þ � k � f

�
mþ 1

�

0 k > f mþ 1ð Þ

8>>>>>>><
>>>>>>>:

(29.5)

The definition of center frequency f(m) is as shown in Eq. (29.6):

f mð Þ ¼ N

Fs
Fmel

�1 Fmel

�
f l þ m

Fmel f hð Þ ¼ Fmel f lð Þ
M þ 1

� �
(29.6)

wherein, fl fh, respectively, represents the lowest frequency and highest fre-

quency in the filter frequency range, Fs is the sampling frequency, and Fmel
� 1

is the inverse function of Fmel, Fmel
� 1(b) ¼ 700(eh/2595 � 1).

4. Output energy of the mth filter, noted as θ(Mk). Use the modified discrete cosine

transform (IDCT) to obtain the Mel frequency cepstral c(n) on the left side of the
Mel, as shown in Eq. (29.7).

c nð Þ ¼
XM
k¼1

θ Mkð Þ cos n k � 0:5ð Þ π
M

� �
n ¼ 1, 2, . . .P (29.7)

In this equation, P is the order of MFCC parameters, and in this system, it is

set as 12 orders.

29.4 BP Neural Network Model

12 neurons are adopted in input layer to correspond to the 12-dimensional charac-

teristic parameters of the tone signal; 1 neuron is adopted in output layer,

corresponding to the main frequency of piano tone; the number of hidden layer

neurons is determined through experimental comparison.
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MLPmode predictor in BP network is selected as the system neuron. Its working

principle is to use the neuron output f(t � τ), . . . f(t � 1) before time t as the input

of time t to give the output of feature parameter f
^
tð Þ at this time.

The relationship between the feature input and prediction output is as shown in

Eqs. (29.8) and (29.9).

h tð Þ ¼ F
Xr
s¼1

ω 1ð Þ
s f t� sð Þ

 !
(29.8)

f
^

tð Þ ¼ ω 2ð Þ
0 h tð Þ (29.9)

In the equation, ωð1Þ
s and ωð2Þ

0 are weight matrixes between neurons, and h(t) is
used as the output of the hidden layer, while f(t) refers to the sigmoid function.

Each neuron network node is replaced by an MLP forecast period. Assuming

that there are Nn predictive models, and for musical tone recognition, we can split it

into Nn sides and use the corresponding forecasting models to predict each piece of

musical tone signals. Finally, the optimization of musical tone segmentation is

achieved through the calculation of a minimum cumulative prediction residual, as

shown in Eq. (29.10).

D nð Þ ¼ min
i tð Þf g

XT
t¼1

f
^

n, i tð Þð Þ � f tð Þ
				

				
2

(29.10)

In the formula, f
^
n, i tð Þ represents the feature component predicted by s the ith

predictor. The recurrence of algorithm is as shown in Eqs. (29.11), (29.12), and

(29.13).

g t; ið Þ ¼ d t; ið Þ þmin g t� 1, ið Þ, g t� 1, i� 1ð Þf g (29.11)

d t; ið Þ ¼ f
^

t; ið Þ � f tð Þ
				

				
2

(29.12)

D nð Þ ¼ g T;Nnð Þ (29.13)

D(n) is the total distance between the input musical tone signal and the template,

and the tone recognition will be completed if the minimum D(n) is obtained.
The mean of accumulated prediction residual can be used to judge, as shown in

Eq. (29.14).

D nð Þ ¼ 1

M

XM
m¼1

D n;mð Þ (29.14)

In the equation, M represents the number of samples in the training sample

database.
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29.5 Experimental Results

In light of the fact that the piano keys contained only 88 keys, the data is relatively

less than normal, so we extracted the musical tone of each key in different

environments five times to get a total of 440 sets of data constructing the input

unit the neural network, while the output unit of training is the main frequency

value corresponding to each note. After that, the input data is normalized, which

enables the input of certain exceptions to fall within the expected range, enhancing

the adaptability of the system to the musical tone data.

Through the setting of relevant decomposition filter bank in MATLAB,

Daubechies4 order wavelet decomposition is conducted on musical signals.

MFCC is used to extract the feature parameters of music, including the use of a

12-order extraction algorithm, 256 audio signal FFT transform length, 20,500 Hz

sampling frequency, and the frame length of 256. First, read the preprocessed

musical tone file mentioned above; and then conduct the normalization of Mel

filter bank coefficients by the programmed melbankm function, followed by the

solution to DCT parameters, the filtering of the preemphasis filter, as well as the

reframing of the musical tone signal; and finally calculate the MFCC parameters of

musical tone signals. The 8-order MFCC parameters of “A11.wav” are shown in

Table 29.2.

After obtaining the trained BP neural network model, we randomly selected

eight musical tone signals of keys to have them verified and corrected again.

As can be seen from Table 29.3, musical tone signals whose BP neural network

matches are conducted using MFCC parameters as the feature parameters have the

actual value of the signals consistent with the expected value, which shows a

relatively high recognition rate.

Table 29.2 The 12-order MFCC parameters of “A11.wav”

Sequence number Feature parameters

1 50.214 8.991 21.365 1.5712 16.298 4.709

20.287 4.4121 5.7611 2.6902 5.021 0.1187

2 51.098 9.6791 24.461 2.8612 16.675 3.1981

17.2016 1.0015 9.1417 0.4098 4.1005 0.01941

3 49.4572 7.7453 26.7091 4.5546 16.4416 2.8717

14.4908 4.0198 13.1121 1.7789 2.9103 0.7659

4 54.5476 13.1154 22.3224 2.7621 18.5532 1.9012

11.3910 2.5846 10.2217 0.50012 4.4199 0.1876
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29.6 Conclusion

This paper proposed piano tone recognition methods including signal de-noising of

high-frequency tone, endpoint detection, single note segmentation, feature param-

eters extraction, and recognition of model matching. The MFCC method with good

recognition performance and noise resistance has been adopted to extract feature

parameters of piano musical tone, improving the efficiency and accuracy of feature

extraction. With an improved BP neural network model to identify the piano

musical tone, a highly efficient neural network was built. The experimental analysis

proves the correctness and feasibility of musical tone recognition system which

improves the recognition rate.
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Chapter 30

Implicit Factoring with Shared Middle

Discrete Bits

Meng Shi, Xianghui Liu, and Wenbao Han

Abstract We study the problem of implicit factoring presented by May and

Ritzenhofen in 2009 and apply it to more general settings, where prime factors of

both integers are only known by implicit information of middle discrete bits.

Consider two integers N1 ¼ p1q1 and N2 ¼ p2q2 where p1, p2, q1, and q2 are primes

and q1, q2 � Nα. In the case of tlog2N bits shared in one consecutive middle block,

we describe a novel lattice-based method that leads to the factorization of two

integers in polynomial time as soon as t > 4α. Moreover, we use much lower lattice

dimensions and obtain a great speedup. Subsequently, we heuristically generalize

the method to an arbitrary number n of shared blocks. The experimental results

show that the constructed lattices work well in practical attacks.

30.1 Introduction

Efficient factoring of large integers is one of the most fundamental problems in

algorithmic number theory and plays an essential role in RSA’s security. Since RSA

system was proposed in 1977, many researchers have been trying to solve large

integer factoring problem. For classical computing model, the quadratic sieve,

the elliptic curve method, and the number field sieve have been presented to

optimize the factorization complexity. It is not known if there exist integer factor-

ization algorithms whose running time is polynomial in the bit size of N.
In 2009, May and Ritzenhofen first presented the large integer factorization

problem with implicit information [1]. Consider two integers N1 ¼ p1q1 and

N2 ¼ p2q2, where p1, p2, q1, q2 are primes and p1, p2 share tlog2N least

significant bits (LSBs). They proved that when q1, q2 � Nα, N1, N2 can be

factored in polynomial time if t � 2α. These results can further be extended to
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the situation when N1 ¼ p1q1, N2 ¼ p2q2,. . ., Nk ¼ pkqk, and all the pi’s share
tlog2N LSBs. Note that the additional information here is only implicit: the attacker

only knows that p1 and p2 share them. Subsequently, Sarkar and Maitra did further

research applying Coppersmith and Gröbner-basis techniques [2]. Contrary to

May’s result, their method works when p1, p2 share either tlog2N LSBs or MSBs

or bits in the middle. In 2010, Faugere, Marinier, and Renault presented a method

different from previous one and improved their conclusions [3].

However, this attack works on a condition that pi is sharing the MSBs, LSBs, or

bits in the middle. Unfortunately, the unknown part is in general not located in one

consecutive bit block but widely spread over the whole bit string [4]. Hence,

whether we can extend our method to the general scenario is a work worth

researching.

Our contribution: Instead of the strategy of finding roots of multivariate poly-

nomials applied in Sarkar’s results [2], we transformed this problem into finding

small modular roots to reduce lattice dimensions. Table 30.1 compares our results

against the previous results [1–3].

What is more is that our theoretical results are supported by experiments. We

have written the corresponding programs in VC++6.0 over WINXP SP3 on com-

puter with Intel(R) Pentium(R) 4 3.00 GHz CPU, 512M RAM.

The paper is organized as follows. In Sect. 30.2, we briefly discuss some

background information. Next, in Sect. 30.3 we present our strategy in the case

when p1, p2 share a contiguous portion of bits at the middle and describe the

complete experimental details with comparison of existing works. Then, in

Sect. 30.4 we extend the method to the arbitrary contiguous portions of bits. In

Sect. 30.5 we conclude the paper.

30.2 Preliminaries

In this section, we briefly present some basics on basis reduction in lattice [5–7].

Definition 1 Let b1, b2,. . ., bm ∈ Rn be linearly independent (row) vectors, where

n and m are integers such that n � m. A lattice L is described as the set of vectors in

Rn that are integer linear combinations of the basis vectors b1, b2,. . ., bm. Formally,

L b1; b2; . . . ; bmð Þ ¼ z ¼
Xm
i¼1

λibi
��λi∈Z

( )
:

When given a lattice L, finding the shortest vector in a basis of L has been proved

to be an NP-hard problem. In 1982, Lenstra, Lenstra, and Lovasz proposed the

famous LLL algorithm for lattice basis reduction [8], which can produce a reduced

basis in polynomial time. Here is the result:
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Lemma 1 Let L be a lattice of dimension m. The reduced basis vectors {v1, v2,. . .,
vm} that the LLL algorithm outputs satisfy

����v1���� � ����v2���� � � � � � ����vi���� � 2
ω ω�1ð Þþ i�1ð Þ i�2ð Þ

4 ω�iþ1ð Þ det Lð Þ 1
ω�iþ1, for all 1 � i � ω.

Definition 2 Given a polynomial j f x1; x2; . . . ; xnð Þj ¼
X

i1, i2, ..., in

ai1, i2, ..., in x
i1
1 x

i2
2 . . .x

in
n ,

we define the norm as f x1; x2; . . . ; xnð Þk k ¼
X

i1, i2, ..., in

a2i1, i2, ..., in

 !1=2

.

In 1998, Howgrave-Graham reformulated Coppersmith’s method and proposed

a theorem as follows [9]:

Lemma 2 Let h(x1, x2,. . ., xn) ∈ Z[x1, x2,. . ., xn] be an integer polynomial that
consists of at most w monomials. Suppose that
(1) h(x1

(0), x2
(0),. . ., xn

(0)) ¼ 0 mod Nm for some | x1
(0)| < X1,. . ., | xn

(0)| < Xn and

(2) kh(X1x1, X2 x2,. . ., Xnxn)k < Nm=
ffiffiffiffi
w

p

then h(x1
(0), x2

(0),. . ., xn
(0)) ¼ 0 holds over the integers.

Lemma 2 plays an important role in this paper. A common root of i variables can
be extracted efficiently if the i polynomials are algebraically independent. There-

fore, we have encountered the following heuristic. This heuristic often works

perfectly.

Assumption 1 The resultant computations for the multivariate polynomials
constructed in our approaches yield nonzero polynomials.

30.3 Primes p1, p2 Share a Contiguous Portion

of Bits at the Middle

Throughout this paper, we assume p1, p2 are primes of same bit size and q1, q2 are
primes of same bit size. Thus N1 ¼ p1q1 and N2 ¼ p2q2 are also of same bit size.

We use N to represent an integer of same bit size as of N1, N2. Assuming that we are

given two different module N1 ¼ p1q1 and N2 ¼ p2q2, where contiguous portion of
bits of p1, p2 are same at the middle leaving the γ1log2N many MSBs and γ2log2N
many LSBs, i.e., p1 ¼ N1�α�γ1p10 þ Nγ2p11 þ p12 and p2 ¼ N1�α�γ1p20 þ Nγ2p11
þp22 for some common p11 that is unknown to us. In this section, we will show that

there is an algorithm that recovers the factorization of N1 and N2 in polynomial time

provided that t ¼ 1 � γ1 � γ2 � α is sufficiently large.

We start with

p1 � p2 ¼ N1�α�γ1 p10 � p20ð Þ þ p12 � p22ð Þ (30.1)
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By reducing this equation modulo N1�α�γ1 , we can eliminate the two unknowns

and get

p1 � p2 ¼ p12 � p22modN1�α�γ1 (30.2)

Since p1 ¼ N1/q1 and p2 ¼ N2/q2, we have

N1q2 � N2q1 � N1�α�γ1 p10 � p20ð Þq1q2 � p12 � p22ð Þq1q2 ¼ 0 (30.3)

Then we can rewrite the equation modulo N1�α�γ1 to

N1q2 � N2q1 � p12 � p22ð Þq1q2 ¼ 0modN1�α�γ1 (30.4)

Thus we need to solve the following polynomial:

f N x; y; zð Þ ¼ f
0
N x� 1, y, zð Þ ¼ N1x� N2y� xyz� N1 � yz

¼ 0modN1�α�γ1 (30.5)

The root (x0,y0,z0) of f is (q2 � 1, q1, p11 � p22). Let X ¼ Nα,Y ¼ Nα,Z ¼ Nγ2 ,

then we can take X, Y, Z as the upper bound of x0, y0, z0 respectively.
Hence, we can get Theorem 1.

Theorem 1 Let N1 ¼ p1q1 and N2 ¼ p2q2, where p1, p2, q1, q2 are primes. Let
q1, q2 � Nα. If a contiguous portion of bits of p1, p2 are same at the middle leaving
the γ1log2N many MSBs and γ2log2N many LSBs, we can factor both N1, N2 if
t > 4α under Assumption 1.

Proof Let us discuss in general how small a root (x0,y0,z0) of a polynomial

f N x; y; zð Þ ¼ a1xþ a2yþ a3xyzþ a4yzþ a5 ¼ 0modN1�α�γ1 could be such that

it can be found by Coppersmith method.

2y 2xy

y xy 2x y

2y z 2xy z 2 2xyz

x 2x 3x

2 2y z
2y xyz 2x yz 3x yz

2 2xy z 2 2 2xyz

z
3 2 2xyz

Fig. 30.1 Example of

Mk\Mk+1 when m ¼ 2,

d ¼ 1
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Jochemsz described the extended strategy [5]. So it can be prescribed as follows:

Mk ¼ [
0�j�d

xi1þjyi2zi3
��xi1yi2zi3monomialof f mN and xi1yi2zi3

lk
monomialof f m�k

N

� �

for l ¼ xyz, d ¼ τm, and τ > 0.

Next, we define the following shift polynomials:

gi1i2i3k x; y; zð Þ ¼ xi1yi2zi3

lk
f kNN

1�α�γ1ð Þ m�kð Þ

for k ¼ 0,. . ., m, and xi1yi2zi3∈Mk\Mkþ1.

Figure 30.1 shows that the new sets Mk when m ¼ 2, d ¼ 1. Points of the large

shadow belong to M0\M1, and points of the small shadow belong to M1\M2.

Hence, if we reasonably order the matrix describing the lattice L, we are sure to
get a lower triangular matrix.

We conclude that the condition det(L ) < qmω�ε reduces to

X3þ8τþ6τ2Y5þ8τZ3þ4τ < N 1�α�γ1ð Þ 2þ4τð Þ (30.6)

Substituting the values of xj j � X ¼ Nα, yj j � Y ¼ Nα, zj j � Z ¼ Nγ2 , if

1�5α�γ1�γ2 > 0, we can solve Eq. (30.6) for the maximal value of

τ ¼ 1�γ1�γ2�5α
3α . Let t ¼ 1�α�γ1�γ2, we get t > 4α.

Next, we compare the conclusion of Theorem 1 in this paper and Theorem 2 in

May’s paper [1] via experimental data. In this experiment, we still consider 850-bit

primes p1 and p2.

p1 ¼ 60100632917456734116303555865209875275018541235077520316344103

389222613252007908441224870562785926663459589770176998171796837046

320523689341193687536324043967528101378987325022248122037708305617

873 9640056377459864355429485398257581885621415132927137653573.

p2 ¼ 5984825641870931585823382220962926344220670532554403933352105

675571066672703603259730323516347307682331134375921535484093155453

66310986033574699693202605043239631638906892532523449394047385276

94071 49342403534694186411407834893900732303380146620012528421339.

Note that p1, p2 share middle 504 many bits (leaving 177 bits from the least

significant side).

Further, q1, q2 are 150-bit primes

q1 ¼ 1038476608131498405684472704928794724111541861 and

q2 ¼ 1281887704228770097092001008195142506836912053.

Given N1, N2 with only the implicit information, we can factorize both of them

efficiently. We use lattice of dimension 8 (parameters m ¼ 1, d ¼ 1) and the lattice

reduction costs 15 ms.
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From the test we obtain two conclusions. First, the experimental results are

better than the theoretical results: the theoretical result of Theorem 1 is t > 4α, that
is, if p1, p2 are 850-bit prime numbers and q1, q2 are 150-bit prime numbers, then

N1, N2 can be factored in polynomial time when p1, p2 share the middle of 600-bit.

However, in our experiment, p1, p2 share only the middle 504-bit. Second, because

we applied the method of finding small modular roots of multivariate polynomials,

the number of variables of equation in Theorem 1 of this paper was smaller than the

Theorem 2 in Sarkar’s paper [2] under the same conditions. The experimental

results show that compared with the 70-dimentional lattice in Sarkar’s paper [2],

N1, N2 can be factored more efficiently by constructing an eight-dimensional lattice

according to Theorem 1 in this paper.

30.4 Sharing More Contiguous Portions

of Bits at the Middle

In practice, the attacker can get the implicit information of the prime factors with

shared middle discrete bits easily. In this section, we heuristically generalize the

method of Theorem 1 to an arbitrary number n of shared blocks. In fact, the

difference between Theorem 3 and the Theorem 2 is that the polynomials contain

increased number of variables as well as monomials. For simplicity, let n ¼ 2 first.

Theorem 2 Let N1 ¼ p1q1 and N2 ¼ p2q2, where p1, p2, q1, q2 are primes. Let q1,
q2 � Nα. If a contiguous portion of bits of p1, p2 is the same at the middle leaving
the γ1log2N many MSBs, γ3log2N many LSBs, and γ2log2N many bits in the middle,
we assume that the first same part is t1-bit and the second same paragraph is t2-bit.
Then under Assumption 1, we can factor both N1, N2 if t ¼ t1 + t2 > 7α.

Proof We can write the following formulas similarly:

p1 ¼ N1�α�γ1p10 þ N1�α�γ1�t1p11 þ Nγ3þt2p12 þ Nγ3p13 þ p14 (30.7)

p2 ¼ N1�α�γ1p20 þ N1�α�γ1�t1p11 þ Nγ3þt2p22 þ Nγ3p13 þ p24 (30.8)

By reducing we can get

N1q2 � N2q1 � Nγ3þt2 p12 � p22ð Þq1q2 � p14 � p24ð Þq1q2 ¼ 0modN1�α�γ1 (30.9)

Therefore, our goal is to find the small root (q2 � 1, q1, p11 � p22, p14 � p24)
of the polynomial f N ¼ a1xþ a2yþ a3xyzþ a4yzþ a5wxyþ a6wyþ a7 ¼ 0

modN1�α�γ1 . We can take X ¼ Nα,Y ¼ Nα,Z ¼ Nγ2 ,W ¼ Nγ3 as the upper bound

of root respectively.
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By calculating, the upper bounds X, Y, Z, and W have to satisfy that

X10þ20τþ10τ2þ20τ4þ20τ5Y15þ15τþ20τ4þ5τ5Z5þ5τþ20τ4þ15τ5W5þ5τ�5τ5

< N 1�α�γ1ð Þ 4þ5τþ20τ4þ9τ5ð Þ: (30.10)

Substituting the values xj j � X ¼ Nα, yj j � Y ¼ Nα, zj j � Z ¼ Nγ2 , wj j � W
¼ Nγ3 , if 1�8α �γ1 �γ2 �γ3 > 0, we can solve Eq. (30.10) for the maximal

value of τ ¼ 1� γ1 � γ2 � γ3 � 8α

4α
. Let t ¼ 1�α �γ1 �γ2, we get t > 7α.

Obviously, we can generalize the method of Theorem 2 to an arbitrary number

n of shared blocks.

Theorem 3 Let N1 ¼ p1q1 and N2 ¼ p2q2, where p1, p2, q1, q2 are primes. Let
q1, q2 � Nα. If a contiguous portion of bits of p1, p2 is same at the middle leaving
the γ1log2N many MSBs, γn+2log2N many LSBs, and γ2log2N,. . ., γn+1log2N many
bits in the middle. We assume that the first same part is t1-bit, the second same part
is t2-bit, and the last same part is tn+1-bit. Then under Assumption 1, we can factor

both N1, N2 if t ¼
Xnþ1

i

ti > 7α.

The next example considers the case of primes p1, p2 of 900 bits and q1, q2 of
100 bits. This is to demonstrate how our method woks experimentally for discrete

bits. Here we only consider 900-bit primes p1 and p2.

p1 ¼ 7505061092492112375563523501603029893103360600496947681215898

539028978880558579468898992711484001866062693594592629842369133358

102966297068584054427273763300567492499617802017459636475620491510

231406148324755843778363996138755147469460323318959606760968500389

785083814343 and

p2 ¼ 4226356249085321971634266775991800272784808798610270102561708

704362527040205013775291568103094901198355262363763755300814608766

443080087384559762394512580130940071069071767173778872370100880021

226567400723767205747855563912712394927148504565667243123047573407

832687510917.

Note that p1, p2 share the most bits at the middle expect 95 bits which are

distributed from the 1-th to the 60-th bits, from the 322-th to the 396-th bits, and

from the 836-th to the 900-th bits. Further, q1, q2 are 100-bit primes

q1 ¼ 658018347648025712456491553623 and

q2 ¼ 684627888228678540762517278787, respectively.

Given N1, N2 with only the implicit information, we can factorize both of them

efficiently. We use lattice of dimensions 12 (parameter m ¼ 1, d ¼ 1) and the

lattice reduction costs 16 ms.
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30.5 Conclusion

In this article we have studied polynomial time factorization strategy when tlog2N
bits shared in one consecutive middle block of p1 and p2. We transformed the

problem into finding the small modular roots of multivariate polynomials, and then

the bound t > 4α is obtained by using eight-dimensional lattices. Moreover, we

heuristically generalize the method to an arbitrary number n of shared blocks and

obtain a bound of t > 7α. Our results generalize the idea presented in May and

Sarkar’s papers. Furthermore, for the former case, we obtain better results than

May’s result under same conditions.

However, the techniques presented here cannot immediately be extended to the

generalized problem in Sarkar’s paper where N1, N2,. . ., Nk are considered. In this

case, the problem has much more variables and our method cannot be directly

applied. This problem would be remained as an open issue.

References

1. May, A., & Ritzenhofen M. (2009). Implicit factoring: On polynomial time factoring given only

an implicit hint. LNCS, 5443, 1–14.
2. Sarkar, S., & Maitra S. (2009). Further results on implicit factoring in polynomial time.

Mathematics of Communications, 3(2), 205–217.
3. Faugère J.-C., Marinier R., & Renault G. (2010). Implicit factoring with shared most significant

and middle bits. LNCS, 6056, 70–87.
4. Herrman, M., & May, A. (2008). Solving linear equations modulo divisors: On factoring given

any bits. LNCS, 5350, 406–424.
5. Jochemsz, E. (2007). Cryptanalysis of RSA variants using small roots of polynomials.

Netherlands: Technische Universiteit Eindhoven.
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Chapter 31

Loading Data into HBase

Juan Yang and Xiaopu Feng

Abstract HBase is a top Apache open-source project that separated from Hadoop.

As it has most of the features of Google’s BigTable system and is implemented in

Java, it is very popular in days of massive data. HBase’s advantages are reflected in

the massive data read and query. Loading huge amounts of data into HBase is the

first step to use HBase. HBase itself has several methods to load data, and different

methods have different application scenarios. This article made an exhaustive study

and a performance testing of them. Also, this article achieved the custom loading

data, and experiments show that it has good efficiency.

31.1 Introduction

With the increase of massive data, a large number of business scenarios began to

consider expanding the level of data storage, so that storage services can be added

or deleted easily. But the current relational databases focus on a machine. The

storage of massive amount of data becomes the bottleneck, and a single machine is

unable to load large amounts of data. The IO read and write of a single machine

have become the bottleneck when it comes to the storage of massive data. When

the amount of data is increasing with linear growth, how to solve the consistency of

the data IO and how to combine MapReduce computing framework to analyze

massive data have become big problems of traditional databases [1]. Traditional

databases are unable to meet these needs, and the emergence of HBase solves these

problems well. HBase is a top open-source project separated from Hadoop Apache.

As it achieves most features of Google’s BigTable system with Java, it is welcome

in days of massive data [2]. The scenarios of HBase are mainly massive data queries

and related operations. Therefore, the first step to use HBase is loading massive data
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into HBase. HBase itself has several methods to load data, and each method has its

own characteristics and application scenarios. However, the methods of HBase are

lack of flexibility, and cannot fully meet the personalized needs of users. Based on

this feature, the author achieved custom loading data with the combination of

HBase interface and MapReduce framework through learning the methods of

HBase. The experiments show that the effect of this method is good [3].

31.2 HBase

31.2.1 HBase Architecture

HBase is the open-source version of BigTable and is based on HDFS (Hadoop

Distributed File System). It is a real-time read and write database system with high

reliability and high performance. It is scalable and column storage. HBase is

between NoSQL (Not Only SQL) and RDBMS (Relational Database Management

System), and it can only retrieve the data by the primary key (row key) and the

range of the main keys. It supports single-line transaction (via Hive support to

achieve complex operations such as multi-table join). HBase is mainly used to store

loose of unstructured and semi-structured data. Just like Hadoop, HBase target

mainly relies on horizontal expansion. With the increase of cheap commercial

server, it can increase the computing and storage capacity. HBase table generally

has the following characteristics:

1. Large: a table can have hundreds of millions of lines and millions of columns.

2. Column-oriented: column-oriented (family) storage and access control, inde-

pendent, and retrieve of column (family).

3. Sparse: for the empty (null) column, it does not occupy storage space. Therefore,

the table can be designed very sparse.

Figure 31.1 is a diagram that shows the HBase Hadoop Ecosystem [4].

HBase’s data is stored in the form of table. Table consists of rows and columns.

Column is divided into several column families (row family). Figure 31.2 is the

logical view of HBase’s storage.

Same with NoSQL databases, row key is the primary key used to retrieve the

record. There are only three ways to access rows in HBase’s table:

1. Key access through a single row

2. Through the row key range

3. Full table scan

Row key can be any string (maximum length is 64 KB and the length of the

practical application is generally 10–100 bytes). In the internal of HBase, row key is

saved as byte array. When the data is stored, it is sorted in accordance with the row

key lexicographic sorting (byte order). When designing the key, it is better to
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consider the characteristic of sorting storage and put the data together which are

often read. The reading and writing of the line are atomic operations (regardless the

number of columns to read and write). This design enables users to easily understand

the program behavior when concurrent update operations are in the same line [5].

31.2.2 The Methods to Load Data

For the latest version of HBase (HBase-0.94.1), there are three methods to load

data. In the following, we will explore and compare these three methods.

Method one: In the Hadoop environment, run the HBase own jar package to load

specified data on HDFS into the specified data table. This method just needs Map

function to complete the loading of data, without Reduce function. It uses the

MapReduce interface of HBase to complete this operation. HBase has detailed

instructions for using this method and the meaning of the parameters. It can be

directly viewed in Hadoop environment with the related command.

Method two: In the Hadoop environment, run the HBase’s related jar package.

There are two steps to complete it. First, it will translate data in HDFS to HFile

format. Then, run the related jar package to load HFile format data into specified

Fig. 31.1 HBase Hadoop ecosystem

Row Key Time 
Stamp

Column 
“Contenst”

Column “anchor” Column
“mime”

“com.cnn.
www”

t9 “anchor:cnnsi.com” “CNN”

t8 “anchor:my.look.ca” “CNN.com”
t6 “<html>...”
t5 “<html>...” “text/ht

ml”
t3 “<html>...”

Fig. 31.2 HBase logical view
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data table. During the implementation process in first step, both Map function and

Reduce function will be executed. The execution time of Reducing/reduction

function is significantly longer than the Map function. The Reducing/reduction

function consumes more system resources. The second step, it is just a simple data

transfer, and it does not execute MapReduce function.

Method three: In the HBase environment, run the HBase’s own method. It will load

the sequential file on HDFS directly into the specified data table. This method is the

same as method one, completing the data loading in the Map function and did not

execute the Reduce function [6].

31.2.3 Performance Test Comparison

31.2.3.1 Test Environment and Data Description

The test cluster comprises three nodes, including a master node and two slave

nodes. Each single node contains four hard disks, and each hard disk has 750G

storage space, four CUP with 2.00 GHz frequency, and 8G memory. The Hadoop

version is 1.0.3 and the HBase version is 0.94.1. The test data is a text file and each

file has five columns. The data is randomly generated. Details of the data are shown

in Table 31.1.

31.2.3.2 Test Result Contrast

The performance testing of method one and method two is shown in Fig. 31.3. The

ordinate is the time to load data and the time unit is seconds. While using pk5.data

and pk6.data to test method two, due to consuming too many resources, the

hardware environment cannot meet the demand to complete.

As can be seen from Fig. 31.3, when the test data volume is small, method one is

faster than method two. But when the data volume is big enough, method two is

much faster than method one. However, method two consumes more system

resources, and when the hardware system cannot meet the demand, it could not

be completed. Method one is easy to operate, for it just needs one step to be

completed. Therefore, when the hardware environment is not very well and the

amount of data is small, it is better to use method one to complete loading data.

When the amount of data is very big, method two is better to save time, but it needs

more system resources.

Table 31.1 Test data information

Data pk1.data pk2.data pk3.data pk4.data pk5.data pk6.data pk7.data

Rows 50,000 600,000 3,000,000 6,000,000 20,000,000 40,000,000 300,000,000

Size 1.10 mb 13.74 mb 71.04 mb 143.14 mb 561.61 mb 1,133.81 mb 7,860.25 mb
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31.3 Custom Loading Data

31.3.1 Design Description

HBase’s interface allows users to customize program to load data into HBase.

HBase’s encapsulated MapReduce interface allows Hadoop and HBase to commu-

nicate with each other. It can define the HBase’s interface in the Map function to

load data into HBase. With the help of Hadoop MapReduce parallel framework, it

will be easy to load massive data into HBase. Loading operation can be completed

directly in the Map function, without writing the Reduce function. Firstly, set up

connection with HBase in the run method of MapReduce and then in the

Mapfunction calling HBase’s interface to load data into HBase.

Additionally, we can optimize settings of HBase’s relevant parameters for

specific data and experimental environment. This chapter focuses on the following

parameters for experimental cluster to optimize settings.

1. Delay log flushes

HBase’s mechanism is to refresh the log once you put a write. If we use a delay

mechanism, log will be stored in memory until the log refresh cycle is over. It

can delay the refresh cycle properly, thus each refresh can load more data into

the data table.

2. Automatic reflash

Once HBase executes a Put operation, it will send a request to the Region Server.

Through htable.add (Put), it will add Put to the write buffer. If the autoFlush is

set to false, it will have to wait until the write buffer is full to initiate the request.

In order to explicitly initiate the request, you can also call the flushCommits.
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3. Close Puts on WAL

When executing the Put operation, the data is firstly written to the log. Setting

put.setWriteToWAL to false means that it will not be written to the log but

directly write to the memory. So when the data is loaded, it will eliminate the

time to write the log.

4. Cache size

When the data size in the cache reaches a certain percentage, HBase will

automatically refresh, and the data in the cache will be loaded into the data

table. We can adjust the cache size for the experimental environment and take

full advantage of the cache to load as much data into the cache as possible.

In addition, we can adjust and optimize the number of regions, region size,

and intermediate result storage format according to the experimental environ-

ment to achieve the best results [7].

31.3.2 Performance Testing

According to the characteristics of the test cluster, custom loading data optimizes

the relevant parameters and, based on this, executing a performance test. Test

environment and test data are the same as before. Figure 31.4 is a performance

testing comparison of custom loading data and method one.

As we can see from the above results, custom loading method is flat or slightly

better than method one. Additionally, you can specify a particular column and make

preprocessing and other operations with custom loading method. Especially when

the amount of data is large and the data contains illegal data, you can use custom

loading method to filter data and do some other operations. So, custom loading

method has a lot of flexibility and has advantages in terms of performance com-

pared with the methods of HBase itself [8].
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31.4 Conclusion

HBase itself has different methods to load data, and each method has its own

application scenario. Developers can select the appropriate loading method for a

specific application scenario. In addition, developers can also implement custom

parallel loading data by calling the interface of HBase. Custom loading method is

flexible and its performance is good. It is more suitable for programmers to develop

based on HBase.
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Chapter 32

Incomplete Decision-Theoretic Rough Set

Model Based on Improved Complete

Tolerance Relation

Xia Wang

Abstract Recently, the decision tables used in decision-theoretic rough sets are the

most complete decision tables and less for incomplete decision tables. Some authors

use the filling method to deal with incomplete decision table of DTRS, which is

filling the unknown values with all possible values. Its disadvantages are large

calculated amount and noise. Therefore, incomplete decision-theoretic rough set

model based on improved complete tolerance relation is proposed. First, improved

complete tolerance relation and tolerance class were constructed. Then, the decision

degree between object and target concept were also computed. Finally, the decision

degree was served as conditional probability; the probability positive region, neg-

ative region, and boundary region were computed, and it would make three-way

decision. The example shows that this model has less calculated amount and noise,

and it more accords with practical application.

32.1 Introduction

Decision-theoretic rough set model (DTRS) was proposed by Yao in the 1990s,

which is a kind of probability rough set model [1]. Based on Pawlak rough set

model, DTRS imports the theory of minimum-risk Bayesian decision and finds least

expected risk through kinds of risk costing value of classification decisions. So the

least expected risk is as basic argument of partition universe into positive region,

negative region, and boundary region [1–6]. In brief, based on equivalence class,

the universe is partitioned into three regions, positive region, negative region, and

boundary region, respectively, and this is similar to Pawlak rough sets. So under

this circumstance, disposed decision table must be complete. But in real applica-

tion, the decision tables are almost incomplete.
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Incomplete decision table means a table with missing data (null value). At

present, there are two kinds of ways for disposing incomplete decision tables.

One is completion means, which characteristic is polishing the decision table, and

then using the means of completing table to deal with the incomplete table. The

other is direct disposing means, which characteristic is appropriate expanding the

concepts of classics rough sets, and then transforms the strict equivalence relation

to broad binary relation [7].

In this chapter, an incomplete decision-theoretic rough set model is proposed,

which is based on improved tolerance relation and decision-theoretic rough set.

This model sufficiently absorbs the advantages of improved tolerance relation,

which will be appropriate for three principal decision of the real world.

32.2 Preliminaries

Definition 1[7] Let S ¼ {U, A, V, f} is a decision table, whereU ¼ {x1, x2, . . ., xn}
is nonempty finite object set, A ¼ C [ D is nonempty attribute set, C ¼ {c1,c2, . . .,
cm} is set of conditional attribute, D ¼ {d1,d2, . . .,dk} is set of decision attribute,

and C \ D ¼ ∅, V is the domain of attribute. f : U ! Vi(i ¼ 1, 2, . . ., m + k) is
information function. When the precise values of some attributes are not known,

i.e., missing or known partially, (write for f(x,c) ¼ *, x ∈ U c ∈ C), such S is

called an incomplete decision table.

Definition 2[8] Let S ¼ {U, C [ D, V, f} is an incomplete decision table. The

tolerance relation is defined as:

TC x; yð Þ ¼ x; yð Þ∈U � U
��8c∈C c xð Þ ¼ c yð Þ _ c xð Þ ¼ � _ c yð Þ ¼ �ð Þ� � ð32:1Þ

So, tolerance relation has reflexivity and symmetry, but not transitivity.

Definition 3[8] Let S ¼ {U, C [ D, V, f} is an incomplete decision table; the

tolerance class of object x is defined as

ITC xð Þ ¼ y
��y∈U ^ TC x; yð Þ� � ð32:2Þ

Definition 4[8] Let S ¼ {U, C [ D, V, f} is an incomplete decision table.

Improved complete tolerance relation of is S defined as

NSC x; yð Þ ¼ x; yð Þ∈U � U
��8c∈C c xð Þ ¼ c yð Þ _ c xð Þ ¼ � _ c yð Þ ¼ �ð Þ

(

^min
P xð Þ \ P yð Þj j

min
�
P xð Þj j, P yð Þj j ,

γ xð Þ þ γ yð Þ
2

� γ

0
@

1
A
9=
;

ð32:3Þ
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where P(xi) ¼ {c|c ∈ C ^ c(xi) 6¼ *} and assuming 0/0 ¼ 0, γ(x) is complete

degree of object x.

Definition 5[9] Let S ¼ {U, C [ D, V, f} is an incomplete decision table. The

complete degree of object xi is defined as

γ xið Þ ¼ P xið Þj j
Cj j ð32:4Þ

where P(xi) ¼ {c|c ∈ C ^ c(xi) 6¼ *}, xi ∈ U, | • | is base number of set •. So the

complete degree of whole decision table S is defined as

γ ¼

XUj j

i¼1

γ xið Þ

Uj j ð32:5Þ

Definition 6[9] Let S ¼ {U, C [ D, V, f} is an incomplete decision table;

improved tolerance class of object x is defined as

INSC xð Þ ¼ y
��y∈U ^ NSC x; yð Þ� � [ xf g ð32:6Þ

32.3 Decision-Theoretic Rough Set Model

For the Bayesian decision procedure, the DTRS model is composed of two states

and three actions. The set of states is given by Ω ¼ {C,ØC} (C is target set)

indicating that an object is in C and not in C, respectively. The set of actions is

given by ς ¼ {aP,aB,aN}, where aP, aB, and aN represent the three actions in

classifying an object x, namely, deciding x ∈ POS(C), deciding should be further

investigated x ∈ BND(C), and deciding x ∈ NEG(C), respectively. The loss func-
tion λ regarding the risk or cost of actions of different states is given by the 3 � 2

matrix:

C(P) ØC(N )

aP λPP λPN
aB λBP λBN
aN λNP λNN

In the matrix, λPP, λBP, and λNP denote the losses incurred for taking actions of

aP, aB, and aN, respectively, when an object belongs to C. Similarly, λPN, λBN, and
λNN denote the losses incurred for taking actions of aP, aB, and aN when the object

belongs to ØC. Pr(C|[x]) is the conditional probability of an object x belonging to
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C given that the object is described by its equivalence class [x]. For an object x, the
expected loss R(ai|[x]) associated with taking the individual actions can be

expressed as

R aP
�� x½ �� � ¼ λPP Pr C

�� x½ �� �þ λPN Pr ØC
�� x½ �� �

R aB
�� x½ �� � ¼ λBP Pr C

�� x½ �� �þ λBN Pr ØC
�� x½ �� �

R aN
�� x½ �� � ¼ λNP Pr C

�� x½ �� �þ λNN Pr ØC
�� x½ �� �

The Bayesian decision procedure suggests the following minimum-cost decision

rules:

P: If R(aPj[x]) � R(aBj[x]) and R(aPj[x]) � R(aNj[x]), then decide x ∈ POS(C).
B: If R(aBj[x]) � R(aPj[x]) and R(aBj[x]) � R(aNj[x]), then decide x ∈ BND(C).
N: If R(aNj[x]) � R(aPj[x]) and R(aNj[x]) � R(aBj[x]), then decide x ∈ NEG(C).

Since Pr(Cj[x]) + Pr(ØCj[x]) ¼ 1, so we can simplify the rules based only on the

probability Pr(Cj[x]) and the loss function. By considering a reasonable kind of loss
function with 0 � λPP � λBP < λNP and 0 � λNN � λBN < λPN, the decision rule

P-N can be expressed concisely as:

P: If Pr(Cj[x]) � α and Pr(Cj[x]) � γ, then decide x ∈ POS(C).
B: If Pr(Cj[x]) � α and Pr(Cj[x]) � β, then decide x ∈ BND(C).
N: If Pr(Cj[x]) � β and Pr(Cj[x]) � γ, then decide x ∈ NEG(C).

The threshold values α, β, and γ are defined as α ¼ λPN�λBNð Þ
λPN�λBNð Þþ λBP�λPPð Þ,

β ¼ λBN�λNNð Þ
λBN�λNNð Þþ λNP�λBPð Þ, and γ ¼ λPN�λNNð Þ

λPN�λNNð Þþ λNP�λPPð Þ.
In addition, as a well-defined boundary region, the conditional of rule B suggests

that α > β, that is λBP�λPPð Þ
λPN�λBNð Þ <

λNP�λNNð Þ
λBN�λNNð Þ. It implies 0 � β < γ < α � 1. In this case,

after tiebreaking, the following simplified rules are obtained:

P1: If Pr(Cj[x]) � α, then decide x ∈ POS(C).
B1: If β < Pr(Cj[x]) < α, then decide x ∈ BND(C).
N1: If Pr(Cj[x]) � β, then decide x ∈ NEG(C).

32.4 Incomplete Decision-Theoretic Rough Set Model

Based on Improved Complete Tolerance Relation

At present, most authors are focused on complete decision table when they research

decision-theoretic rough set and less for incomplete decision table. In this chapter,

the procedure of incomplete decision-theoretic rough set is proposed, based on

improved complete tolerance relation. Let us see an example in Table 32.1.

Where U ¼ {x1, x2, . . . x7} is object set; a, b, and c are condition attributes; d is
decision attribute; and * means possible values of attributes.
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First, we compute complete degree of each object by using Definition 5. The

result can be expressed in Table 32.2.

So the complete degree of whole decision table is γ ¼

X7
i¼1

γ xið Þ
7

¼ 0:8571.

Then, tolerance relation NSC of table S is NSC ¼ {(1,7),(7,1)} [ IX, where IX is

identity relation of X.
So, tolerance class of each object xi is

INSC (x1) ¼ {x1,x7}, I
NS
C (x2) ¼ {x2}, I

NS
C (x3) ¼ {x3}, I

NS
C (x4) ¼ {x4},

INSC (x5) ¼ {x5}, I
NS
C (x6) ¼ {x6}, and INSC (x7) ¼ {x1,x7}.

From the result, we can find the tolerance class set is a cover of universe U.

Definition 7 Given tolerance class INSC (xi) (i ¼ 1, 2, . . ., jUj) of object xi, then

decision degree is defined as:

μ xið Þ ¼ INSC xið Þ \ X
�� ��

INSC xið Þ�� �� ð32:7Þ

Replaced conditional probability of DTRS model with decision degree, three

regions can be again defined as:

POS α;βð Þ Xð Þ ¼ x
��μ xð Þ � α

� �
:

NEG α;βð Þ Xð Þ ¼ x
��μ xð Þ � β

� �
: ð32:8Þ

BND α;βð Þ Xð Þ ¼ x
��α < μ xð Þ < β

� �
:

Correspondingly, the P, B, and N rules can be expressed as:

Table 32.1 Incomplete

decision table
U a b c d

x1 1 1 1 1

x2 1 * 1 1

x3 2 1 1 1

x4 1 2 * 1

x5 1 2 * 2

x6 1 * 1 2

x7 1 1 1 2

Table 32.2 Complete

degree of each object
U x1 x2 x3 x4 x5 x6 x7

γ(xi) 1 2/3 1 2/3 2/3 1 1
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P : if μ xð Þ � α, thenx∈POS α;βð Þ Cð Þ:
N : if μ xð Þ � β, thenx∈NEG α;βð Þ Cð Þ: ð32:9Þ

B : if β < μ xð Þ < α, thenx∈BND α;βð Þ Cð Þ:

Then, given the target concept set X ¼ {x1,x2,x3,x4}, the decision degree of each
object can be computed as:

μ(x1) ¼ 0.5, μ(x2) ¼ 1, μ(x3) ¼ 1, μ(x4) ¼ 1, μ(x5) ¼ 0, μ(x6) ¼ 0, and

μ(x7) ¼ 0.5.

For example, when α ¼ 0.65, β ¼ 0.45, the three regions are:

POS α;βð Þ Xð Þ ¼ x
��μ xð Þ � 0:65

� � ¼ x2; x3; x4f g:
NEG α;βð Þ Xð Þ ¼ x

��μ xð Þ � 0:45
� � ¼ x5; x6f g:

BND α;βð Þ Xð Þ ¼ x
��0:45 < μ xð Þ < 0:65

� � ¼ x1; x7f g:

Different with the traditional DTRS, we use tolerance class operation and

decision degree, which are foundation of building DTRS model. So this model

can serve as extending of traditional DTRS model.

32.5 An Example of Using the New Model

Let us consider an example of incomplete decision table from the literature [8]

listed in Table 32.3. We would like to make a decision when an object belongs to

“Φ” class.

First, we can compute the complete degree of Table 32.3, which value is 0.625.

Using Definitions 6 and 7, the tolerance class of each object is

INSC (a1) ¼ {a1}; INSC (a2) ¼ {a2,a3}; INSC (a3) ¼ {a2,a3}; INSC (a4) ¼ {a4,a9,a12};

INSC (a5) ¼ {a5,a9,a12}; INSC (a6) ¼ {a6,a7}; INSC (a7) ¼ {a6,a7}; INSC (a8) ¼ {a8}; INSC
(a9) ¼ {a4,a5,a9,a11}; INSC (a10) ¼ {a10}; INSC (a11) ¼ {a9,a11,a12}; and INSC
(a12) ¼ {a4,a5,a11,a12}.

The second, on the base of Definition 9, we compute decision degree. Supposed

target concept is X ¼ {a2,a4,a6,a7,a8,a9,a11}, and then the decision degree of each

object is

γ(a1) ¼ 0; γ(a2) ¼ γ(a3) ¼ 0.5; γ(a4) ¼ 0.667; γ(a5) ¼ 0.333; γ(a6) ¼ γ(a7) ¼
γ(a8) ¼ 1; γ(a9) ¼ 0.75; γ(a10) ¼ 0; γ(a11) ¼ 0.667; and γ(a12) ¼ 0.5.

The third, suppose α ¼ 0.75, β ¼ 0.45, according to Eq. (32.8), the three

regions are:

POS α;βð Þ Xð Þ ¼ a
��μ að Þ � 0:75

� � ¼ a6; a7; a8; a9f g:
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NEG α;βð Þ Xð Þ ¼ a
��μ að Þ � 0:45

� � ¼ a1; a5; a10f g:
BND α;βð Þ Xð Þ ¼ a

��0:45 < μ að Þ < 0:75
� � ¼ a2; a3; a4; a11; a12f g:

So in the incomplete decision table S, positive region is POS(α,β)(X) ¼ {a6,a7,a8,
a9}, then we can make the decision that objects a6, a7, a8, a9 belong to target

concept X. The negative region is NEG(α,β)(X) ¼ {a1,a5,a10}, so we can do decision
that objects a1, a5, a10 do not belong to target concept X and we can reject them.

This conclusion is same to original table. That is, objects of positive region and

negative region are, respectively, Φ and Ψ. With regard to each element of

boundary region BND(α,β)(X) ¼ {a2,a3,a4,a11,a12}, the attribute value of object a2
is similar to object a3, and they have no missing element. When decision attribute

value of object a2 is different from object a3, they are incomplete decision, so they

need further research.

Since the other objects are similar to objects a2 and a3, I won’t say more about

them here.

From building procedure, we can find this model has litter calculated amount and

litter noise than filling means, so this model is more line with the need of

practical use.

32.6 Conclusion

The decision tables of DTRS model are most complete. There are a few researches

on incomplete DTRS model. In this chapter, we absorb the advantages of improved

tolerance relation, and disposing means of incomplete decision table are applied to

DTRS model. We propose incomplete decision-theoretic rough set model based on

improved tolerance relation. This model has many advantages, such as litter

calculated amount and noise. So it will be suited to three tree making decisions of

the real world.

Table 32.3 An example

of incomplete decision table
U c1 c2 c3 c4 d

a1 * * 1 * Ψ
a2 1 2 3 4 Φ
a3 1 2 3 4 Ψ
a4 2 * * * Φ
a5 2 * * * Ψ
a6 4 * 2 1 Φ
a7 * 3 2 1 Φ
a8 3 * * * Φ
a9 2 3 4 1 Φ
a10 * 0 * * Ψ
a11 2 3 4 * Φ
a12 2 3 4 3 Ψ
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Chapter 33

A New Association Rule Mining Algorithm

Based on Compression Matrix

Sihui Shu

Abstract A new association rule mining algorithm based on matrix is introduced.

It mainly compresses the transaction matrix efficiently by integrating various

strategies. The new algorithm optimizes the known association rule mining algo-

rithms based on matrix given by some researchers in recent years, which greatly

reduces the temporal complexity and spatial complexity, and highly promotes the

efficiency of association rule mining. It is especially feasible when the degree of the

frequent itemset is high.

33.1 Introduction

Association rule mining is one of the most important and well-researched tech-

niques of data mining, which is firstly introduced by Agrawal et al. [1]. They

presented well-known Apriori algorithm in 1993, since many methods have been

involved in the improvement and optimization of Apriori algorithm, such as binary

code technology, genetic algorithm, and algorithms based on matrix [2, 3]. The

algorithm based on matrix could only scan the database for one time to convert the

transactions into matrix and could be reordered by item support count in

non-descending order to reduce the number of candidate itemsets and could highly

promote Apriori algorithm efficiency in temporal complexity and spatial

complexity.

A great deal of work on Apriori algorithms based on matrix has been done [4, 5].

In this chapter, a new improvement of Apriori algorithm based on compression

matrix is proposed and could achieve better performance.
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33.2 Preliminaries

Somebasic preliminaries used in association rulemining are introduced in this section.

Let T ¼ {T1,T2, � � �,Tm} be a database of transactions and Tk(k ¼ 1, 2, � � �, m)
denotes a transaction. Let I ¼ {I1, I2, � � � In} be a set of binary attributes, called

Items. Ik(k ¼ 1, 2, � � �, n) denotes an Item. Each transaction Tk in T contains a

subset of items in I. The number of items contained in Tk is called the length of

transaction Tk, which is symbolized |Tk|.
An association rule is defined as an implication of the form X ) Y, where

X, Y ∈ I and X \ Y ¼ ϕ. The support (min-sup) of the association rule X ) Y is

the support (resp. frequency) of the itemset X [ Y. If support (min-sup) of an

itemset X is greater than or equal to a user-specified support threshold, then X is

called frequent itemsets.

In the process of the association rule mining, we find frequent itemsets firstly and

produce association rule by these frequent itemsets secondly. So the key procedure

of the association rule mining is to find frequent itemsets; some properties of

frequent itemset are given as the following:

Property 1 [1] Every nonempty subset of a frequent itemset is also a frequent

itemsets.

By the definition of frequent k-itemset, the conclusion below is easily obtained.

Property 2 If the length |Ti| of a transaction Ti is less than k, then Ti is valueless for
generating the frequent k-itemset.

33.3 An Improvement on Apriori Algorithm Based

on Compression Matrix

A new improvement on Apriori algorithm based on compression matrix is intro-

duced. The process of our new algorithm is described as follows:

1. Generate the transaction matrix.

For a given database with n transactions and m items, the m � n transaction

matrix D ¼ (dij) is determined, in which dij sets 1 if item Ii is contained in

transaction Tj or otherwise sets 0.

D ¼

T1 T2 Tn

I1
I2
⋮
Im

d11 d12 � � � d1n
d21 d22 � � � d2n
⋮ ⋮ ⋮
dm1 dm2 � � � dmn

0
BB@

1
CCA

where dij ¼ 1, Ii∈Tj

0, Ii=2Tj

�
. i ¼ 1, 2, � � �, m j ¼ 1, 2, � � �, n.
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For each Ik, Tj, vk ¼
Xn
i¼1

dij, k ¼ 1, 2, � � �, m; hj ¼
Xm
i¼1

dij , j ¼ 1, 2, � � �, n.

2. Produce frequent 1-itemset L1 and frequent 2-itemset support matrix D1.

The frequent 1-itemset L1 is L1 ¼ {Ik|vk � min ‐ sup}.

33.3.1 Matrix Compression Procedure

In order to reduce the storage space and computation complexity, useless rows and

columns should be discovered and removed in “matrix compression procedure,”

which will be reused frequently in subsequent processes. Useless rows and columns

can be classified into two classes, so the compression procedure is separated into

two steps:

(i) A row Ik is considered as worthless when the corresponding vk is less than the

support min-sup; a column Tj is considered as worthless when the

corresponding hj is less than 2 according to Property 2. Thus, we drop these

rows or columns one by one and update vk and hj immediately after each drop

operation. Subsequently, repeat the procedure (i) until there is no such row or

column.

(ii) Let’s consider the second class of useless rows and store their frequent itemsets

for being used in the next procedure. Every row Il whose corresponding vl is

less than
ffiffiffi
n

p½ � ([x] is the largest integer which is no greater than x) would be

removed after its frequent itemsets are calculated as below:

Let min-sup ¼ b. For a satisfied item Il, let Sl ¼ {Tjjdlj ¼ 1} and Sl’ be the

b-combinations set of elements in Sl: Sl
0 ¼ Tj1 ; Tj2 ; . . . ; Tjm

� �� ��
Tj1 ,Tj2 , . . . ,Tjm∈Sl

��
. Each b-tuple Tj1 ; Tj2 ; . . . ; Tjm

� �
from Sl ’ would be

scanned in turn, if there exist items Il1 , Il2 , � � �, Ilk except Il that let dlij1 ¼ dlij2
¼ . . . ¼ dlijm ¼ 1 (i ¼ 1, 2, � � �, k), the collection Il1 ; Il2 ; � � �; Ilk ; Ilð Þ is one

frequent itemset containing Il. All the frequent itemsets containing Il can be

obtained though handling every b-tuple element from Sl’. After repeating step

(i) and (ii) until there is no such useless row or column in the compressed

matrix of D, the frequent 2-itemset support matrix D1 is produced:

D1 ¼

Tj1 Tj2 Tjq

Ii1
Ii2
⋮
Iip

di1j1 di1j2 � � � di1jq
di2j1 di2j2 � � � di2jq
⋮ ⋮ ⋮
dipj1 dipj2 � � � dipjq

0
BB@

1
CCA

where 1 � i1 < i2 < � � � ip � m, 1 � j1 < j2 < � � � jq � n.

3. Produce the frequent 2-itemset L2 and the frequent 3-itemset support matrix D2.
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The frequent 2-itemset L2 is the union of the 2-itemset subsets produced by

frequent itemsets in step (ii) of procedure (2) and a set L02 determined by comparing

the inner product of each two row vectors of matrix D1 with the support min-sup

L
0
2 ¼ Iih ; Iirð Þf ��Xq

k¼1

dihjkdir jk � min-sup, h < r, h, r ¼ 1, 2, � � �, pg:

Matrix D0
2 is obtained by calculating “and” operation of the two corresponding

row vectors of every element Iih ; Iirð Þ in L02, that is:

D
0
2 ¼

Tj1 Tj2 Tjq

Iih1 ; Iir1

	 

Iih1 ; Iir2

	 

⋮

Iihs ; Iirt
� �

dih1 j1dir1 j1 dih1 j2dir1 j2 � � � dih1 jqdir1 jq
dih1 j1dir2 j1 dih1 j2dir2 j2 � � � dih1 jqdir2 jq

⋮ ⋮ ⋮
dihs j1dirt j1 dihs j2dirt j2 � � � dihs jqdirt jq

0
BB@

1
CCA

where 1 � h1 < h2 < � � � hs � p, 1 � r1 < r2 < � � � rt � p, n1 is called row

numbers of matrix D0
2.

(i) Remove rows or columns inD0
2 using the same approach in step (i) of (2), while

column Tjk is considered as useless when hjk < 2
� �

its length is less than

3 according to Property 2, we drop these columns. Update vk and hj immedi-

ately, and we drop these rows which the corresponding vk is less than the

support min-sup. Subsequently, repeat the procedure (i) until there is no such

row or column.

(ii) Similarly with step (ii) of (2), every row Iis ; Iitð Þwhose corresponding vs is less

than
ffiffiffiffiffi
n1

p� �
would be removed after finding and storing its frequent itemsets.

Then, the frequent 3-itemset support matrix D2 is produced by repeating the

matrix compression procedure (i) and (ii) until no more row or column which is

considered as a useless element could be found. That is,

D2 ¼

Tjp1
Tjp2

Tjpw

Iihs1 ; Iirt1

	 

Iihs1 ; Iirt2

	 

⋮

Iihsu ; Iirtv

	 


dihs1 jp1dirt1 jp1
dihs1 jp2 dirt1 jp2

� � � dihs1 jpw dirt1 jpw
dihs1 jp1dirt2 jp1

dihs1 jp2dirt2 jp2
� � � dihs1 jpw dirt2 jpw

⋮ ⋮ ⋮
dihsu jp1dirtv jp1 dihsu jp2dirtv jp2 � � � dihsu jpw dirtv jpw

0
BB@

1
CCA

where j1 � jp1 < jp2 < � � � < jpw � jq, Iihsy ; Iirtz

	 

∈ Iihm ; Iirn

� ���m ¼ 1, 2, � � �, s;�
n ¼ 1, 2, � � �, tg.

Let L
00
2 ¼ Iihsy ; Iirtz

	 
n o
be the compressed frequent 2-itemset of D2.
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4. Produce the frequent 3-itemset L3 and the frequent 4-itemset support matrix D3.

The frequent 3-itemset is the union of all 3-itemset subsets of the frequent

itemsets generated in step (ii) of procedures (2) and (3), and a set defined as

{ Iihsm ; Iirtn ; Iirtk

	 
�� Iihsm ; Iirtn

	 

, Iihsm ; Iirtk

	 

, Iihsn ; Iirtk

	 

∈L

00
2 and inner product

of corresponding row vectors of Iihsm ; Iirtn

	 

and Iihsm ; Iirtk

	 

in D2 is not less

than min-sup}.

Similarly with previous steps, the intermediate matrix D0
3 is produced by

calculating “and” operation of the corresponding row vector of Iihsm ; Iirtn

	 

and

Iihsm ; Iirtk

	 

in L02, which are derived from the element Iihsm ; Iirtn ; Iirtk

	 

in L3.

n2 is called row numbers of matrix D0
3.

(i) Remove rows or columns using the same approach in step (i) of (2) or

(3) and execute the following procedure.

(ii) When the sum of the corresponding row of Iihsm ; Iirtn ; Iirtk

	 

is less than and

equal to
ffiffiffiffiffi
n2

p� �
, we find and store frequent itemsets containing items

Iihsm ; Iirtn ; Iirtk

	 

by the same approach in step (ii) of (2), (3) again remove

the corresponding row of Iihsm ; Iirtn ; Iirtk

	 

. Then the matrix compression

procedure is repeated until no more row or column which is considered as a

useless element could be found.

5. Analogously, the frequent 4-itemset,. . ., the frequent k-itemset is produced by

step (2) to step (5) until the frequent k-itemset support matrix Dk is empty.

33.4 Algorithm Example Experiment Studying

Suppose that a transaction database is listed as Table 33.1 which is simulated for the

number of min-sup is 2.

(1) Generate the transaction matrix, and calculate the sum of each row vs and the

sum of each column hs as described in Table 33.2.

(2) Produce the frequent 1-itemset. L1 ¼ {Ik|vk � 2} ¼ {I1,I2,I3,I4,I5,I6,I7,I8,I9,
I10}.

(i) It is obvious that the corresponding columns of T5 should be dropped since

the sum of which is less than 2 (hs < 2). After updating vs, the corresponding
row of I7 is removed with regard to its vs < 2. Then recalculate hs and
accordingly remove the corresponding columns of T9. Finally, the new

compression matrix is shown in Table 33.3.
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(ii) Because
ffiffiffi
n

p½ � ¼ ffiffiffi
9

p� � ¼ 3 and the corresponding vs of I1 I6 I8 I9 is less than

and equal to 3, we need to find all the frequent itemsets containing items Il
(l ¼ 1, 6, 8, 9), then remove Il (l ¼ 1, 6, 8, 9).

The given min-sup being 2, find frequent itemsets containing I8 firstly since

v8 ¼ 2. S8 ¼ {T1,T4|d8j ¼ 1} and the 2-combinations set of elements in S8 is
S8 ’ ¼ {(T1,T4)}. It is obvious that I1 and I3 are the rows whose matrix element

with column T1 and T4 are both 1. So (I1 I3 I8) is the only frequent itemset

Table 33.1 Transaction

database
ITD Itemset

T1 I1 I2 I3 I8 I9
T2 I1 I3 I4 I5
T3 I2 I3 I4 I5
T4 I1 I3 I4 I5 I8
T5 I7
T6 I3 I4 I5
T7 I2 I6 I9
T8 I2 I3 I5 I6
T9 I1 I7
T10 I2 I3 I4 I6 I9

Table 33.2 Transaction

matrix
T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 vs

I1 1 1 0 1 0 0 0 0 1 0 4

I2 1 0 1 0 0 0 1 1 0 1 5

I3 1 1 1 1 0 1 0 1 0 1 7

I4 0 1 1 1 0 1 0 0 0 1 5

I5 0 1 1 1 0 1 0 1 0 0 5

I6 0 0 0 0 0 0 1 1 0 1 3

I7 0 0 0 0 1 0 0 0 1 0 2

I8 1 0 0 1 0 0 0 0 0 0 2

I9 1 0 0 0 0 0 1 0 0 1 3

hs 5 4 4 5 1 3 3 4 2 5

Table 33.3 Compression

matrix1
T1 T2 T3 T4 T6 T7 T8 T10 vs

I1 1 1 0 1 0 0 0 0 3

I2 1 0 1 0 0 1 1 1 5

I3 1 1 1 1 1 0 1 1 7

I4 0 1 1 1 1 0 0 1 5

I5 0 1 1 1 1 0 1 0 5

I6 0 0 0 0 0 1 1 1 3

I8 1 0 0 1 0 0 0 0 2

I9 1 0 0 0 0 1 0 1 3

hs 5 4 4 5 3 3 4 5
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containing I8, thus we store (I1 I3 I8) and drop row I8. Then another item I1 is
considered, S1 ¼ {T1,T2,T4|d1j ¼ 1} and the 2-combinations set of elements in

S1 is S1 ’ ¼ {(T1,T2), (T1,T4), (T2,T4)}. Frequent itemsets containing items I1
are obtained by dealing with three 2-tuples in S1 ’ successively. Collection (I1
I3) is the frequent itemset determined by (T1,T2) using the similar approach in

finding the frequent itemset containing I8. Similarly, (T1,T4) determines collec-

tion (I1 I3) and (T2,T4) determines collection (I1 I3 I4 I5). From the above, all the

frequent itemsets containing items I1 are (I1 I3) and (I1 I3 I4 I5). Continuing
scanning other satisfied items accordingly, all the frequent itemsets containing

items Il (l ¼ 1, 6, 8, 9) are found: L01 ¼ {(I1I3I8),(I1I3I4I5),(I6I2I3),(I9I2I6),
(I9I2I3)}. After removing rows Il (l ¼ 1, 6, 8, 9), the newly compressed matrix

is shown in Table 33.4.

We drop the corresponding columns of T7 since the sum of which is less than

2 (hs < 2) and recalculate vs again. Then the support matrix of the frequent

2-itemset is listed in Table 33.5. Regarding each row and column again, there is

no useless element. In other words, the support matrix in Table 33.5 is fully

compressed.

(3) The frequent 2-itemset L2 is the union of the 2-itemset subsets produced by L01
in step (ii) of procedure (2) and a set L02 obtained from the support matrix in

Table 33.5

L
0
2 ¼ Ii; Ij

� �� �� X
k∈ 2;3;4;5f g

dikdkj � 2, i < j, i, j ¼ 1, 2, 3, 4, 6, 8, 10g

¼ I2; I3ð Þf , I2; I4ð Þ, I2; I5ð Þ, I3; I4ð Þ, I3; I5ð Þ, I4; I5ð Þg:

That is L2 ¼ {(I1I3),(I1I8),(I3I8),(I1I4),(I1I5),(I3I4),(I4I5),(I3I5),(I2I3),(I2I6),(I6I3),
(I9I2),(I9I3),(I9I6)}.

Table 33.4 Compression

matrix2
T1 T2 T3 T4 T6 T7 T8 T10 vs

I2 1 0 1 0 0 1 1 1 5

I3 1 1 1 1 1 0 1 1 7

I4 0 1 1 1 1 0 0 1 5

I5 0 1 1 1 1 0 1 0 5

hs 2 3 4 3 3 1 3 3

Table 33.5 Support matrix

of the frequent 2-itemset
T1 T2 T3 T4 T6 T8 T10 vs

I2 1 0 1 0 0 1 1 4

I3 1 1 1 1 1 1 1 7

I4 0 1 1 1 1 0 1 5

I5 0 1 1 1 1 1 0 5

hs 2 3 4 3 3 3 3
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Subsequently, the uncompressed support matrix of the frequent 3-itemset is

constructed as listed in Table 33.6.

Firstly, we remove the corresponding columns of T1 by considering its hs< 2.

Where n1 ¼ 6,
ffiffiffiffiffi
n1

p� � ¼ ffiffiffi
6

p� � ¼ 2. Secondly, because the corresponding vs of

(I2 I4) (I2 I5) is equal to 2, we work out all the frequent itemsets containing (I2 I4)
or (I2 I5): L

0
3 ¼ {(I2I3I4),(I2I3I5)} and drop those corresponding rows. That is

Table 33.7.

(4) Produce the frequent 3-itemset.

A frequent 3-itemset (I3 I4 I5) is obtained from Table 33.7. And the frequent

3-itemset is L3 ¼ {(I3I4I5)} [ {(I1I3I8), (I1I3I4) (I1I3I5) (I1I4I5), (I3I4I5),
(I9I2I3), (I9I2I6), (I6I2I3)} of L01 [ {(I2I3I4) (I2I3I5)} of L03.

(5) Produce a frequent 4-itemset from (I1 I3 I4 I5) in L01. While no frequent

4-itemset could be found in Table 33.7, so our algorithm ends.

33.5 Conclusion

An algorithm of mining association rule based on matrix is able to discover all

the frequent item sets only by searching the database once and not generating the

candidate itemsets, but generating the frequent itemsets directly, which is more

efficient. Many researchers have done a great deal of work on it. Here, a new

algorithm for generating association rules based on matrix is proposed. It com-

presses the transaction matrix efficiently by integrating various strategies and

achieves better performance than the known algorithms based on matrix. Some

new strategies of compressing the transaction matrix are worthy of further research.

Table 33.6 Uncompressed

support matrix of the frequent

3-itemset

T1 T2 T3 T4 T6 T8 T10 vs

(I2 I3) 1 0 1 0 0 1 1 4

(I2 I4) 0 0 1 0 0 0 1 2

(I2 I5) 0 0 1 0 0 1 0 2

(I3 I4) 0 1 1 1 1 0 1 5

(I3 I5) 0 1 1 1 1 1 0 5

(I4 I5) 0 1 1 1 1 0 0 4

hs 1 3 6 3 3 3 3

Table 33.7 Support matrix

of the frequent 3-itemset
T2 T3 T4 T6 T8 T10 vs

(I2 I3) 0 1 0 0 1 1 3

(I3 I4) 1 1 1 1 0 1 5

(I3 I5) 1 1 1 1 1 0 5

(I4 I5) 1 1 1 1 0 0 4

hs 3 4 3 3 2 2
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Chapter 35

Parallel Feature Selection Based

on MapReduce

Zhanquan Sun

Abstract Feature selection is an important research topic in machine learning and

pattern recognition. It is effective in reducing dimensionality, removing irrelevant

data, increasing learning accuracy, and improving result comprehensibility. How-

ever, in recent years, data has become increasingly larger in both number of

instances and number of features in many applications. Classical feature selection

method is out of work in processing large-scale dataset because of expensive

computational cost. For improving computational speed, parallel feature selection

is taken as the efficient method. MapReduce is an efficient distributional computing

model to process large-scale data mining problems. In this paper, a parallel feature

selection method based on MapReduce model is proposed. Large-scale dataset is

partitioned into sub-datasets. Feature selection is operated on each computational

node. Selected feature variables are combined into one feature vector in Reduce

job. The parallel feature selection method is scalable. The efficiency of the method

is illustrated through example analysis.

35.1 Introduction

In recent years, data has become increasingly larger in both number of instances and

number of features in many applications such as genome projects, text categoriza-

tion, image retrieval, and customer relationship management [1, 2]. It may cause

serious problems to many machine learning algorithms with respect to scalability

and learning performance. How to select the most informative variable combination

is a crucial problem. Feature selection is a process of choosing a subset of original

features so that the feature space is optimally reduced according to a certain
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evaluation criterion [3]. It is effective in reducing dimensionality, removing

irrelevant data, increasing learning accuracy, and improving result comprehensi-

bility. Therefore, feature selection becomes very necessary for machine learning

tasks when facing high-dimensional data nowadays.

Correlation analysis is the basis of feature selection. Commonly used correlation

metric is correlation coefficient, which can only measure linear correlations

between variables. Another commonly used method is stepwise regression. It is

mostly used to linear regression problems. Entropy is a metric that can measure

uncertainty of random variables. Mutual information based on entropy can measure

arbitrary statistic dependences between variables. Feature selection based on

mutual information has been widely used [4, 5]. But with the development of

electronic and computer technology, the quantity of electronic data is in exponen-

tial growth [6]. Data deluge has become a salient problem to be solved. Scientists

are overwhelmed with the increasing amount of data processing needs arising from

the storm of data that is flowing through virtually every science field, such as

bioinformatics [7], biomedical [8, 9], cheminformatics [10], and web [11]. Classic

feature selection method is out of work when the dataset is very big.

Feature selection method based on parallel algorithm will be the mainly choice

for dealing with large-scale data. Many parallel algorithms are implemented using

different parallelization techniques such as threads, MPI, MapReduce, and mash-up

or workflow technologies yielding different performance and usability characteris-

tics [12]. MPI model is efficient in computation intensive problems, especially in

simulation. But it is not easy to be used in practical. MapReduce is a cloud

technology developed from the data analysis model of the information retrieval

field. Hadoop is the most popular open source MapReduce software. The

MapReduce architecture of Hadoop doesn’t support iterative Map and Reduce

tasks, which is required in many data mining algorithms. Professor Fox developed

an iterative MapReduce architecture software Twister. The manner of Twister

MapReduce is “configure once, and run many time” [13, 14]. In this paper, a

parallel feature selection method based on MapReduce model is proposed. Firstly,

large-scale dataset are partitioned into small sub-datasets. Feature selection is

applied on each sub-dataset. The analysis result is combined into a global result.

For simplicity, the feature selection is used to analyze binary variables. The

selected feature variables are input to SVM for classification. The efficiency of

the proposed method is illustrated through an example analysis.

35.2 Mutual Information Based on Shannon Entropy

Mutual information can measure any kind of statistical dependence between vari-

ables. It has been widely applied in pattern recognition field. Probability is the basis

of entropy. Many kinds of definition of entropy had been developed. The widely

used one is Shannon entropy. We will introduce Shannon entropy as follows.
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Feature variables are denoted by a vector X ¼ (X1,X2, � � �,Xp)
T, where Xi ¼ (xij),

i ¼ 1, 2, � � �, p, j ¼ 1, 2, � � �, q denotes the ith feature variable and each variable

has q different values. Class variable is denoted by C, C ¼ (ci), i ¼ 1, 2, � � �, k that
means all features are projected to k different classes. In this paper, both the feature
variables and the class variable are supposed to be discrete. pXi

is the probability

distribution of the feature variable Xi, pC is the probability distribution of the class

variable C, and pXiC is the joint probability distribution of Xi and C. All probability

distributions are obtained through statistics of samples. The Shannon entropy H of

the feature variable Xi can be described as

H Xið Þ ¼ �
Xq
j¼1

pxij logpxij (35.1)

Shannon entropy of the class variable C can be described as

H Cð Þ ¼ �
Xk
i¼1

pci logpci (35.2)

Joint entropy between the feature variables and the class variable is

H Xi;Cð Þ ¼ �
Xq
j¼1

Xk
l¼1

pxijcl logpxijcl (35.3)

where Xi can be substituted by a subset of feature set X, i.e., the joint entropy can be
generalized to the condition of p variables.

Mutual information between feature variables and class variable based on

Shannon entropy can be defined as follows.

I Xi;Cð Þ ¼ H Xið Þ þ H Cð Þ � H Xi;Cð Þ ¼
Xq
j¼1

Xk
l¼1

pxijcl log
pxijcl
pxijqcl

(35.4)

where Xi can be substituted by subset of feature set X.

35.3 MapReduce Model Based on Twister

There are many parallel algorithms with simple iterative structures. Most of them

can be found in the domains such as data clustering, dimension reduction, link

analysis, machine learning, and computer vision. These algorithms can be

implemented with iterative MapReduce computation. Professor Fox developed
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the first iterative MapReduce computation model Twister. Twister’s programming

model can be described as in Fig. 35.1.

MapReduce jobs are controlled by the client program. During configuration, the

client assigns MapReduce methods to the job, prepares KeyValue pairs, and pre-

pares static data for MapReduce tasks through the partition file if required. Between

iterations, the client receives results collected by the Combine method and, when

the job is done, exits gracefully.

Map daemons operate on computation nodes, loading the Map classes and

starting them as Map workers. During initialization, Map workers load static data

from the local disk according to records in the partition file and cache the data into

memory. Most computation tasks defined by the users are executed in the Map

workers. Twister uses static scheduling for workers in order to take advantage of the

local data cache.

Reduce daemons operate on computation nodes. The number of reducers is

prescribed in client configuration step. The Reduce jobs depend on the computa-

tion results of Map jobs. The communication between daemons is through

messages.

Combine job is to collect MapReduce results. Twister uses scripts to operate on

static input data and some output data on local disks in order to simulate some

characteristics of distributed file systems. In these scripts, Twister parallel dis-

tributes static data to compute nodes and create partition file by invoking Java

classes.

configureMaps()

configureReducers()

While | for (condition){

runMapReduce()

m m m

r r

c

// update condition

}// end loop

Iterations
MapReduce

Computation
MapReduce

Computation

Combine operationCombine operation

Fig. 35.1 Twister’s

programming model
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35.4 Parallel Feature Selection Based on MapReduce

Feature selection is usually used to select the most informative feature combination

with least information loss for classification problems. If we can select the most

informative variables for classification, it will save lots of computation cost and

reduce the effect of noise. The information between class variable and feature

variables is measured with mutual information. Feature selection of classification

is to select the feature variable combination that has the largest mutual information

value with class variable. The parallel feature selection of classification based on

mutual information metric can be formulized as follows.

Step 1: Initial dataset D is divided into n sections D1, D2, � � �, Dn. Each sub-dataset

is deployed to each computational node. The number of selected features k is

prescribed.

Step 2: Suppose S and V are the two vectors and set S ¼ Φ and V ¼ {X1,X2, � � �,
XN}. S denotes selected features and V denotes unselected features.

Step 3: In computational node i, i ∈ {1,2, � � �,m}, mutual information between {S,
Xi}, i ¼ 1, 2, � � �, N and Y is calculated. The feature variable Xj, j ∈ {1,2, � � �,N}
that maximizes I({S,Xj};Y ) is selected. The selected variable’s serial number j and
corresponding mutual information I({S,Xj};Y ) are collected to Reduce program.

Step 4: In Reduce program, the feature variable Xj, j ∈ {1,2, � � �,N} with maximum

count is selected. If the counts of two feature variables are equal, select the one with

bigger mutual information value. Set S  {S,Xj} and V  V\{Xj}.

Step 5: The changed S and V are feedbacks to step 3. Iterate the process until the

selected feature variable’s number reaches k.
The selection process based on MapReduce is shown in Fig. 35.2.

35.5 Example

35.5.1 Data Source

The source data are downloaded from NEC Laboratories America, Inc. website

http://ml.nec-labs.com/download/data/milde/. In the adult database, 123 attributes

are labeled two classes. Each attribute denoted by binary variable, i.e., 0 or 1. Labels

are denoted by +1 or�1. It is a binary classification problem. The database includes

two files. One is used for training and the other is used for testing. The training file

includes 32,562 samples. The testing file includes 16,282 samples. In this example,

four computational nodes are used. Training data are partitioned into m sections

randomly. Each section has roughly equal number data.
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All examples are analyzed in India cluster node of FutureGrid. Twister0.9

software is deployed in each computation nodes. ActiveMQ is used as message

broker. The configuration of each virtual machine is as follows. Each node is

installed Ubuntu Linux OS. The processor is 3GHz Intel Xeon with 10GB RAM.

35.5.2 Feature Selection Based on the Proposed Method

Apply the proposed parallel feature selection method on the training samples.

The number of feature selection is prescribed 20. Data is partitioned into four,

two, and one sections, respectively. Parallel SVM introduced in reference [15] is

used as the classifier. It is operated on four computational nodes also. The feature

selection results and classification correct rates are listed in Table 35.1.

35.5.3 Feature Selection with Correlation Coefficient

For comparison, the feature variables are selected according to correlation coeffi-

cient. It is used to measure the correlation between class variable Y, and attribute

variable X. The correlation coefficient is calculated as the following equation.

Preparation
Computation environment configuration
Data partition and distribution to the computation nodes
Create partition file

Main class
JobConf; //configure the MapReduce parameters and classnames 
TwisterDriver; //to initiate the MapReduce tasks  
While(condition)  //selected feature variable number doesn’t reach 
prescribed value

TwisterDriver; //Map the selected feature variable vector to Map 
job

Get feedback results;
If(condition) break; //the number of selected feature variables reach 
prescribed value

End mian class
Map class

Read data broadcasted by Main class

Load data from local file system;
CalMutualInformation(); //calculate mutual information between 
each combination {S,Xi}
Collector;  //sent the serial number i who has the maximum mutual 
information value and corresponding mutual information value to 
Reduce job

End Map class
Reduce class

Read data transmitted from Map job;
Select the final serial number with biggest count number;
Collect; //feedback the selected final serial number;

End Reduce class

Fig. 35.2 Feature selection

process based on

MapReduce
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ρX,Y ¼
cov X; Yð Þ
σX, σY

¼ E x� μXð Þ y� μy
� �� �

σX, σY
(35.5)

where cov(X, Y) is the covariance of the two variables, σX, σY are the standard

deviations of X, Y. After calculating the correlation coefficient, 20 feature variables
are selected. The selected variables are taken as the input of parallel SVM. The

classification correct rate is listed in Table 35.2.

35.5.4 Results Analysis

From the analysis results of Table 35.1, we can find that the computation speed of

feature selection is improved markedly. The accelerate ratio is approximate linear.

The classification results show that classification correct rates of different partition

plan are similar. It illustrates that the parallel feature election method is effective

and efficiency. The analysis results of Tables 35.1 and 35.2 show that the feature

selection result based on mutual information is good than that of classical feature

selection method.

35.6 Conclusion

Feature selection is an important task of machine learning and pattern recognition.

Feature selection based on mutual information is taken as one of the most efficient

methods. For improving the computation speed, a novel parallel feature selection

method based on MapReduce is proposed. It can accelerate the computation speed

almost linearly. The example analysis results show that the proposed method is

efficient in reducing computational cost. The classification correct rate based on

parallel feature selection method is similar to that of feature selection without

partition.

Table 35.1 Feature selection and classification results

Number of

nodes Selected features

Training

time (s)

Correct

rate

1 39,38,0,63,72,34,79,77,1,48,13,74,5,66,51,17,50,3,82,76 1,882.873 84.30

2 39,38,74,0,81,34,1,50,5,76,72,13,66,79,2,21,15,51,14,3 951.303 83.99

4 39,38,74,0,34,81,1,50,6,76,66,15,72,5,79,4,13,51,16,21 475.657 84.32

Table 35.2 Analysis result based on feature selection with correlation coefficient

Selected features Correct rate

39,62,38,41,74,73,0,61,81,72,71,50,63,51,77,18,28,34,48,3 81.32
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Though the method is efficient in dealing with large-scale feature selection

problem, it is only useful to binary feature and class variables. How to process

feature selection problem of multivalue or continuous variables is still to be studied.

Furthermore, the number of selected variables is prescribed subjectively in the

proposed method. How to determine the number of selected variable is our further

study.

Acknowledgments This work is partially supported by National Youth Science Foundation

(No. 61004115), National Science Foundation (No. 61272433), and Provincial Fund for Nature

project (No. ZR2010FQ018).

References

1. Yu, L., & Liu, H. (2003). Feature selection for high-dimensional data: A fast correlation-
based filter solution (pp. 856–863). Twentieth International Conference on Machine Learning.

American Association for Artificial Intelligence.

2. Dash, M., & Liu, H. (2009). Dimensionality reduction. In Encyclopedia of database systems
(pp. 843–846).

3. Liu, H., & Motoda, H. (1998). Feature selection for knowledge discovery and data mining
(pp. 23–45). Boston: Kluwer.

4. Kwak, N., & Choi, C. H. (2002). Input feature selection for classification problems. IEEE
Transactions on Neural Networks, 13(1), 143–159.

5. Kari, T. (2003). Feature extraction by non-parametric mutual information maximization.

Journal of Machine Learning Research, 3, 1415–1438.
6. Swedlow, J. R., Zanetti, G., & Best, C. (2011). Channeling the data deluge. Nature Methods, 8,

463–465.

7. Fox, G. C. Qiu, X. H. Beason, S. Choi, J. Y. Ekanayake, J. Gunarathne., T. et al. (2009).

Biomedical case studies in data intensive computing. Lecture Notes in Computer Science,
5931, 2–18.

8. Blake, J. A. & Bult C. J. (2006). Beyond the data deluge: Data integration and bio-ontologies.

Journal of Biomedical Informatics, 39(3), 314–320.
9. Qiu J. (2010). Scalable programming and algorithms for data intensive life science. Journal of

Integrative Biology, 15(4), 1–3.
10. Guha, R. Gilbert, K. Fox, G. C. Pierce, M. Wild, D. & Yuan H. (2010). Advances in

cheminformatics methodologies and infrastructure to support the data mining of large, hetero-

geneous chemical datasets. Current Computer-Aided Drug Design, 6(1), 50–67.
11. Chang, C. C. He, B. & Zhang Z. (2004). Mining semantics for large scale integration on the

web: evidences, insights, and challenges. SIGKDD Explorations, 6(2), 67–76.
12. Fox, G. C. Bae, S. H. Ekanayake, J. Qiu, X. H. & Yuan H. P. (2008). Parallel data mining from

multicore to cloudy grids (pp. 311–340). High Performance Computing and Grids Workshop.

IOS Press.

13. Zhang, B. J. Ruan, Y. Wu, T. L. Qiu, J. Hughes, A. & Fox G. (2010). Applying twister to
scientific applications (pp. 25–32). Proceedings of CloudCom. IEEE CS Press.

14. Ekanayake, J. Li, H. Zhang, B. J. Gunarathne, Bae, S. H. Qiu, J. et al. (2010). Twister: A
runtime for iterative MapReduce (pp. 810–818). The First International Workshop on

MapReduce and Its Applications of ACM HPDC. ACM Press.

15. Sun, Z. Q. & Fox G. C. (2012). Study on parallel SVM based on MapReduce (pp. 495–501).
International Conference on Parallel and Distributed Processing Techniques and Applications.

CSREA Press.

306 Z. Sun



Chapter 36

Initial State Modeling of Interlocking System

Using Maude

Rui Ma, Zhongwei Xu, Zuxi Chen, and Shuqing Zhang

Abstract In order to do formal verification of interlocking system, which is

complicated but safety critical, we choose formal specification language Maude

for modeling and verification based on membership equational logic and rewriting

logic. In this chapter, a method is proposed to show how the initial state can be

modeled and contains important information of specific interlocking system. And a

case of Tongji Test Line is reported to illustrate this method in detail. The

verification results show that Maude can be applied to formal object-oriented

specification and model checking of railway interlocking system successfully

using the proposed modeling method.

36.1 Introduction

Railway interlocking system is a safety-critical system and is becoming increas-

ingly more complex. There is therefore a clear need for formal description and

verification of interlocking system to prove the correctness and ensure safety [1].

Maude is not only a high-level language but also a high-performance system

supporting executable specification and declarative programming [2, 3]. And it

supports a range of formal analysis methods, including rewriting for simulation,

search for reach ability analysis, and linear temporal logic model checking. By

using Maude, a formal language which is characterized by rewriting logic, the

model of static and dynamic attribute, circuit, and behavior for the interlocking

system can be formed. And they constitute a general formal framework. The detail

activities can be described by rules and equations of rewriting logic.
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Given these features and applications of Maude, it seems reasonable to assume

that the tool should be a good choice for the formal modeling and verification of

interlocking systems.

The main contributions of this chapter are the following: (1) shows a case in

which Maude has been applied to formally model and verify the interlocking

system successfully, (2) focuses on and proposes a method for initial state model-

ing, and (3) illustrates the method with a case of Tongji Test Line in details.

The rest of the chapter is organized as follows. Section 36.2 describes Maude.

Section 36.3 gives a general method for modeling and verification of interlocking

system.Section36.4 showshowto specify the initial statemodel inMaude.Section36.5

illustrates the process ofmodeling the initial state of an interlocking system,Tongji Test

Line. Section 36.6 finally concludes the chapter.

36.2 Maude

Maude is particularly suitable for distributed and concurrent systems. Besides the

features mentioned in last section, it is based on the membership equational logic

and rewriting logic. With this logic, the behavior and the state transition relation of

complicated systems can be simplified to some extent, thus simplifying the process

of formal modeling and verification of the interlocking system.

36.2.1 Membership Equational Logic

Maude’s functional modules are theories in membership equational logic, a Horn

logic whose atomic sentences are equalities and membership assertions of the form,

stating that a term t has sort s. Such logic extends order-sorted equational logic and

supports sorts, subsort relations, subsort polymorphic overloading of operators, and

definition of partial functions with equationally defined domains. Maude’s func-

tional modules are assumed to be Church–Rosser and terminating; they are exe-

cuted by the Maude engine according to the rewriting techniques and operational

semantics [4, 5].

AMaude program containing only equations is called a functional module. It is a

functional program defining one or more functions by means of equations, used as

simplification rules. Such equations (specified in Maude with the keyword eq and

ended with a period) are used from left to right as equational simplification

rules [6].

In Maude, equations can also be conditional, that is, they may only be applied if

a certain condition holds, where ceq is the Maude keyword introducing conditional

equations.
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36.2.2 Rewriting Logic

Membership equational logic is a sublogic of rewriting logic. A rewrite theory is a

pair of T, a membership equational theory, and R, a collection of labeled and

possibly conditional rewrite rules involving terms in the signature of T. A rewrite

theory has both rules and equations. Hence a Maude program containing rules and

possibly equations is called a system module. The rewrite rules in R are not

equations. Computationally, they are interpreted as local transition rules in a

possibly concurrent system. Logically, they are interpreted as inference rules in a

logical system. Rules are introduced with the keyword r1 while conditional rules

with the keyword cr1 [6].

The essential idea of rewriting logic is that the semantics of rewriting can be

drastically changed in a very fruitful way [7]. We no longer interpret a term t as a

functional expression, but as a state of a system; and we no longer interpret a rewrite

rule as an equality, but as a local state transition, stating that if a portion of a

system’s state exhibits the pattern described, then that portion of the system can

change to the corresponding instance of t. Furthermore, such a local state change

can take place independently from, and therefore concurrently with, any other

non-overlapping local state changes. Rewriting logic is therefore a logic of concur-

rent state change [8, 9].

36.3 Modeling and Verification

The whole method for modeling and verification contains three steps:

1. Modeling: specify a model of this system using Maude.

2. Deriving safety properties: the safety properties related to the specific

interlocking system should be generically derived from the model.

3. Verification: verify whether a given model satisfies all the safety properties.

If the methods are successfully applied and a model of an interlocking system is

verified satisfying the gained safety properties, we can conclude that the

interlocking system behaves as expected in relation to the documentation and is

safety enough.

36.3.1 Modeling

The general idea of modeling is configurations. Maude is object-oriented. In a

concurrent object-oriented system, the concurrent state, which is usually called a

configuration, has typically the structure of a multiset made up of objects. And that

objects evolve by concurrent rewriting modulo associativity, commutatively, and
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identity, using rules that describe the effects of communication events between

objects.

An object is represented in Maude as a term where O is the object’s name or

identifier, C is its class identifier, ai’s are the names of the object’s attribute

identifiers, and Si’s are the corresponding values.

< O : C
��a1 : S1, a2 : S2 � � � ai : Si >

All the components of the interlocking system can be divided into classes and be

modeled separately as mod in Maude. The classes are divided from top to down

until it is indivisible. For example, the Class Electrical Component can be divided

into fuse, button, and so on. Each mod has its own attributes and behaviors. All of

the classes can use the equations and rules in Maude when modeling. And they

constitute a general framework of the interlocking system model.

36.3.2 Deriving Safety Properties

The safety properties can be split up in to two categories:

1. General safety properties. These safety properties apply to all the railway

systems and define that collision and derailing must never occur.

2. Train route table safety properties. These safety properties are related to specific
interlocking systems. The interlocking systems ensure safety on stations by

introducing the concept of train routes, which include the requirements must

be satisfied, and are used to ensure the system behaves as expected. So some

safety properties have to be derived from the train routes.

After all the safety properties are gained, they should be specified in Maude.

When all the safety properties have been specified, they form a mod SAFETY-

PROPERTIES in Maude. It is one of the mod of the complete model and will be

verified whether the model of the interlocking system satisfies all the safety

properties.

36.3.3 Verification

The verification model contains three parts:

1. Well formed: This part is to verify the static properties of the interlocking

system. For example, the lengths of the track sections are larger than zero.

These properties should be specified in Maude.

2. Confidence conditions: Confidence conditions must be verified dynamically as

they depend on the dynamic behavior of the model. For example, dropping and
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drawing relays may not be cyclic. These properties should be specified in

Maude.

3. Safety properties: This part is the safety properties mentioned in the previous

section, general safety properties and train route table safety properties. And of

course, they have been specified in Maude.

Only after specifying all these properties mentioned above in Maude is the

modeling of the verification model finished.

Each properties check mentioned above is defined as an operator in the model.

For each of these operators, a proposition is specified. We should use Maude to

check each of them. Several examples are:

reduce in VERIFICATION : wfCircuit.

result: true

reduce inVERIFICATION:modelCheck(initState , []drawConfidenceCondition).

result: true

And it is important that the results of verifying the model in relation to the safety

properties are only sound if the given configuration is well formed and if the

confidence conditions hold.

The verification is complete after verifying all the three parts.

36.4 Initial State Modeling

The initial state modeling is one part of the whole formal modeling. And this part is

very important since it contains the information of specific interlocking system.

When we model initial state, we form a mod named INIT-STATE inMaude. The

information in this mod can be divided into two parts.

One is all the instantiated objects of the components classes. In other words, we

only generate a format for the attributes of the interlocking system components in

the previous modeling but haven’t decided the definite value of them. Therefore, all

these have to be done in the mod INIT-STATE. Then we gained instantiated

objects. For example, there are some instantiate objects:

For relay:

< ’tr2-111 : RegularRelay | drawn : false >
For signal:

< ’sX2 : Signal | lamps : (’X2roe, ’X2gr, ’X2brt) >

(continued)
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(continued)

For lineartracksection:

< ’X6G : LinearTrackSection | relay : ’X6G-111, length : 30, platform : true,

neighbour1 : outsideStation, neighbour2 : ’2DG, signal1 : noSignal, signal2 :

noSignal >
For trainroute:

< ’tr2 : TrainRoute | lockRelay : ’tr2-111, signals : ([’sX3 x green], [’sX4 x

red]), points : ([’1DG x minus]), trackSections : (’1DG, ’5G), displayStop :

’1DG, locking : [’1DG x ’5G], conflicting : (’tr3, ’tr4, ’tr5, ’tr6, ’tr7, ’tr8, ’tr9,

’tr10, ’tr11, ’tr12) >

The second part is the current modeling. Wires of a circuit specify how the

components are connected and whether they are conducting or not. The conducting

information is very important to the control logic of the interlocking system. In this

chapter the entire electrical circuit is split up into unique linear paths between the

positive and negative poles. And each path should be specified in Maude according

to the following format:

op pathX : Configuration -> Bool.

ceq pathX(. . .) ¼ true if . . .

pathX is the name of this operator. X can be the number of the path or whatever you

like to name it. If the state matches the argument of the equation and the condition

rewrites to true, the path is conducting. The dots in the parentheses stand for the

configurations, especially the components in this path should be in the form of

objects. And the dots on the right side stand for the conditions this conditional

equation should satisfy. Otherwise, the configuration matches

eq pathX(CONF) ¼ false [owise].

meaning that the path is nonconducting.

Then it will be possible to determine which components are conducting using the

following operator:

op conducting : Qid Configuration -> Bool.

ceq conducting(C, CONF) ¼ true

if pathX(CONF).

eq conducting(C, CONF) ¼ false [owise].

The above equation matches and is rewritten to true if the object (id C) is

conducting in pathX.
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According to these formats, whether an object is conducting depends on the

information of the other objects in the same path and the conditions. To another

perspective, these can be seen as the restrictive relationships between them. There-

fore, the current modeling can describe some control logic of the interlocking

system.

36.5 Case of Initial State Modeling

Then a case of Tongji Test Line will show how the initial state of interlocking

system can be specified in Maude. Figure 36.1 is the track layout of Tongji Test

Line and Table 36.1 is the train route table of it.

The train route table defines some rules the trains and the track layout have to

obey when train drives in this station, forming fixed routes in other words. For

instance, train route 1 is from signal X2 to signal X1. When you choose this route,

the button X2LA and X1LA should be pushed. This route contains no point and

train drives through the track section X2G. Train can only be permitted to drive in

when signal X2 is green (L for green and B for white). At last, this route has no

mutually conflicting signals.

First, all the objects should be instantiated as mentioned in previous section.

And then come to the current modeling. The current modeling has eight parts in

all according to the control logic. They are track section occupying logic, point

locating logic, point position representing logic, train route locking logic, train

route unlocking logic, signal logic, lamp logic, and lamp mutually exclusive logic.

Here examples of several logic modeling are given.

Fig. 36.1 Tongji Test Line track layout
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36.5.1 Track Section Occupying Logic

A relay is used to represent whether the track section is occupied. This logic is

specified as follows:

ceq path1(< ’X2G : V@TrackSection | ATTS > Conf) ¼ true

if not isOccupied(’X2G, < ’X2G : V@TrackSection | ATTS > Conf).

eq path1(Conf) ¼ false [owise].

ceq conducting(’X2G-111, Conf) ¼ true if path1(Conf).

The track section with id ’X2G has a relay(’X2G-111), V@TrackSection is a

variable, and it can be matched with linear track section or point. ATTS and Conf

are all variables. ATTS denotes other attribute in this object. Conf denotes other

configurations besides this object. If ’X2G isn’t occupied, path1 is conducting. And

then ’X2G-111 is conducting, meaning drawing. Occupying leads to dropping

otherwise.

36.5.2 Point Locating Logic

Buttons are used to decide the position of the point. And each position of the point,

plus and minus, has a relay to control the locating. They are specified as follows:

ceq path24(< ’b11 : Button | pushed : D > Conf) ¼ true

if isPushed(’b11, < ’b11 : Button | pushed : D > Conf).

eq path24(Conf) ¼ false [owise].

ceq conducting(’1DG-110, Conf) ¼ true if path24(Conf).

ceq path25(< ’b12 : Button | pushed : D > Conf) ¼ true

if isPushed(’b12, < ’b12 : Button | pushed : D > Conf).

eq path25(Conf) ¼ false [owise].

ceq conducting(’1DG-121, Conf) ¼ true if path25(Conf).

The point(id ’1DG) locating is controlled by button ’b11 to plus and button ’b12

to minus. If the button ’b11 is pushed, path24 is conducting. Then relay ’1DG-110

is conducting. The point moves to the plus, to the minus otherwise as path25

specified.
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36.5.3 Train Route Locking Logic

A train route is locked; that is to say this train route is ready for train to come

in. Hence, much information has to be examined before locking a train route to

ensure safety. All the track sections in this train route must not be occupied. Points

must be in the correct position. All contradiction routes are unlocked. Then a train

route can be locked, pressing the button of the beginning and ending. One relay is

used to represent whether all the information has been examined and the button of

the beginning is pushed. Another relay is used to represent whether the train route is

locked.
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36.5.4 Signal Logic

The relay represents whether a train route which is locked is used in this logic. Take

lamp ’X6gr, for example, the logic is specified as follows:

ceq path39(< ’tr8-111-11 : Contact | relay : ’tr8-111, upper : true> Conf)¼ true

if conducting(’tr8-111, Conf).

eq path39(Conf) ¼ false [owise].

ceq path43(< ’tr12-111-11 : Contact | relay : ’tr12-111, upper : true > Conf) ¼
true

if conducting(’tr12-111, Conf).

eq path43(Conf) ¼ false [owise].

ceq conducting(’X6gr, Conf) ¼ true

if path39(Conf)

or-else path43(Conf).

eq conducting(’X6gr, Conf) ¼ false [owise].

Lamp ’X6gr represents two train routes, ’tr8 and ’tr12. If one of these train

route’s relays is drawn, the train route is locked in other words; lamp ’X6gr should

be on.

36.5.5 Lamp Mutually Exclusive Logic

If a signal has more than one lamp, all the lamps cannot be on simultaneously. They

have to obey some regulations. In this chapter, it is assumed that only one lamp can

be on at one moment. The lamp relay is used in this logic. Take signal ’X2 for an

example. The logic is specified as following:

ceq path45(< ’X2gr-111-61 : Contact | relay : ’X2gr-111, upper : false > Conf)

¼ true

if not conducting( ’X2gr-111, Conf).

eq path45(Conf) ¼ false [owise].

ceq path77(< ’X2brt-111-61 : Contact | relay : ’X2brt-111, upper : false> Conf)

¼ true

if not conducting( ’X2brt-111, Conf).

eq path77(Conf) ¼ false [owise].

ceq conducting(’X2roe, Conf) ¼ true

if path45(Conf)

and-then path77(Conf).

eq conducting(’X2roe, Conf) ¼ false [owise].
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Signal ’X2 has three lamps, red, green, and white. The green lamp is on when all

the points in locked train route are in plus. And white lamp is on when the locked

train route contains minus-position point. If neither of the green and white lamps is

on, the red lamp must be on.

At this point, all the logic has been specified in Maude. And the modeling of the

initial state for the interlocking system, Tongji Test Line, is finished. In the further

work, some possible modification could be made to the logic to make it stricter to

ensure more comprehensive safety.

Figure 36.2 shows part of the verification result checked by Maude on formal

model including this initial state model.

36.6 Conclusion

The interlocking system is typically safety-critical system. Formal modeling and

verification is therefore necessary in ensuring safety. In this chapter, the

interlocking system is formally modeled in an object-oriented way by Maude,

which is a specification and programming language/system based on membership

equational logic and rewriting logic, equipped with model checking facilities. This

chapter has presented general methods for modeling and verification of the

interlocking system. And it focuses on the initial state and has proposed modeling

methods for initial state in a case. The case illustrated that the object instantiated

Fig. 36.2 Partial safety properties result
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process and control logic modeling process. The control logic can be split into

several parts and modeled in the way of current modeling. There is ample evidence

that Maude can be successfully applied to formally modeling and verification of the

interlocking system.

References

1. Chen, B., & Wu, F. (2002). Research on formal models of railway signal interlocking logics.

Journal of The China Railway Society, 24(6), 50–54.
2. Ji, G. (2011). The Formal analysis of security protocols based on Maude. Xi’an: Xidian

University.

3. Eker, S., Meseguer, J., & Sridharanarayanan, A. (2004). The Maude LTL model checker.

Electronic Notes in Theoretical Computer Science, 71, 162–187.
4. Mccombs, T. (2003). Maude 2.0 primer. http://maude.cs.uiuc.edu

5. Clavel, M., Duran, F., Eker, S., Lincoln, P., Martı́-Oliet, N., Meseguer, J., et al. (2011).

Maude manual (version 2.6). http://maude.cs.uiuc.edu

6. Clavel, M., Duran, F., Eker, S., Lincoln, P., Martı́-Oliet, N., Meseguer, J., et al. (2002). Maude:

Specification and programming in rewriting logic. Theoretical Computer Science, 285(2),
187–243.

7. Zhang, M. (2007). On the model checking of SN P systems based on rewriting logic. Shanghai:
Shanghai Jiao Tong University.

8. Denker, G. (1998). From rewrite theories to temporal logic theories. Electronic Notes in
Theoretical Computer Science, 15, 105–126.

9. Meseguer, J. (1999). Research directions in rewriting logic. Computational Logic. NATO ASI
Series, 165, 347–398.

36 Initial State Modeling of Interlocking System Using Maude 319

http://maude.cs.uiuc.edu/
http://maude.cs.uiuc.edu/


Chapter 37

Semi-supervised Learning Using Nonnegative

Matrix Factorization and Harmonic

Functions

Lin Li, Zhenyu Zhao, Chenping Hou, and Yi Wu

Abstract In order to reduce redundant information in data classification and

improve classification accuracy, a novel approach based on nonnegative matrix

factorization and harmonic functions (NMF–HF) is proposed for semi-supervised

learning. Firstly, we extract the feature data from the original data by nonnegative

matrix factorization (NMF) and then classify the original data by harmonic func-

tions (HF) on the basis of the feature data. Empirical results show that NMF–HF can

effectively reduce the redundant information and improve the classification accu-

racy compared with some state-of-the-art approaches.

37.1 Introduction

In many traditional approaches to machine learning, a target function is estimated

by labeled data, which can be thought of as an example given by “age” to “stature.”

But labeled examples are always time consuming and expensive to obtain, as they

require the efforts of professional people, who must be very skillful. For example,

getting a labeled example for the classification of giant molecule’s shape, which is a

huge challenge of biological and computational science, requires months of costly

calculation and analysis by specialists. So it is meaningful to combine unlabeled

data with labeled data in machine learning. In recent years, an increasing amount of

interest has been attracted to the semi-supervised learning problem, and many

approaches have been proposed; some methods [1–3] are generally based on an

assumption that similar unlabeled data should be given the same classification. For

example, the approach HF proposed by Xiaojin Zhu et al. is based on Gaussian

fields and harmonic functions [1], but the original data matrix may include redun-

dancy which could influence the classification accuracy and the effectiveness.

L. Li (*) • Z. Zhao • C. Hou • Y. Wu

Department of Mathematics and System Science, National University of Defense Technology,

Changsha 410073, China

e-mail: lilin110@foxmail.com

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_37,

© Springer International Publishing Switzerland 2014

321

mailto:lilin110@foxmail.com


In this chapter, we will introduce a new approach to semi-supervised learning

based on nonnegative matrix factorization and harmonic functions, which can make

use of the original matrix efficiently. Unlike the work based on Gaussian fields and

harmonic functions, we employed nonnegative matrix factorization to HF. In the

process of our approach, we extract the feature data from the original data by NMF

firstly, and then classify the original data by HF on the basis of the feature data.

Encouraging experimental results show that NMF–HF can effectively reduce

redundant information and improve the classification accuracy compared with

some state-of-the-art approaches.

In our basic approach of NMF–HF, the solution based on nonnegative matrix

factorization and harmonic functions depends on the structure of the data manifold

that is derived from data features. In Sect. 37.2, we will introduce the fundamental

theorem of HF and NMF briefly. Then, we will give a description of NMF–HF in

detail in Sect. 37.3. Encouraging experimental results for data classification will be

presented in Sect. 37.4.

37.2 The Principle of NMF and HF

NMF is proposed by Lee D. D. et al. [4], which has been widely used in many fields,

like feature extraction [5], image processing [6], and clustering [7, 8]. NMF can be

formally stated as follows [9].

Given a nonnegative matrix X ∈ Rn�m and a positive integer r < min(m,n), find
nonnegative matrices B ∈ Rn�r and C ∈ Rr�m to minimize

f B;Cð Þ ¼ 1

2
X � BCk k2F ð37:1Þ

From the above NMF problem statement, it is clear that the aim of NMF is to find

the approximation of X using the product of two matrices B and C. It is also easy to
deduce that the rank of both matrix B and C is at most r.

HF proposed by Xiaojin Zhu et al. is based on a Gaussian random field model

defined on a weighted graph over the unlabeled and labeled data, where the weights

matrix W are given in terms of a similarity between instances. In particular, the

most probable configuration of the random field is unique which is characterized in

terms of harmonic functions and has a closed solution that can be computed using

matrix methods. It can be considered as the following minimization problem:

min
F

tr FTWF
� �þ Fl � Ylð ÞT Fl � Ylð Þ ð37:2Þ

where Yl is the label matrix of train data and F ¼ Fl

Fu

� �
is the matrix which we

want to assign labels to.

322 L. Li et al.



37.3 Basic Framework of NMF–HF

Let us assume that there are l labeled points (x1,y1), (x2,y2), . . ., (xl,yl) and

u unlabeled points (xl + 1,yl + 1), (xl + 2,yl + 2), . . ., (xl + u,yl + u), l << u. Let n ¼
l + u, which is the total number of data points. At first, we suppose the labels are

binary: y ∈ {0,1}. Then, considering a connected graph G ¼ (V,E) with nodes

V corresponding to the n data points among which the nodes L correspond to the

labeled points with labels y1, y2, . . ., yl and the nodesU ¼ {l + 1, l + 2, . . ., l + u}
correspond to the unlabeled points, our duty is to assign labels to nodes U which is

unlabeled. So we can obtain a matrix Xn � m where xij is the jth element of instance

xi denoted as a vector xi ∈ Rm.

To realize nonnegative factorization of matrix, we need to define a loss function

to describe the degree of approximation between Xn � m and Bn � rCr � m at first and

then figure out the solution at the nonnegative limitation.

Regard NMF as a linear mixed model including additive noise [10]:

Xn�m ¼ Bn�rCr�m þ En�m ð37:3Þ

where Bn � r is the base matrix, Cr � m is the coefficient matrix, and En � m is the

Gaussian noise matrix. Furthermore, we can get

Xij ¼ BCð Þij þ Eij ð37:4Þ

To figure out B and C, we consider maximum likelihood solution following:

B;Cf g ¼ argmax
B,C

p X
��B,C� � ¼ argmin

B,C
�logp X

��B,C� �� � ð37:5Þ

Because En � m is Gaussian noise matrix, we can get

p Xij

��B,C� � ¼ exp � 1

2

Xij � BCð Þij
σij

	 
2( ), ffiffiffiffiffi
2π
p

σij
� 

ð37:6Þ

where σij is the weight of each observed value. Obviously, each σij is equal (each σij
follows i.i.d); we simply define σij ¼ σ.The data log likelihood can be written as:

log
Y
ij

p Xij

��B,C� � ¼ � 1

2σ2

X
ij

Xij � BCð Þij
h i2

� mnlog
ffiffiffiffiffi
2π
p

σ
� 

ð37:7Þ

Thus, to maximize the data log likelihood is equivalent to minimize the termX
ij

Xij � BCð Þij
h i2

in (37.7). Then, we can define the loss function as follows:
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LED B;Cð Þ ¼
X
ij

Xij � BCð Þij
h i2

ð37:8Þ

With the traditional gradient method, we can get:

∂LED
∂Bik

¼ 2 XCT
� �

ik
� BCCT
� �

ik

h i

∂LED
∂Ckj

¼ 2 BTX
� �

kj
� BTBC
� �

kj

h i ð37:9Þ

So we can obtain the following additive iterative method [10]:

Bik  Bik þ ϕik XCT
� �

ik
� BCCT
� �

ik

h i
Ckj  Ckj þ φkj BTX

� �
kj
� BTBC
� �

kj

h i ð37:10Þ

Let ϕik ¼ Bik

BCCTð Þ
ik

, φkj ¼ Ckj

BTBCð Þ
kj

, (37.10) can be written as the following multi-

plicative iterative method [11]:

Bik  Bik

XCT
� �

ik

BCCT
� �

ik

, Ckj  Ckj

BTX
� �

kj

BTBC
� �

kj

ð37:11Þ

As mentioned above, nonnegative matrix factorization can be summed up to a

problem of constrained optimization:

min f B;Cð Þ
s:t:B � 0,C � 0

ð37:12Þ

where f(B,C) is a loss function. In the process of iteration, we normalize every

column vector of the base matrix, namely, that we demand
P

iBik ¼ 1 for any k [4],
and then we get the following multiplicative iterative method:

Bik  Bik

X
j

CkjXij= BCð Þij

Bik  BikX
l

Blk

Ckj  Ckj

X
i

BikXij= BCð Þij

ð37:13Þ

We assume a n � n symmetric matrix W on the edges of the graph G according

to Bn � r. Consequently, the weight matrix can be denoted as
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wij ¼ exp �
Xr
d¼1

xid � xjd
� �2

σd

 !
, xi∈Rr ð37:14Þ

where xid is the dth element of instance xi denoted as a vector xi ∈ Rr and σ1, σ2,
. . . σr are the length scale parameters for each dimension [1]. The matrix

W completely specifies the data manifold structure for our purposes.

Then, our program is to compute a real-valued function f : V ! R on G with

some nice properties, and then, we assign labels to the nodes L according to f. We

impose restrictions upon f to take values f(i) ¼ fl(i) � yi on the labeled data i ¼ 1,

2, . . ., l. That is to say, we want unlabeled points to have similar labels with labeled

points that are near to the unlabeled ones in the graph. This idea promotes us to

choose the quadratic energy function:

E fð Þ ¼ 1

2

X
i, j

wij f ið Þ � f jð Þð Þ2 ð37:15Þ

In order to make functions f assigned with a probability distribution, we con-

struct Gaussian field pβ fð Þ ¼ e�βE fð Þ
Zβ

, where Zβ is the partition function denoted as

Zβ ¼
ð
f
��
L
¼f l

exp �βE fð Þð Þdf , which normalizes over all functions constrained to fl

on the labeled data, and β is an inverse temperature parameter.

It is very simple to prove that the minimum energy function f ¼ argmin
f
��
L
¼f l

E fð Þ is harmonic. That is to say, it satisfies Δf ¼ 0 on unlabeled data points U just

like fl on the labeled data points L. This Δ is the combinatorial Laplacian here,

denoted asΔ ¼ D � W in matrix form whileD ¼ diag(di) with entries di ¼ ∑ jwij,

and W ¼ (wij) is the weight matrix.

The harmonic property means that the value of f which is defined at each

unlabeled data point is the average of f at neighboring points:

f jð Þ ¼ 1

dj

X
i, j

wij f ið Þ, j ¼ lþ 1, lþ 2, . . . , lþ u ð37:16Þ

Denoted as f ¼ Df, expressed slightly differently, where P ¼ D� 1W. Because

of the maximum principle of harmonic functions, f is unique and is either a constant
or it satisfies 0 < f( j) < 1 for j ∈ U.

In terms of matrix operations, we split the weight matrix W (and the same to D,
P) into four blocks after the lth row and column to calculate the harmonic solution

explicitly:
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W ¼ Wll Wlu

Wul Wuu

� �
ð37:17Þ

Letting f ¼ f l
f u

� �
, where fu assigns the values to the unlabeled data points, the

harmonic solution Δf ¼ 0 subject to f|L ¼ fl is captured by:

f u ¼ Duu �Wuuð Þ�1Wulf l ¼ I � Puuð Þ�1Pulf l ð37:18Þ

As outlined briefly in this section, we mainly introduce NMF to HF while the HF

may be inefficient and more storage space required for classification accuracy. This

new viewpoint provides a rich and complementary technique for this semi-

supervised learning problem.

37.4 Experimental Results

Now, we report the results of data classification experiments by using the umist

dataset. Regard this dataset as a nonnegative matrix denoted as Xn � m, where xij is
the jth component of instance xi denoted as a vector xi ∈ Rm. In this case, n ¼ 380,

m ¼ 644, it means that there are 380 data points while every data point has

644 dimensions.

In our experiments, we perform several groups of trials. In each trial, let every

σd ¼ 1.2 � 10� 5 and r ¼ 115. Firstly, sample some labeled data (40, 60, 80, . . .,
200) randomly as train data from the entire dataset; secondly, classify the rest data

(denote as test data) into 20 classes based on the approach (NMF–HF); then, repeat

each trial 50 times; and finally, calculate the average classification accuracy for

each trial. Compared with KNN and HF, we get the following table (Table 37.1):

According to the above table, we draw a conclusion that NMF–HF is more

efficient than KNN and HF in terms of classification accuracy.

Table 37.1 Classification

accuracy
Train data KNN HF NMF–HF

40 0.7198 0.8964 0.9055

60 0.8048 0.9233 0.9303

80 0.8671 0.9497 0.9546

100 0.8998 0.9561 0.9603

120 0.9295 0.9660 0.9685

140 0.9460 0.9732 0.9742

160 0.9570 0.9775 0.9786

180 0.9710 0.9851 0.9846

200 0.9747 0.9839 0.9862
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We also study the stability about classification accuracy of NMF–HF while r, σd
vary in a certain range. The following figure is given (Fig. 37.1):

From the figure, we conclude that the classification accuracy of NMF–HF is

stable when r, σd vary in a reasonable range.

37.5 Conclusion

A new approach to semi-supervised learning is proposed that is based on nonneg-

ative matrix factorization and harmonic functions. Promising experimental results

have been presented for nonnegative data classification, demonstrating that the

framework of NMF–HF has the potential to effectively exploit the structure of

unlabeled data to improve efficiency and classification accuracy. Our work in this

direction will be reported in a future publication.
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Chapter 38

Exploring Data Communication at System

Level Through Reverse Engineering: A Case

Study on USB Device Driver

Leela Sedaghat, Brad Duerling, Xiaoxi Huang, and Ziying Tang

Abstract Interactions among operating system, drivers, and peripheral devices are

important for users to understand data communication at low system level, system

architecture, and hardware programming. In this chapter, we study low-level data

communication and resource management by conducting the development of a

USB device driver. A reverse engineering approach has been adopted in this study,

and we focus on exploring the USB protocol and developing a device driver for the

Linux operating system. We have performed various experiments to evaluate the

device driver from different aspects, and all testing results are remarkably good. We

believe this work can provide users a clear practical understanding of data com-

munication from the hardware level to user space applications as well as theoretical

foundations to reproduce any unsupported peripheral hardware devices.

38.1 Introduction

The Linux kernel is initially designed to provide a freely available, openly

maintained, and modified operating system. Since its first release in 1991, the

Linux kernel has been ported to countless different systems and processor archi-

tectures. It has successfully transitioned from primarily academic patronage to

users in the mainstream consumer market. Today, Linux is a popular alternative

to commercial operating systems, such as Windows and Mac OS, and the demand

for supported applications and hardware drivers is growing at an extraordinary
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pace. From 2007, the Linux Driver Project [1] has been launched to meet this need

by enlisting a group of developers to create, submit, and maintain Open Source

Linux kernel drivers for different types of devices. Meanwhile, we believe that

research analysis on data communication between devices and operating systems is

very important to provide theoretical foundations for supporting any unsupported

peripheral hardware devices. In order to successfully develop a fully functioning

Linux device driver, it is essential not only to study and understand the interactions

between the Linux operating system and device drivers in general but also to study

and understand the specific technical details underlying the interactions between the

operating system, driver, and selected target peripheral device, which also requires

a thorough understanding of the data communication protocol such as USB.

Figure 38.1 shows the data communication among user application, operating

system, and devices with the help of device driver and controller. Developing a

Linux device driver presents a challenging and rewarding experience to understand

this communication and explore the relationship between operating systems,

drivers, and peripheral devices. As such, we present herein a case study to develop

a Linux driver for a USB 2.0 device. We selected a peripheral device that is

currently unsupported by the Linux operating system: the USB Desktop Missile

Launcher by Brookstone, as shown in Fig. 38.2 [2]. The device is currently

supported only by Windows and Mac OS X. Consequently, any Linux user who

purchases the device would be unable to use it. We believe this study can provide

general users a practical understanding of how data communication happens from

low-level hardware to high-level user space applications, thereby allowing users to

reproduce any device on their own.

Fig. 38.1 Data

communication from

hardware to applications

Fig. 38.2 Brookstone USB

missile launcher and its

movements
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38.2 USB and Device Driver

38.2.1 USB Data Communication Protocol

As an I/O bus, USB transfers data between a host computer and a peripheral device.

The host manages the bus, and the device can only use the bus when responding to a

request from the host (except in the case of remote wake-up). As such, USB forms a

master/slave configuration [3, 4]. In this section, we discuss the USB protocol in

detail and illustrate the key ideas through Fig. 38.3.

The host contains USB host-controller hardware, a root hub with USB ports as

well as software to manage bus communication. The USB host-controller hardware

is the interface between the operating system, drivers, and all of the attached

peripheral devices. The USB host controller identifies each attached peripheral

device with a unique address or identification number. This, in turn, permits

many devices to communicate with the host over the same USB connection. The

USB 2.0 driver belongs to the host-controller hardware and is needed to interpret

the USB protocol and to identify any and all attached devices. It is then the

responsibility of system software to find the appropriate device driver and to load

it into the kernel.

The responsibilities of the host include detecting devices when they are plugged

into the USB port, providing power to the devices, managing traffic on the bus,

handling error checking, and exchanging data (using a message-passing system)

with the peripheral devices. The device contains USB device-controller hardware, a

microcontroller and usually firmware to manage bus communications (though it

may contain software instead of firmware). The responsibilities of the device

include detecting bus voltage, managing power, responding to requests from the

host, handling error checking, and implementing the device’s functions.

Data flow on the bus is bidirectional. Transfers on the bus can be classified into

four types: control, bulk, interrupt, or isochronous transfers. Furthermore, unlike

Fig. 38.3 Universal serial bus diagram
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parallel and serial ports that transfer data in bits, USB encapsulates and sends data

in packets called USB request blocks (URBs), which are the basic transaction unit

of the message-passing system used for communication over the bus. Each URB

contains all of the necessary information (e.g., data and addressing information) to

perform a USB transaction. Generally, in order to initialize a URB within a device

driver, the following information is required: a device pointer, the pipe (or endpoint

information), the request type and value, the transfer buffer, and the desired transfer

length. For example, a URB for a control-type transfer can be built and sent to a

specific endpoint by invoking the following method:

When a system is booted, the USB hub lets the USB host controller know of any

attached devices. If a system has already been booted up, the USB host controller

periodically polls the hub to learn of any newly attached or removed devices. When

an attached device has been detected, whether at boot-up or afterwards, the host

controller assigns the device a unique address and sends requests for its descriptors

through the enumeration process. The USB descriptors requested by the host

provide information about the device, allowing the host to load the appropriate

device driver. Descriptors are data structures that store information about a device’s

capabilities and requirements. The host uses these descriptors to load the appropri-

ate driver for the device. After the driver has been loaded, the host and device can

communicate on the USB using URBs, as described above.

38.2.2 Device Communication and Device File

A device driver, which is loaded to the kernel to provide an interface for user

applications, is in charge of interactions between an operating system and a device.

As an interface between the hardware and the software, it provides the mechanism

and not the policy in order to fulfill different requests of the OS. Hence, separation

of the mechanism and the policy should be taken into consideration [5].

As pointed out by Kadav and Swift [6], there are three interfaces in the system

which may be used to implement a device driver: (1) the interface between the

driver and the kernel, for communicating requests and accessing OS services;

(2) the interface between the driver and the device, for executing operations; and
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(3) the interface between the driver and the bus, for managing communication with

the device. It is clear that these interfaces might be different regarding how they are

implemented in various platforms.

Generally, there are three classes of device drivers in Linux, namely, character

drivers, block drivers, and network drivers. Besides this classification, there are

some devices that cannot be classified into one of these classes. For example, a USB

device can have a character driver (like USB serial port) or block driver (USB

memory card reader) or even network driver (USB Ethernet interface) [5].

When the device is plugged in, the kernel recognizes the device and sets up all

the configurations and interfaces. The kernel then checks if it can handle the USB

device by searching all the drivers that it has registered and calling their probe

functions. This function considers the vendorID and productID of the device

against its device table. If the driver can handle the device, it pairs itself with the

device and informs the kernel. Moreover, a device file is also created at this time to

allow a user space program to communicate with the device through the driver.

User space knows the device file by its name, while the driver knows the device file

by a number. Note that the device file is not a file in the traditional sense. Instead, it

is a mapping for user space functions. Each function in the user space is mapped

by the device file to a function in the driver code. For example, below is the part

of the driver code that tells the device file which function should be mapped to for

each call.

38.3 Reverse Engineering

In order to develop the driver for any unsupported peripheral device, we need to

reverse engineer the USB device, which is the focus of our work. By reverse

engineering the device, we are able to obtain the necessary information the driver

needs to communicate with the device. The primary and essential information that

is needed for proper driver implementation is contained in the USB descriptors for

the device as well as in the payload of the URBs. Since the manufacturer provides a

Windows device driver, a PC running Windows can be used as the host computer to

reverse engineer the device. As such, we first install the device on a Windows

system and, subsequently, we install software that would allow us to monitor the

USB traffic sent and received by the host. In order to do so, USBlyzer [7], a USB

traffic sniffer software, is adopted in our system. The device is plugged into an
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available USB port and USBlyzer is launched. USBlyzer displays various USB

descriptors that are obtained by the host computer during the enumeration process

in one of the user interface panels. For example, the productID and vendorID

needed to implement the device driver are among the descriptors obtained from

the device.

After successfully obtaining USB descriptors, we can start capturing the actual

raw data that is passed in the URBs between the host and the device. In order to do

so, it is necessary to have the device perform all of its possible functions (e.g., move

right) and observe the values in the payload of the captured packets. Since the

missile launcher device is able to move left, right, up, and down to the desired

angle, we need to trigger all of these motions in individual captures so that there

would be no confusion as to which packets corresponded to which functions. The

results of each capture are shown in Fig. 38.4. A closer look reveals that each of the

functions is comprised of a series of requests, with the majority of payload values

being the same across all functions. The data of only one URB is different across all

of the functions. This unique packet is circled in Fig. 38.4 for each capture. We

hypothesize that it is this unique payload that drives each different function. As

such, we use only these data values when implementing the driver.

Fig. 38.4 Capture logs for different missile launcher functions
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38.4 Experimental Results

In order to provide an interaction with the USB missile launcher, we have

implemented both the device driver and a user space application based on our

previous studies. The device driver has to be compiled and loaded into the Linux

kernel, while the user application is a typical C code which must be compiled and

run in the user space and interacts with the driver.

Our device driver is implemented through USB-Skeleton where a number of

structs are provided for the customized device driver. One of the most important

ones is presented below:

When we register our driver to the kernel, it will be registered by the value that

we assigned to name field. As mentioned before, when a USB device is plugged in,

the kernel tries to find the appropriate driver for the device based on productID and

vendorID. We define these two values in skel_table, and as you can see, id_table is

pointing to this table. So, id_table field actually helps the kernel to find a driver for

the plugged-in device. After finding the driver, kernel runs the Probe function of

that driver which is responsible for extracting and initializing needed endpoints

from the device descriptor. In the represented struct, Probe contains the pointer to
the probe function which we have defined in our driver code.

The user application is intended to allow users to test and demonstrate the

functionality of the device in the user space. To conduct testing, we have

implemented both console-driven program and shell-based user-friendly dialog

boxes. In both applications, we can successfully control all the missile movements.

We have also experimented from system resource management aspects. In

Fig. 38.5, we show process monitoring and system resource monitoring for our

missile launcher process. Specifically, we trace system calls and signals and

monitor CPU, memory, and I/O resources.
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38.5 Conclusion

In this project, we have studied the interactions between an operating system and

device drivers at the system level. It provides general users a practical understand-

ing of how data communication happens from the low-level hardware to high-level

user space applications. A reverse engineering technique has been adopted in this

study, and we focus on exploring the USB protocol and developing a device driver

for the Linux operating system. We have conducted a detailed case study for a

particular device called Desktop Missile Launcher, which is only supported by

Windows and Mac OS before our work. In addition, we have performed various

experiments to evaluate the device driver from different aspects, and all testing

results are remarkably good.
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Chapter 39

Using Spatial Analysis to Identify

Tuberculosis Transmission and Surveillance

Jinrong Bai, Guozhong Zou, Shiguang Mu, and Yu Ma

Abstract Tuberculosis is a chronic infectious disease which can make serious

hazard to human health and cause large social and economic burden on a country.

So for experts and researchers, tuberculosis is one of the biggest public heath

challenges. The cause of this disease can be effectively studied by precise analysis

of the spatial distribution of the disease. This chapter demonstrates that using

existing health data, spatial analysis and GIS in conjunction with epidemiological

analysis can identify tuberculosis transmission. This chapter also demonstrates

some of the valuable results of GIS in disease surveillance and mapping. The

decision-makers could master the epidemic of tuberculosis dynamically and then

take better measures to control tuberculosis. Moreover, this study may add some

value to traditional and molecular epidemiology and provides an alternative method

that may give insight into the transmission of tuberculosis.

39.1 Introduction

Tuberculosis (TB), known as the “white plague,” is a chronic infectious disease which

can make serious hazard to human health. The 1990 World Health Organization

(WHO) reports that tuberculosis is ranked as the seventh most morbidity-causing

disease in the world and predicts it to continue in the same place up to 2020. An

estimated two billion people are infected with tuberculosis [1] and approximately two

million people die from this disease annually [2]. China is one of the 22 countries in

the world highly burdened by tuberculosis, ranking second with respect to the number

of tuberculosis patients. Tuberculosis not only is an important public health problem

but also is a complex socioeconomic problem. The prevalence of tuberculosis hinders

social and economic development. Unless tuberculosis is properly treated, an average
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of 10–15 people are infected by an infectious tuberculosis patient in a year. More

adults are killed by tuberculosis than any other infectious disease worldwide, account-

ing for about 400,000 deaths annually. It mainly affects those in the economic

production years of their life (equal to 15–54 years). An adult tuberculosis patient

loses on average 3–4 months of working time annually. This shows that large social

and economic burden is caused by tuberculosis on a country. So for experts and

researchers, tuberculosis is one of the biggest public heath challenges.

Previous studies on tuberculosis and other infectious diseases ignored the geo-

graphic correlation, did not perform a study on the quantitative level spatial

distribution of diseases, and were limited to simple analysis of incidence of the

disease. We all know that medicine is a system of micro and macro comprehensive

disciplines and large amounts of data have the spatial distribution characteristics.

Epidemiological topic is the distribution of time, space, and population about

diseases and about 80 % of the epidemiological data have spatial attributes. Human

or animals are always in the prevalence of certain spatial location, but geographical

or social factors in certain space may also affect the incidence of the diseases. The

cause of the disease can be effectively studied by accurate analysis of the spatial

distribution of the disease, so we can identify high-risk regions and populations and

develop preventive measures.

Moreover, as an infectious disease, tuberculosis is related to population, climate,

and the local environment. Because of its infectivity and universality, the occur-

rence, development, and prevalence of tuberculosis is a spatial phenomenon

with interaction and diffusing phenomenon. Therefore, the relevant data should

be based on spatial property, considering the location information and non-location

information. This reflects dynamic distribution characteristics on space and its

influential factors in order to meet the needs of tuberculosis control and prevention

work. New methods, such as spatial analysis and mapping, may be of valuable

contribution to basic elements of tuberculosis control. Such tools are used by public

health professionals to visualize and explore disease patterns for guiding disease

control strategies. On the basis of spatial analysis, a new way is supported by the

emerging spatial statistics for the spatial autocorrelation. Its core is the understand-

ing of space-dependent data between location-related areas.

In this study, we perform spatial statistical analysis in quantitative level to

explore one of the hot spots of tuberculosis incidence; also, time, space, and

spatial-temporal cluster is very necessary. The main purpose of this research was

to examine the spatial distribution of tuberculosis cases in the Anxian County,

Sichuan Province, China, over a 3-year period, from 2007 to 2009, using geo-

graphic information system (GIS) software and spatial analysis technology. In

doing this, it was expected that some of the valuable assets of GIS in disease

mapping and surveillance are demonstrated in this study. It is anticipated that the

collected information by this research will help public health workers to identify

and provide effective examples of using epidemiological data, public statistical

software, and GIS to formulate the research problem, generate and test hypotheses,

and critically evaluate mapping that is prepared using spatial statistical approaches
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andGIS software. It is hoped that public health officials andworkers in the future will

see the added value which is brought by GIS to an already well-established disease

surveillance group. Furthermore, GIS can offer data that is in a form that can be more

easily communicated to the general public and community groups if necessary. An

effective method for tuberculosis control programs is provided by geographically

based screening and treatment to identify high-risk populations. In this research, we

also sought to determinewhether or not we can identify the geographical regions with

ongoing tuberculosis transmission by using GIS technology.

39.2 Related Works

In our opinion, using GIS and spatial-temporal statistical analysis to identify

geographical areas with ongoing disease transmission has become indispensable.

Space-time clustering method involves the identification of greater density of a

phenomenon that appears in certain places at certain times. The researchers have

intensively applied these techniques in several areas such as toxicology, criminol-

ogy, demography, and others.

Disease mapping has a long history and it is no surprise that this descriptive

analysis method is used to describe rates of spread and to identify sources of

infections. It is not a new phenomenon that the geography is used in epidemiolog-

ical studies. John Snow’s analysis of local water pumps and their relationship with

the transmission of cholera in London during the 1850s is probably the most widely

cited study for first incorporating geographical analysis and the combination of field

epidemiology. Epidemiology stresses the understanding of three important compo-

nents of disease distribution: the time of disease outbreak or transmission, the

people involved, and the location of spread. In the past decade, researchers have

published several studies on geographical epidemiology all over the world. A very

interesting study about the tuberculosis DOTS strategy and GIS is published by

Porter [3]. GIS technology is used to identify incidence and areas of tuberculosis

transmission in the USA from 1993 to 2000 [4]. Spatial distribution of

M. tuberculosis/HIV coinfection is studied by Rodrigues in São Paulo State, Brazil,

from 1991 to 2001 [5]. GIS and spatial scan statistics are used to investigate

geo-spatial hot spots for the occurrence of tuberculosis in Almora district [6].

39.3 System Architecture

In order to allow for mapping of individual tuberculosis cases and spatial analysis,

the address of each case in the study was geocoded. It needs to utilize specialized

GIS software to assign a latitude and longitude for the address of the case. In this

work, disease mapping was performed utilizing Google Maps. Google Maps is a

web mapping service provided by Google Company, and it contains landmarks,
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lines, shapes, and other information, with three kinds of view: the vector maps,

satellite images, and topographic maps. High-resolution satellite or aerial images

for most urban areas are provided by Google Maps, which powers many map-based

services. Maps embed on third-party websites via the Google Maps API. The

Google Maps API is publicly accessible, does not charge for access, and is free

for commercial use provided that the site is not generating more than 25,000 map

accesses a day.

The system is developed by Java language and MVC framework. The frame-

work employs DWR (Direct Web Remoting) with Ajax technology to achieve the

web program interaction between foreground and background. DWR is a Java open

source library and includes Ajax technology. DWR helps developers write

websites, and Java functions running on a web server are called by JavaScript

code in a web browser as if those functions were within the browser.

Specifically, the framework encapsulates the common functions and employs

Ajax technology to access the server-side object through the operation callback

interface. Therefore, the front-end operation of the system mainly uses JavaScript,

whereas the back end of the system uses lightweight MVC framework. The

business logic is divided into three layers (Operation, Entity, DAO). System

framework is showed in Fig. 39.1.

39.4 Methods

Face-to-face patient survey, institution-based survey, key informant interview, and

literature reviews were the main data sources. Relevant databases were set up after

the collection of data from surveys on tuberculosis in the Anxian County. Spatial

analysis was undertaken after the databases were linked to the software Google

Maps. Correlation analysis was performed to understand the relationship among the

prevalence rate of active pulmonary tuberculosis, the mortality rate of pulmonary

tuberculosis, and socioeconomic factors.

39.4.1 Study Area and Population

This significant research was conducted in the Anxian County in Sichuan province,

China. This county, which covers a total surface area of 1,404 km2, has a population

of 500,000. This study was in the southwest most densely populated area of China.

This county has 23 government tuberculosis diagnostic centers. All forms of

browser RPC Operation 
Manager

OperationDAOEntityView

Fig. 39.1 System

architecture
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tuberculosis patients who usually reside in the Anxian County were eligible to join

the study. This study obtained informed consent from all research cases.

39.4.2 Data Collection

All consenting tuberculosis cases were collected between January 1, 2007, and

December 31, 2009. This study included a tuberculosis case if the tuberculosis

control program had undergone a full course of antituberculosis treatment for the

patient. At recruitment, a structured questionnaire was answered by all study

participants. This study obtained demographic data (sex, age, place of residence,

occupation, and ethnicity), clinical information (type of tuberculosis, date of

registration, and date of diagnosis), and past history of tuberculosis. This study

also collected the residential addresses of all study cases and the geographical

location of diagnostic and treatment facilities in the study area. A team of field

workers monitored regularly all study participants and categorized their treatment

result based on standard WHO-recommended definitions [7] transferred out, failed

treatment, died, completed treatment, cured, and defaulted. This study investigated

the residential status of each patient with tuberculosis and categorized the residen-

tial status of each patient as permanent or temporary residents. A permanent

tuberculosis patient who is usually impossible to move out on completion of

treatment was defined as a case normally resident there.

Residential address and zip code were geocoded using Google Maps at the time

of diagnosis of tuberculosis. After the automatic and interactive geocoding, the

longitude and latitude of most tuberculosis cases were correctly matched on

the map.

39.4.3 Statistical Analysis

During the 3 years of the study, 1,035 patients were diagnosed with tuberculosis and

started treatment in the clinics involved in the study. The overall incidence rate of

tuberculosis in the study area was 69/100,000 for the year of the study, and the male

to female ratio was 2.2. There was a positive correlation between the average case

load and crowding. A significant positive correlation was also found between

unemployment and the average tuberculosis case load, with codependence between

unemployment and crowding. The statistics of tuberculosis cases between 2007 and

2009 is showed in Fig. 39.2. As can be seen in Fig. 39.2, there was a correlation

between season and the average case load and the tuberculosis cases in summer

dominated other seasons.
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39.4.4 Results

GIS techniques were used to perform geographical analysis. All cases and diag-

nostic and treatment facilities in the study area were mapped using Google Maps.

While the different sizes of the background population have not been taken into

account in map, it appears that cases tended to concentrate in the densely populated

place. The numbers of cases were then aggregated by zip code. This study aggre-

gates data on tuberculosis distribution in the study area to the level of these

settlements as with the census data for spatial analysis.

The analysis results show that global spatial autocorrelation indications are

0.2936, 0.3958, and 0.2271 in these 3 years. Global spatial autocorrelation indica-

tions are all above 0 in these 3 years. The Moran’s I of 3 years all have significance.

It shows that the registration rates of tuberculosis are positively correlated.

Through Spatial Lag Model and Spatial Error Model, we find that the number of

tuberculosis suspects consulting and the per capita net income of rural population

have influence on the registration rate of tuberculosis. The registration rate is higher

in the town with more tuberculosis suspects consulting. The more per capita net

income of rural population, the lower the registration rate is. Moreover, the density

of population has influence on the registration rate of tuberculosis. The analytical

results indicated that migrant population was responsible for the transmission of

tuberculosis in the Anxian County and resulted in the huge number of drug-resistant

tuberculosis cases. Based on the huge field epidemiology data, migrant population,

drug-resistant tuberculosis, and TB/HIV coinfection are the three main challenges

for tuberculosis control in this study.

39.5 Discussion

While GIS and spatial analysis have been used to study various infectious diseases

by several studies, only a few have focused on tuberculosis. The spread of tuber-

culosis is influenced by many factors and they are often interrelated, such as

unemployment, crowding, and other complex socioeconomic factors. The most

elusive aspect is to determine the locations and time at which the tuberculosis

Fig. 39.2 The statistics of

tuberculosis cases from

2007 to 2009
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took place. Migrants are associated with the epidemic of tuberculosis in the Anxian

County. The possibility of significant geographic variation about tuberculosis in the

study area has been highlighted in this study. This would become the background to

a series of researches whether environmental differences, organism, and particular

host may be explanatory. In this respect, it is important to identify areas of those

with significantly low rates of disease as well as significantly high rates. This

information will assist to guide the provision and optimization of tuberculosis

control strategies in China.

Disease mapping in time or space may play a good role in guiding public health

policy. Exploring where and when the new cases happen, that is to say, exploring

the spatial-temporal hot spot to know the spatial-temporal cluster of tuberculosis,

may help the tuberculosis program in disease control activities. The systematic use

of spatial-temporal analysis for the surveillance of tuberculosis incidence in the

Anxian County aims to supply with the theory evidence for the policy of tubercu-

losis prevention and control and provide the reference for the similar study. Spatial

epidemiology adds to the value of traditional and molecular epidemiology and

suggests an alternative method that may provide insight into the transmission of

tuberculosis.

While the usefulness of GIS and spatial analysis has been demonstrated in our

study, it has some limitations. Firstly, the analysis of time and space has some

defects; this study is mainly based on spatial analysis, so it cannot have accurate

judgment on high-risk trend over time. Secondly, this study did not consider

religious, social and economic, environmental, and lifestyle factors of monitored

cases. Thirdly, the data sample size in this study is small, and the credibility and

stability of the results need further validation. Therefore, future research should

undertake broader study area and obtain more tuberculosis case data.

39.6 Conclusion

This chapter mainly discussed how to use GIS techniques on tuberculosis manage-

ment and also discussed the methods and the steps of building the information

system of tuberculosis management. The system is able to manage the spatial and

attribute data at the same time and query information using SQL; zoom in, zoom

out, and pan the layers; and display raw data, do some analysis, as well as manage

report, and so on. Yet, some functions of the system are under exploitation or

consideration.

GIS is able to work together with the spatial data and the attribute data of

tuberculosis, track its spread, and display the outcomes of complicated raw data,

as well as their analysis, by visual map. In this way the decision-makers could

master the epidemic of tuberculosis dynamically and then take better measures to

control tuberculosis. Using molecular epidemiological surveillance combined with

GIS analysis may be an effective method for identifying tuberculosis transmission

and surveillance. Targeted screening and control efforts can be strengthened
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by using these methods, with the goal of incidence reduction and ultimately

interruption of disease transmission.

This study demonstrates that previously undetected tuberculosis transmission

can be identified if using GIS, spatial analysis, and existing health data in conjunc-

tion with epidemiological analysis. These results were used to design new targeted

screening efforts. Studies of these efforts have utility in reducing tuberculosis

transmission. This study may provide researchers with a meaningful picture of

the disease patterns from epidemiological studies. This work will support to

establish effective tuberculosis control measures and provide new thought and

method to other infectious diseases.
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Chapter 40

Construction Method of Exception Control

Flow Graph for Business Process Execution

Language Process

Caoqing Jiang, Shi Ying, Shanming Hu, and Hua Guan

Abstract Traditional control flow graph of exception handling lacks an explicit

description of exception handling and propagation and cannot be used to well

analyze the exception situations and exception handling error. To solve these

problems, this chapter presents a construction method of exception control flow

graph (ECFG) for BPEL process. This method uses a label that is marked exception

and is of power for collection computing to describe exception information of

BPEL process in building the ECFG. Moreover, the experiment shows that the

ECFG generated can clearly express exception information and propagation pro-

cess in BPEL process.

40.1 Introduction

Business process execution language (BPEL) is different from other languages such

as Java at exception handling mechanism [1] which makes exception control flow

graph (ECFG) in BPEL different from the construction method of traditional

ECFG, and thus the study of construction method of ECFG for BPEL is a

necessity [2].

There exist distinctness in the ingredients and mechanisms of exception hand-

ling of programming language; thus, researchers often propose different construc-

tion method of ECFG toward different languages [3], such as Java and C++
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language, and it has become the focus of research. However, these traditional

ECFG do not usually explicitly describe the exception handling and does not reflect

the exception propagation and thus cannot effectively analyze exception situations

and exception handling error. To solve this problem, based on a Signed-TypeSet

domain compact notation, Prabhu et al. adopted inter-procedure data stream algo-

rithm to obtain the C++ inter-procedural ECFG (IECFG) [4]. The study identifies

the exception type, so it can produce a more detailed CFG and can also show which

exceptions can be thrown out or spread from the method call. Based on this idea, the

chapter proposes a construction method of ECFG for BPEL. Firstly, we introduce

an exception label domain which is of power for collection computing and in which

label elements not only are able to describe the exception information of nodes in

ECFG but also reflect the exception throwing, propagation, and result after excep-

tion elimination or rethrow. Then we present a set of construction algorithms of

ECFG for BPEL. Finally, an example demonstrates the feasibility and effectiveness

of this method. We summarize our contributions below: (1) We propose a con-

struction method of ECFG for BPEL process. The method is the first approach used

to construct ECFG for BPEL, and the method adopts an exception label to describe

throwing exception by which we facilitate to analyze exception propagation.

(2) We design and implement a set of ECFG construction algorithm to model

BPEL process including exception handling structure, and we can use the tools to

build ECFG for a given arbitrary BPEL process.

40.2 Exception Control Flow Graph

In order to accurately describe and analyze ECFG, this chapter in turn gives formal

definitions of exception labels and ECFG.

Exception label is used to describe the needed exception handling at exception

edges and nodes. Exception label is described as exception collection, i.e., the

information contained in exception label is various exceptions to be treated.

Definition 1 The exception label set domain Γ is defined as Γ ¼ {Γpro | Γpro
� {e | e is an exception type in BPEL process}}.

Definition 2 The exception label τ is defined as τ ¼ {e | e is exception type thrown
to be treated in BPEL process}.

We define the set operations on Γ. Given two elements τa and τb in Γ, element τc
is the result of the operation of these two elements in Γ:

Union([Γ): if τa ∈ Γ, τb ∈ Γ, then τc ¼ τa [Γ τb ¼ {t | t ∈ τa_t ∈ τb};
Intersection(\Γ): if τa ∈ Γ, τb ∈ Γ, then τc ¼ τa \Γ τb ¼ {t | t ∈ τa ^ t ∈ τb};
Difference(�Γ): if τa ∈ Γ, τb ∈ Γ, then τc ¼ τa �Γ τb ¼ {t | t ∈ τa ^ t =2 τb};
Equality(¼Γ): if τa ∈ Γ, τb ∈ Γ, then τc ¼ τa ¼Γ τb ¼ {t | if τa � τb ^ τb � τa

then t ¼ true else t ¼ false};
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ECFG for main program of process (ECFG4MP) is used to describe execution of

the various activities in the main program of BPEL process. Its formal definition is

as follows:

Definition 3 ECFG4MP denoted by GM is a 7-tuple (N, Ereg, Eexcep, Eexceps, Ec, nps,
npe), where:

(1) N is the set of nodes of the graph which is composed of the following subset:

N ¼ Nreg [ Nc [ Ncret [ Necret [ Nthrow [ Ncatch [ {nps, npe}, where ① Nreg

is a set of normal nodes,② Nc is a set of call nodes,③ Ncret is a set of call-return

nodes,④ Necret is a set of exception-call-return nodes,⑤ Nthrow is a set of throw

nodes,⑥ Ncatch is a set of header nodes of catch blocks, and⑦ nps, npe are start
and exit nodes, respectively.

(2) Ereg is the set of normal control flow edges: Ereg � (Nreg [ Ncret [ Ncatch) � N.
(3) Eexcep is the set of exception control flow edges: Eexcep � ((Necret [ Nthrow)

� Ncatch � Γ).
(4) Eexceps is the set of exception-call-summary edges: Eexceps � (Nc � Necret � Γ).
(5) Ec is the set of normal call-summary edges: Ec � Nc � Ncret.

Definition 4 Service invocation exception graph (SIEG) is defined as 3-tuple

GC ¼ (τe, N, E), where:

(1) τe is possible exception thrown of the service.

(2) N ¼ {ns, ne, nexcepe, nidea}, where, ns are start nodes of service invocation, ne are
normal end nodes of service invocation, nexcepe are exception end nodes of

service invocation, and nidea are concept nodes of service invocation which is

used to describe inner abstract logic of the service invocation.

(3) E ¼ {(ns, nidea), (nidea, ne), (nidea, nexcepe, τe)}, where edge (ns, nidea) denotes
that control logic flows of called service, edge (nidea, ne) denotes normal end of

called service, and edge (nidea, nexcepe, τe) denotes exception end of called

service and is marked with label τe which describe possible exception thrown

in the called service.

Definition 5 ECFG for BPEL process (ECFG4BP), abbreviated as ECFG. It is

defined as 5-tuple GS ¼ (ns, ne, Ec, Eexcep, GU), where:

(1) ns ¼ nps is the start node of ECFG for BPEL process.

(2) ne ¼ npe is the end node of ECFG for BPEL process.

(3) Ec ¼ {(nc, ns)| nc ∈ GM, ns ∈ [C∈B(c)GC} [ {(ne, ncret)|ne ∈ [GC∈B(c)GC,

ncret ∈ GM} is the set of normal call edges, which are edges between the call

node in ECFG4MP and the start node in SIEG of called service and between the

normal-exit node in SIEG of called service and the call-return node in

ECFG4MP.

(4) Eexcep ¼ {(nexcepe, necret, τexit)| nexcepe ∈ [C∈B(c)GC, necret ∈ GM} is the set of

return edges of called service, which is edges between the exception-exit node

in SIEG of called service and the service-call-exception-return node in

ECFG4MP.

(5) GU ¼ [C∈B(c)GC [ GM is the union of ECFG4MP and SIEG in BPEL process.
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40.3 Construction Method for Exception Control

Flow Graph

BPEL process is the application program which composes various web services to

complete certain functions. Thus, when ECFG for BPEL process is to be built,

BPEL process combines corresponding SIEG of the call point, i.e., we may form

ECFG for BPEL process by call edges and return edges of called service.

Construction method of ECFG4MP is obtained by performing post-order tra-

versal on abstract syntax tree (AST) for BPEL code, i.e., when analyzing

<process>, you must first analyze the various components active in the

<process>; when analyzing activity, we need take a different approach toward

the type of activity; when analyzing <invoke> activity, build up not only its call

node and normal return node but also exception-return node according to the

possible exception thrown. When analyzing basic activity which is not <invoke>
activity, we need to build the corresponding node; when analyzing structure

activity, we need to analyze its composition activities according to the semantics

of the structured activity.

BPEL process is a special kind of scope, so its construction algorithm of CFG is

similar to scope. When visiting AST’s scope node, we establish corresponding a set

of nodes and edges on ECFG. For every call, the VisitScope algorithm returns a

4-tuple <Nb, Ne, Nunresn, Nunrese>, where Nb and Ne, respectively, are the set of

nodes corresponding to start and normal exit of the ECFG region corresponding the

current AST node. Nunresn is the set of nodes in an ECFG region that has some

unresolved incoming or outgoing edges, which is resolved by an ancestor’s visitor.

For example, if a throw node is enclosed within a scope and has no catch node to

match, then out edges of throw are given by its upper catch node of the enclosed

scope, that is, to establish an exception edge for the catch node.

The ideas of VisitScope algorithm are as follows: First, construct the ECFG

nodes and edges for scope block and all catch handling programs by visiting them

recursively. It then divides the exception-related ECFG nodes in the scope block

into three sets: (1) throw node, (2) the exception-call-return node, and (3) the

exception node thrown from lower scope. For throw node, build an exception

edge from the throw node to the corresponding head node of catch handling pro-

grams, which is marked with exception label. The information in throw node is

always a single exception type which is a throw expression type. For exception-

call-return node necret, a map ECRΓ is used to obtain the exception type set for node

necret. When there is a matching catch block, ECRΓ (necret) decreasingly update the
rest of the exception type (using the difference operator �Γ). If these exceptions

have no matching catch block, they can be thrown from this call node to the upper

scope. And we mark necret with the final value of ECRΓ (necret). If these exceptions
have no matching head node of catch block, we build an exception edge from

exception-call node to the head node of catch block and mark the appropriate

exception information. For the exception nodes nrethrowUp thrown from lower

scope, construction method for ECFG is similar to exception-call-return node.
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VisitScope algorithm also establishes a head node (nscope) and connection node

(njoin).
VisitCall algorithm (see Fig. 40.1) establishes three nodes and two edges for

invoke activity. VisitThrow algorithm (see Fig. 40.2) establishes a determined node

for throw activity. VisitHandler algorithm (see Fig. 40.3) establishes the appropri-

ate head node for catch block and connects this node to active nodes in the block:

The BuildSECFG algorithm (see Fig. 40.4) shows construction method for

ECFG of BPEL process based on ECFG4MP and SIEG. ECFG is the union of

ECFG4MP and SIEG; it is formed by adding call edge and return edges between

ECFG4MP and SIEG. Specific construction method is for each call point in the

Fig. 40.1 Construction algorithm of ECFG for <invoke> activity

Fig. 40.2 Construction

algorithm of ECFG for

<throw> activity

Fig. 40.3 Construction

algorithm of ECFG for

exception handling program

Fig. 40.4 Construction

algorithm of ECFG for

BPEL process

40 Construction Method of Exception Control Flow Graph for Business Process. . . 349



main program of process, first determine invocation target for each call point.

Second, add the following three edges: (1) call edge, from a call node to the start

node of SIEG for the target service; (2) call-return edge, from normal-exit node of

SIEG for the target service to call-return node; and (3) the exception edge, from

exception-exit node of SIEG for the target service to exception-call-return node.

And at this exception edge marks the exception information τexit of the incoming

edge of exception-exit node, which is the initial data flow of exception analysis

between main programs of BPEL process and called service. Finally, delete the

summary edges connecting call node with call-return node and the summary edge

connecting call node with exception-call-return node:

40.4 Case Study

The following will give the example of “data collection vehicle assembly station

BPEL process” to illustrate the effectiveness of the construction method of ECFG.

1. Design of exception label

(a) Exception label domain Γ of this process is defined as follows: Γ ¼ {Γpro|
Γpro� {Collecting::UnRegisted, Collecting::InvalidSN, Collecting::Invalid-

Schema, Collecting::IncompleteBasic, Collecting::Timeout, Collecting::

UnavailService, Collecting::InvalidVerification, Collecting::SLA, Collecting

::MissingPieces, Collecting::ThanPieces, Collecting::ProviderNoMatch,

Collecting::DataRecollection, Down::InvalidCollecting, Down::InvalidUp-

Collecting, Down:: UnavailService}}.

(b) According to possible exception which is thrown, use an exception label to

mark corresponding edges. If calling collection service occurs the collection

service unavailable exception, data collected appearing QoS exception, then

exception label τ is defined as τ ¼ {Collecting :: UnavailService, Collecting

:: SLA}.

2. Construction of ECFG4MP

Using the method described, AST is traversed post-order and layer by layer to

build ECFG for BPEL process. We use examples of invocation of collection

service and <faulthander> to illustrate the construction method for ECFG4MP.

Figure 40.5 is ECFG for collection service. In this figure, Collectingci is call

node, Collectingcreti are normal return nodes after the collection service is called,

Collectingecreti are exception-return nodes, edge (Collectingci, Collectingcreti) is

normal return edge, edge (Collectingci, Collectingecreti) is exception-return

edge, and the label {Collecting :: UnavailService, Collecting :: SLA} of

edge (Collectingci, Collectingecreti) is the possible return exception. Edge

(Collectingci, Collectingcreti) and edge (Collectingci, Collectingecreti) are indi-

cated by a dashed line, which means they are the temporary presence, and after

SIEG of collection service is combined, they need to be deleted.
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Figure 40.6 is ECFG for collection service invocation and its corresponding

exception handler. After the collection service has been called, it will produce

two exception, i.e., Collecting :: UnavailService and Collecting :: SLA, and they

are in turn captured by exception handler CatchUnavailService and CatchSLA,

where the ellipsis represents specific activities of exception handling.

3. Construction of SIEG

For the collection service, learn the possible exception thrown through the

service’s WSDL document: Collecting :: UnavailService, Collecting :: SLA

anomalies. Figure 40.7 is SIEG for the service.

4. Construction of ECFG for BPEL process

ECFG for BPEL process is formed by combining ECFG4MP with SIEG.

Figure 40.8 is ECFG for “data collection vehicle assembly station BPEL pro-

cess” (partial).

Fig. 40.5 ECFG for

collection service

invocation

Fig. 40.6 ECFG for

collection service

invocation and its

corresponding exception

handler

Fig. 40.7 SIEG for the

collection service

Fig. 40.8 ECFG for “data

collection vehicle assembly

station BPEL process”

(partial)
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40.5 Related Work

There are many differences between exceptions in two-program language, thus

construction of ECFG requiring different approaches. Sinha and Harrold [1] incor-

porate the control flow effects due to explicit Java exceptions in an inter-procedural

control flow graph (ICFG) using a flow-sensitive-type analysis. In contrast, our

ECFG has an exception-call-return node for every service-call point. Based on byte

intermediate representation (BIR) for Java, Demange et al. present construction

method for CFG [5]. Following Demange works, Amighi et al. propose a construc-

tion method of ECFG for Java byte code, in which the construction procedure

divides into two steps: Step 1, Java program is transformed to BIR, and, Step

2, CFG is built through extracting information in BIR [3, 6]. In contrast to all

these approaches, our analysis is based on AST.

Jiang et al. propose a construction method of ECFG for C++, in which the throw

point of try block is directly conjunct to all corresponding catch block; furthermore,

implicit control flow for exception and exception propagation in their ECFG is

described [7]. However, construction method is different between AST in our

method and source code. Based on a Signed-TypeSet domain compact notation,

Prabhu et al. adopted inter-procedure data stream algorithm to obtain the C++

IECFG [4]. Our works follow some idea in constructing IECFG; in contrast to the

approach, our exception label set domain Γ has no sign, which makes it easy to

understand.

40.6 Conclusion

This chapter has proposed a construction method of ECFG is for BPEL process.

The difference in this method from the past construction method of ECFG: When

building ECFG, one use label one to describe clearly the exception information in

system and its propagation, and one can use this information to analyze exception

propagation and uncaught exception.
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Chapter 41

P300 Detection in Electroencephalographic

Signals for Brain–Computer Interface

Systems: A Neural Networks Approach

Seyed Aliakbar Mousavi, Muhammad Rafie Hj. Mohd. Arshad,

Hasimah Hj. Mohamed, Putra Sumari, and Saeed Panahian Fard

Abstract Brain–computer interface systems are communicative mediums between

human brain and external device. One of the applications of these systems is P300

speller. This application provides the ability to spell the characters on the screen for

disabled people. In this study, we review the character recognition and its relation to

P300 detection. Then, we used three neural networks models with flexible activa-

tion functions to detect P300 patterns from electroencephalographic signals more

accurately. The obtained results have shown the accuracy of the character recog-

nition based on the precision and recall measures.

41.1 Introduction

Brain–computer interface (BCI) is a direct communicative pathway between brain

and external devices [1–3]. BCI allows people to communicate without having to

move by measuring brain activities. Disabled people are mostly benefited from BCI

systems. BCI systems are commonly composed of four components as follows:

signal acquisition from brain, signal preprocessing, signal feature extraction, and

classification. BCI is using noninvasive electroencephalographic (EEG) method to

read brainwaves [4]. EEG provides a direct measure of brain activities in millisec-

onds with temporal solution. BCI systems use feature extraction techniques such as

pattern recognition for classification of specific brain’s event-related potentials.

One of the well-known BCI applications is the P300 speller to detect the characters

from screen.
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The main task in P300 speller paradigm is to detect the P300 peak patterns in

EEG accurately and instantly. Detecting P300 patterns lead to identification of

corresponding characters in P300 speller paradigm. The accuracy of P300 pattern

detection will ensure better character recognition in the classification step. The

detection of P300 patterns is a challenging task due to presence of noise and

artifacts in EEG signals.

The motivation of this study is to detect P300 patterns in EEG signals more

accurately and instantly than the previous researches. The approach of this study is

to use backpropagation feedforward neural networks with flexible activation func-

tions for detection of P300 signals. These networks use different channel sets and

data sizes. Each network has different activation functions with few free parame-

ters. The significance of flexible activation functions can be expressed in networks’

size reduction, and the training becomes faster [5–8]. Moreover, we try to evaluate

the character recognition performance by direct measurements in P300

classification.

This study is organized as follows: in Sect. 41.2, BCI P300 speller paradigm is

introduced. And the P300 detection is explained. Moreover, the P300 speller

database is studied. In Sect. 41.3, the process of proposed methods is given. And

data preprocessing and feature extraction is explained. Furthermore, three neural

networks models with flexible activation functions are used to detect P300 signals

and character recognition. In Sect. 41.4, the result of P300 classification and

character recognition is given. In Sect. 41.5, a comparison of results with current

methods is depicted. In Sect. 41.6, conclusions are given.

41.2 P300 Speller Paradigm

In BCI, P300 speller is a benchmark paradigm. P300 in BCI was initially introduced

by Donchin et al. [9]. P300 signals are reflection of brain perceptive response to

outside stimulus. By receiving the P300 signal on specific stimulus, we can assume

that brain has perceived that event. P300 is a positive signal occurring about 300 ms

after flashing light mostly in parietal lobe and occipital sites of brain [10]. Receiving

P300 signal is equivalent to detection where user was looking about 300 ms before

receiving the signal. The advantages of P300 in BCI are being straightforward and

fast and requiring no practical training. The BCI P300 speller application assists in

spelling words using P300 signals. The 6 � 6 matrix of characters is composed of

26 alphabetical (A–Z) and 10 numerical characters (0–9). This matrix is shown to

the user on the computer screen by randomly flashing the rows and columns. Once

the user focuses on the character during the flashing light, the signals corresponding

to those row and column of depicted character have P300 signal. Detection of P300

signal makes it possible to recognize the character by matching the responses to one

of the rows and one of columns. In Fig. 41.1, A shows the brain region that P300

peak is occurring, B shows the P300 signal peak, and C represents the BCI P300

Speller row and column paradigm.
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41.2.1 P300 Detection

The P300 signal is an event-related potential (ERP) in EEG recording [11]. That

means P300 signal is a time-locked and averaged EEG pattern. Having accurate

detection of P300 signals on the P300 speller paradigm would result in better

character recognition. There are two types of classification in P300 speller para-

digm. In the first classification type, the P300 signals can be detected in the EEG

recordings by having two sets of classes: P300 or none-P300. Due to artifacts or

noises, however, there is uncertainty in P300 classification attempt. The second

classification type is character identification. The output of P300 detection is

applied to classify the application characters and symbols. The character identifi-

cation process has strong certainty as the characters are given to user clearly.

41.2.2 Database

BCI P300 speller dataset II from the third BCI competition was applied in different

methods [12, 13]. This dataset has records of P300 evoked potentials from two

subjects A and B. In the experiment, the characters from the presented words are

focused sequentially by the subjects. Character selection is done by intensifying a

column and a row, and then consequently 2 of the 12 intensifications should contain

P300 signals in the samples. Arbitrarily, the intensifications of columns and rows

are intersected in blocks of 12. For each character trial which contains the rows/

columns, the sets of 12 intensifications are repeated 15 times. Therefore, 30 possible

P300 responses should exist for each character. The sampling rate is 240 Hertz

(Hz) and is band-pass filtered from 0.160 Hz. The test dataset has 100 characters

and training dataset has 85 characters. The number of P300 signals in training

dataset is 85 � 2 � 5 and in test dataset is 100 � 2 � 15.

Fig. 41.1 BCI P300 speller paradigm [9]
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41.3 Methods

41.3.1 Framework

The framework in Fig. 41.2 illustrated the process of the P300 detection and the

character recognition. The process starts with preprocessing of the P300 training

datasets and extracting the features with building the classifiers. Then, three neural

networks models with flexible activation functions are used to train the data.

Moreover, The P300 classification results are extracted with the character vectors

to apply in test datasets. Finally, the results from character recognition are analyzed

and compared with current methods in P300 speller paradigm.

41.3.2 Preprocessing and Feature Extraction

The EEG signals contain the P300 pattern, and those values from the channels are

the inputs during the T time. The inputs of neural networks are Ii,j. The number of

channels is defined by i (1 � i � 64) and the timing of the signals is denoted by j.
Although the signals are captured in time by number of samples per second, the

total number of samples taken for the analysis is determined by multiplying the

sampling rate (SR) to the desired time window T in second (1 � j � SR � T ).
The dataset divided half by subsampling EEG signal in sampling rate of 120 Hz

[13]. Those EEG patterns are then band-pass filtered from 0.5 to 18 Hz only to keep

relevant signals. A matrix of i � j is the input of the neural networks [13]. The three
classifiers are presented for feature extraction from EEG signals. These classifiers

vary in terms of data size and the number of channels. The classifier NC1 uses the

whole training dataset with all channels, whereas the classifier NC2 employs only

eight channels. However, the classifier MultiNc uses a multiclassifier strategy. This

classifier consist of five classifiers which are trained on different sets of pairs of

P300 patterns. In training dataset, the signal patterns without P300 are five times

more than the patterns with P300. Each classifier is trained with equal number of

P300 and none-P300 patterns [13].

Training the 
Neural Networks 

Models

Three Neural 
Networks Models

Preprocessing and
Feature Extraction

and Classifiers

BCI P300 Training 
dataset from BCI 
Competition III

P300 Results and 
Extracting 

Character Vectors

Applying the 
Trained Vectors to 

Test Dataset

Analyzing the 
Character 

Recognition Result

Comparing with 
Results from 

Current Methods

Fig. 41.2 The diagram for the proposed methods
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41.3.3 Neural Networks Models

In this section, as a new approach in P300 signal detection and character identifi-

cation, the following three neural networks models will be used:

• NN1: 35 nodes, 0.9 learning rate, F1(x) ¼ A/(1 + e� Bx) as flexible activation

function which was extension of sigmoid function [8]

• NN2: 20 nodes, 0.9 learning rate, F2 xð Þ ¼ A1Sin B1xð Þ þ A2= 1þ e�B2xð Þ as

flexible activation function and was used in financial modeling [6]

• NN3: 25 nodes, 0.2 learning rate, F3 xð Þ ¼ e�B1x
2

Cos B2xð Þð Þ as flexible activa-

tion function was used in previous studies [5, 7]

The three neural networks models are chosen to provide a benchmark for the

models and classifiers. The functions are chosen due to their capability of being

flexible in the networks, and they also have not been used before in BCI P300

speller paradigm. The activation functions are improved using free parameters [5],

and the number of nodes in hidden layer and the learning rate β are determined

empirically for every model. Moreover, the free parameters are adjusted at the end

of each network’s epoch. The adjustment of free parameters is like the weights

throughout the networks. This adjustment is based on steepest descent rule. This

learning algorithm has two main parts as feedforward and error backpropagation.

Furthermore, the input and output functions of each neuron in the networks are

defined, respectively, in Eqs. (41.1) and (41.2):

Im, L xð Þ ¼
X
n

Wm, n, LOm, L�1 xð Þ½ � þ θm, k ð41:1Þ

Om, L xð Þ ¼ F1 Im, L xð Þð Þ ¼ Am, L

1þ e�Bm, L:Im, L xð Þ ð41:2Þ

The input of mth neuron in the Lth layer is represented by n. Apart from this, the

Om,L(x) is used to calculate the value of output from mth neuron in the Lth layer for
NN1 flexible activation function. Finally, the output of the neural networks models

are character vectors. These character vectors are applied to the test dataset to

evaluate the models in character recognition.

41.4 Results

41.4.1 P300 Classification

The important approach from classification of P300 signals is to find out which

measurement is in direct relation to character recognition in character identification

problem. The recall or the precision is the most directly related measurement in
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order to predict the target character, after running the neural networks, the follow-

ing information is generated (Table 41.1): the number of false negative (FN), true

negative (TN), true positive (TP), and false positive (FP) in the test database. The

P300 recognition rate is defined as (TP + TN)/(TP + TN + FN + FP); the preci-

sion is defined as (TP)/(TP + FP); the recall is defined as TP/(TP + FN); and

F-score is defined as 2 (recall.precision)/(precision + recall). In Table 41.1, the

neural networks model NN3 shows better results in both subjects. And, Subject B is

having better results in comparing to Subject A. Furthermore, the result of P300

recognition rate in Subject B is higher than Subject A. And NN1 and NN3 models

show very close P300 recognition rate. The best recognition rates for both subjects

are achieved in models NN3 and NN1 by classifier NC1. The results of Subject B

indicate best precision is achieved by NN3-NC1 with 44.1 %. However, the best

recall is achieved by NN3-MultiNc with 76.8 %. And in Subject A, the best

precision and recall are achieved by NN3-MultiNc with, respectively, 35 % and

72.9 %. Therefore, based on the results, NN3 model shows an overall improvement

in classification of P300 signals.

The important approach from classification of P300 signals is to find out which

measurement is in direct relation to character recognition in character identification

problem. Either recall or precision is the most directly related measurement in order

to predict the target character.

Table 41.1 P300 classification result

Subj Model Class TP TN FP FN Recall Precision Recog F-score

A NN1 NC1 2,216 10,524 4,297 963 69.7 34.0 70.8 45.7

NC2 1,935 10,355 4,570 1,140 62.9 29.7 68.3 40.4

MultiNc 2,362 10,160 4,567 911 72.2 34.1 69.6 46.3

NN2 NC1 2,241 10,465 4,326 968 69.8 34.1 70.6 45.8

NC2 1,949 10,325 4,580 1,146 63.0 29.9 68.2 40.5

MultiNc 2,393 10,112 4,575 920 72.2 34.3 69.5 46.6

NN3 NC1 2,276 10,458 4,296 970 70.1 34.6 70.7 46.4

NC2 1,964 10,316 4,578 1,142 63.2 30.0 68.2 40.7

MultiNc 2,461 10,057 4,569 913 72.9 35.0 69.5 47.3

B NN1 NC1 2,230 11,918 2,903 949 70.1 43.4 78.6 53.7

NC2 2,001 11,467 3,458 1,074 65.1 36.7 74.8 46.9

MultiNc 2,493 11,265 3,462 780 76.2 41.9 76.4 54.0

NN2 NC1 2,255 11,859 2,932 954 70.3 43.5 78.4 53.7

NC2 2,015 11,437 3,468 1,080 65.1 36.7 74.7 47.0

MultiNc 2,524 11,217 3,470 789 76.2 42.1 76.3 54.2

NN3 NC1 2,290 11,852 2,902 956 70.5 44.1 78.6 54.3

NC2 2,030 11,428 3,466 1,076 65.4 36.9 74.8 47.2

MultiNc 2,592 11,162 3,464 782 76.8 42.8 76.4 55.0
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41.4.2 Character Recognition

The results from P300 classification are taken as index to identify the target

characters in this section. Based on the results in Table 41.1, the neural networks

model NN3 has produced better results in P300 detection. Table 41.2 shows the

character recognition rate in percentage based on number of trials for each classifier

in model NN3.

In Table 41.2, the accuracy of character recognition is developed by increasing

the number of trials. On the first observation, more than 65 % of target characters

are recognized by having 10 trials. The MultiNc classifier has a mean rate of 93 %

for 15 trials. It can be considered a good recognition rate in P300 speller paradigm.

Subject B shows better character recognition accuracy in comparing to Subject

A. By comparing character recognition result with P300 classification result in NN3

model, recall measurement is better representing the models and classifiers ranking

in character recognition problem.

41.5 Comparison of Results with Current Methods

In order to provide a benchmark for this research, we intend to compare the results

of proposed neural networks with previous methods [13–16]. Table 41.3 shows the

character identification results from other methods including the result from this

study. The MultiNc and NC1 classifier from NN3 models are representing our

method. ESVMmethod has achieved the best result for 15 trials [16]. However, our

classifiers in proposed NN3 model achieved comparatively better recognition rate

when there is only five trials. Unlike the previous methods, the advantage of

proposed model is to not consider any channels set nor feature selection before

starting. The networks training in our model is done on raw data with some small

preprocessing and it is close to real BCI implementation.

Table 41.2 Character

recognition percentage

in NN3 model Classifiers Subjects

Number of trials

1 5 10 15

NC1 A 14 64 70 91

B 29 81 86 89

Mean 21.5 72.5 78 90

NC2 A 12 49 66 79

B 22 74 82 90

Mean 17 61.5 74 84.5

MultiNc A 13 65 76 91

B 22 81 84 95

Mean 17.5 73 80 93
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41.6 Conclusion

In this study, we have reviewed BCI P300 speller paradigm as the well-known BCI

application. Then we have used BCI P300 speller dataset II from the third BCI

competition. A preprocessing and feature extraction was used to extract the P300

signals and none-P300 signals. NC1, NC2, and MultiNc were built from the

extracted features. Then the classifiers were input into the three neural networks

models with flexible activation functions. Based on the output of these networks,

we found out MultiNc classifier in model NN3 showed high character recognition

rate by having 93 % in mean for 15 trials. Furthermore, we have derived that four

pivots analyze the performance of character recognition. Finally, we have com-

pared our results with current methods in Table 41.3. The obtained results show

higher accuracy of P300 signals detection and consequently increasing the rate of

characters recognition.
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Chapter 42

Web Content Extraction Technology

Zhenyu Jiao, Xiaoben Yan, Jinjin Sun, Yuchen Wang, and Jiangbin Chen

Abstract In this information era, we are facing the knowledge explosion, and the

information on the Internet is multifarious. It is not convenient enough for us to

access to information directly on cell phones due to their limitation. Based on

parsing a web page with regarding it as a DOM (document object model) tree, we

extract the valuable information with considering three factors: structure, content,

and programming habits. For illustration, 28 websites are utilized to show the

feasibility of the method in web information extraction, and we design the mobile

client to present the web content on the cell phones. The practice has proved that

using the web page extraction technology related to this article to browse the

corresponding news websites only consumed 8 % of cell phone traffic of the

existing mobile phone browser. And the user experience is improved. This method

can help people to get rid of costing too much on the cell phone traffic, redundant

information, complicated operations, and so on.

42.1 Introduction

The twenty-first century is the era of information and the era of data rapid expan-

sion. How fast and efficient accessing to information is becomes an important issue

to us. Network is the most commonly used way of obtaining information for us in

today’s society. Browsing the web with smartphone is the best choice to meet the

requirements of our access to information anytime and anywhere.

Comparing with computer, portability and easy access are the advantages of a

cell phone, but its unavoidable disadvantage is that it has a smaller screen than a

regular computer, and the cost of cell phone traffic is expensive. When using cell

phones to browse the webs, which are designed by the size of the computers’
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screen, we need to keep zooming in and zooming out to browse the whole picture of

the web and read the specific information we need, which will not offer us a

delightful experience. What is more, all of us have almost been through the

counting and controlling cell phone traffic month-end. Therefore, every cell

phone user hopes to be able to browse the web matching their screen with less

traffic cost. At present, there are many websites specially developed for the mobile

version of their site to solve this problem. However, this “sweep before your own

door” approach is a large consumption on resource, which is not really effective to

solve this problem. This chapter puts forward an effective solution to solve this

problem and verifies the feasibility of this solution through extracting information

from 28 websites.

42.2 Related Work

The existing web information extraction methods can be divided into five main

categories: (1) The method of information extraction based on natural language

processing. This method regards the web page as plain text, has a slow processing

speed, and needs a lot of samples. The text in the web page does not contain

complete sentences, so the using range of this method is small. (2) The method of

information extraction based on wrapper induction approach has strong pointed-

ness, low expansibility, and poor reusability and only can be applicable to a kind of

web page. For different web pages, a lot of the wrappers are needed. (3) The method

of information extraction based on the ontology. This way it has less dependence on

the structure of web pages, but it needs domain experts to create a clear ontology in

this field in detail, and its workload is big. (4) The method of information extraction

based on HTML structure. Its flexibility is strong, but it is only suitable for the page

which contains obvious regional structure. (5) The method of information extrac-

tion based on web query. It has good versatility and scalability, but there is no

guarantee for its accuracy. Our goal is to extract information from web pages and

present it on smartphones; this technology must have the following characteristics:

fast processing speed, strong scalability, and high accuracy. So the above methods

are not suitable for solving our problem.

At present, most of the research papers in the field of web information extraction

are aimed at a particular type of website. Such as MDR [1] and Depta [2] are for

commodity list or form information, these particular websites often carry with

formatting information, such as record information and commodity price informa-

tion. In order to get a general method, recently, some scholars put forward: This

problem can be solved by establishing a template database [3]. However, due to the

time of template matching being costly, this method is not suitable for browsing the

web. As a result, the existing cell phone browser reduces the network traffic just by

reducing the image resolution and does not deal with the content for webs which do

not have phone version. Our method takes the structure, the content, and the

programming habits into consideration. Its processing speed is good, because it
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does not rely on a lot of templates. Its scalability and accuracy is good, because it

contains a lot of rules, which is confirmed with each other. Our method can handle

both strong-structured and loose-structured web pages with a reasonable time, so it

meets the need of using mobile phones to browse the web.

42.3 Overall Architecture

We will add a server with the function of filtering (hereinafter referred to as proxy

server) between the cell phone and the server of the goal page (hereinafter referred

to as the target server); therefore, the users can get useful web content by accessing

the server we added instead of accessing the target server directly. We can see the

flow chart below (Fig. 42.1).

The proxy server will parse the request from the client and identify the requested

content, then respond directly with its resources if contents have been stored. If the

requested resource is not in the proxy server, it will put forward a request to the

target server, wait for the target server’s response, parse the related resource, extract

valuable information, establish the image file and store it locally, and then respond

the client’s request accordingly. When other users request the same page next time,

it can be responded directly by the proxy server. In order to prevent storing too

much content in the proxy server, we also delete the web image files, which are

requested with low frequency.

The proxy server defined in this chapter is not the same as the traditional one. It

does not only use traditional caching technology, but also its cached information,

which is extracted from web pages, is only part of the original web page.

42.4 Web Content Extraction

Web can be seen as a DOM tree (shown in Fig. 42.2); the images and text in the web

are nodes in the tree. Extracting content from a web page can be regarded as picking

some nodes from the tree. The core work of the content extraction is how to select

useful node and eliminate useless nodes at the same time.

target server

phone

client

requestrequest
responseresponse

responseresponse

Requested resource
whether be stored 

in proxy server

yes,response
directly
yes,response
directly

parse the
request
parse the
request

no,request the
target server
no,request the
target server

proxy server

Fig. 42.1 The overall structure of the method
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We need to choose a parser to complete the work of extracting content from a

web. There are many kinds of parser and we finally chose the Jsoup [4]. Jsoup is a

Java-based parser, which can parse a web both with its URL and with its HTML text

content. It provides a set of efficient APIs that can be used to extract and operate

data through the DOM, CSS, and a method similar to the operation of the jQuery.

We can directly load a document object through the URL of a website, such as using

the following code:

Document doc ¼ Jsoup. Connect (“http://example.com/”). Get ();

We will get the content of http://example.com/ and store it in the document

object. Then, we can find the elements through the DOM method or the selector

method [5]. Through the two methods and the combination of two methods above,

we can locate any position in the document. A website generally can be divided into

two categories: list page and articles page; we will show you how to deal with them

respectively.

42.4.1 The Process of List Page

For list page, what we need includes three items: the titles of news, the release time

of news (sometimes may not exist), and the link addresses of news. Because the

news headlines are some links (these links are used to jump to the content pages),

we will pick out all nodes, which are links with the following code:

Elements chooseA ¼ doc. Select (“a”);

After getting these links, we need to find which of them are useful news and

which are not what we need. For this discrimination, we are going to carry out a

comprehensive approach.

root
<html>

element
<head>

document

element
<body>

element
<title> element

<h1>
element

<a>

attribute
<href>text

"The sturcture of DOM"

text
"HTML DOM" text

"Link"

Fig. 42.2 An example of the DOM tree
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For the beauty of the website, we need to set the CSS file to decorate it. CSS file

uses different styles for different categories of nodes, while the same style for the

same category of nodes. For news in the list, the nodes often have the same “class”

attribute value. Therefore, we can select similar nodes according to its “class”

attribute value with using the method <select (“.className ”)>.

We can locate the news nodes according to the literals. The literals of the news

list node are more than the other nodes and have a gathered state. Therefore, we can

use the method <text ()> to obtain the text of a node; if a node’s literal is

significantly higher than others, we can mark it as a news node.

All link nodes have “href” attributes, which are used to determine the URL of the

target links. Similar news should be stored under the same path on the server, so the

first half of their URL is the same, different from the other kind of nodes at the same

time. Since people use meaningful strings to name the directory, the strings such as

“News” and “list” often appear in the “href” path. We can use the method <attr

(“AttributeKey”)> to obtain the attribute values of a node.

Based on the above, we can locate the news list of each website. Then, we need

to get the corresponding link address and the release time of the news. URL can be

directly gotten from the “href” attributes (sometimes we should change the relative

path to the absolute path by adding a prefix), with simply calling the Jsoup method

<attr (“href ”)>. Due to the news release time has a close relationship to the news;

it is often near to the news node, appearing in the DOM tree as the child node or the

sibling node of the news node. Then we pick out right ones among these nodes

according to the format of release time (numbers separated with space mark). After

this we can conveniently get the release time. As shown in figure, we have finished

the first step in the conversion (Fig. 42.3):

42.4.2 The Process of Article Page

For the article page, what we need from it includes the title of the article, the

released information of the article (including released time, author information,

which sometimes may not exist), the text of the article, and the pictures in the

article.

Fig. 42.3 An example of extracting information from a web page
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How to locate the body of the article: Article body content is generally in the

core of the entire site and has the characteristics of big literals. So the parent node’s

literals in the position should be significantly higher than that of the other nodes.

First of all, you can use the method <parent().text()> to get the text of the parent

node; if its literals are significantly higher than the other nodes, this parent node can

be thought as at the core of the text. And in order not to regard the entire page as a

core, a node should be compared with its sibling nodes layer by layer with a bottom-

up approach. If its literals are significantly higher than its sibling nodes, it can be

regarded as the core. Once the core node is identified, its sub-nodes are often the

main body of the article. Regarding the parent node as the root of a DOM tree, as the

body of the article in general would not be center-aligned, so we use the method

<select (“ p[alige! ¼ center]”)> to select all nodes which are tagged as paragraph

from the parent node. It is the body of the essay (sometimes may contain the title or

the release information).

The title of the article is often located above the core node and inside its parent

node. Under normal circumstances, the article title is set tag <class ¼ title> and is

center-aligned, so we can get the title with the method <select (“p [class ¼ title],

div [class ¼ title] ”)>, or <select (“ p[alige¼center], span [class¼title]”)> based

on recursion. If the returning value of these methods is empty, we will locate to the

grandfather node, call again until the returning values are not empty. If there is

more than one returning value, the first one shall be the title, the others, and

subheadings.

As the release information of the article is center-aligned, we deal with it with

the similar method: <select (“alige¼center”).text()>, but we should pay attention

to a case that the returning value is the title. We need to compare the first returning

value with the title of the article, if they are the same, and then abandon the

former one.

The layout of image is difficult to locate, but it is usually below the title. So we

can select images with the method <select(“img”)> after locating the article title.

We will package the transferred text to get XML (Extensible Markup Language)

files for the client to recognize them. We tag the labels according to our needs of

transmission and processing. For example, we use the following form for list page

(Fig. 42.4):

Fig. 42.4 An example of tagging the text
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42.4.3 Image Compression

The size of the image is much larger than the text’s, so images processing is very

important. We get rid of the useless images directly in the parsing process, so we

will only deal with the useful images. In order to adapt to the cell phone screen

display, reduce traffic burden, we will compress the images. And we will compress

the images to different levels for different cell phones according to the specific

screen pixel information we get from them, so cell phone users can save their

mobile traffic and get the most suitable image size when they view the pictures.

42.5 Experiment Evaluation

According to the above methods, we designed the client on android mobile phones

and tested the home pages of Nankai University and its department’s websites

(Fig. 42.5).

Seen from the diagram above, using our solution has improved our reading

experience; the original websites are difficult to read directly on cell phones; after

treatment by our system, they become concise and easy to read. We can see a record

of actual test results (a small part) in detail in Table 42.1 below.

We can see the data in Table 42.1; after using our solution, the average

consumption of the traffic on visiting the listed pages is only 8 % of the cost of

UC Browser; the maximum consumption of traffic is less than 16.3 % of UC

Browser’s way.

For the article page, the test results are as follows (Table 42.2).

We can see the data in Table 42.2; after using our solution, the average

consumption of the traffic on visiting the article pages is only 56% of the cost of

UC Browser. And the more pictures a web page contains, the more traffic will be

saved.

Fig. 42.5 The presentation of using our method to show the web page on phones
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We also measured the consumed time of the two methods to discover that they

have little difference, and our method is slightly better.

The causes are as follows: For the user’s request, only the first user’s request

needs to be transmitted to the target server by the proxy server to obtain

corresponding returns for making the corresponding image documents on the

proxy server. Image document returned by the proxy server will transfer more

quickly since it has less content compared to the original pages.

42.6 Conclusion

This article provides the technology of extracting content from the web and

displaying it on the cell phones, and it has a certain universal applicability. Because

of typifying of web pages on the overall structure and the similarity of the writing

among coders, our method can be simply extended to more other types of web

pages. It provides a good idea on how to show web page on a phone better in the

practical work. We are facing the challenge of big data in this information era; how

to extract the most valuable information from numerous and disorderly data for the

users is one of the most important challenges to each operator. We believe that our

approach would give operators a beneficial inspiration, help every cell phone user

to get better, more high-quality service.

Table 42.1 Actual test results of listed page in detail

Tested websites Traffic consumed by UC Browser

Traffic consumed

by our solution

Nankai University 236.36 KB 6 KB

Nankai News 1.26 MB 25 KB

College of Arts 40.96 KB 6 KB

School of History 92.16 KB 4 KB

Philosophy School 0.99 MB 10 KB

Law School 30.72 KB 5 KB

Zhou Enlai School of Government 71.68 KB 11 KB

Table 42.2 Article page results

The sample pages Traffic consumed by direct access Traffic consumed by our solution

1 37.8 KB 15.1 KB

2 30 KB 13.7 KB

3 4.3 KB 3.1 KB

4 191.7 KB 45.3 KB

5 11.4 KB 10.0 KB

6 2.6 KB 1.6 KB

7 2.8 KB 1.9 KB
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Chapter 43

A New Data-Intensive Parallel Processing

Framework for Spatial Data

Dong Zhao, Yang Gu, and Zhenchun Huang

Abstract The explosive increase of scientific data brings in the “Fourth Paradigm”

research method by Jim Gray. In order to accelerate the processing speed for these

big data, parallel distributed processing is needed. As the data-intensive computing

requires high throughput of IO, the data transfer from different node should be cut

down as much as possible. Current technologies focus more on the framework for

local reliable network with homogeneous resources, but the parallel processing

framework for scientific data-intensive problems such as spatial data shared with

the Internet and queried by semantics is not fully studied. In this article, we

proposed a new data-intensive parallel processing framework for spatial data—

Robinia DSSSD (Distributed Storage and Service for Spatial Data), which provides

the flexible ability to support data distribution and allocation across the Internet,

and semantics query. Experiments shows that Robinia DSSSD can achieve good

acceleration with low overhead, and it can well support data-intensive computing.

43.1 Introduction

Scientific experiments nowadays produce large volumes of data, and researchers

need to analyze and deal with these big data. This is called “Fourth Paradigm”

research method [1, 2]. In order to make this procedure easier to use and accelerate

the processing speed, parallel processing is necessary. As scientific data is often

generated by different institutes and individuals all around the world in different

locations, how to handle the distributed heterogeneous data is of great importance.

Previous work focuses more on the local intranet which has reliable network

topology and homogeneous nodes for storing and processing. As many valuable

data has been shared on the Internet, how to do the data-intensive computing with
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Internet-shared scientific data is a challenging problem. Data grid can be viewed as

the first try to do the data-intensive computing over the WAN. Since the data

volume is huge, how to schedule the task running on the data node is important

to decrease the network transfer. In the meantime, parallel processing is needed to

accelerate the speed.

Currently many distributed parallel processing frameworks and programming

methodologies have been invented to solve this problem, but the differences of

scientific problems make the common framework not work well with the actual use.

MapReduce [3] receives great attention recent years for simplifying the program-

ming model for distributed data processing. Along with it are the Hadoop [4] and

HDFS [5] which provide the platform and distributed file storage supporting the

programming model. They have good application and performance in dealing with

text processing and online stream analysis for solving big-data problems with the

Internet. But when referring to scientific data such as remote sensing satellite

images processing, they do not fit quite well. HDFS will automatically split the

files into chunks of 64 MB block and store them distributed. But this operation is

done without the meaning of metadata and other attributes. The semantics query

and header metadata management is also not natively supported by these systems.

Furthermore, some algorithm procedures in spatial data could not be easily

converted into MapReduce job style, which makes the Hadoop difficult to

handle them.

Semantics query can be done by traditional relational database with SQL query.

But this has limitation when dealing with parallel computing and emerging big-data

technologies, especially toward fully distributed software architecture. These data-

bases run well on a single hardware. However, when required to scale horizontally,

commonly recommended scalability approaches like “sharding” (partitioning data

to run on multiple machines) often cause issues within data normalization. There-

fore, deployment which does not require ACID (atomicity, consistency, isolation,

and duration) makes a good candidate to store data in distributed environment with

good scalability. NoSQL database is promised to be a good solution for the situation

that provides a mechanism for storage and retrieval of data that use looser consis-

tency models compared with traditional relational databases [6]. They mainly offer

the storage based on the simple key-value pairs, which gain benefits in scalability

and performance. Column-based products include Google’s BigTable [7],

HyperTable [8], and HBase [9]. HyperTable and HBase are both the open-source

implementation of BigTable. The difference is that HyerTable is written in

C++ and HBase is written in Java. Performance evaluation [10] shows that

HyperTable usually runs twice faster than HBase. Column-based products have

advantages in computing aggregation over large numbers of similar data items.

Another type of NoSQL database is document-based or row-based, which stores

data that share some common properties but may have different ones. As no table is

declared, no rigid structure is required to store data on it. These products include

MongoDB [11], CouchDB [12], and Redis [13]. MongoDB is good at dynamic

queries, frequent data changes. CouchDB is better for data accumulation. Redis has

advantages in rapidly changing data with a foreseeable database size. In order to
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support various semantics query with good scalability, we choose MongoDB to

develop. It is an open-source document database and the leading NoSQL database

written in C++ which gives good performance.

In the article, we propose a new data-intensive parallel processing framework for

spatial data—Robinia DSSSD. The framework uses MongoDB as the database to

support metadata query. Robinia platform is a basic component for building large-

scale distributed parallel processing framework. Its main features include easy

deployment and being light weighted, user friendly, and compatible for old appli-

cations running which does not require source code. In short, Robinia is a powerful

servlet running on Tomcat, with the ability to do the global registry, event handling,

executor management, request and response processing, web UI interface, etc. We

will discuss in detail how to build parallel processing framework upon this platform

and evaluate its performance.

43.2 Distributed Data Models for Robinia

In order to better support the data-intensive distributed parallel computing, a good

data model for this should be well prepared. For the scientific data such as satellite

image, it often has large size of file content, together with its metadata info,

including the date created and the location record. For Robinia DSSSD, the data

model is represented as document-attachment type, which means each data item is

made up of one document and zero or more attachments. Documents part consists

of key-value pairs. Meta and key-value pairs are structural data which can be

indexed and searched. Attachment is nonstructural binary data which is suitable

for store files like images or other large-size file. The basic model is shown in

Fig. 43.1.

Meta data can describe the metadata of data item, mainly used by querying and

indexing the data. Different types of data have different metadata. Metadata can

help Robinia DSSSD to query and manipulate data (split or merge) by semantics,

which makes the system more useful for spatial data that has lots of additional

attributes for reference. This also makes our system different from HDFS which

Data ItemData Item
Document

meta Values Attachments
references

attachments attachments
… …… …

Fig. 43.1 Basic data model

for Robinia
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often split data by block size and lack support of query by semantics. Values serve

as the main body for the data item. It contains all the fields from metadata and has

its own unique ID which will be referenced as foreign key in attachments. Attach-

ments store the binary data file with absolute path or remote URL of http or ftp.

With this data model, Robinia DSSSD is capable to share and retrieve data from the

Internet. In the meantime, query the required data by various semantics, which is

quite useful in spatial data area.

43.3 System Overview and Architecture

The base component Robinia can be viewed as a powerful agent or proxy to support

upper level application transparently communicates with each other, with the

guaranteed services of resource discovering, status monitoring, job running, etc.

Service-oriented architecture [14] and RESTful [15] technologies have been used in

the system. The framework consists of two parts: data part and parallel processing

part. For the data part, a storage cluster is made up of header node, backup header

node, and data node. In the data node, we do not store the data as block file but use

its original file item in operating system. This makes the data processing easier to

get and save files. The architecture figure is shown in Fig. 43.2.

In this architecture, all the search and index operations are done by header node.

Each node will be installed the supporting libraries beforehand. Header node is the

central node of storage cluster and responsible for all the metadata, providing

indexing and querying services. Data node is responsible for storing the real data

content, including the values and attachments.

For the parallel processing framework part, master-worker style based on the

data allocation is the basic idea for distributed processing. One master executor and

a group of worker executors make up of this. Master processes the serial part of the

algorithm, does the global schedule, and loads balance for all the workers. Workers

only focus on the parallel part of the algorithm. Schedule algorithm can be

performed on master node. Data layout, network latency, and node status should

be taken into consideration when scheduling task together with data. In order to

Data nodes

Backup header 
nodes

Synchorize

Index & reference

Header 
Node

ClientClient

Fig. 43.2 Robinia storage

architecture
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achieve the minimum time cost for the whole jobs, the auto-adaptive schedule is

selected. In this schedule, each processing node will retrieve the input data when it

finished the previous task. This can make the system adaptive with heterogeneous

node. Powerful node will process more data. Node with good data locality can do

more tasks, etc.

43.4 Design and Implementation

In this part we will discuss the details about Robinia DSSSD design and imple-

mentation. For the data part, we have several components to do the job. The design

diagram is shown in Fig. 43.3. DSSSD provides several interfaces to communicate

with MongoDB for CRUD operations (create, read, update, and delete). Large

binary file content is stored as attachment, which URL and absolute path is in

database and binary content is stored as file in operating system. On the client side,

DSSSDClient is the entry point for Java client use. Basic methods for accessing the

data in Robinia platform are provided. Processing part provides corresponding

framework with the specific data structure. Currently master-worker structure for

parallel processing is the default structure. The worker will use the data as the input

and output parameter. And the worker will try to choose the local data to reduce the

network transfer time cost.

Scheduler will be defined separately to parallel select the data items for workers.

When selecting the data item, several criteria should be taken into consideration:

local data priority first, data transfer time (related to the data volume and network

capability of node), and data processing time (related to the worker algorithm and

CPU capability of node). The scheduler for jobs should follow the rules that lower

network transfer priority first. The fault-tolerant is guaranteed by the status mon-

itoring and exception catching. Failed test data will be tried until the maximum

retry count is reached.

Linux / Windows File System
MongoDB

Tomcat Servlet Container
Robinia Platform

DSSSDExecutor
DSSSDProxy
DSSSDClient

Attachment

AttachmentMapping GeneralStorage
Collection: mapping Collection: meta Collection: data Collection: attach

CRUD CRUD
Distributer Scheduler

Server
Side

Client Side

getDataById getDataByMeta query queryMeta store storeFile

Fig. 43.3 DSSSD data design diagram
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Figure 43.4 is the snapshot of the web UI for Robinia DSSSD. The user can

select the executor to run with parameter and see the detailed status and logs on the

web page. The part c is the final result of drought detection global map which we are

testing in the evaluation part. The last picture is the final result of drought detection

global map which we are testing in the evaluation part.

43.5 Evaluation and Discussion

We use the drought detect algorithm as the test case to measure the performance of

Robinia DSSSD. NDWI is short for Normal Differential Water Index, which was

brought up by Gao in 1996 [16]. AWI is short for Anomaly Water Index. The

calculating formula is

NDWI ¼ ρ2 � ρ5ð Þ= ρ2 þ ρ5ð Þ
AWI ¼ NDWIi � AvgNDWI

ρ2 and ρ5 are the reflection rate for band 5 and band 2 in MODIS file. The main time

cost of processing is the IO part of reading and writing files, and the calculating is

simple as described in the above formula.

Hardware environment includes four pc nodes; each of them has Intel Core i3 @

2.93 GHz CPU, 4 GB memory, 1 TB 7,200 rpm hard disk, and windows 7 64-bit

system.

We first did the experiment with all the data can be gotten locally and compared

the processing time cost with different nodes and serial part. The result is shown in

Fig. 43.5.

We can see that Robinia DSSSD only put little overhead when processing with

one node compared with processing the original sequential program. With the node

count increasing, the processing time drops down linearly. It proves that our

framework does well with the parallel processing. The auto-adaptive schedule

algorithm is used by default, which means all the nodes will retrieve metadata

Fig. 43.4 Screenshot of WebUI. (a) Input executor parameters, (b) view the detailed status of

instance, and (c) the final result of drought detect algorithm
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from master node and do the processing work. This schedule can make the total

time cost the minimum because fast nodes will do more jobs. Another experiment

was done with fixed four nodes and change replica count, which means not all the

processing data be gotten locally. The original data source is from an ftp server

connected by Gigabyte network. Data distribution for this is random. For example,

if the replica is 1, then the whole set of data will be randomly distributed and stored

on four nodes. The result shows in Fig. 43.6.

From the figure we can find the processing time differs little, while the data

distributing time changes a lot. The reason is when replica is 1, data is almost

distributed with each node has 1/4 part of whole set. When processing data, the

probability of getting data locally is pretty good. Another experiment was done with

fixed four nodes and let the input data volume change. The original data source is

from an ftp server connected by Gigabyte network. The result is shown in Fig. 43.7.

From Fig. 43.7, we can find that the system has good scalability when data

volume increases. This proves that Robinia DSSSD is capable for the TB level data-

intensive computing. Figure 43.8 is the detailed time cost for each node of part

C. We can see the auto-adaptive schedule algorithm has good load balance for the

overall workload of nodes. And the overhead from Robinia DSSSD is small.

Distribution time is mainly limited by the hard disk IO which is currently lower

than the Gigabit Ethernet. Figure 43.9 shows the speed ratio compared with

different data volume. For the small data volume 23 GB, the speed ratio is 4.58,

faster than the linear speed ratio. The reason for this could be related with the disk

Fig. 43.5 AWI calculating

with different node count

Fig. 43.6 AWI calculating

with different replica count

43 A New Data-Intensive Parallel Processing Framework for Spatial Data 381



cache, memory limit, etc. For the large data volume 722 GB, the speed ratio is 3.76.

The parallel efficiency is 3.763.76/4 � 100% ¼ 93.75%, showing Robinia DSSSD

does well in parallel processing.

43.6 Conclusion

Data-intensive computing plays more andmore important role in recent industry and

academic areas. In order to better deal with big data, we propose a new data-

intensive parallel processing framework—Robinia DSSSD, which is fit for the

data-intensive computing over the Internet and supports semantic query well.

Fig. 43.8 AWI calculating

with data volume

Fig. 43.9 Speedup Ratio

Compare

Fig. 43.7 AWI calculating,

execution time vs. data

volume
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System overview and design implementation have been discussed in this article.

Experiments show Robinia DSSSD has good performance and flexibility. It can

support the data-intensive computing in TB level data. Parallel efficiency can reach

93.75 % with large data volume.

Robinia DSSSD has just implemented the basic functions for supporting data-

intensive parallel processing. Lots of work can be done in the future, including the

global computing over wide area network, which can take full use of all computing

capability of nodes, and algorithm migration, which can better support the task

running on data nodes. Security enhancement is to be refined to enhance the system

authentication mechanism and resource access control.

References

1. Hey, T., Tansley, S. and Tolle, K. (2010). The fourth paradigm of science research – a brief

introduction to Jim Gray on eScience: A transformed scientific method. e-Science Technology
and Application, V1(2), 92–94.

2. Hey, T., Tansley, S., & Tolle, K. (2009). The fourth paradigm: Data-intensive scientific
discovery (pp. xvii–xxxi). Redmond, WA: Microsoft Research.

3. Dean, J., & Ghemawat, S. (2008). MapReduce: Simplified data processing on large clusters.

Communications of the ACM, 51(1), 107–113.
4. Hadoop. http://hadoop.apache.org/

5. Shvachko, K., Kuang, H., Radia, S. & Chansler, R. (2010). The hadoop distributed file system.

In 2010 I.E. 26th Symposium on Mass Storage Systems and Technologies (pp. 1–10).

Piscataway, NJ: IEEE.

6. Han, J., Haihong, E., Le, G. & Du, J. (2011). Survey on NoSQL database. In 2011 6th
International Conference on Pervasive Computing and Applications (ICPCA)
(pp. 363–366). Piscataway, NJ: IEEE.

7. Chang, F., Dean, J., Ghemawat, S., Hsieh, W. C., Wallach, D. A., Burrows, M., & Gruber,

R. E. (2008). Bigtable: A distributed storage system for structured data. ACM Transactions on
Computer Systems (TOCS), 26(2), 4.

8. HyperTable. http://hypertable.org/

9. HBase. http://hbase.apache.org/

10. Bunch, C., Chohan, N., Krintz, C., Chohan, J., Kupferman, J., Lakhina, P., & Nomura,

Y. (2010). An evaluation of distributed datastores using the AppScale cloud platform. In

2010 I.E. 3rd International Conference on Cloud Computing (CLOUD) (pp. 305–312).

Piscataway, NJ: IEEE.

11. MongoDB. http://www.mongodb.org/

12. CouchDB. http://couchdb.apache.org/

13. Redis. http://redis.io/

14. Perrey, R., & Lycett, M. (2003). Service-oriented architecture. In 2003 Symposium on Appli-
cations and the Internet Workshops (pp. 116–119). Piscataway, NJ: IEEE.

15. Richardson, L., & Ruby, S. (2008). RESTful web services (pp. 49–79). Sebastopol, CA:

O’Reilly Media.

16. Gao, B. C. (1996). NDWI-a normalized difference water index for remote sensing of vegeta-

tion liquid water from space. Remote Sensing of Environment, 58(3), 257–266.

43 A New Data-Intensive Parallel Processing Framework for Spatial Data 383

http://hadoop.apache.org/
http://hypertable.org/
http://hbase.apache.org/
http://www.mongodb.org/
http://couchdb.apache.org/
http://redis.io/


Chapter 44

The Approach of Graphical User Interface

Testing Guided by Bayesian Model

Zhifang Yang, Zhongxing Yu, and Chenggang Bai

Abstract GUI (graphical user interface) is becoming increasingly important in the

software field for the reason that it is a friendly way for the users to interact with the

software through GUI. Testing in GUI, however, is faced with many challenges,

due to the immense number of event interactions. Testing all possible event

interactions is impossible, since the number of required test case is huge in

numbers. GUI testing mainly serves two goals: First, to establish confidence in

assessment of GUI; Second, to find that more software defects in GUI testing while

limiting the number of test cases. For this purpose, any testing method must be

better at detecting defects. This article proposed a new technique that can be used

for GUI testing, which can guide the GUI testing and find more defects as soon as

possible. In this chapter, it introduces an approach of GUI testing guided by

Bayesian model optimization scheme, discusses the Bayesian model topology and

its issues encountered in the modeling process. It presents solutions in connection

with the parameters problem. In the end, a simple case verifies the validity of the

model during the GUI testing.

44.1 Introduction

Graphical user interface (GUI) is becoming increasingly important in the software

field, while GUI testing problem has never been resolved absolutely. GUI testing is

becoming the key issues restricting GUI rapid development.

Many researchers have already done a lot of meaningful work on GUI. White

et al. [1, 2] and Belli [3] pointed that various responsibilities of the user can be

specified as a complete interaction sequence (CIS) between the user and the GUI

application under testing. Then they proposed a concept of finite-state machine for
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CIS. A.T. Memon et al. [4] proposed that the GUI under testing is a hierarchical

structure. They proposed that the test case generation problem of GUI testing is an

AI planning problem. Then, they proposed several approaches guiding the GUI

testing, such as usage profiles [5], dynamic adaptive automated test generation [6],

and incorporating event context [7]. In the work of H. Hu, K.Y. Cai, etc. [8, 9], in

order to shorten the testing time and reduce cost, a mechanism is introduced to

handle multiple testing tasks on the same or different software under tests (SUTs)

simultaneously. On the other hand, advanced testing techniques, such as Adaptive

Testing (AT) have been proposed to improve the efficiency of traditional random/

partition testing. Then, they proposed an extended adaptive testing strategy, namely

Modified Adaptive Testing (MAT). The use of test history information allows the

resulting test process to be adaptive in the selection of tests under a limited test

budget.

In the above-mentioned work, one issue that find more software defects is not

discussed absolutely in GUI testing, while not mention some very important

questions, such as how can find more and important defects under the same test

conditions, how to take advantage of the first-line testers testing experience to guide

the testing process, and how to assess the GUI when the test is not sufficient. In this

chapter, we introduced a Bayesian of model which can use test data on line and

experiences of tester, guide the test process of GUI testing.

Bayesian model theory has been used to solve the complex problems of many

complex scientific issues [10–12], especially the considerable uncertainties. Due to

the complexity of GUI testing, we try to establish a Bayesian Model of GUI testing,

which is characterized by historical data from tests, combined with the experience

of the testers, established a Bayes network for analyzing of the GUI test results, and

continue to guiding the further testing of GUI. The reason we use Bayesian methods

rather than the other mathematical model is as follows:

First, Bayesian approach uses empirical knowledge of the testers as a priori

parameter, while the tester of GUI is able to rely on their experience in finding

defects faster.

Second, Bayesian approach has learning function can be given a wealth of

information based on prior knowledge of the posterior distribution, which can be

adopted to guide the testing process or establish confidence assessment of GUI.

Third, compared with traditional neural network method, the network structure

of the Bayesian approach is more flexible, it is more important for GUI testing

while GUI intricate interaction of the testing process.

The last point is the most important, Bayesian methods show higher sensitivity

on a small sample of data processing than the other models. This is extremely useful

for GUI testing according that sample nature and not fully tested for GUI testing.

Since Bayesian networks have advantages above with GUI testing, we intro-

duced a Bayesian model to GUI testing. A simple case proved that GUI testing with

Bayesian model can be found fault faster in GUI testing than traditional methods.
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44.2 Background

A GUI is a graphical user interface to a program which is composed by certain

number of windows and GUI components. The basic input is an event in GUI,

which normally generated by action of the user, external environment of GUI or

itself, it sends to GUI by the operating system, GUI respond to these events in order

to accomplish a specific function [13].

Due to the various components of the GUI within a certain hierarchical relation-

ships, it asks that a certain event can only accept after other events are applied to

GUI. A.T. Memon proposed that Event-Flow Graph (EFG) instead of all the events
interactions in the GUI, which defined as follows:

<V,E,B> ð44:1Þ

In this model, V is the set of all vertices in the EFG, each vertex instead of one

event; E is the set of edges which means event interaction; B is a set of initial event,

which means that it can be immediately executed after GUI start.

When an event is input, all possible response to the event code will be named

Event Handler (EH) and Event Handler Interaction Graph (HIG) is defined as

follows [14]:

<H,RHI> ð44:2Þ

In this model, H is the set of all vertices in the EFG, each vertex instead of one

Event Handler; RHI is the set of edges which means Event Handler interaction.

The test case generation is the most important and difficult task of the GUI

testing. Due to the presence of a response to interaction, independent testing of each

event cannot meet the GUI software testing requirements. Therefore, the sequence

of events in the GUI test needs to be used as a test input. The sequence of events

must be legitimate and efficient. In this chapter, we will utilize EFG for path

searching and HIG interaction as the coverage criteria, get the test case of GUI.

44.3 The Topology of Bayesian Model

In this chapter, supposing that the software contains no faults before three event

interactions, we considered the three events, Event1, Event2, and Event3, which

stay in the same state, and the Event*, which take place before three events above.

To get a Bayesian model of GUI, we draw a graph to represent the qualitative

relationships between the nodes. We then quantify all of the probabilities of the

events in the graph as follows:

1. We determine the probability of occurrence of each event represented by a

root node.
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2. For each child node, we determine the probability of occurrence of the event.

These specifications determine the probabilities for all combinations of events

represented on the graph.

3. Because the full joint probability distribution has been specified, each time we

observe an event, we may update all of the probabilities for all of the remaining

events in the model by probabilistic conditioning. Further, because of the

structure of the graphical model, it is straightforward to carry out such belief

updating.

Our model is given in Fig. 44.1. There are four independent nodes, Event*,

Event1, Event2, and Event3. First, assuming that there was not fault before Event

interaction, so every nodes of the parent of Event interaction set N have two states:

0 (this event was not be carried out) and 1 (this event was carried out), and the last

event, Event1, Event2, and Event3 also have two states: 0 (this event was be

executed and failed) and 1 (this event was executed correctly).

Second, we should specify probabilities for the root nodes and the conditional

probability of each child node and check the rationality.

To complete the Bayesian model, we need to link test outcomes to the appro-

priate node, not only gaining the outcomes testers concerned but also both topology

and state of nodes are not too sophisticated. There are three essential simplifications

as follows:

First, we do not need to describe the test nodes so extensively. All that is

important is that there is a test process which is connected to a single node, and

the nodes representing the event that cannot be clicked will be removed in a

particular state.

Second, any node, have not just two states, while considering all the states is

likely to be too complicated for analysis and gain the goal of the designer,

furthermore some states is not my concerned.

The last and most important, there were so many nodes have same or similar

characteristics, taking into account the function of GUI complexity and the time

constraints, a simple Module Bayesian Model of GUI testing showing in Fig. 44.2;

this model is also suitable for length of GUI test case is n. Supposing that the GUI in

case has three modules, and that three are one of the three events that belong to the

different module can be executed in every state, Modulem-n means that an event

belonged to module m stay in state n. The first node Initial state has two states 0 and

1 (0 represents that GUI initially failed and 1 represents that GUI initial success-

fully). Then the event nodes stayed in state 1 to state n have two states 0 and

Fig. 44.1 A Bayesian

model of GUI
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1 (0 means that an event of this module was not executed in the state and 1 means

that an event of this was executed in the state).The last node END also has 2 states

0 and 1 (0 is in the name of that GUI resets state with fault in last event interaction

recording this failure and 1 is in the name of that GUI resets state successfully).

44.4 Mathematical Analysis of the Bayesian Model

A basic Bayesian model contains both topology and parameter analysis; the topol-

ogy has been briefly discussed above and then mathematical analysis of the

Bayesian will be mentioned showing in Fig. 44.3.

First, we can give an empirical conditional probability distribution according to

the testers, the test manager, or user feedback experience. In order to obtain an

objective prior distribution, we define Nm-n is the number of Event handler which

Modulem-n contains.

Second, I and Mm-n are two-dimensional discrete random variables, I ¼ 0

represents that GUI initial failed and I ¼ 1 represents that GUI initial successfully;

Mm-n ¼ 0 means that an event of Modulem-n was not executed in the state and

Mm-n ¼ 1 means that an event of Modulem-n was executed in the state.

Third, we consider the probability of occurrence of event {Mm-n ¼ mi} under the

conditions of occurrence of event {I ¼ ij}, that is to find the probability of event as
follows:

Mm�n ¼ mi

��I ¼ ij
� �

, i, j ¼ 0, 1 ð44:3Þ

According to the conditional probability formula, it can be deduced as follows:

Fig. 44.2 Module

Bayesian Model of GUI

testing
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P Mm� n ¼ mi
�� I ¼ ij

� � ¼ P Mm�n ¼ mi, I ¼ ij
� �

P I ¼ ij
� � ð44:4Þ

Fourth, the experience of the conditions given in the probability distribution will

be according to the formula (44.5).

P Mm�n ¼ mi

��I ¼ ij
� � ¼ P Mm�n ¼ mi, I ¼ ij

� �
P I ¼ ij
� � ¼ Nm�iXn

i¼1
Nm�i

, i, j

¼ 0, 1 ð44:5Þ

In actual testing process, we define N*
m�n is the number of Event handler which

Modulem-n contains in actual test procedure, so the updated of the conditions given

in the probability distribution will be according to the formula (44.6).

P Mm�n ¼ mi

��I ¼ ij
� � ¼ P Mm�n ¼ mi, I ¼ ij

� �
P I ¼ ij
� �

¼ Nm�i þ N�
m�iXn

i¼1
Nm�i þ N�

m�i

� � , i, j ¼ 0, 1 ð44:6Þ

44.5 Experiment Studying

44.5.1 Experimental Designs

In this chapter, we use open source software TerpPaint belonged to TerpOffice

series, which developed by Professor A.T. Memon and his students. It has 3,922 test

cases and contain 45 faults. The test case is divided into three groups on the nature

of GUI. Experimental method included Randomly selected, Dynamic feedback, and

Bayesian method. Bayesian model testing techniques algorithm as follows:

Step 1 The original test suite is divided into m subdomain {C1, C2,. . ., Cm}, which

contains k1, k2,. . .,km test cases;

Fig. 44.3 A simple case

of conditional probability

distribution
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Step 2 Initialization parameter ε,0<ε <1;

Step 3 According to the profile {P1, P2, . . . ,Pm} to select a number of test cases,

the probability of test cases being selected in the subdomain Ci is Pi;

Step 4 Perform steps above and record the results of testing, the number of defects

in each class is cumulative;

Step 5 If no defects are found back to step 3;

Step 6 If the test case defects are found, recording the defects discovered what kind

of test cases, adjustment of the profile parameter guided by the posterior

probability of the Bayesian network;

Step 7 Verify that it meets the test termination condition, if not, processing returns

to step 3, test case input domain partition remains unchanged during the test;

Step 8 Meet the test termination conditions, terminate the test.

Randomly selected and Dynamic feedback method is similar to the above

algorithm, while Randomly selected does not contain the feedback process and

Dynamic feedback does not contain the Bayesian model process.

44.5.2 Markov Property of the Bayesian Approach

In this chapter, the method based on Bayesian model relies on the posterior

probability calculation to redefine the test path profile. During the experiment, the

posterior probability showed obvious relationship and the last node, but the situa-

tion is not obvious and more upper node relations. The typical posterior probability

calculation was shown in the following Table 44.1.

In this table, we can see that in our Bayesian model showing in Fig. 44.4. The

posterior probability of the defect rate closely related to the third layer of nodes, and

the second layer is also associated, however it is not obvious. This is evidenced by

the Markov property of Bayesian networks, while it is more important issue that the

posterior probability of the defect rate closely related to both the second and third

layers in future work.

44.5.3 The Experimental Results

In this chapter, we used three experimental methods based on the same GUI and test

cases. The experimental results are shown in Fig. 44.5.

Table 44.1 The typical

posterior probability

calculation of the Bayesian

approach

Node Module1-2 Module2-2 Module3-2

Without node 0.00274 0.00639 0.01777

Module1-1 0.00260 0.00649 0.01712

Module2-1 0.00270 0.00636 0.01777

Module3-1 0.00273 0.00635 0.01752
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In Fig. 44.5, the horizontal axis represents the percentage of test cases, and the

vertical axis represents found that the number of defects. We can see that Dynamic

random testing techniques and Bayesian model will find more defects as soon as

possible, while Bayesian model has the best performance in the medium term.

44.6 Conclusion

In summary, this chapter describes an effective method for GUI testing guided by

Bayesian model, discussed the Bayesian model topology and its issues encountered

in the modeling process. It presents two solutions in connection with the parameters

problem. Facing the problem of missing data, we use Bayesian inference method to

fill all the data. During the experiment, we dynamically updated Bayesian network

and calculated the posterior probability to change the test path profile. In the end, a

simple case verifies the validity of the model during the GUI test. Coefficient with

vector hydrophone, which measures the pressure and particle velocity instanta-

neously, it costs less time, more accurate in measuring, handier in practice, and had

good performance both in vertical and oblique incidence.

Fig. 44.4 A real Bayesian

model of GUI testing

Fig. 44.5 Experimental

results of three methods
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Chapter 45

A Model for Reverse Logistics

with Collection Sites Based on Heuristic

Algorithm

Xiaoqing Geng and Yu Wang

Abstract Reverse distribution has received growing attention throughout this

decade. Built on the concept of green supply chain management (GSCM), this

chapter presents a mathematical programming and distribution model for reverse

logistics with collection sites. Due to the complexity of the GSCM model, a

heuristic solution is given and improved. The solution adds a heuristic concentra-

tion procedure, where subproblems with reduced sets of decision variables are

iteratively solved to improve the optimality, and it improves the capacitated plant

location problem (CPLP). Computational test demonstrates that high-quality solu-

tion is obtained with the improved model.

45.1 Introduction

With the growing environmental concerns, green supply chain management

(GSCM) is getting more interest among practitioners of operations and researchers

in the fields of supply chain management. GSCM can be defined as “Integrating

environmental thinking into supply chain management including product innova-

tion and design, material sourcing and selection, manufacturing processes, delivery

of the final product to the consumers as well as end-of-life (EOL) management of

the product after its useful life” [1]. Environmental management devotes to reduce

waste volume by moving away from one-time use and disposal to having manage-

ment of the product’s recovery primarily. It includes reuse, remanufacturing, and

materials recycling in a product life cycle. Thus, manufacturers are forced to

consider the environment impact by their products. They have to extend and
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improve the traditional forward logistic distribution chain and consider the envi-

ronmental effects of all products including returning process. It is a process of

goods moving from final destination to another one, for the purpose of value-added

or for the proper disposal of the products.

Caruso and Colorni proposed a location-allocation model for planning and

designing urban solid waste management systems [2]. The results were the location

and number of waste disposal plants, the amount of waste processed, specifying the

technology adopted, and the service basin of each plant. Bloemhof-Ruwaard

focused on the problem of by-product flows and coordinating product in a

two-level distribution network. The model solution suggested the first attempt at

studying the coordinated control of product and by-product flows within distribu-

tion networks [3]. Carter and Ellram noticed that the international nature and

complex environment made it almost impossible to put forward decisions based

on intuition. They suggested some important and critical factors in the reverse

logistics process [4]. Srivastava reviewed the literature on reverse logistics and

addressed the recognition of the strategic importance of reverse logistics as evident

from classification and categorization of the existing GSCM literature [1].

Vaidyanathan designed a model and gave a solution procedure for reverse distri-

bution network with GSCM [5].

Our work is to develop a mathematical programming and distribution model for

one version of this problem in GSCM—reverse logistics with collection sites,

which is based on a heuristic solution methodology. And the test shows that high-

quality solution is achieved while improving model and expending modest com-

putational effort.

45.2 Assumption

Firstly, some assumptions are given below in order to formulate a mathematical

model for the reverse distribution problem [6]:

1. The recalled products are located at some source outlets (origination sites). The

model in this chapter is to find an efficient method and process to return these

products from a set of origination sites to specific collection sites.

2. The wholesaler or retailer is considered to be an initial site. This may be a

realistic assumption because the client would be inclined to return the product to

the closest collection site to get a refund or to purchase some other products from

there.

3. There is a fixed cost to opening refurbishing sites and collection sites. There is a

limit to the number of refurbishing sites and collection sites that can be opened,

but the choice of which refurbishing sites and which collection sites to be opened

should be decided by the proposed model.

In order to describe the model further, the following notation will be used in the

model:
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I—{i/here i is some an origination site}. This is a shop, a store, a retail outlet, or a

client collection site.

J—{j/here j is some a collection site}. Collection sites are some intermediate

transshipment spots. A collection site receives the recalled products.

K—{k/here k is some a refurbishing facility site}. This site may be a refurbishing

spot, or a recycling plant, or the original manufacturing station.

Cijk—Total variable cost of transporting a single unit of recalled product from

origination site i through collection site j and onto refurbishing site k.

Fj—Total cost of opening a collection site j.

Gk—Total cost of opening a refurbishing site k.

ai—Number of recalled products residing at origination site i.

Bj—Maximum capacity of collection site j.

Dk—Maximum capacity of refurbishing site k.

Pmin—Minimum number of collection sites opening and operation.

Pmax—Maximum number of collection sites opening and operation.

Qmin—Minimum number of refurbishing sites operation.

Qmax—Maximum number of refurbishing sites operation.

All the decision variables in this model are:

Xijk—Fractions of units at origination site i that is from origination site i

transported through collection site j and onto refurbishing site k.

Pj ¼ 1 if collection site j is open,

0 otherwise:

�
Qk ¼ 1 if refurbishing facility k is open,

0 otherwise:

�

45.3 Model Designing and Construction

With the assumptions, a strong formulation with collection sites can be described

as:

MinZ ¼
X

i

X
j

X
k
CijkaiXijk þ

X
j
FjPj þ

X
k
GkQk

Subject to:

X
j

X
k
Xijk ¼ 1 for all i, ð45:1Þ

X
i

X
k
aiXijk � Bj for all j, ð45:2ÞX

i

X
j
aiXijk � Dk for all k, ð45:3Þ

Xijk � Pj for all i, j, k, ð45:4Þ
Xijk � Qk for all i, j, k: ð45:5Þ
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Here the objective function aims to minimize the sum of costs to transfer

products from origination sites through collection sites to the destination stations

and the fixed cost of opening the collection sites and destination sites.

Constraint set analysis:

(a) All the recalled products are transported from the origination sites to destination

sites by way of constraint set (45.1) (either directly or via collection sites in the

reverse logistics network);

(b) Constraint set (45.2) limits the units sent through collection site j to site j;

(c) Constraint set (45.3) limits the units ending up at destination site k to site k;

(d) Constraint set (45.4) forbids units through collection site j from being routed

unless this site is opened;

(e) Constraint set (45.5) forbids units from ending up at destination site k from

being routed unless this site is opened.

Compare the strong formulation of this problem, a weak formulation can be

given from aggregating the demand in constraint sets (45.4) and (45.5), obtaining

the following alternative constraint sets:

X
j

X
k
Xijk � Ij j�Pj for all j, ð45:40Þ

X
i

X
j
Xijk � Ij j�Qk for all k: ð45:50Þ

With constraint sets (45.40) and (45.50), the weak formulation will significant

reduce computation burden with finding proper and optimal solutions.

45.4 Solution Method

45.4.1 Observations

This model is a typical zero-one mixed integer-linear programming (MIP) problem

(the variables are restricted to be either 0 or 1). Assuming that there are no

collection sites in this model, it will reduce to a capacitated plant location problem

(CPLP). The CPLP is NP-complete problem (solutions can be verified in polyno-

mial time), and as such, the model is also NP-hard [7]. The traditional MIP tools for

solving such problem as NP-hard is limited. We should choose proper process and

improve solution.
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45.4.2 Heuristics Procedure

Since integer-linear programming is NP-complete, many problem instances are

difficult and so heuristic methods must be used instead. Based on running an

efficient heuristic numerous times, heuristic concentration identifies a subset of

the potential collection sites that may warrant further investigation [8]. After

repeatedly running a randomized greedy heuristic, the information about which

sites are in the “p” set is collected, and a final subset of sites is used when solving

the subset problem to optimality using integer-linear programming. Thus, using a

subset of the potential collection sites results in an optimal solution if all sites that

are in the optimal “p” set are in the subset.

MIP tools provide some useful module for this subproblem. In this chapter we

can use AMPL (A Mathematical Programming Language) module as a front-end

interface to the mathematical programming solver-CPLEX. The algorithm for this

problem includes three steps: the first step is the random selection for potential

collection sites and refurbishing sites, the second step is the heuristic concentration

section, and the third step is the heuristic expansion (HE).

Random selection:
At the beginning, set MAXIterations ¼ β (where β ¼ 10, 40, or 80)

1. While Iterations < MAXIterations, then do:

2. Select a subset of size Pmax from the collection sites, and meanwhile Qmax from

the destination sites randomly (all sites should have an equal probability to be

selected).

3. Add the AMPL module file and data file in the way that only the sites selected

in step 2 are considered as potential collection sites.

4. Optimize the current problem using AMPL solver.

5. Save the solution and its configuration. If the current solution is better than the

best previously exist solution, then update the best solution.

6. End while.

Heuristic concentration:

7. Add the AMPL module file with all collection sites and destination sites chosen

in the best previously solution. Collecting the information in steps 2–5 from the

top 5 % best solutions, use the additional [Pmax + 2—the number of sites used
in the first best solution] most frequently collection sites, and [Qmax + 2—the
number of sites used in the first best solution] most frequently destination sites,

and change the AMPL module file.

8. Optimize the current problem using AMPL solver.

9. If the current solution is better than the best previously exist solution, then

update the solution and its configuration as the best solution.

10. Report the best solution found.
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Heuristic expansion:

11. Add the AMPL module file with all collection sites and destination sites in the

best solution found. Then add one site not chosen in the best solution found.

12. Optimize the current problem using AMPL solver.

13. If the current solution is better than the best previously solution, then remember

the solution and its configuration, but not change the best solution for now.

14. Repeat steps 11–13; make sure all sites have been checked.

15. If improvements are found, save this solution as the latest best solution.

16. Repeat from step 11; make sure no improvements are found.

17. Report the latest best solution.

45.4.3 A Deterministic Heuristic

An alternative deterministic heuristic to be proposed is designed to improve the

random selection and heuristic concentration process of the previous algorithm.

Compare an exact algorithm, a deterministic heuristic designing may lead a serious

problem here: if we use CPLEX to select the sites and find an optimal result of

demand flows (given the open sites chosen from the available sites sheet), we do not

make sure whether a heuristic that would show us meaningful routing values short

of using an optimal solver.

Based on the truth above, we developed procedure CC algorithm (a greedy

algorithm) that uses CPLEX to define the routing planning schemes (as similar

with the random selection with heuristic concentration methods we mentioned

above):

1. Rank order all collection sites (all P’s found) and rank order all refurbishment

sites (all Q’s) by the ratio of Cost ¼ Capacity from least to greatest.

2. Select the Pmax + 4 andQmax + 4 cheapest Cost ¼ Capacity site alternatives and

solve with CPLEX solver.

45.5 Computational Results

Vaidyanathan collected some real data through research in some reverse distribu-

tion networks. This chapter chooses 5 sets of 20 randomly generated problems from

reference [5] as datasets for test problem (Table 45.1):
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45.5.1 Data Generation

From origination and collection to refurbishing site are all located in a 100 � 100

square randomly.And an additional collection site was used as a virtual site to figure a

direct shipment from an origination site to the destination site. This additional

destination site with boundless costs and boundless capacity is used to eliminate

infeasible basic solutions. The data generation includes constructing two parts costs

(fixed and variable) and capacities. The costs of fixed part are generated as following:

Collection sites (CS): Cj :¼ 0.1([0, 10000] + Bj [0, 10]),

Refurbishing sites (RS): Rk :¼ 0.1([0, 10000] + Dk [0, 10]).

Costs in the transportation process are computed according to the following

formulae:

Cijk :¼ α(Euclidian distance from i, j to k)

Here α is 0.1 when using one collection site (i, j to k) and is 0.4 when shipping

direct from the origination site to one refurbishing site (i, m to k, where the

Euclidian distance is computed in a direct distance from i to k).

The demand is generated as: ai ¼ [0, 500], and the capacities are:

Collection sites (CS): Bj ¼[0, 5000],

Refurbishing sites (RS): Dk ¼ [0, 25000].

45.5.2 Experimental Results

With test problem, the experimental results show that the heuristic expansion

(HE) algorithm improves significantly in the speed and solution values. Applying

HE to the results of Procedure CC algorithm, 80 random selection iterations with

heuristic concentration (HC-80), 40 random selection iterations with heuristic

concentration (HC-40) and 10 random selection iterations with heuristic concen-

tration (HC-10) for these problem sets clearly demonstrate the additional benefit of

the HE technique. Both Procedure CC and random selection with heuristic concen-

tration provide starting solutions that the HE algorithm.

Table 45.1 Datasets

Problem

set

Number of

origination

(or retail) sites

Number of

available

collection

sites

Maximum allowed

number of

collection sites

Number of

available

refurbishment

sites

Maximum

allowed number

of refurbishment

sites

1 35 16 5 15 3

2 45 26 7 18 4

3 55 32 7 20 5

4 75 37 8 22 5

5 100 41 10 37 8
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The tentative in this method is that this starting point solution using HE was

stuck in a very poor local minimum. Even though the HE algorithm cannot always

substantially speed every solution, Computational test shows that optimal solution

was found in a large number of cases and high-quality solution is obtained while

improved model and expending modest computational effort.

45.6 Conclusion

In the discussion of this chapter, we added GSCM into the process of reverses

logistics with collection sites. Besides that, this chapter may contribute to the

reverse distribution literature by developing a strong and a weak formulation for

reverse distribution logistical problems including all kinds of reverse type (product

recall, product reuse, product disposal, and hazardous product return). Also, this

chapter adapted the heuristic concentration procedure to solve the version of

problem with collection sites and provided a new solution—heuristic expansion

(HE). The complexity of the proposed model was such that a heuristic solution

procedure was the only viable approach to solve very severe problems. We pro-

posed heuristic concentration procedures combined with HE to make the problem

easily. Very large problems can indeed be solved in a reasonable amount of time

with the HE algorithm, where they cannot be solved with traditional MIP tools

within a limited computational time.
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Chapter 46

The Storage of Wind Turbine Mass Data

Based on MongoDB

Qile Wang, Zhu Shen, Long Ma, and Shi Yin

Abstract With the large-scale development of wind power, the storage and

analysis of wind turbine’s data gradually become more and more important, there

are huge amount of information about wind turbines, and the traditional relational

database has been difficult to meet the demand of mass data storage and analysis.

This chapter proposes the solutions that data storage is based on non-relational

databases (MongoDB) and compares SQL Server with MongoDB about the storage

ability and query performance. The results show that using this method can increase

storage speed and query performance significantly.

46.1 Introduction

As a clean and renewable energy, wind energy has drawn worldwide attention. The

huge amount of wind energy that can be developed is 10 times as much as the whole

water energy on Earth. The biggest difference between wind turbine and thermal

turbine is that wind turbine has small power capacity and wide distribution and its

data management is very difficult.

In order to ensure healthy and efficient operation of wind turbines in wind farm,

power companies must establish monitoring center to control hundreds or thou-

sands of wind turbines, using SCADA system to record and store operation data

about wind turbine. The real-time production data is very large. In order to improve

the efficiency of data storage, most wind turbine manufacturers process data

before storage, they process real-time data into 10-min average data in order to

use the traditional relational databases to store information, and this method may

lose numbers of important turbine operation information and pose serious obstacles

to data analysis for improving wind turbine performance.

Q. Wang (*) • Z. Shen • L. Ma • S. Yin

Zhongneng Power-Tech Development Co., Ltd., Beijing 100034, China

e-mail: wangqile@clypg.com.cn

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_46,

© Springer International Publishing Switzerland 2014

403

mailto:wangqile@clypg.com.cn


Using traditional relational database to store real-time data is not competent in

the field of wind power. This chapter poses a new method based on the

non-relational database (MongoDB) massive data storage solutions and analysis

and implements this theory.

46.2 MongoDB Database Overview

46.2.1 Non-relational Databases

In industrial field, non-relational databases have drawn collective attention as a

new type of database technology. The method does not completely deny relational

database. A single relational database cannot meet the demand of diverse

application field. The rigorous description of non-relational databases is as fol-

lows [1]:

1. Using scalable and loosely data structure to formulate logical model

2. Designed to follow CAP theorem using across multi-node data distribution

model and supporting horizontal scaling

3. The ability of keeping data permanent in disk or memory

4. Support a variety of “non-SQL” interface for data access

Non-relational database makes changes on two respects. First, data

mode, NoSQL uses loose and extensible data model, such as key-value pairs,

columns, documents, and charts, not two-dimensional table as relational database.

Second, horizontal scaling, NoSQL is designed for distributed systems,

supporting horizontal expansion. It is able to adapt to the rapid growth of huge

amounts of data [2, 3].

46.2.2 MongoDB Database

MongoDB is designed to possess the ability of key/value storage and high-

performance and scalable, in the meantime with the function of a traditional

relational database to manage system [4], as shown in Fig. 46.1.

MongoDB uses data structure of loose BSON (Binary JSON) format and

document-oriented storage data; it uses automatic slicing (auto-sharding) to realize

mass data storage, supporting type index; it can support two kinds of data replication

mechanism: master/slave and replication set. MongoDB uses document-oriented

data model to store data, each document is allowed to have different settings [5, 6].
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46.3 MongoDB Database Storage Principle

The underlying of MongoDB use BSON as the data format for data storage and

network transmission. It allows data type as nested sub-documents and array. In

order to solve large object storage, MongoDB uses GridFS file system to split a

large object into multiple small objects.

A MongoDB system is composed of multiple databases; each database consists

of a collection, each collection is made up of many documents and the document

consists of a series of field, each field is a key-value pair, the key is field name, and

its value corresponds to property value [7].

1. Collection

MongoDB collection is a set of documents essentially, and it is similar to the

table in relational database. These documents have the same field structure, but

MongoDB is schema-free database, and there is no mandatory required on the

field structure. Users do not need to predefine structure of a collection of fields

and can store documents with different structures in the same collection, when

database is running. Users can dynamically add and delete fields of the

document [5].

2. Document

MongoDB is a database based on document; document stores data in the form of

key-value pairs. Document uses the BSON language; BSON is a binary serial-

ization of JSON data interchange language [8]. It is binary bytes stored in the

form of key-value pair, key is the string format, and the value can be any data

type, like basic integer, float, string, array, and key-value pairs.

For example, a wind turbine by BSON object is expressed as follows:

{WT_NAME: “A-004”,
WT_AI:{{WinSpe:12.42},{WinDir:250},{ActPow:12.42},

{ReaActPow:250},{ReaActPow:12.42},{GenSpe:250},
{EnvTem: 12.42}},
WT_DI:{WTstart:0,WTrun:1,WTstop:0, PlcErr:0}
}

Memcached

Key/value stores MongoDB

RDBMS

Scalability &
 Pe rform

ance

Depth of Functionality

.
. .

.

Fig. 46.1 The magnitude

calibration function
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Wind turbine includes wind turbine name (WT_NAME), wind turbine analog

parameter (WT_AI), and wind turbine digital parameter (WT_DI). Wind turbine

name is the type of string, and the wind turbine analog properties are corresponding

to key-value pairs [9].

46.4 Database Storage Design

In order to organize massive wind turbine data effectively, and in order to make

data efficiently accessible, this chapter uses storage form of data in MongoDB.

Convert the raw data using the quad tree method, information storage for each

additional one, the information on the level L to L + 1 fission into four information

points, for example, decompose wind turbine into some devices, and then decom-

position devices to the specific information of the device. Each sub-block coding is

the sub-block that belongs to the parent block coding plus sub-block in the parent

block number [10].

When querying the data, we use formulas to calculate the required data items.

Then, using client-side technologies will combine information, you can get all the

information by user query. The formula are as follows:

curXMin ¼ XMinþ j� Δx
maxL�1

, curXMax ¼ XMinþ jþ 1ð Þ � Δx
maxL�1

ð46:1Þ

curYmin ¼ YMax� iþ 1ð Þ � Δy
maxL�1

, curYMax ¼ YMax� i� Δy
maxL�1

ð46:2Þ

Calculate the number of rows and columns. The formula is as follows:

i ¼ YMax� y

Δy
� n� 2L�1

����
����, j ¼ x� XMin

Δx
� m� 2L�1

����
���� ð46:3Þ

46.4.1 MongoDB Database Storage

MongoDB documentation storage can realize array types and nesting child docu-

ment. The data structure of wind turbines is achieved in one collection in

MongoDB [11].

Create a database “windturbineinfo”; create a collection to store fan data infor-

mation statements for the following:

MongoServer server ¼ MongoServer.Create(“mongodb: “127.
0.0.1:27017”);

//Specify the database server
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MongoDatabase db ¼ sever.GetDatabase(“windturbine
info”);

//Obtain windturbineinfo database
MongoCollection<BsonDocument> posts ¼ db.GetCollection

(“wtcollection”);
//Create a Collection, the name is wtcollection
BsonDocument wtdoc ¼ new BsonDocument (); //Create a

document
wtdoc.put(“WT_NAME”, “A-004”); //Add the wind turbines’s

name

Pairs of document type attribute, use BasicDBObject class to create a document

first, read wind turbines’ analog information, add the information to properties of

the subdocument simple data types, and then insert subdocument into the properties

of the document [12]:

BsonDocument WT_AI ¼ new BsonDocument (); //create a doc-
ument MT_AI

WT_AI.put(WinSpe”,13.2); //add Wind speed values
WT_AI.put(WinDir”, 250); //add wind direction values

Loop to read all the replies, repeat the above statement steps, add analog WT_AI

sub-document to document, and insert the documentation to the collection: posts.

insert (doc); through the steps, achieve to store the wind turbine information [13].

46.4.2 SQL Server Database Storage

In SQL Server 2008, the same type of data is stored in the same table, and an index

is created for each block [14]:

Given below the key code to connect SQL Server:

String connectionUrl ¼ “jdbc:sqlserver://172.0.0.1:
1433;

Class.forName(“com.microsoft.sqlserver.jdbc.SQLServer
Driver”);

Connection con ¼ ¼ DriverManager.getConnection(connec-
tionWT);

46.5 Compared to the Performance Test

Running the SQL Server and MongoDB on the same configuration of the server,

test the query performance of MongoDB and SQL Server.
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The server configuration is as follows: 3.0 GHz dual core CPU, 2 GB memory,

Microsoft Server 2003 operating system, 2.0.3 version Professional MongoDB, and

SQL Server 2008.

Using SQL Server 2008 polling analyzer and MongoDB command “explain” to

query time and the use of index information to compare the performances.

In this chapter we query WT_AI data of “A-004” database in testing system to

return WT_AI’s analog information, including the wind speed, wind direction,

active power, reactive power, generator speed, and the environment temperature.

Executing the query for 10 times, respectively, in the amount of data under the

circumstances is 100,000, 200,000, 600,000, 1,000,000, 1,200,000, and 2,000,000.

Choose its average time and compare the performance of the SQL Server and

MongoDB.

In Table 46.1, we can get the query takes maximum, minimum, and average time

between SQL Server and MongoDB.

Contradistinction is shown as follows (Fig. 46.2).

The experiment shows that MongoDB’s querying time is less than 1/5 of that on

SQL Server, and MongoDB’s querying performance is significantly higher than

SQL Server. And with the increasing of the data, MongoDB and SQL Server

querying performance are both reduced.

Table 46.1 The absolute error with different angle at 4 kHz

Data

Maximum (ms) Minimum (ms) Average (ms)

MongoDB SQL MongoDB SQL MongoDB SQL

100,000 121 1,232 55 151 117 392

200,000 254 3,104 223 421 243 1,089

600,000 1,994 4,982 320 1,004 479 3,003

1,000,000 2,453 8,864 579 1,143 845 4,650

1,200,000 3,210 16,012 875 2,345 1,191 9,193

2,00,000 6,452 21,959 1,043 3,567 1,898 15,796
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46.6 Conclusion

MongoDB query takes more gentle growth, which can maintain a linear growth,

and time-consuming within 2 s.

SQL Server with the amount of data grows; the query takes serious growth in

data volume of 1.1 million over 10 s.

In summary, the MongoDB data storage model, in the conditions of the mass

data storage, the improvement of query performance are very obvious.
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Chapter 47

Improvement of Extraction Method

of Correlation Time Delay Based

on Connected-Element Interferometry

Fei Wang, Zhenfei Wang, Dun Li, and Bingjie Yang

Abstract This study proposes a method using mean comparison to improve the

accuracy of interferometry processing correlation time delay under the low signal-

to-noise ratio and low residual time delay. The method uses the means of taking the

average of stripe subsection, comparing threshold and eliminating outliers, which

offsets the influence of channel noise on the accuracy of the signal. Using the direct

method under the same SNR strike delay simulation comparison proved that the

mean comparison method can get relatively high accuracy of time delay

information.

47.1 Introduction

China has made a series of breakthroughs in satellite navigation, manned space and

deep-space exploration which reflects the development of aerospace technology in

recent years. As for deep space exploration projects, the Spacecraft needs accurate

navigation and positioning, which requires to introduce a high-precision measure-

ment technology to the measurement and control system as a support.

Doppler velocimetry and radar ranging technology are traditional for technolo-

gies for spacecraft navigation; these two technologies can directly measure the

radial velocity and distance of spacecraft relative to the observatory. However it’s

difficult to measure the accurate position and velocity of the spacecraft which is

perpendicular to the radial movement [1]; as the distance of spacecraft increases,

the system error will increase, and measurement accuracy will decline. Interferom-

etry technology has a high-precision angle measurement capability. By measuring

the delay observables of the two tracking and measuring stations which receive the

same signal that reaches the two sites, the method uses the signal processing method
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to obtain high-precision delay observables and deduces reversely the precise angular

position of the signal source, the technology been successfully applied to the

tracking observation of satellites and spacecraft in deep-space, as well as positioning

task. Through continuous development, it has developed a variety of processing

methods in the interferometry signal based on the principle of interferometry

technology, such as very long baseline interferometry (VLBI), connected-element

interferometry (CEI), the same beam interference (SBI), and other high-precision

deep space interferometry technologies. These methods has been successfully

applied to the navigation of spacecraft in deep space in practical work [2–6]; these

can adapt to the needs of future space’s development, improve the accuracy of

satellite orbit determination and services for the satellite in orbit and military

applications [7].

Currently, for broadband signals like radio source signals, there are usually FX

and XF two related processing methods [8]. According to the theory of digital

signal processing, the two methods obtain the same power spectrum. Haibo Xia

studies observation delay model and the model of phase stripe rotation, which

makes the time delay estimation more accurate [9]; Haitao Zhang and Qinghui

Liu study application and error elimination of interferometry system like VLBI [10,

11]. Longfei Hao proposes to use the first six data points to fit curves and predict the

next point with the fitting curve and compares that point value with the predicted

values and observes whether it meets the 3σ principle [12]. According to the 3σ
principle, this chapter gets a phase curve and proposes a method of calculating

segmented mean comparison amplitude jitter and verifies the effectiveness of the

method through the simulation experiment, which is based on the analysis and

introduction of interferometry principle and general signal processing model,

ideological phase curve to strike.

47.2 The Principle of Connected-Element Interferometry

and Signal Processing Model

47.2.1 The Principle of Connected-Element Interferometry

The principle of connected-element interferometry is as follows: Two measuring

stations receive a signal from the same signal source and perform correlation

processing to obtain the time delay of the two signals, thus obtain the measurement

data of one direction; the principle of connected-element interferometry is shown in

Fig. 47.1.

From several relations in Fig. 47.1 we can obtain expression (47.1) as follows:
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τ ¼ 1

c
B cos θ ð47:1Þ

where B denotes baseline, τ denotes time delay, θ denotes the angle between target
spacecraft and baseline. Taking the derivative of measuring expression, angular’s

accurate expression can be obtained

δθ ¼ c � δτ
B sin θ

ð47:2Þ

From expression (47.2) we know, the accuracy of angle δθ is in inverse propor-

tion to the length of B and in direct proportion to the measurement accuracy of τ, to
obtain high-precision angle measurement; we can use longer baseline (B) or

improve the measuring accuracy of interferometer’s time delay δτ [13].

47.2.2 Processing Model of Connected-Element
Interferometry Signal

Two measuring stations which conduct connected-element interferometry receive

signals from spacecraft at the same time and have the cross-correlation processing.

According to the research of Lue Chen, We need to have a time delay compensation

processing before it [13]. If the signals received by measuring station 1 and

measuring station 2 are X1(t) and X2(t), we used signal received by measurement

station 1 as benchmark and analyses signal X2(t) received by measuring station 2.

Suppose the signals received by two measuring stations are

X1 tð Þ ¼ x tð Þej�2πf�t ð47:3Þ
X2 tð Þ ¼ x tþ τg

� �
ej�2πf� tþτgð Þ ð47:4Þ

where τg is true geometric delay of X2(t) relative to X1(t), f is the center frequency

Fig. 47.1 The basic

schematic of connected-

element interferometry
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of signal after down-conversion, and n1 and n2 are the noise in the signal

transmission.

Before two signals conducting correlative processing, we need to have the cross-

correlation processing for signal X2(t) of measuring station 2. τg is geometric delay,

τg0 is compensation value of time delay model, the error between them isΔτg, that is

Δτg ¼ τg � τg0 ð47:5Þ

Due to adopting the digital signal for signal analysis, suppose the sampling

period of signal is ΔT, compensation value τg0 is composed of integer sampling

period compensation τg0I ¼ nΔT and decimal sampling period compensation τg0F,
that is,

τg0 ¼ τg0I þ τg0F ¼ nΔT þ τg0F ð47:6Þ

Having a integer bit time delay compensation (ISTC) to signal X2(t) of measur-

ing station 2, the correction is τg0I

X2D tð Þ ¼ X2 T� τg0I
� � ¼ X2 t� nΔTð Þ

¼ x tþ τg � τg0 þ τg0F
� �

e�j2πf tþΔτg�τg0þτg0Fð Þ ð47:7Þ

Having a stripe rotation to signal and eliminate the phase factor

X2FS tð Þ ¼ X2 t� τg0I
� � � ej2πf �τg0I ¼ x tþ Δτg þ τg0F

� �
e�j2πf tþΔτgþτg0Fð Þ � ej2πf �τg0I

¼ x tþ Δτg þ τg0F
� �

ej2πf tþτgð Þ
ð47:8Þ

Make Fourier transform to the signal X2FS(t),

F2FS fð Þ ¼ F2D fð Þej�2πf Δτgþτg0Fð Þ ¼ F2D fð Þej�2πfΔτg � ej�2πf τg0F ð47:9Þ

Having a frequency decimal bit time delay compensation (FSTC), the decimal

time delay of compensation is τg0I, so

F2 ¼ F2D fð Þej�2πfΔτg ð47:10Þ

Perform the same processing to signal X2(t) received by measuring station

2, since it doesn’t need time delay compensation, we have

F1 fð Þ ¼ FT X1 tð Þð Þ ð47:11Þ

Calculating the cross spectrum of two measuring station signals, that is
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P fð Þ ¼ F1 fð Þ � F�2 fð Þ ¼ A fð Þ � ej�2πfΔτg ¼ A fð Þ � eφ fð Þ ð47:12Þ

where A(f) denotes amplitude of cross spectrum and φ(f) is phase difference of two
signals. Thus the residual value of time delay is the following expression:

Δτg ¼ 1

2π
∂φ fð Þ
∂f

ð47:13Þ

So we can easily obtain geometric time delay Δτg [13].

47.3 Improvement Scheme

Now the thought of time delay extraction is to transform radio frequency down-

converter into intermediate frequency first, then generate interference fringes, and

use Welch method to divide the sampling data into L segments when generate

interference fringes, the length of each segment is M and has part of overlap. The

data window of each segment adopts window functions like rectangular window,

triangular window, or Hanning window. First we calculated cross-power spectrum

of each section’s sampling data, then accumulated the cross-power spectrum of each

section and got the average, so that we could get the average of cross-power

spectrum and finally the time delay through phase fitting was calculated. This

method which is based on intermediate frequency signal processing would introduce

systematic errors when it transforms radio frequency down-converter into interme-

diate frequency and decreases accuracy. If the radio frequency signals were

processed directly, stripes will vary greatly when generating interference fringes

and influence the accuracy because of the increase of processing bandwidth. To this,

we generally use 3σ method to eliminate outliers of stripes, but the elimination

threshold is fixed and it will shorten the length of the entire stripe while eliminate the

outliers. Under the circumstance of low signal-to-noise ratio, if too many of outliers

were eliminated, it would lead to the accuracy of calculating stripe slope decline.

To solve the above problems, under the circumstance of small residual time

delay (No phase step from�π to π), we can get the average data through the method

of calculating subsection average before phase fitting, according to the thought of

3σmethod. Threshold of the fluctuation range was set, if the difference between the

data point and the mean was greater than the threshold in scope of this segment, and

then we gave the average to this point. Using this method to eliminate outliers, the

shortcomings of 3σ method which reduce data segment and inability to specify

threshold can be overcome. This increases the accuracy of stripe fitting effectively

and then increases the measuring accuracy.
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47.4 Simulation Experiment

We wrote programs for signal processing algorithm according to signal processing

procedure in unit 1, next the time delay performance of improved extraction signal

through simulation algorithm was tested.

A satellite beacon signal X0(t) received by antenna was simulated. Simulating

signals consist of a modulation signal and Gaussian white noise n(t)

X0 tð Þ ¼ cos 2π� 109 � tþ cos 2π� 5� 107 � t
� �� �þ n tð Þ ð47:14Þ

The signal from the measuring station 1 as the reference signal and the signal

from two stations were

X1 tð Þ ¼ X0 tð Þ þ n1 tð Þ ð47:15Þ
X2 tð Þ ¼ X0 tþ τg

� �þ n2 tð Þ ð47:16Þ

where n1(t) and n2(t) are transmission noise of the channel. Parameters of simula-

tion signals were set as follows: The sampling frequency fs was 4 GHz, the length of

analytic signal was 262,144, geometric time delay of two signals τg was12.525 ns.

Supposing estimated model’s compensation time delay τg0 is 12.2725 ns; the

signal-to-noise ratio of the two measurement signal’s channel noise is �5 dB;

Welch segment L is 128, window function adopts Hanning window; threshold

compared to the average is π/6.
The time domain waveform and the frequency spectrum of the spacecraft

simulation signal are as follows in Fig. 47.2.

Constructing two measuring station signals to be analyzed X1(t) and

X2(t) according to expressions (47.15) and (47.16). In the case of that channel

noise is �10 dB, the interference fringes and fitting images were obtained as in

Fig. 47.3 after the process procedure of interferometry signals, the two images are

the direct method and the signal processing image after a mean comparison. From

Fig. 47.3 we can see directly that using the mean comparison method can eliminate

outliers effectively.

Calculate the straight line’s slope after fitting, dividing 2π and obtaining the

estimation of the residual time delay Δτ , and obtaining the estimation of geometric

time delayΔτg ¼ τg þ Δτ . Fitting images of generated stripes when SNR is�10 dB

in Fig. 47.3 and calculate the residual time delay estimation of the two methods

Δτg ¼ 1:831053167995637� 10�10s,Δτ2 ¼ 1:902373750762525� 10�10s:

From it we can deduce the estimation of geometric time delay τg ¼ τg0 þ Δτ
and obtain the error between ideal geometric time delay τg and τg1 and τg2 are

respectively �1.6894683 � 10�11s and �9.7626249 � 10�12s. From that we can

prove the improvement method can increase the accuracy of time delay.
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Using mean comparison method to simulate with different SNR (parameters

unchanged). Figures 47.4 and 47.5, respectively, reflect the delay-error-mean-to-

sampling-period ratio and delay-error-mean-to-standard-deviation ratio under dif-

ferent SNR. From the figure we can see when SNR is greater than �10 dB, we can

obtain the accuracy of signal time delay greater than 1/10 Ts and has better

performance when processing residual time delay error.

Fig. 47.2 Time-domain waveform and spectrum of spacecraft simulation signal X0(t). (a) Time-

domain waveform and (b) spectrum

Fig. 47.3 Conduction of interference fringes and images fitting. (a) Direct method and (b) mean

comparison method

Fig. 47.4 The delay-error-

mean-to-sampling-period

ratio under different SNR
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47.5 Conclusion

This study introduced an observational method for the satellite signal time delay,

elaborated an improved algorithm of the interferometry signal processing, and

made the simulation analysis verification. The results showed that adopting the

improved algorithm can effectively eliminate the influence of noise on the data

processing when residual time delay is small, and it can obtain the respective time

delay of two measuring station signals better and increase the accuracy of mea-

surement when SNR is low. This algorithm can have a further verification in the

follow-up observation of the practical measured signals and then it can be applied to

the exploration tasks of high-precision navigation in the future, and it can also

provide future interferometric studies with valuable experience.
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Chapter 48

Modeling and Evaluation of the Performance

of Parallel/Distributed File System

Tiezhu Zhao, Xin Ao, and Huaqiang Yuan

Abstract The mass data storage systems need to be coupled with efficient parallel/

distributed file systems, such as Lustre and HDFS, which can effectively solve the

problems of the mass data storage and I/O bottlenecks. This chapter systematically

studies the performance factors and distribution of parallel/distributed file systems

and proposes a valuation scheme for the classic parallel/distributed file system by

capturing the changes in workload characteristics. The experiment results show that

the proposed evaluation scheme can reach better accuracy and efficiency.

48.1 Introduction

Distributed file systems are the key component of any cloud-scale data processing

middleware. Evaluating the performance of distributed file system is very impor-

tant. To avoid the cost for late cycle performance fixes and architectural redesign,

providing performance analysis before the deployment distributed file system is

also particularly important. System architects can use design-time performance to

evaluate the resource utilization, throughput, and timing behavior of a system prior

to the deployment due to the following reasons (1) analyzing performance of the

system is much less expensive than testing the performance of the system by

running it, (2) it is simply infeasible to test all kinds of different configurations of

the system by running it, and (3) performance analysis on models helps architects

make configuration and deployment decisions to avoid costly redesign,

reconfiguration, or redeployment [1].

Automated storage management within an enterprise has proven to be an

effective remedy for the low utilization that plagues storage system. Storage system

administrator tries to ensure that workload characteristics of application are
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appropriately matched to the performance and availability characteristics of the

storage to which they are assigned. Automated storage system design, a solution

proposed by many, relies on fast and accurate performance prediction. Constructing

good performance evaluation scheme is a critical first step in effectively designing

and optimizing the performance of storage systems.

Although the parallel/distributed file systems have been widely studied for

several years, the potential impact to workload characteristics of parallel/distrib-

uted file system is not clearly understood. In this chapter, we focus on the perfor-

mance study of the parallel/distributed file system. We systematically study the

performance factors and distribution of parallel/distributed file system and propose

a novel evaluation scheme for the classic parallel/distributed file system by captur-

ing the changes in workload characteristics.

The remainder of this chapter is organized as follows. We begin by introducing

related work in Sect. 48.2. We introduce the performance factors and distribution

and present an evaluation scheme for parallel/distributed file system in Sect. 48.3.

We perform a series of evaluation experiments, discuss the experiment results in

Sect. 48.4, and conclude the chapter in Sect. 48.5.

48.2 Related Work

Performance analysis and modeling is an important concern in the distributed file

system research area. The related work in the field mainly evaluates the perfor-

mance of distributed file systems and computing paradigms by relying on running

benchmarks or application programs, performance measurements under a variety of

workloads/strategies, and comparing with other distributed file systems. The typical

approaches can be divided into two categories (1) Experiment-driven performance

analysis and prediction. These approaches are mainly based on the analysis of the

experiment results or draws conclusion by comparing with existing distributed file

systems. Yu et al. indicated excessively wide striping can cause performance. To

mitigate striping overhead and benefit collective IO, authors proposed two tech-

niques: split writing and hierarchical striping to gain better IO performance

[2]. Wang et al. proposed a two-level metadata management method to achieve

higher availability of the parallel file system while maintaining good performance

[3]. Yu et al. presented an extensive characterization, tuning, and optimization of

parallel I/O on the Cray XT supercomputer (named jaguar) and characterized the

performance and scalability for different levels of the storage hierarchy

[4]. (2) Model-driven performance analysis and prediction. Li et al. modeled the

whole storage system’s architecture based on closed Fork-Join queue model and

proposed an approximate parameters analysis method to build performance models

[5]. Yu et al. adopted a user-level perspective to empirically reveal the implications

of storage organization to parallel programs running on Jaguar and discovered that

the file distribution pattern can impact the aggregated I/O bandwidth [6]. Piernas

et al. adopted a novel user-space implementation of active storage for Lustre, and
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the user-space approach has proved to be faster, more flexible, portable, and readily

deployable than the kernel-space version [7]. Zhang et al. developed a new mech-

anism named Logic Mirror Ring (LMR) to improve the reliability and availability

of the parallel file system. A logic mirror ring is built over all I/O nodes to indicate

the mirror relationship among the nodes [8].

48.3 Performance Factors and Evaluation Scheme

48.3.1 Performance Factors and Distribution

In parallel/distributed file system, the key problem of performance research is to

discover the potential performance factors of application workload and system

configuration (e.g., stripe unit size, replica number, concurrent I/O number).

Figure 48.1 shows the distribution of performance factors in the classic distributed

file system. The performance factors can be divided into four parts: performance

factors associated with metadata server, performance factors associated with data

storage server, performance factors associated with the network, and performance

factors associated with client nodes and applications.

This chapter focuses on performance factors associated with applications. So, it

is important to study the characteristics of application workload. Workload char-

acteristics can be used to describe I/O. Common among them is measures of the

read/write ratio, I/O request size, spatial locality, temporal locality, and concur-

rency. Other, more description, characteristics include the temperature of data, the

inter-arrival time of I/O bursts, the phasing (overlap) of different I/O streams,

measures of temporal burstiness, measures of spatial burstiness, and spatiotemporal

correlations [9].

48.3.2 Evaluation Scheme

The parameters of our proposed evaluation scheme are defined as follows:

W: the workload characteristic vector, including I/O request size (ReqSize), read/
write ratio (RWRatio), request queue length (ReqQueue), request arrival rate

(ReqRate), I/O randomness (Rand), I/O inter-arrival delay, etc., and is defined as

W ¼ ReqSize, RWRatio, ReqQueue, ReqRate, Rand, � � �½ � (48.1)

PMetric: the performance metric vector, consisted of bandwidth (Bandwidth),
throughput (Throughput), and latency (Latency) and is defined as
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PMetric ¼ Bandwidth, Throughput, Latency½ � (48.2)

For a specific parallel/distributed file system DFSi, a map function ϕi is defined

to map the application’s workload characteristics Wi to a performance prediction

metric PMetrici.This relationship can be expressed as follows:

PMetrici ¼ ϕi Wið Þ (48.3)

where Wi is a vector of values representing workload characteristics of DFSi and
PMetrici is any performance metric of DFSi.

Similarly, we can define

PMetricj ¼ ϕj Wj

� �
(48.4)

The first objective of our evaluation scheme is to capture the changes in

workload characteristics from DFSi to DFSj, that is, predict Wj given Wi. The

function ϕi ! j is defined as

Client Node1
Network Abstract Layer

…… ……

Client Node 2

Client Node n

Data
Storage
Server 1

Data
Storage
Server 2

Data
Storage

Server m

Metadata
Server

Performance factors associated with
metadata server:
* the number of metadata servers
* architecture and query strategies
*CPU and memory
*read/write cache
* the type of disks and the number of
disks
*inode size and the number of inodes
*stripe parameter( strip width, strip
depth, strip offset)
*metadata manage stratigies
*the type of journals
*RAID level
* ……

Performance factors associated with the data
storage server:
*the number of data storage servers
*the number of service threads
*the type of journal
*RAID level
*CPU and memory
*read/write cache
*the type of disks and number of disks
*inode size and the number of inodes
*stripe parameter( strip width, strip depth,
strip offset)
* ……

Performance factors associated with client nodes and application:
* the number of client nodes * the size of read/write request
*read/write ratio *request queue length
*sequence/ random request ratio *I/O spatial locality
*I/O bursty * I/O temporal locality
*concurrency *the temperature of data
* the inter-arrival time of I/O bursts
* data access pattern (sequence/ random access,big/small file acdess,)
* ……

Performance factors associated with
the Network::
* the type of interconnect network
* interconnect protocol
* storage network constructure
* aggregated bandwith
* ……

Fig. 48.1 Distribution of performance factors in classic distributed file system
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Wj ¼ ϕi!j Wið Þ (48.5)

According to Eqs. (48.4) and (48.5), the composition function CFi ! j of ϕi and

ϕi ! j can be expressed as follows:

PMetricj ¼ ϕj Wj

� � ¼ ϕj ϕi!j Wið Þ� � ¼ CFi!j Wið Þ (48.6)

48.4 Experiment Analysis

48.4.1 Experiment Setup

The experiment was performed on HDFS (Hadoop Distributed File System), the

primary distributed file system used in cloud computing with Hadoop. The HDFS

consists of a single NameNode, a master server that manages the file system

namespace and regulates access to files by clients. In addition, there are a number

of DataNodes, usually one per node in the cluster, which manage storage attached

to the nodes, which they run on. HDFS exposes a file system namespace and allows

user data to be stored in files. Our experiments are done on Hadoop 0.20.1. The

Hadoop cluster is constructed as two nodes for servers (one for NameNode, one for

JobTracer), and the remaining nodes are DataNodes. Each node has 6 core Xeon

X5650 processors at 2.66 GHz and 48 GB memory. The interconnect network is

10-gigabit TCP/IP Ethernet.

48.4.2 Experiment Result Analysis

The experiment mainly considers four workload characteristic factors: write

request size, read request size, write queue depth, and read queue depth. Bandwidth,

throughput, and latency are chosen as the performance measurement metrics. The

configuration of workload characteristics or performance metrics is shown in

Table 48.1.

The classification and regression trees algorithm is chosen as the machine

learning algorithm because of their simplicity, flexibility, and interpretability. We

measure the proposed evaluation scheme in term of average relative error (Err) and
Pearson correlation coefficient (Pearson) [10]. Table 48.2 shows the accuracy

analysis of our proposed evaluation scheme.

As shown in Table 48.2, when considering only one workload characteristics

factor (Case1, Case2, Case3, and Case4), the average relative error can be con-

trolled between 11.3 and 18.7 %, and Pearson is 0.79–0.91. When considering two

factors (Case5 and Case6), the average relative error can be controlled between 20.9
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and 25.5 %, and Pearson is 0.73–0.83. The higher the Pearson correlation and the

lower the average relative error are, the more reliable is the prediction model. The

results implicate our proposed evaluation scheme can obtain better prediction

accuracy and efficiency.

48.5 Conclusion

In this chapter, we study the performance of the parallel/distributed file system. We

first introduce the performance factors and distribution of the classic parallel/

distributed file system and propose a performance valuation scheme by capturing

the changes in workload characteristics. Then, we perform a series of experiment to

investigate the evaluation scheme. The average relative error can be controlled

between 11.3 and 25.5 %. The experiment results show that the proposed evaluation

scheme can reach better accuracy and efficiency.
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Table 48.1 Configuration of workload characteristics or performance metrics

Workload characteristics or performance metrics Units Variable

Read request size KB WRS

Write request size KB RRS

Read queue length IOs WQL

Write queue length IOs RQL

Bandwidth MB/s Bandwidth

Throughput IO/s Throughput

Latency ms/IO Latency

Table 48.2 The accuracy analysis of the evaluation scheme

Case Workload characteristics

Performance metrics

Bandwidth Throughput Latency

Err (%) Pearson Err (%) Pearson Err (%) Pearson

Case1 RRS 11.3 0.91 12.3 0.89 13.1 0.90

Case2 WRS 13.1 0.86 15.6 0.83 13.8 0.85

Case3 RQL 12.7 0.88 16.9 0.89 14.4 0.86

Case4 WQL 15.3 0.80 18.7 0.79 16.2 0.80

Case5 RRS, RQL 21.8 0.78 20.9 0.76 23.3 0.76

Case6 WRS, WQL 25.5 0.83 24.9 0.73 23.9 0.80
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Chapter 49

CoCell: A Low-Diameter, High-Performance

Data Center Network Architecture

Peng Wang, Huaxi Gu, Yan Zhao, and Xiaoshan Yu

Abstract As critical infrastructures in the Internet, data centers play an important

role in supporting large-scale distributed applications as well as data-intensive

computing. This chapter presents CoCell, a server-centric architecture, which

uses servers to relay packets. CoCell has several nice properties for desired data

center networking. The average node degree in CoCell network is close to 3, and the

longest routing path length is no larger than 7. Besides, CoCell network is able to

provide high network capacity to support bandwidth-intensive applications.

Leveraging the multi-paths between any pairs of servers in CoCell network, we

propose relative routing schemes and make a comparison among these paths. The

evaluation indicates that CoCell performs well in all-to-all traffic pattern.

49.1 Introduction

With the prevalence of cloud computing, mega data centers have emerged as

indispensable infrastructures for supporting large-scale distributed applications,

such as GFS [1], BigTable [2], and MapReduce [3]. A desired DCN architecture

should meet the following design goals: support of incremental expansion, com-

modity hardware that scales out, and abundant server to server connectivity.

However, the conventional tree-based structure does not scale well to hundreds of

thousands of servers and is also vulnerable to “single point failure,” thus becomes

increasingly difficult to meet these design goals. Recently, researchers are actively
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designing new network architectures to build high-performance data centers. The

first thread of research work focuses on switch-centric structure network, leverag-

ing switches to relay packets, such as VL2 [4] and Fat-Tree [5]. Another thread puts

networking intelligence on servers instead of switches. Such designs include DCell

[6], BCube [7], FiConn [8], and DPillar [9]. This kind of design has many obvious

advantages over switch-centric designs as listed in the above articles.

In this chapter, we propose a regular server-centric DCN architecture named

CoCell, which can be incrementally expanded by adding NICs to only a part of

servers. Each server in CoCell not only undertakes the task of computation but also

serves as an intermediate node to relay packets. It offers high scalability to support

hundreds of thousands of servers with low diameter, low average node degree, and

high network capacity. As for the routing algorithm we propose, it is specially

customized for the CoCell network. We find many sets of paths for arbitrary pairs of

servers, and the length of alternative paths is not too much larger than that of

default path.

The rest of this chapter is organized as follows. Section 49.2 describes the

structure of CoCell in detail and its topological properties. Section 49.3 presents

the routing algorithm. Section 49.4 evaluates the topology properties and routing

protocols in CoCell. Finally, Sect. 49.5 concludes the chapter.

49.2 The CoCell Network Structure

In this section, we will first present the physical structure of CoCell and its

topological properties. Then we discuss the addressing and interconnection rules

of servers in CoCell.

49.2.1 CoCell Physical Structure

CoCell is a server-centric network structure, designed to efficiently interconnect an

increasingly number of servers. The implementation leverages architecture design

rules to build scalable and reliable network architecture at a low cost. All switches

in this structure are of the same type that connect a constant number of servers. We

use two parameters to define a CoCell network: n, the number of ports in each

switch, and i, the number of ports in each server. Thus a CoCell network can be

expressed as CoCell(n, i) (i � 2). Before explaining how to construct CoCell(n, i),
we first introduce the smallest module, CoCell0, and the building block, Cell(n, i).
In our design, CoCell0 consists of an n-port commodity switch; n/2 multi-port

servers, which are denoted as m_server; and n/2 dual-port servers, which are

denoted as d_server. The first port of m_server and d_server is used to connect

the commodity switch. In a CoCell0, m_servers are used to connect the other n/2

CoCell0s, and d_servers are used to connect Cell(n, i)s into a CoCell(n, i).
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The smallest Cell(n, i), Cell(n, 2) is constructed by n/2 + 1 CoCell0s by means of a

complete graph. There is only one link between any pair of CoCell0s.
Then, each Cell(n, i) is treated as a virtual node, fully connected with each other

homogeneous virtual node to form a CoCell(n, i) in the same way. To scale from

Cell(n, i�1) to Cell(n, i), we need to add a switch connecting n/2 servers into each

CoCell0 and connecting another n/2 ports of the switch with n/2 m_servers in the

CoCell0. In this way, additional (n/2)*(n/2 + 1) d_servers are added into a Cell(n,
i�1) to form a Cell(n, i). The structure of CoCell(8, 3) is shown in Fig. 49.1.

49.2.2 Topological Properties

We denote the total number of severs in a CoCell(n, i) as N(n, i). The number of

servers in a Cell(n, i) network can be expressed as follows:

N n; ið Þ ¼ n

2
þ 1

� �
� n
2
� iþ n

2
þ 1

� �
� n
2

h i2
� i � i� 1ð Þ (49.1)

Bisection bandwidth refers to the smallest number of links removed to divide the

nodes in the network into two parts of equal size.

In a CoCell(n, i), the lowest bound of bisection bandwidth has been obtained:

Bd n; ið Þ ¼ n

4
i� 1ð Þ

h i2
þ n

4

� �2

þ i (49.2)

switch

d_server m_server

Fig. 49.1 A partial CoCell
(8, 3) structure. A CoCell
(8, 3) structure consists

of 41 Cell(8, 3)s
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49.2.3 Addressing and Interconnection Rules

We denote a server in a CoCell(n, i) as a 4-tuple <p, q, a1, a0>. In this tuple,

p(p � 0) means the Cell(n, i) a server locates in, q indicates the switch that a server
belongs to, and a1a0 are 2-tuple used to distinguish the multi-port servers in each

Cell(n, i). Based on the features of the structure, a1 and a0 take values from [0, n/2
+1] and [0, n/2]. Particularly, if q ¼ 0, it means that this server is an m_server and
connected to all the i�1 switches.

In a CoCell(n, i), two m_servers of <l, p, a, b�1> and <p, q, b, a> are

connected with a link for every a and every b > a. In a CoCell(n, i), we treat

each Cell(n, i) as a virtual node. A d_server in a Cell(n ,i) is denoted as <l, u>,

where l is the Cell(n, i) the server belongs to and u is calculated from the other three

tuples:

u ¼ p� 1ð Þ � n

2
þ 1

� �
� n
2
þ a1 � n

2
þ a0 (49.3)

We illustrate the design via the following example. Server <0, 1, 2, 1> should

be denoted as server <0, 5> through the method above. Thus we can easily find

server <6, 0> of another cell to connect to.

49.3 Routing in CoCell Network

In this section, we propose CoCell routing algorithm, which fully exploits the

characteristics of CoCell structure to achieve effective resource utilization.

Leveraging the characteristics of the network structure and node addressing, we

propose an efficient and simple routing scheme, called CoCellRouting, to find a

single-path between any pairs of servers in a CoCell(n, i). CoCellRouting is divided
into two steps, finding path in the same Cell(n, i) and finding path in the different

Cell(n, i)s.
Considering two nodes src and dst are in the same Cell(n, i), we propose the

routing algorithm as follows. FindLink calculates the link that interconnects two

m_servers belonging to different CoCell0s. According to the interconnection rules

of CoCell, the link is (<Sl, 0, Da0, Da1�1>, <Dl, Dp, Da1, Da0>).

Considering two nodes src and dst in the different Cell(n, i)s, we first use

Eq. (49.3) to convert the address of a d_server into <l,u>. Then based on the

function FindLink, we can find the link connecting the two Cell(n, i)s.
We consider the worst-case scenario where two d_servers are in different cells.

From each server, the packet needs to be forwarded three hops to reach the cell

where the other one located in. Thus, the maximum path length between any pairs

of servers in CoCell(n, i) is at most 7.
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Pseudo-code of this single-path routing algorithm
/* src and dst are denoted using the 4-tuples
src =<Sl, Sp, Sa1, Sa0> =<Sl, 0, Sa1, Sa0>
dst=<Dl, Dp, Da1, Da0> =<Dl, 0, Da1, Da0>*/
01: CellRouting (src, dst) /* in the same Cell(n,i)*/
02: if (Sa1==Da1)
03: if ((Sp & Dp) & (Sp!=Dp) ==1)

/* belong to the different switches*/
04: path1= (src,n1);
05: FindLink(n1, n2);
06: path2= (n2, dst);
07: return path1+path2;
08: else return(src, dst);
09: else return(src, dst);

49.4 Evaluation

We have analyzed the basic properties of CoCell in Sect. 49.2, such as the high

scalability and high bandwidth, which play an important role in the performance of

data center networking. In this section, we conduct simulations to evaluate the

properties of CoCell and compare it with a famous server-centric structure, DCell.

49.4.1 Growth Rate of Server Number

For a current server-centric architecture, such as DCell and FiConn, it can be

difficult to build a complete structure when the server number in its lower structure

has been very large, since the number of servers increases doubly exponentially. In

our structure, the server number increases smoothly and meets the requirement of

current data center. So, we do not have to build partial network and design partial

routing algorithm for network anymore.

In Fig. 49.2, we can clearly find that CoCell expands more smoothly than DCell.

DCell has the limitation of using mini switches (n � 8) [1]. With the increase of n

and basic expansion unit (symbol k for DCell and symbol i for CoCell), the number

of servers will increase more acutely. We find that even CoCell(48, i) also changes

smoothly with i. However, DCell increases very fast even when n and k are still

small integers.
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49.4.2 Distribution of Path Length

We run simulations on CoCell(4, 3) to evaluate the distribution of path length. The

results are shown in Table 49.1. From these data, we find that the average length of

path from m_server to other servers is shorter than that of d_server. Therefore,
when the network scales to a large one, the number of m_servers increases; thus the
average path length will decrease. Figure 49.3 indicates the distribution of routing

path in CoCell(4, 3). Such a distribution of routing path performs well in all-to-all

traffic pattern [7].

Fig. 49.2 Growth rate

of DCell and CoCell

vs. expansion unit

Table 49.1 The distribution

of routing path in CoCell(4,3)
Path length 1 2 3 4 5 6 7

Number m_server 5 16 20 40 72 80 0

d_server 4 8 19 28 42 52 80

Fig. 49.3 The distribution

of routing path in CoCell
(4, 3)
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49.4.3 Evaluation of Bandwidth

Bandwidth is an important metric to measure the network throughput. Larger

bisection bandwidth means that there are more possible paths between any pair of

servers and thus intrinsically more fault tolerant. The results in Fig. 49.4 show that

the bandwidth of CoCell performs better than that of DCell with the same type of

switches.

49.5 Conclusion

In this chapter, a novel server-centric architecture named CoCell is proposed, which

has many desirable DCN features. It is highly scalable to accommodate up to

hundreds of thousands of servers with low diameter, low average node degree,

and high bisection bandwidth. As a decentralized routing solution, the routing

algorithm in CoCell effectively exploits the features of the structure. Finally, we

evaluate the performance of this structure and find that CoCell shows nice topo-

logical properties.
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Chapter 50

Simulation Investigation of Counterwork

Between Anti-radiation Missile and Active

Decoy System

Huaqiang Hu and Dandan Wen

Abstract Simulation test has provided a favorable method and platform for

quantitatively evaluating impact on countering ARM by overcoming the disadvan-

tage of high price and poor privacy in regard to outfield experiment. The essay tries

to make a deep research on modeling simulation of active decoy and ARM and thus

to formulate active decoy interference model and anti-radiation missile movement

model. Then it carries through simulation process of active decoy’s effect; the

simulation result validates the model’s effectiveness and accuracy, and therefore it

has provided theoretical bases for designing and deploying active decoy and

ARM’s base station program.

50.1 Introduction

As a tactical offensive weapon against electromagnetic radiation source (radar,

military communications equipment, etc.), ARM is mainly directed by guidance

signal given out by enemy radiation source; it would lead the missile to radiation

source and thus destroy it. ARM plays the “ace in the hole” role against electro-

magnetic radiation source and tries to threaten military use and survival of radiation

source. As a result, it is significant that deep research should be made on measures

against ARM and that viability of electromagnetic radiation source thus would be

improved. Nowadays one of the effective methods for confronting ARM is active

decoy.

It is an effective measure for confronting ARM by adopting the active decoy

system constituted by active decoy. It is capable of inducing space synthetic
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distortion; in certain conditions, ARM would be unable to aim at any radiation

source, and therefore it plays the role of protecting ground radar station and decoy

station [1]. In this way, it has a practical significance for research on related weapon

system development and tactical application that a deep investigation on active

decoy and countering ARM would be made. Simulation test has provided a

favorable method and platform for quantitatively evaluating impact on countering

ARM by overcoming the disadvantage of high price and poor privacy in regard to

field experiment.

50.2 Mathematical Modeling of Active Decoy System

One-source active decoy system adopts the system constituted by one decoy and

radar. Despite its limitations, it lays the foundation for two-source active decoy

system and multisource active decoy system, and therefore a detailed analysis of it

is necessary.

Anti-radiation seeker actually functions as a broadband passive mono-pulse

detection system. Its constitution and working principle resemble roughly that of

mono-pulse radar, though anti-radiation missile itself does not emit electromagnetic

waves. ARM, as passive radar, tries to ascertain azimuth and elevation of external

active radiation by employing external electromagnetic wave and thus locate its

targets [2]. At present, most of ARM makes use of the method of “phase compar-

ison” to measure azimuth and elevation both at home and abroad. The mono-pulse

system has a good ability of anti-interference with one-source active decoy system;

however, when there exist several radiation sources within discrimination angle of

mono-pulse radar, it would trace source energy center while deviating from the

source. In this way it lays the theoretical foundation for interference with ARM.

It is assumed that the plane constituted by radar, active decoy, and ARM is set

within a rectangular coordinate system, as shown in Fig. 50.1.

Origin of coordinate is location of radar, active decoy being on x-axis, and

coordinate of ARM should be (x, y). Thus, the following relationship can be

obtained from Fig. 50.1:

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
r1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� x1ð Þ2 þ y2

q (50.1)

It is assumed that angular frequency of radar and decoy would, respectively, be

ω0 and ω1, with the initial phase difference between them being φ10, and when

arriving at ARM, electric field intensity of radar and decoy would, respectively, be
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E0 ¼ E00 cos ω0t� 2π

λ0
r0

0
@

1
A

E1 ¼ E10 cos ω1t� 2π

λ1
r1 þ φ10

0
@

1
A

(50.2)

Taking no account of field polarization direction difference between radar and

decoy, synthetic field intensity at the position of ARM would be

E ¼ E00 1þ β2 þ 2β cos φ0 � φ1ð Þ� �0:5

φ x; y; tð Þ ¼ arctan
sinφ0 þ β sinφ1

cosφ0 þ β cosφ1

0
@

1
A (50.3)

Since tracking direction of mono-pulse seeker is the same as normal direction of

phase line, connecting with the abovementioned formula, coordinate of x would be

x

x1
¼ β2 þ β cosΔφ

β2 þ K þ β K þ 1ð Þ cos Δφð Þ (50.4)

It can be made out by formula (50.4) that when β ¼ 1, formula (50.4) would be

simplified as follows:

x ¼ x1
1þ K

(50.5)

It can be seen from formula (50.5) that in this case, ARM’s target direction has

nothing to do with its phase difference Δφ; on the contrary, the target direction is

closely related to decoy’s frequency, radar’s frequency, and ARM’s attacking

direction. In decoy process of actual combat, regulation of ω0 and ω1 can be

achieved according to distance parameter detected by radar. ARM is thus made to

direct to two radiation sources as far as possible, and in this way both radar and

decoy can be assured their safety. When distinction between r0 and r1 is made quite

(0,0) Radar Decoy
X

Y

AR
M

0r
1r

(0, )x1x

α

Fig. 50.1 Position

relationship diagram of

radar, decoy, and ARM
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great by ARM’s direction (ARM is launched from the other side of layout with

radar and decoy), radar and decoy should be adjusted so that distinction between

ω0 and ω1 would be larger; however, in such a situation as for ARM which would

fulfill its target recognition by using carrier frequency of radiation sources, the

system concerned would not achieved its decoy effect, and single-point source

decoying has its limitations [3].

Basing on this, the universal model of decoying system can be inferred. Sup-

posing that the decoying system is composed of radar and ni irradiation source,

formulating a coordinate system with radar for origin, radar would be (0,0,0), decoy

No. i would be (xi,yi,zi), and ARM is located at (xA,yA,zA), it can be concluded by

employing the same method of single-point source decoying that

x ¼

Xn
i¼0

Xn
k¼0

E0iE0kC xkð Þ cos φi � φkð Þ
Xn
i¼0

Xn
k¼0

E0iE0kDk cos φi � φkð Þ

y ¼

Xn
i¼0

Xn
k¼0

E0iE0kC ykð Þ cos φi � φkð Þ
Xn
i¼0

Xn
k¼0

E0iE0kDk cos φi � φkð Þ

(50.6)

In formula (50.6) C tkð Þ ¼ tkzA � tAzK
RKλK

, Dk ¼ zA � zK
RKλK

, in the same way, since

single-pulse ARM seeker tracks along with normal direction electromagnetic wave

front; ARM’s tracking direction can be ascertained during its flight at any time.

50.3 ARM’s Mathematical Modeling of Dynamic Flight

ARM’s dynamic flight refers to its whole process of space flight after being

launched. The essay mainly deals with active decoy’s degree of interference on

the ARM seeker which is attacking, with regard to multipoint embattling. Before

modeling, firstly ARM’s space flight line while attacking ground radar station

would be introduced. Figure 50.2 displays ARM’s space flight line while attacking

a static ground radar station. It can be seen from Fig. 50.2 that during the process

when ARM is attacking its target (static target), its trajectory is usually operating

negative feedback near the axis and finally moves towards its target. Hereunto, the

thin broken line designates missile axis movement [4].

As shown in Fig. 50.2, ARM’s ballistic curve equation can be denoted as

follows:
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x� xA
xA � x0

¼ y� yA
yA � y0

¼ z� zA
zA � z0

(50.7)

Formula (50.7) (xA,yA,zA) denotes initial coordinate of ARM trajectory axis;

(x0,y0,z0) denotes coordinate of target radar. The ARM’s trajectory orbit sways

around axes by operating negative feedback. Therefore, its trajectory axis orbit can

be shown in the following equation:

x ¼ S� Vt
y ¼ k � sin x
z ¼ k � cos x

8<
: (50.8)

Hereunto according to relative coordinate system formulated by (x0,y0,
z0) ¼ (0,0,0) and (xA,yA,zA) ¼ (S,0,0), where S denotes the distance between

ARM and its target, V denotes the radial velocity of ARM, and k denotes the

negative feedback coefficient, that is, attenuation coefficient of amplitude, it can be

seen from Fig. 50.2 that trajectory axis is only an approximate simulation of ARM’s

flight line. For within one time step, the attachment between ARM’s location from

one point to next point and radar is not in the same straight line [5]. Here in

consideration of the small time step, in order to simplify the modeling, it is

approximately presumed that these three points are on the same line. Since it

does not have an obvious effect on placement of distribution, trajectory orbit can

be approximately substituted by its axis orbit.

The essay tries to formulate ARM’s mathematical modeling of dynamic flight

basing on time differencing method. With firing data of ARM’s location at certain

moment of flight as the starting point, it is presumed that ARM would be located at

the next moment (t + Δt) on the attachment between its position at previous

moment and radar energy center point. Meanwhile attenuation is introduced, and

it can make ARM deviate from the straight line with a tiny distance during a time

step of Δt. As a result, these discrete points in the space would be connected as the

orbit of ARM’s flight in the space. The essence of time differencing method lies in

that it makes use of a step-by-step approach to obtain ARM’s flight line. In this way,

mathematical modeling can be thus simplified and conclusion would not be

distorted.

Missile

Radar

Target Trajectory

Fig. 50.2 ARM attacking

target radar trajectory

50 Simulation Investigation of Counterwork Between Anti-radiation. . . 441



First of all, three-dimensional coordinate system xyz should be formulated, with

radar being located at the origin of coordinate, decoy coordinate being presumed as

(x1,y1,z1), (x2,y2,z2), etc. In its initial state, that is, t ¼ 0, ARM’s coordinate can be

presumed as (xA0,yA0,zA0); supposing that time step be t, one group of discrete time

variables can thus be obtained, being, respectively, t1, t2, t3 . . .. ARM’s coordinate

would be (xAk,yAk,zAk) at the point of tk. During its flight, coordinate of ARM’s

location at any time can be shown as (xA,yA,zA), which is obviously a group of

random variables. R is employed to denote the distance between ARM and radiation

source, RA0 the distance between ARM and radar, and RAi the distance between

ARM and decoy source i. For the purpose of highlighting the direction of missile

attack, make that the azimuth angle of ARM be φ, pitching angle be θ, and
φ ∈ (0, 2π), θ ∈ (0, π/2). According to the definition of right-angle coordinate

system, conversion relation between them can be shown as follows:

x ¼ R cos θ sinφ
y ¼ R cos θ cosφ
z ¼ R sin θ

8<
: (50.9)

Basing on the definition mentioned above, and meanwhile employing subscript

method to differentiate energy center of decoy system, the following conclusion can

thus be obtained:

RA0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xA � x0ð Þ2 þ yA � y0ð Þ2 þ zA � z0ð Þ2

q

Rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj
� �2 þ yi � yj

� �2

þ zi � zj
� �2r (50.10)

50.4 Simulation of Decoying Effect

In order to make an analysis of modeling simulation, it is presumed that ARM’s

parameters are the following: radius should be 25 m, speed on the location of

critical differentiating point be V ¼ 3M, maximum overload of ARM be am ¼ 10g,
and resolution of missile seeker be θ ¼ 150. Meanwhile when it is presumed that

there are three active decoys, being arranged as regular triangle, power ratio being

1:1:1, and side length of triangle being L, its simulation process would be as follows

[6]:

Suppose that ARM being as far as possible, three active decoys are all located

within its field of view; for each given L, several directions are to be chosen evenly

from ARM’s probable attacking directions, for each direction φi ∈ (0, 2π), and
values would be evenly taken. ARM’s final impact point can be obtained on the

basis of previous calculation, decoying hit probability would then be counted, and

finally relation diagram between decoying hit probability and lengths of triangle

sides is shown as in Fig. 50.3 by dotted line.
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It is presumed that after ARMwould fly over the critical position of a three-point

source, without considering ARM’s mobility, it would hit the target directly along

this direction; in this way, relationship diagram between decoying hit probability

and lengths of triangle sides is shown in Fig. 50.3 by solid line.

From Fig. 50.3, it can be seen that without considering ARM’s mobility, when L

is more than 600 m, decoying hit probability is nearly 1. The reason lies in that the

absolute distance between critical point and each point source would increase along

with increase of L; decoying distance concerned would also increase and decoying

hit probability can thus be improved. Decoying hit probability would be the largest

when L should be 600 m or so. The reason lies in that absolute distance between

critical point and each point source would increase along with L’s increase. There

would be much more time for ARM to modulate its direction; however, due to

limitation on ARM’s maximum lateral overload, its modulation is rather limited, so

in this case, appropriate side length would bring about the largest decoying hit

probability.

50.5 Conclusion

During the process of ARM’s countering multipoint source active decoy, its

seeker’s resolution angle is one of critical factors which have an effect on its

combat effectiveness. From the analysis of simulation, it can be seen that seekers

with wide angle of resolution do not possess the ability of countering decoying;

within the range which angle of sight would permit, its interference effect would be

strengthened along with decrease of seeker’s resolution angle. Meanwhile seeker’s

precision of measure angle can also be heightened to optimize seeker’s guidance

control parameters, and in this way ARM’s motor overload can be increased. It has

been an effective method for improving ARM’s combat ability of countering decoy

and for reducing towed target quantity.

Fig. 50.3 Decoying hit

probability
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Chapter 51

Simulation Jamming Technique on Binary

Phase-Coded Pulse Compression Radar

Yulin Yang and Lijuan Qiu

Abstract Binary phase-coded signal is usually used in pulse compression

(PC) radar, which is mostly used for surveilling and tracking targets. Two promi-

nent characteristics of the binary phase-coded signal are introduced in this article;

according to these characteristics, some jamming forms are analyzed which can be

used to jam binary phase-coded PC radar; simulation with MATLAB is done to test

these jamming forms. The result indicates that noise jamming has less effectiveness

on binary phase-coded PC radar and continuous and partial code replicated jam-

ming have preferable effectiveness on it. Because binary phase-coded signal is

compressed to narrow pulse when it is received by receiver, jamming signal can

easily capture the range gate when the jamming side adopts range-gate pull-off

(RGPO), and so the jamming effectiveness is perfect.

51.1 Introduction

Modern radars are required, not only detecting the targets which are far from them

but also having high-range resolution [1]. Radars with high-range resolving power

must have extremely narrow pulse width, which limits the increase in power of

the transmitter, thus affecting the detecting range of radars. In order to resolve the

contradiction between the detecting range and the range resolving power, the

designers of radars adopt PC technique and design and manufacture PC radar.

The radar of this type transmits wide pulse and receives narrow pulse which is

compressed by the matched filter network. Binary phase-coded signal is a type of

sending signal commonly used by PC radars. It may be coded pseudo-random.

When the matched filter of the echo signal Doppler frequency detuning, the

matched filter cannot compress the pulses, so we called that the Doppler frequency
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sensitive signal. It is often used in the target Doppler frequency changing within

narrowband occasions. So the binary phase-coded signal has strong anti-jamming

capability.

51.2 Characteristics of the Binary Phase-Coded PC Signal

Binary phase-coded symbols are composed of the 0, 1 sequence or +1, �1

sequence. Phase of transmitting signal is alternating between 0� and 180� in

accordance with the order of symbols (0, 1, or +1, �1). Because the frequency of

the transmitting signal is usually not the integral times of the sub-pulse width’s

reciprocal, the coded signal is generally not continuous in the contrary phase

points [2].

At the receiving end, the compressed pulses are obtained through a matched

filtering or correlation processing. The half-amplitude point’s width of the com-

pressed pulses is nominally equal to the width of the sub-pulses. Therefore, the

range resolution is proportional to the duration of one symbol (one sub-pulse). Time

width-bandwidth product and pulse compression ratio is equal to the sub-pulses’

number of the waveform, i.e., the number of coded symbols [3].

The plural expression of the binary phase-coded signal is

s tð Þ ¼ a tð Þe jφ tð Þe j2πf 0t (51.1)

To binary phase-coded signals, φ(t) only has two possible values 0 or π. φ(t) can
be expressed as two-phase sequence {φk ¼ 0, π}, and it can also be expressed as a

binary sequence ck ¼ ejφk ¼ þ1, � 1f g. If the envelope of the binary phase-coded

signal is rectangular, that

a tð Þ ¼ 1=
ffiffiffiffiffiffi
PT

p
, 0 < t < PT

0, otherwise

�
(51.2)

Plural envelope of the binary phase-coded signal can be written as

u tð Þ ¼
1

P

XP�1

k¼0

ckv t� kTð Þ, 0 < t < PT

0, otherwise

8><
>: (51.3)

Wherein v(t) is a function of the sub-pulses, T is sub-pulse’s width, P is the

code’s length, and PT is the duration of the encoded signal.

Barker code binary sequence is usually used in binary phase-coded PC radar

system. This sequence is characterized by the following: when the aperiodic self-

correlation function for a given length of the code is calculated, the peak of the side

lobes has a minimum value (the amplitude is 1), and the peak of the main lobe is
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N. The Barker code which is used by PC radar is usually the 13-bit Barker code

sequence, that is, + 1, + 1, + 1, + 1, + 1, � 1, � 1, + 1, + 1, � 1, + 1, � 1, + 1.

Figure 51.1a shows the waveform of the 13-bit Barker code sequence; the self-

correlation function of it is shown in Fig. 51.1b. Figure 51.2 shows the ambiguity

function of the 13-bit Barker code sequence. Seen from the figure, the 13-bit Barker

code PC radar’s signal has favorable self-correlation and speed and distance

resolution.

The signal of the binary phase-coded PC radars is more sensitive at the Doppler

frequency shift than that of LFM signal. Figure 51.3 shows that in the case of the

Doppler frequency shift to PC bandwidth, ratio is bigger than 0.05, the Barker

coded PC signal’s waveform which is sent out by matched filter will come into

being a serious distortion, and the time side lobe is much bigger. Therefore, the

binary phase-coded PC radar is not fit for detecting high-speed targets.

The binary phase-coded waveforms with low side lobes of the self-correlation

function or zero Doppler frequency response are precisely needed by PC radars.

Moving target’s frequency response is different to zero Doppler frequency

response. However, through the appropriate waveform design, the minimum of
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Fig. 51.1 The waveform (a) and the self-correlation (b) function of the 13-bit Barker code

sequence
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the Doppler frequency shift to bandwidth ratio can be obtained, and the perfect

Doppler frequency response within the interested speed range can be reached. In

this speed range, the Doppler frequency response corresponding to the distance

between the target and radar or fuzzy function is approximately equal to the self-

correlation function of the sequence.

51.3 Analysis of Binary Phase-Coded PC Radar Jamming

The binary phase-coded waveform is usually used for surveillance radar and

tracking radar. The purpose of jamming depends on the type of radar which we

want to jam.
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For surveillance radar, the general jamming purpose is to produce background

jamming or generate the synchronous decoys which can blanket the real target

detection and masking the target. This latter process is sometimes called false-

target jamming [4].

For tracking radar, its aim is to produce false targets to capture radar tracking

wave gate. In this operating mode, when the jamming side receives the signal of

radar, it can make the signal generating coherent frequency shift and then transmit

the signal back to the radar. This jamming signal ahead of the target echo which

comes from matched filter, and it makes electronic protection technology which

used cutting-edge tracking useless.

In general, noise is the least effective jamming waveform in all types of jamming

signal on binary phase-coded PC radar. This will be verified if the matched filter of

binary phase-coded PC radar is regarded as a correlator. Noise which is completely

uncorrelated with the radar’s signal cannot get any gain when the noise passes

through the matched filter along with the radar’s signal and, when wholly related to

the target’s echo, will get all the processing gain. The jamming waveform will be

effective than random noise even if there is little correlation to the radar’s signal [5].

Continuous-wave signal will normally produce a certain degree of correlation

with the matched filter of the binary phase-coded PC radar. For example, a

continuous waveform whose frequency is same as that of carrier can get a power

gain of 6 dB higher than the noise waveform if it is coherent with binary phase-

coded waveform in about half of its duration.

Because the efficiency of noise jamming signal passing through the binary

phase-coded PC radar’s receiver is very low, the other forms of jamming signal

must be considered. Replicating the radar’s signal and making necessary jamming

modulation is a feasible measure. However, binary phase-coded PC radar’s signal is

generally wide pulse or quasi-continuous-wave signal, if the pulse is used to

modulate jamming signal wholly; when the modulated jamming signal compressed

by the radar’s receiver, its jamming effectiveness will be weakened. Therefore, the

partial pulse replicated jamming form is used generally.

Binary phase-coded signal is sensitive to Doppler frequency shift, so it is very

difficult to jam it by velocity deception. But the range resolution of the binary

phase-coded signal is much higher than that of ordinary pulse radar; as long as its

transmitted signal is attached a small delay, then send back to the radar, it will be

deceived by range deception [6].

51.4 Simulation of Binary Phase-Coded Pulse Compression

Radar Jamming

Continuous-wave and random noise signal to jam the 31-bit maximum length

sequence of binary phase-coded signal is selected, simulating the jamming process

by MATLAB, and the result is shown in Fig. 51.4. Assuming that continuous-wave
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signal has the same frequency as the carrier, certain phase components are come

into being at the central frequency of the binary phase-coded waveform. Also

assumed that the noise is also at the central frequency, but relative to the binary

phase-coded signals, it produces a uniform phase modulation (0 � π).
Because the phase-coded compression signal is generally a wide pulse or quasi-

continuous-wave signal, better jamming effectiveness can be gained when partial

code replicated jamming form is adopted. In this experiment, given the half-code,

sending back jamming signal was used to interfere the 31-bit maximum length

sequence signals of binary phase-coded PC radar, with the combination of the two

15-bit half-code plus 1 to fill the PC filter network. The result is shown in Fig. 51.5.

In this experiment, the RGPO jamming which is used to jam the binary phase-

coded PC radar was simulated; the Digital Radio Frequency Memory (DRFM)

technique was used to store radar’s operating frequency and repeat the original

signals of radar. The course that the range gate tracking the echo and the jamming

signal has been simulated, as shown in Fig. 51.6, with the towing time increasing

and the range gate gradually tracked on the jamming signal.

51.5 Conclusion

The binary phase-coded PC technique is widely used in the new system of radar,

solving the contradiction between the detection range and range resolution, having

perfect speed detection and anti-jamming capability. In this chapter, four forms of

jamming were used to jam the binary phase-coded PC radar’s signal; they are noise,
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continuous wave, partial code replicated, and RGPO jamming; the jamming theory

and effectiveness were analyzed; the jamming course and result were simulated by

MATLAB. These jamming forms are dynamic, and the effectiveness is relative.

“There is no radar that unable to jam, and there is no jamming form unable to

counterwork.” The anti-jamming capability of the binary phase-coded PC radar will

be gradually increased as science and technology development, and the challenge

of the jamming side will be increasing. Studying on the jamming technique on the

binary phase-coded PC radar will be going on.
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Chapter 52

Personalized Information Service

Recommendation System Based

on Clustering and Classification

Yu Wang

Abstract To solve the recommendation system, the prevalence of blindness, and

low resistance, in this paper, an in-depth study on the personalized automatic

recommendation system user model and automatic recommend technology. The

paper first introduces the automatic recommendation system user model represen-

tation and update. Then the user modeling, clustering, classification, and automatic

recommendation technology are combined to develop the automatic personalized

document recommendation system based on clustering and classification. First,

offline, the system form clustering points of interest to the article and build user

model based on clustering interest points. Then realize the automatic recommen-

dation online by recommendation algorithm which is based on classification.

Theoretical analysis and experimental results show that the system can significantly

improve the online response speed and efficiency.

52.1 Introduction

The Internet has become an important way for people to obtain information. But

with the increase of Internet information, people have to spend a lot of time in the

complex ocean of information and search the information they need. Information

retrieval technology is used to meet some needs of people, but because of its

universal nature, it still cannot meet the different backgrounds, different purposes,

and different times of the query request. Therefore, personalized information

service technology arises at the historic moment. Personalized information serve

for different users with different services to meet different needs. Automatic

recommendation system is one of the main forms of the personalized information
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service, and it is used to solve the problem of Internet information “get lost” and

“information overload” and put forward a kind of intelligent agent system.

Many large websites, such as Amazon, eBay, and Dangdang online bookstore,

have varying degrees of using various forms of recommendation system.

52.2 Personalized Information Service

Personalized information service is according to user’s interest characteristics and

purchasing behavior, referring the information and commodities which they are

interested in. Personalized information service technology can fully improve the

website’s service quality and access efficiency to attract more visitors. Personalized

information service has brought profound influence on the concept of information

service, service mode, and content; to improve the level of information service

plays a powerful role [1].

52.3 Research Status of User Model

User modeling is the base of personalized information service. The accuracy of the

models and timeliness directly determines the quality of service. The user model is

the real users’ “virtual” technology. Virtual technology depending on the system

requirements and specific functions can give the user a full range of real description

and some characteristics of the description. User model research mainly includes

user model representation and user model update research.

52.3.1 The Representation of User Model

The representation of user model provides a structured model storage form [2].

Recommender system user model representation method covers a very wide scope;

the main user model method includes the following categories:

1. Representation based on neural network: Neural network represents after

network stability. The network connection weights characterized of network

state represent the user model. Network states composed by the network input

state, network output state, input and output of the connection states. Neural

network representation method is used information structural organization, and

is not a simple keyword listed to represent user model, which reflects the

relationship between the information. However, the said method based on neural

network depends on the user model in the process of the neural network
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algorithm; the categories and scope are narrow, and representation is not easy to

be understood.

2. Representation based on user evaluation matrix: Based on the user appraisal

matrix, representation method is used more based on collaborative filtering

recommendation system. The user appraisal matrix uses a matrix Rm * n to

indicate the user model set, m stands for the system users, n for resources/

number, and n for resources/project number. In the matrix, each element rij is
the representation of the user i to the project j evaluation. The greater the rij value
is, the higher degree of interest the user to the corresponding project has.

The user appraisal matrix representation method is simple, intuitive, and doesn’t

need any learning technologies. It can be collected from the original data directly

generated. But this method requires users to display the given evaluation data. This

indicates the user’s lack of interest and change method, and it is difficult to reflect

the user’s latest interest.

52.3.2 The User Model Update

After the establishment of the user model, according to the user, it is best to

recommend dominant or recessive feedback on the user’s current change of interest

and to constantly update the user model in order to timely reflect the dynamic

changes in interest preference and to ensure the effectiveness and practicality of the

recommendation system. The existing user model updating technique is mainly

divided into the following categories:

1. Genetic algorithm: Genetic algorithm is a kind of search optimization technique

based on natural selection and iterative genetic mechanism. Fitness function,

chromosome population and selection, and crossover and mutation are the three

main operators of genetic algorithm. The genetic algorithm update technology

system is usually the first to form a chromosome for the user model coding and

generate the initial population. When the initial population evolves iteratively to

meet the termination conditions, chromosomes with high fitness are decoded

using the new user model, so as to develop the user model update [3].

2. Neural network technology: Neural network update technology is a kind of

adaptive updating technology. When the user interest changes, neural network

is adaptive to adjust the network connection weights and update the network

output results to track changes in the user’s interest. Some updates need to

establish a new interest preference category and cut the old to set interest

preference category. In this kind of circumstance, the network usually needs

training. Neural network update technology depends on the user model repre-

sentation established, usually only the user model based on neural network

method establishes the representation of the system used.
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52.4 Automatic Recommendation Technology

Automatic recommendation systems are commonly used. Mainly recommended

technologies are as follows:

1. Recommendation technology based on rules

A rule-based recommendation technology is knowledge engineering methods in

the application of personalized information service. Rules can be used by

customer and also can be used in association rule data mining techniques for

discovery. Recommended technical performance depends on the quality and

quantity of rules, rules can take advantage of user static attribute setup, and it can

also use the user to establish dynamic information [4].

2. Recommendation technology based on collaborative filtering

The traditional collaborative filtering-based recommendation technology is also

known as user-based collaborative filtering recommendation technology or

nearest-neighbor collaborative filtering recommendation technology. The basic

thought on recommendation technology based on collaborative filtering is based

on similar nearest-neighbor rating data from scores of recommended target users

who do not score on a project which can be approximated using the weighted

average approach.

But the traditional collaborative filtering-based recommendation technology has

three difficult problems to solve: algorithm scalability, the sparse solution evalua-

tion data, and recommended problem from initial resources [5].

52.5 Automatic Personalized Article Recommendation

System Research Based on Clustering

and Classification

Automatic personalized article recommendation system research is based on clus-

tering and classification. First, by clustering, it forms the point of interest and the

establishment user model is based on clustering interest points. Then the same

interest points have greater interest users cluster, and form the the user group of

interest point. Finally, to recommend paper classification, it realizes the active

recommend according to their interest points. The automatic personalized recom-

mendation based on clustering and classification system is presented in this paper.

This system includes offline user model and user groups obtain subsystem and

online personalized article recommendation subsystem of two parts.
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52.5.1 Offline User Model and User Group Acquisition
Subsystem Based on Clustering

Offline user model and user group acquisition subsystem based on clustering are

using implicit ways to acquire user model. First of all, users collect clustering

articles to form multiple interest points. Then the user model is expressed weighted

interest point vector, according to the user’s interest clustering to form each interest

point user groups.

Specific steps of the structure based on the clustering of interest point user model

are introduced as follows:

Step 1: For all users’ collection of all the articles on pretreatment, the article based

on semantic and statistical characteristics of the feature vector is expressed as

V(di) ¼ (w(di,T1), w(di,T2), . . ., w(di,Tm))
Step 2: For the article to cluster analysis, form the cluster set Cn

Step 3: Each cluster Ci is as an interest point, and construct the characteristic vector:

V(Ci) ¼ (tdr(Ci,T1), tdr(Ci,T2), . . ., tdr(Ci,Tm)). The tdr(Ci,Tj) (52.1) as feature
item Tj for classes Ci of the resolution.

tdr Ci; Tj

� � ¼
NiX

k 6¼i

Nk

if
X
k 6¼i

Nk 6¼ 0

2� Ni, if
X
k 6¼i

Nk ¼ 0

8>>>><
>>>>:

ð52:1Þ

Among them, Ni as Ci class appear feature Tj of article number.

Step 4: According to each user Ui collection of the articles, to statistical articles

belong to interest point, to construct weighted clustering interest point vector

UMi to represent the user model: UMi ¼ (wi1,wi2, . . .,wijCj)
The wij (52.2) for users Ui to interest points Cj of the weight,

1 � i � jUj, 1 � j � jCj

wij ¼ DCij=DNi ð52:2Þ

DCij collect the article number belongs to the interest point Cj for the user Ui,

and DNi collect articles for user Ui

52.5.2 The Online Personalized Recommendation Subsystem
Based on Classification

The online personalized recommendation subsystem based on classification is the

first to recommend paper classification, namely, calculating it with the interest point
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feature vector similarity. To search their interest points, and then we can

recommend all user groups to make the interest point.

This subsystem proposed the classification of the recommendation algorithm,

and the specific steps are as follows.

Algorithm 1: The recommendation algorithm based on the classification.

Input: To recommend article RD, set the interest point feature vector as CF and the

interest point main user cluster as CU.

Output: Recommend user group RU.

1) RU ¼ Φ
2) Maxsim ¼ 0

3) Clustering I D ¼ 0

4) For every CFi in CF

5) If Sim(RD, CFi)> Maxsim

6) Maxsim ¼ Sim(RD, CFi)

7) Clustering I D ¼ i

8) Endif

9) Endfor

10) RU ¼ CUClusteringID

11) Return

52.6 The Experimental Results and Analysis

This paper adopts a certain site after the preprocessing part of the real data set,

including 714 users and 20,000 articles. From the experiment, extract 20 articles as

the recommended article, use Recall and Precision as two quality indicators of

recommendation system, the definition is as follows:

Definition 1: For recommend system RS, RD for to be recommended article, the
RDU for the system recommend RD users set, SDU for collection RD users set,
then recall is defined as:

Recall ¼ RDU \ SDUj j
SDUj j ð52:3Þ

Precision is defined as

Precision ¼ RDU \ SDUj j
RDUj j ð52:4Þ

In order to test automatic personalized recommendation system (referred to as

RSBC&C) based on clustering and classification performance, this paper made two
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groups of experiment. The first group of experiments was based on content filter

paper automatic recommendation system (referred to as RSBC system) and

RSBC&C system comparison experiments. Set the interest point of value

Φ ¼ 0.05. The experimental similarity calculation used is the cosine similarity

calculation method. The experimental results were shown in Figs. 52.1 and 52.2.

The experimental results (Figs. 52.1 and 52.2) show that the RSBC&C system

recall rate is higher than RSBC system; RSBC&C system article precision rate is

slightly lower than RSBC system.

The second group tests interest degree of value Φ, the effect of system perfor-

mance. Interest degree of value Φ is an adjustable parameter set at Φ 0.05 and 0.1,

respectively. The experimental results were shown in Figs. 52.3 and 52.4.

The experimental results show (Figs. 52.3 and 52.4): when Φ takes 0.05, the

system recall rate is higher thanΦ take 0.1. But the system precision rates are lower

than take 0.1 system precision accuracy. In the analysis of the experimental results,

it can be concluded that the system’s recall rate requires higher precision rate if it

can properly lower Φ value and the system’s precision requires higher recall rate if

it can appropriately increase Φ value.

Fig. 52.1 Recommen-

dation system recall rate

comparisons

Fig. 52.2 Recommen-

dation system precision rate

comparisons
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52.7 Conclusion

This paper mainly aims at the Internet personalized information service of auto-

matic recommendation system which has launched research. Automatic recom-

mendation is one of most important ways of the Internet’s personalized information

service. With more and more users online reading habits and collecting articles and

the keyword vector user model dimension growing too fast, it is hard to reflect the

user’s interest. Current recommendation techniques affect the effectiveness of the

system. In view of the above questions, this paper puts forward the Internet’s

automatic recommendation system based on clustering and classification of articles.
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Chapter 53

Palmprint Recognition Based on Subclass

Discriminant Analysis

Pengfei Yu, Haiyan Li, Hao Zhou, and Dan Xu

Abstract Subspace-based palmprint recognition methods, such as principal

components analysis and linear discriminant analysis, assume that each class can

be grouped in a single cluster. However, this assumption is not reasonable at some

situations where a class is assembled in two or more clusters. In order to solve this

problem, a novel palmprint recognition method based on subclass discriminant

analysis is proposed in this chapter. Each palmprint class is divided into a set of

subclasses that can be separated easily in the new subspace representation.

After that, the Euclidean distance and nearest neighbor method are employed as

the similarity measurement. Experimental results conducted on a database of

86 hands (10 impressions per hand) show that the equal error rate (EER) of the

proposed method yields promising result of EER ¼ 0.67 % for verification rate,

which demonstrates that the proposed method is effective to solve the problem

mentioned above.

53.1 Introduction

As palmprint is a relatively novel biometric trait, solutions in the field of palmprint

recognition generally require extensive study involving algorithms and testing with

sample images captured on different conditions with digital cameras, scanners, or

other new devices. Although many algorithms of palmprint recognition have been

developed during the past 10 years, the need of new method that is flexible,

comprehensive, and robust is greatly urgent.

To date, there are numerous methods applied in palmprint recognition. Based on

how to extract the palmprint feature, these algorithms can be broadly separated into

three classes: line-based, subspace-based, and statistical methods.
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Line-based methods usually apply edge or point detectors to extract principle

lines [1, 2] and crease [3, 4]. For instance, Huang et al. [2] used the modified

finite Radon transform (MFRT) as the feature extraction approach to extract

principle lines. Two images, direction image and energy image, were produced

by the MFRT. After that, the principle lines could be extracted from the energy

image and used to calculate the similarity between two palmprints. It is obvious

that line is the basic feature of palmprint. Line-based methods directly extract

the basic identity information contained in the texture of palmprint. However, the

relatively stable texture of palmprint is difficult to be obtained because it is

inconstant under different light condition or the stretching level of the hand. As a

result, the recognition performance of the most line-based methods is not better

than other ones.

Statistical methods usually subdivide the region of interest (ROI) of palmprint

images into nonoverlapping small blocks. These blocks were subsequently

transformed by wavelets [5, 6], Gabor [7], or other approaches [8, 9]. Finally, the

means, variances, or energy of the small blocks were calculated and regarded as the

features. For instance, Han et al. [8] used Sobel and morphological operators to

process the ROI images. After that, these images were uniformly divided into

several small grids whose sizes are 32 � 32, 16 � 16, or 8 � 8. Lastly, the mean

values of pixels in the grids were calculated to build the feature vectors.

Subspace-based methods have been widely used in the literature of biometrics.

Among subspace-based methods, principal components analysis (PCA) and linear

discriminant analysis (LDA) are the famous methods employed in pattern recogni-

tion for data reduction and feature extraction. Consequently, they are applied in

palmprint recognition. For example, Lu et al. [10] proposed a PCA-based palm

recognition method named Eigenpalm. Wu et al. [11] used Fisher’s linear discrim-

inant (FLD) approach to extract palmprint features. However, these linear methods

mentioned before are not effective to extract nonlinear features. In order to make

these linear approaches applicable to extract nonlinear features, kernel-based

methods have been proposed. The main idea of kernel-based methods is to map

the input data to a feature space via nonlinear mapping, and the input data can be

easily separated in the new feature space, for example, kernel principal component

analysis (kernel PCA) [12] and kernel fisher discriminant analysis (KFDA)

[13]. But if the data of a class is assembled into two or more clusters or cannot be

represented by a single cluster, it is difficult to get a reasonable recognition

performance by using previously mentioned subspace methods. To solve this

problem, Zhu and Martinez [14] proposed a novel discriminant analysis method

named subclass discriminant analysis (SDA).

In this chapter, we apply the SDA method to palmprint images for personal

authentication. The rest of this chapter is organized as follows. In Sect. 53.2,

we introduce the architecture of the proposed method. In Sect. 53.3 we briefly

review the theory of SDA, and proposed SDA-based feature extraction method

in Sect. 53.4. The experimental results are reported in Sect. 53.5. Conclusions are

drawn in Sect. 53.6.
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53.2 System Overview

Figure 53.1 shows the architecture and work flow of our system.

First, we capture a colorful whole-hand image via a digital camera. To eliminate

the variation caused by the rotation of the hand image, we rotate the hand image to a

relative fixed angle. To do so, three key points, between the roots of index finger,

middle finger, and ring finger, are located as shown in Fig. 53.2a. After the key

points are detected, a coordinate system, based on the valley points, is established,

as shown in Fig. 53.2b, and then a square region can be segmented from the center

part of palm images as the palmprint ROI.

In order to facilitate matching with the identity template, the ROI images is

further processed by a feature extractor to get a compact but expressive represen-

tation regarded as the identity of the hand’s owner. If we use subspace-based

methods, the feature extractor can be PCA based, LDA based, SDA based, etc.

Then the representation is fed to the feature matcher, which compares it against the

template of a user (verification system) or all templates of all users (identification

system). It is note that Fig. 53.1 is a block diagram of verification system rather than

an identification system. During the feature matching phase, simple method such as

nearest neighbor method or complex classifiers such as support vector machine

(SVM) and artificial neural network (ANN) can be applied.

53.3 Theoretical Foundation of SDA

In this section, we present the theoretical foundation of SDA and show that SDA is

able to extract directly features from palmprint ROI images.

As we know, once the data distribution of each class has been approximated

using a mixture of Gaussians, most of subspace-based methods are suitable to be

selected as the feature extractor.

Yes/NoFeature 
matcher

Feature 
extractor

Fig. 53.1 A block diagram

of the proposed method

Fig. 53.2 (a and b) the

generation of

palmprint ROI
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Assuming that each class has been approximated using a mixture of Gaussians, it

is easy to use the following generalized eigenvalue decomposition equation to find

those discriminant vectors that can best classify the data [14]:

ΣBV ¼ ΣXVΛ (53.1)

where V is a matrix whose columns correspond to the discriminant vectors, Λ is a

diagonal matrix of the corresponding eigenvalues, and ΣB is the between-subclass

scatter matrix, given by

ΣB ¼
XC�1

i¼1

XHi

j¼1

XC
k¼iþ1

XHk

l¼1

pijpkl μij�μkl
� �

μij�μkl
� �T

, (53.2)

where C is the number of classes,Hi is the number of subclass divisions in class i, pij
and μij are the prior and mean of the jth subclass in class i, and pkl and μkl are the

prior and mean of the lth subclass in class k. Note that pij ¼ nij
n , where nij represents

the number of the jth subclass in class i and n represents the number of samples.

∑X is the covariance matrix of the data, defined as [15]

ΣX ¼ 1

n

Xn
i¼1

xi � μð Þ xi � μð ÞT (53.3)

where xi is the ith sample vectors and μ is the sample mean of all the data.

Since ∑B measures the scatter of the subclass means, the method is called SDA.

Compared with LDA, SDA can be used to classify both linear and nonlinearly

separable classes. Moreover, LDA can only extract C � 1 features from the

original feature space, but SDA can extract features larger than C � 1.

Note that the real challenge of this method is how to find the best subclass

divisions which can be applied to get the optimal classification results [14].

To achieve this, Zhu and Martinez [14] proposed two approaches: leave-one-out-

test (LOOT) criterion and stability criterion. Using the LOOT criterion, all

possible values of the number of subclass Hi are exhaustively tested. At the same

time, the recognition rate of the specified Hi is recorded. The optimal value of

the number of subclass corresponds to the max recognition rate. When the

optimal subclass is selected, the between-subclass scatter matrix ∑ B can be com-

puted by Eq. (53.2), so the discriminant vectors can be obtained by solving

Eq. (53.1). In this study, we choose LOOT criterion to find the optimal value of

the number of subclass. More details about the stability criterion can be referred in

Zhu and Martinez [14].
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53.4 Feature Extraction

Feature extraction is an essential but difficult step in the proposed system. In order

to effectively implement the proposed palmprint recognition, SDA is chosen to

extract the features from the palmprint ROI images.

Assume that there are c persons and the number of ROI images belonging to the

ith person is ni. Let the jth ROI images of class i be xij, where 1 � i � c, 1 � j �
ni, and n ¼ ∑ i=1

cni.
The purpose of SDA is to maximize the following Fisher criterion:

J Wð Þ ¼ WTΣBW

WTΣXW
,W 6¼ 0 (53.4)

where ∑B is the between-subclass scatter matrix defined by Eq. (53.2) and ∑ X,

defined by Eq. (53.3), is the covariance matrix of the data in the feature space F.
The optimal discriminant vectors wi under Fisher criterion can be achieved by

solving the following eigenvalue problem defined by Eq. (53.1).

Furthermore, if the set of generalized eigenvectors wi are composed of the

optimal linear transformation matrixWopt, then the ROI images can be transformed

to the feature space by using yij ¼ WT
optxij,

where yij is the extracted ROI feature from xij by using the SDA.

During the feature matching phase, the Euclidean distance and nearest neighbor

method are employed as the similarity measurement.

53.5 Experiment Results

In this study, the YNU Hand database is chosen to verify the SDA-based palmprint

recognition method. The data set used in our experiments consists of 860 images,

10 per hand. The center area of the palm is obtained as the ROI during the

preprocessing phase. After that, five ROI images per hand are selected for training,

and the remaining five ROI images are chosen for testing. The size of palmprint

ROI is 200�200.

Generally, the performance of a biometric system is often measured in terms of

false accept rate (FAR) and false reject rate (FRR). However the FAR and FRR

cannot be decreased simultaneously. For this reason, equal error rate (EER) is

usually chosen as the quality indices because both of them can combine FAR and

FRR into a number. In this study, we choose the EER, which refers to the point in a

detection error trade-off (DET) curve where FAR equals the FRR.
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Figure 53.3 shows the performance evaluation for genuine and imposter

matching distribution, which is estimated by matching scores obtained by using

normalized Euclidean distance. The genuine matching score is gained by compar-

ing palmprints from the same palm, and the impostor matching score is obtained by

comparing palmprints of two different palms. Consequently, a total of 36,980

(5 � 86 � 86) comparisons are performed, in which 430 (5 � 86) comparisons

are genuine matching, and the remaining 36,550 (5�86�85) comparisons are

imposter matching. It is clear in Fig. 53.3 that the proposed method can separate

palmprints of different persons well.

A threshold value 0.487 is determined based on the EER criteria. The FAR and

FRR at different distance thresholds are plotted in Fig. 53.4, in which the EER is

0.67 %.

Figure 53.5 shows the ROC curve obtained from the proposed method. It must

be noted that we plot FAR as logarithmic scales for x-axis for viewing the curve

clearly.
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53.6 Conclusion

Over the years, many palmprint recognition approaches have been proposed.

Among these palmprint recognition approaches, subspace-based methods, such as

PCA and LDA, have been widely used. Most of them assume that each class is

represented by a single cluster in the feature space. However, this assumption is not

reasonable at some situations in which the data of a class is assembled into two or

more clusters. So the SDA is proposed to solve this dilemma. In this chapter, a new

subspace-based method named SDA is applied in palmprint feature extraction. The

experimental results on YNU Hand database show that the SDA-based method

yields a good recognition rate.
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Chapter 54

A Process Quality Monitoring Approach

of Automatic Aircraft Component Docking

Guowei Yang, Chengjing Zhang, and Xiaofeng Zhang

Abstract In order to evaluate automatic aircraft docking quality, a new method of

process quality monitoring of the automatic aircraft component docking is pro-

posed. This method is based on laser tracker measurement. The position of auto-

matic aircraft docking component is obtained by laser tracker measurement for a

plurality of feature points. By doing identification labels on the surface of docking

components, component surface images replace complex docking images. Image

processing technology is used to extract the features of component surface image

information to evaluate docking quality so as to control the perfect match of

docking component. The new method enforces automatic docking process visual

monitoring and absorbs human visual and reliable monitoring advantages of man-

ual assembly model.

54.1 Introduction

With the development of computer and information technology, in order to adapt to

the social progress and meet its quality and efficiency, aircraft assembly has been

from the traditional manual assembly mode developed gradually and quickly into

today’s automatic assembly model, which is fast efficient digital and integrated and

has high precision and high coordination [1]. Aircraft component has the features of

large-scale, complex matching surface and difficult measurement. Domestic and

foreign advanced technology on component about pose measurement and accurate

calibration is based on laser tracker, providing reliable basis for large parts of the

pose adjustment and position driver [2, 3]. Although the automatic docking tech-

nology has made great progress, the traditional manual assembly model is not
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completely replaced. To a great extent, automatic docking technology did not

achieve the simulation monitoring of human vision.

The method of process quality monitoring refers to the automatic docking

process about large aircraft components that not only relays on the data returned

by pose control system but also uses effective scheme to enforce docking process

visual monitoring and evaluate whether or not the docking process is completed. If

the evaluation result is up to standard, the docking process quality is good; if not,

the need to adjust the position and pose is necessary.

54.2 The Measurement Method of Laser Tracker

In assemble process of laser tracker measuring the position, after the large aircraft

component shelving, target balls should be respectively arranged, and laser tracker

should be placed in front of the docking component. In adjusting process, in order to

achieve the current standard point automatic tracking and positioning measurement,

laser trackers provide second-development interface, through programming to set

search area based on putting the standard point into search center; then discrete

laser signal to the theory coordinates of standard point; and use their automatic

search function to search the target balls around the space of the standard points.

Then we can theoretically obtain the theory coordinates of the next standard point.

So we can measure the second standard point coordinates by using the same

method. In this turn, every dynamic coordinate of the standard point in adjustment

progress can be measured.

A few problems will appear above. For saving the cost, assembly project usually

uses a single laser tracker; this way, at the same time only a standard point (target)

can be achieved, and its measure time is different. In order to solve the docking

pose, standard points’ measure time must be unified. Moreover, assembly parts are

complex, so errors in assembly would not be avoided [2]. This chapter proposes a

new docking quality assessment method, which can effectively lessen the deviation

and reduce the influence on subsequent docking assembly.

54.3 Docking Component Surface Monitoring

Method Based on Image

The measurement method of laser tracker adjusts and positions posture with digital

coordinates which is obtained from computer feedback of control system. For the

assembly filed, the method of process quality monitoring of automatic component

docking based on image improves a new level about perfect docking.
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54.3.1 Image Monitoring Method

To realize process quality control based on visualization, an ideal way is to capture

surface image. General docking is inserted, namely, component’s several main

shafts inserted into another’s corresponding holes precisely. Thus, as long as

capturing hold images and extracting hold center and shafting coordinates with

algorithm, we can contrast these two coordinates. If the coordinates contrast result

is coincident, the docking result is perfect. If it is deviation, position adjustment is

necessary. But considering components’ complex surface and the practice without

camera condition, the project cannot be carried out successfully. In order to

overcome these problems, a new method is proposed. As follows, Fig. 54.1

shows process quality monitoring system diagram of automatic component docking

based on image. Using CCD cameras with high quality to capture surface images

and achieving quantitative calculation through image processing algorithm can

evaluate docking quality. Camera 1 placed in the peak of docking captures peak

view images. Camera 2 has the same height with components’ horizontal axis and

captures front-view images. The two cameras transmit the images to image process

system synchronously. The computer uses algorithm to achieve image information

for quality evaluation. Then the evaluation results are transmitted to pose control

system for guiding position adjustment.

Because aircraft components are rigid and manufacturing process is controlled

strictly and every step of project by means of precise calculation, it is feasible to use

component surface quality to assess the ensemble docking quality.

Peak view image

Pose control system

Front view image
Image

process
system

Transmission
Transm

ission

Camera 1

Camera 2

Fig. 54.1 Process quality monitoring system diagram of automatic aircraft component

docking
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54.3.2 Label Location Method

Aircraft components’ surfaces are very complex. Either fuselage-to-fuselage or

fuselage-to-wing docking, there are different surface characteristics. It’s difficult

to extract surface images’ features, and feature extraction algorithm of the fuselage-

to-fuselage docking is not applicable for the fuselage-to-wing docking process;

conversely, it is the same. Based on these problems, this chapter proposes a new

feature extraction method—label location method.

Firstly, feature extraction chooses feasibility labels—red lines which have

obvious color difference between the labels and background. The labels are placed

in two components’ front and peak mid sides. The front images captured by camera

1 are shown in Fig. 54.2. Similarly, the camera 2 captures these peak view images.

This chapter only takes the front-view image as an example.

54.4 The Flow Chart of the Process Quality

Monitoring System

In this chapter, the quality monitoring on aircraft component docking process is

based on laser tracker positioning system. Figure 54.3 shows the flow chart of the

system.

Before assembly, specified labels should be placed on docking component

surfaces, according to label location method. By the formulation of the program,

laser tracker control system controls implementation of component docking auto-

matically. Position control system controls the components’ posture drawing on the

return data from laser tracker. When the docking components get to predetermined

position, the process quality monitoring system starts up. Calibrated camera 1 and

2 transmit images to process quality monitoring system in the same time. Through

image processing, it extracts target image information and then evaluates whether

or not the quality in docking process satisfies the standard.

AA B C D

Fig. 54.2 Front-view image of label location
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54.5 Experiment Studying

54.5.1 The Color Segmentation of the Advantages

In this chapter, in order to facilitate identification [4], we make red line for

distinguishing labels and components obviously. In RGB space, color feature is

used to extract target designations from images. First thing is to display images’

color, namely, original images are displayed in R, G, and B three independent

spaces, with gray image expression, as shown in Fig. 54.4.

Of R, G, and B three spaces grayscale, in RGB image displaying, red, green, and

blue ingredients have different values, and their effects are also different. In R

space, the red ingredient on the line target salience is very obvious. In G and B

spaces, ingredients that are changing are not obvious. Through the experiments,

only based on R spatial gray level, the extraction of target label line is not very

ideal. By the methods of refs. 4, 5, the use of RGB space (2R-G-B) [4, 5] gray

difference can make further processing Fig. 54.5 is the (2R-G-B) gray difference

image.

Mark location

Measurement and fixed
position of laser tracker

Camera location

Taking photos

Image process
feature extraction

Docking quality estimate
Docking

unsatisfactory

Docking
prosperity

modulation

No

Yes

Fig. 54.3 Process quality

monitoring system flow

diagram
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54.5.2 Otsu Adaptive Threshold Segmentation

Otsu is a good kind of performance of automatic threshold segmentation method [6]

through calculating image’s target and background class within the minimum of

within-class variance, the maximum of between-class variance, for automatic

threshold calculation. According to grayscale of image features, if the image has

larger variance between foreground and background, the two portions of the image

have bigger difference. Whenever foreground ingredients are divided into wrong

background or backgrounds are divided into wrong prospects, the two ingredients’

difference becomes smaller, so the maximum between-class variance segmentation

means that probability of wrong points is minimum variance.

The synthesis images of (2R-G-B) gray image by means of the Otsu adaptive

threshold segmentation can quickly and effectively distinguish between targets and

background. As Fig. 54.6 displays, getting adaptive threshold segmentation of

target image can get ideal target binary image.

Fig. 54.4 R, G, B gray image

Fig. 54.5 (2R-G-B) color
gray image

Fig. 54.6 Target binary

image
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54.5.3 Verified Experiment

In order to verify feasibility, this experiment extracts the result images among ideal

and not ideal docking assembly on the CATIA simulation. By the proposed control

method, we got the processing image [7] on MATLAB platform and finally got the

target binary images, as shown below in Fig. 54.7.

The above experiments are hypothesized to extract the images captured by

camera 1. The results have shown a good target extraction within simulated docking

assembly. According to target binary images, the result image which is not ideal

docking displays that the label line is obviously wrong and describes that the

docking process quality has obvious problem so that we need to adjust the docking

pose; result image of docking success displays a straight line, and if the image of

camera 2 also has the same result, it realizes ideal docking.

From Table 54.1, we can learn that the target image (b) shows the docking

prosperity, because the ABCD coordinate points have the same Y coordinates, and

Fig. 54.7 Verified experiment of simulative assembly. (a) Original image of docking prosperity

(b) Target image of docking prosperity (c) Original image of docking unsatisfactory (d) Target

image of docking unsatisfactory

Table 54.1 ABCD
coordinate points of docking

target image in Fig. 54.7

Target image Axis A B C D

b X 379 520 521 638

Y 197 197 197 197

d X 367 508 509 661

Y 185 185 198 198
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B and C have the regular X coordinates. Target image (d) has different

Y coordinates; obviously, it shows an unsatisfactory docking. In order to modulate

pose, pose control system should apply instrumentation code to control components

to move |YB–YC| and to obtain same Y coordinates.

So the above experiments achieve process quality evaluation and verify the

feasibility of docking process quality monitoring system.

54.6 Conclusion

In past studies, the research of process quality monitoring for automatic aircraft

component docking is very few, and general evaluation methods examine whether

or not the data returned by laser tracker meets tolerance standard. The new method

has the advantages of non-contact and achieves visual docking process quality

monitoring, which is based on laser tracker pose measurement and calibration.

It enforces aircraft assembly automation to a higher level.
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Chapter 55

Overhead Transmission Lines Sag

Measurement Based on Image Processing

Wengang Cheng and Long Chen

Abstract Sag is one of the important parameters for operation and maintenance of

the transmission lines, and its size directly affects the safe and stable operation

of the line. In recent years, in order to improve the transmission capacity, many

existing transmission lines allow the temperature from 70 �C to 80 �C, and then the
transmission line sag becomes a major constraint for the transmission security. This

chapter presents a novel sag measurement method based on image processing.

Firstly it grays the collected color images and preprocesses the images with some

image-denoizing methods. Secondly, special points generated by the isolation rod

are extracted by the corner extraction algorithm, and the spatial coordinate values of

the extracted points are identified according to the principle of binocular vision and

the relationship of three-dimensional coordinate space coordinates and image

coordinates. Finally via the method of the curve fitting, the actual sag of the

transmission line is calculated. The experimental results show that this method is

suitable for both the cases in which the height of the transmission line is equal or

not, and it has good adaptability.

55.1 Introduction

Transmission line sag is one of the main parameters of the circuit design and

operation and maintenance, and it directly affects the safety and stable operation

of the transmission line. The sag will change with the transport capacity, weather

condition change, and line increase of service life, and sometimes the sag will be

beyond the design requirements that may lead to the security risks [1]. So it is very

necessary to measure the transmission line sag regularly.
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At present, a lot of methods and applications have been brought up on the

measurement of the power line sag by domestic and foreign research institutions

and companies. It mainly contains two cases: they are the traditional manual

measurement in the field and using certain devices to implement the measurement.

The traditional manual measurement methods include the different length measure-

ment method, the same length measurement method (parallelogram method), the

angle measurement method, and so on. These methods that use the actual observed

data and combine with mathematical formulas can calculate the sag more accu-

rately. But the traditional sag measurement methods have low efficiency and they

are sensitive to the geographical environment. Besides, it is also difficult to conduct

real-time monitoring. So a lot of real-time automatic monitoring power line sag

methods have been proposed and have had a very good application. Literature [2, 3]

proposed monitoring power line stress and temperature-based methods to measure

the sag. The literature [4, 5] proposed the sag measurement method based on the

global positioning system technology. These methods have very good application in

practice, such as The Group Inc. in the USA that produced the CAT-1 that

calculated sag by measuring the transmission line stress.

This chapter describes the real-time measurement of sag in an overhead power

transmission line by using the image-processing method. We just need to extract the

feature points of the image that is captured according to the image corner extraction

methods and then calculate the spatial coordinates of the curve feature points in

accordance with the principle of binocular vision and the relationship of the world

coordinate system and the image coordinate system. Finally, we recover the curve

equation by curve fitting to calculate the sag. This method is easy to operate, and it

has a good real-time. Besides, the calculated results are very accurate and meet the

applied requirements.

55.2 The Principle of Sag Measurement

55.2.1 The Process of Sag Measurement

Overhead line curve refers to the arc-shaped curve that is supported by both the end

towers. Any point plumb distance to both ends of the suspension point connection

line on the transmission line is called the overhead line sag of the point.

Overhead line sag is denoted by f generally. When both ends of the suspension

point of the transmission line have the same height, the maximum sag is in the

center of the span, as shown in Fig. 55.1. When the height of the two end points of

the line is not equal, as shown in Fig. 55.2, the maximum sag is the plumb distance

between the cutoff point that is the straight line A1B1 that parallels the connection

line of the two point tangent to the curve and the point in the connection line. That is

the cutoff point sag of the parallelogram ABB1A1.
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As the camera shoots the same scene several times, we can get the different

coordinate values of the feature point that is the same point in the different images.

The space coordinates of the feature points of the curve can be calculated according

to the principle of binocular vision as well as the relationship of the world

coordinate system and the image coordinate system. Finally we calculate the sag

according to the fitting curve equation. The flow chart of computing transmission

line sag is shown in Fig. 55.3.

55.2.2 Harris Corner Detection Algorithm

Corner is an important local feature of the images. In the actual image, corners such

as contour inflection point, the end of the segment corner, have a rich amount of

information, and they are not only very easy to be measured but also able to adapt to

changes in ambient light. Most corner detection methods detect the image point

with specific characteristics rather than just the “corner.” These feature points often

have some digital features, such as local maximum or minimum gray and some

gradient feature. The corner detection algorithm can be summarized into three

categories. They are corner detection based on gray-scale images, binary image

corner detection, and corner detection based on the profile curve. Corner detection

Fig. 55.1 The model

of the unequal height

transmission line

Fig. 55.2 The model

of the equal height

transmission line

Fig. 55.3 The flow chart of sag calculation
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based on gray-scale image can be divided into three types. They are gradient-based,

template-based, and template gradient combination.

Harris corner detection algorithm is a typical corner detection based on gray-

scale image. It contains the following detection steps:

1. Calculate the directional derivative of the image, save for two arrays Ix and Iy.
2. Calculate the localized autocorrelation matrix U(x, y) ¼ [Ix(x, y)2*W Iy(x,y)Ix

(x, y)*W;Ix(x,y)Iy(x,y)*W Iy (x,y)2*W] for each point; here *W refer to that the x,
y as the center do convolution with Gaussian template W and the size of the

template needs to be specified.

3. If the two eigenvalues of u are very small, it indicates that this region is a flat

region. If one of the eigenvalues of u is larger and the other is smaller, it is the line.

If both of the eigenvalues are larger, then it shows that this is a corner point. Harris

provides another formula to get an evaluation that whether the current point is the

corner point: corn ¼ det (u) � k * trace (u)2. Here the corn is referred to the

point value and k is a fixed variable, typically between 0.04 and 0.06.

Since the Harris corner operator has good robustness, rotational invariance, and

many other advantages, it can extract the feature points of the transmission line

curve easily. The position of the spacer rods in the transmission line will be

considered the corner, and we can get all positions of the spacer rods in every

image, so we can obtain the position coordinates of the curve on the same physical

point for each different image.

55.2.3 Camera Calibration and the Three-Dimensional
Coordinate Measuring Algorithm

According to the principle of camera imaging, we can conclude the relationship

between the coordinate value (u, v, 1) of the point P in the pixel coordinate system

and the coordinate value (Xw, Yw, Zw) of the point P in the world coordinate system.

The conversion formula is as follows:

Zc
u
v
1

2
4

3
5 ¼

f 1 0 u0 0

0 f 2 v0 0

0 0 1 0

2
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3
5 R T

0T 1

� � XW

YW

ZW

1

2
664

3
775 ¼ M1M2

XW

YW

ZW

1

2
664

3
775 (55.1)

(u0, v0) stands for the coordinate value of the origin of the image coordinate system

in the pixel coordinate system whose origin is the upper left corner of image plane;

matrix R stands for the camera rotation matrix; matrix T stands for the camera

translation matrix.

According to Eq. 55.1, we can figure out the computer calibration parameters

and calculate the spatial point coordinate value by combining the binocular stereo
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vision principle [6]. According to the principle of binocular vision, we need to take

two photos of the same scene and calculate other information by using the rela-

tionship of the two photos. The specific applications are as follows:

1. Calculating the camera calibration parameters

After analyzing Eq. 55.1, we can learn that we just need to calculate the

parameters f1 and f2. In order to facilitate the calculation, we assume that the

first camera coordinate system coincides with the world coordinate system and

the second camera translates L distance along the X-axis. Besides, both of

the two cameras are with no rotation. That is to say, the matrix R is a unit matrix

and the matrix T ¼ [L 0 0]T. Above all, we will be able to get the two equations
about f1 and f2 and can get the following results:

f 1 ¼
ZW u1 � u2ð Þ

L
(55.2)

f 2 ¼
ZW v1 � v2ð Þ

L
(55.3)

(u1, v1) and (u2, v2) stand for the coordinate values of the same point in the two

images.

2. Calculating the space coordinate values of the feature points

According to Eq. 55.1, the calculated camera calibration parameters f1 and f2, as

well as the camera rotation matrix R and translation matrix T that can be

obtained in the actual shooting operation, we can get four linear equations

about Xw, Yw, and Zw by taking two images, so we can work out the feature

point P coordinate value (Xw, Yw, Zw) of the world coordinate system.

55.3 Experiments

In the process of calculation of the camera calibration parameter, we capture several

images at five different locations and take 20 images in each location. Comparing

the recovery coordinate value with the actual coordinate values, we can conclude

the maximum error that mainly affected by the camera calibration parameter in

each direction. The maximum error in X-, Y-, and Z-direction are �2.25, 2.98, and

2.15 %, respectively.

The experimental result of using Harris corner extraction algorithm to detect the

spacer bars of the transmission lines is shown in Fig. 55.4 (the picture has been

rotated 15� clockwise). Experiments show that using the corner extraction algo-

rithm to detect spacer bars is more effective than using image matching method to

detect the spacer bars, especially for those blurred images that are captured on the

long shooting distance.
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Comparing the measurement data that are obtained by using image-based corner

detection method to measure the sag with the measurement data that is measured by

the field theodolite, except that individual data error is larger, most data error were

less than 2.5 %. The measurement accuracy meets the applied requirements.

55.4 Conclusion

Through analysis of the chapter and related experimental results, we can get the

following conclusions.

1. Based on the characteristics of the transmission line and combined with image

processing technology, it uses the Harris corner extraction algorithm to detect

spacer bars of the transmission line and computes transmission line sag with the

curve information. According to the experimental results, we can conclude that

this method is simple and has a good adaptability.

2. The results of the sag calculation will be affected by the camera calibration

accuracy, position of the camera, and shooting angle. Therefore, it is our future

research work to improve the accuracy of the camera calibration and select the

appropriate coordinate point and shooting angle. That is to say, we should

choose the shooting position that can capture the image as much as possible

and the shooting angle that is easy to calculate such as 30� and 45�.
3. Due to the complexity of the environment, it is very important for the accuracy

of the experiment to remove the image noise. This chapter uses the median

filtering denoizing algorithm for image denoizing, which can overcome the

problem of the fuzzy edge of the low-pass filtering and the noise enhancement

of the high-pass filtering. Besides, this chapter also uses the image enhancement

function that is from the MATLAB function library to highlight the edge of the

transmission line.
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Universities” of China.
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experimental results

of corner detection
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Chapter 56

Chinese Domain Ontology Learning Based

on Semantic Dependency and Formal

Concept Analysis

Lixin Hou, Shanhong Zheng, Haitao He, and Xinyi Peng

Abstract The ontology construction process is very expensive and time consuming

when performed manually. In order to solve the problems of time consumption

and high cost, a Chinese domain ontology learning method based on semantic

dependency and formal concept analysis is proposed in this chapter. During the

learning process, semantic dependency analysis technology is used for extracting

formal context from unstructured domain texts, and Godin algorithm is used for

constructing concept lattice. At last, the chapter takes a medical ontology

construction as an example to verify this method. The experiment results show

that the method we proposed can construct domain ontology automatically and

reduce manual intervention. In addition, the ontology we got is a formal

ontology, so it has more advantages in sharing and reusability.

56.1 Introduction

Ontology learning is a subtask of information extraction, and its purpose is to

semiautomatically extract relevant concepts and relations from a given corpus or

other kinds of data sets to form ontologies. Ontology learning can solve the

problems of low efficiency and time consumption when performed manually.

Therefore, ontology learning is becoming an active research area.

Ontology learning focuses on the extraction of domain concepts and relations

among them automatically [1]. There are many methodologies for concept extrac-

tion. Extraction based on linguistics has advantages in terms of disambiguation and
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accuracy [2, 3], but it relies on the results of the word segmentation. Extraction

based on statistics does not require lexical and syntactic information and has better

portability [4, 5]. Also there are many methods that mix linguistics with statistics

[6, 7]. Structured vocabularies [8], linguistics [9, 10], and statistics [11, 12] have

been used to extract relationships among concepts. However, methods based on

traditional structured vocabularies extract only several kinds of relations, and most

of them are hierarchical relations. Relationships extracted with linguistics have

high accuracy, but the effects are easily affected by the completeness of the

grammar rules. Extractions with statistics have nothing to do with the language

and the fields. Therefore, they have a strong portability, but the effects largely

depend on the quality and size of the corpus.

In the study of ontology construction, formal ontologies are better than ontol-

ogies based on natural language in sharing. Formal concept analysis (FCA)

invented by Wille is a tool of identifying conceptual structures among data sets.

FCA is widely used in the ontology construction. Obitko put forward that FCA can

explore potential objects and attributes by constructing concept lattice and present

them in a visual way automatically [13]. This chapter improves the above method

by adopting the semantic dependency analysis technology to extract formal context,

using Godin algorithm for building the concept lattice, and adopting the mapping

rules between the concept lattice and the ontology to generate the domain ontology.

Finally, this method is testified by constructing a medical ontology. The experiment

results show that ontology construction based on semantic dependency and FCA

not only can extract semantic information automatically and objectively but also

can construct expected ontology from unstructured Chinese texts. Therefore, the

method we proposed can construct domain ontology automatically and reduce

manual intervention. In addition, the ontology we get is a formal ontology, so it

has more advantages in sharing and reusability.

56.2 The Chinese Domain Ontology Learning Procedure

Based on FCA

56.2.1 Formal Context Extraction

The formal context and concept hierarchy are basic structures of FCA. A formal

context comprises two sets and a binary relation between them. The definition is as

follows:

Definition 1 Formal context is a triple K :¼ (O,A,I), where O is a set of objects,

A is a set of attributes, and I is the binary relationship between O and A, that is,
I � O � A. For o ∈ O and a ∈ A, (o,a) ∈ I is defined as “attribute a is an attribute
of the object o.”

Formal context is the basic of the ontology learning based on FCA. This chapter

adopts Philipp Cimiano method which was used in IST-Dot Kom project by AIFB
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research institution [14]. The main idea is that we use a Chinese dependency

syntactic parser for analyzing the sentences in texts [15], and then the parsing

trees with dependence relation and semantic role labels will be produced. To build

the formal context we extract the backbone of the sentence from the parsing tree

and turn the subject of the sentence head into an FCA object and the objects into

attributes. The algorithm for extracting the formal context based on the definition

1 and the main idea we proposed is given below.

Step 1. Initialize HashMap for store pair of object and attribute.

Step 2. For any sentence i (the sentence number) get word segmentation sequence

filed as wordlist based on conditional random field (CRF).

Step 3. For every word j (the word number) in wordlist, we adopt graph-based

parser output, the dependency relation of word i in sentence j.

Step 4. Judge the type of the dependency relation of word j, if the type equals

“SBV,” and then let word j be an object filed as o; if the type equals “VOB,”
then let word j be an attribute filed as a, and then add (o,a) to HashMap.

Step 5. Build formal context K ¼ (O,A,I ); use all pairs in HashMap.

56.2.2 Concept Lattice Construction

Definition 2 For any X as an object subset, we define

X
0 ¼ a∈A 8x∈X,∃ x; að Þ∈Ijf g

For any Y as an attribute subset, we define

Y
0 ¼ o∈O 8y∈Y,∃ o; yð Þ∈Ijf g

Definition 3 If X � O, Y � A satisfies X0 ¼ Y and Y0 ¼ X, then we regard

C ¼ (X,Y ) as a formal concept of K ¼ (O,A,I), X as the extension, and Y as the

intension of the C.

Definition 4 For a formal context K ¼ (O,A,I) and two formal concepts C1 ¼ (x1,
y1) and C2 ¼ (x2,y2) of K, a concept hierarchy relation is given by

x1; y1ð Þ≺ x2; y2ð Þ , x1 � x2ð Þ ^ y2 � y1ð Þ

All the formal concepts in K are ordered by this concept hierarchy relation, and this

ordering is called the concept lattice of the formal context K. C1 is the sub-concept

of C2, whereas C2 is the super-concept of C1. Concept lattice is the core data

structure of FCA, and it reflects the generalization and specialization of the

relationship between the concepts; also it can be represented graphically by using

Hasse diagram. There are two kinds of lattice construction algorithms: batch

algorithms and incremental algorithms [16].
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This chapter adopts Godin algorithms to construct concept lattice. Godin algorithm

is an incremental algorithm introduced by Robert Godin in 1995. If we want to use

Godin algorithms, two problems should be resolved [17]: (1) update the nodes in

concept lattice and (2) update edges between lattice nodes. The new lattice nodes can

be divided into three types, and the types can be described by the following definitions.

Definition 5 Let L(K ) be corresponding concept lattice of context K ¼ (O,A,I ) and
Mi ¼ (xi,yi) be any lattice node in L(K ). Let xj be newly increased object and yj be
corresponding attribute. Meanwhile, if L 0 (K ) is new concept lattice through

adding xj, then the lattice nodes in L0(K ) can be divided into three types:

1. If yj \ yi ¼ Φ, then let Mi ¼ (xi,yi) ∈ L(K ); Mi is called unchanged node.

2. If yi � yj, then modify M to M0 ¼ (xi [ xj, yi) and add M0 to L0(K ); M0 is called
update node.

3. If (yj \ yi 6¼ φ) ^ (Ø ∃ ((yj \ yi)
0, yj \ yi) ∈ L(K )), then create a new node

M0 ¼ (xj [ xi, jj \ yi) and add it to L0(K ); M0 is called newly increased node.

The following are the procedure for building lattice based on Godin algorithms:

Step 1. Initialize concept lattice L(K )  ϕ.
Step 2. Take out one pair (o,a) from K ¼ (O,A,I).

(1) Take out formal concept Mi ¼ (xi,yi) from L(K ) in proper sequence.

(2) Update the node in L(K ) according to the result of (a ^ yi) and the rules
in definition 5.

Step 3. If producing a new node in step (2), then add it to L(K ) and update the edges

between the nodes.

Step 4. Repeat steps 2 and 3 until generating a complete concept lattice.

56.2.3 Mapping Concept Lattice to OWL Ontology

Concept lattice can be viewed as a prototype of ontology. So the Hasse diagram

should be trimmed circularly by deleting unreasonable concepts according to the

domain knowledge. After that, ontology description language OWL recommended

by W3C is adopted to describe the ontology mapped from concept lattice. The

mapping rules between lattice elements in FCA and semantic elements in OWL are

the followings:

Definition 6 Let O :¼ (C, root, ≺ c) be a domain ontology, C be the set of

concepts, root be the root element in O, ≺ c be the concept hierarchical relation,

L(K ) be the corresponding lattice of formal context K ¼ (O,A,I ), Hi ¼ (xi,yi) and
Hj ¼ (xj,yj) be any lattice nodes in L(K ), e be lattice element in FCA, C be the

corresponding class name of Hi, sup C be the corresponding class name of Hj, and

f : L(K ) ! O be the mapping rules from concept lattice to ontology; then the rules

are the following:
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R1: IF e is Hi THEN <owl:Class rdf:about¼"#C "/> IN O
R2: IF e is Hi AND Hi � Hj THEN <owl:Class rdf:about¼“#C”>

<rdfs:subClassOfrdf:resource¼“#sup C”/><rdfs:sub-
ClassOf>IN O

R3: IF e ∈ xi THEN<owl:NamedIndividual rdf:about¼"#xi">
<rdf:type rdf:resource¼"#C"/></owl:NamedIndividual>
IN O

R4: IFe ∈ yiTHEN<owl:DatatypePropertyrdf:about¼"#yi/>
<rdfs:domainrdf:resource¼"#C"/></owl:DatatypeProperty>
INO

Based on definition 6, we design the mapping algorithm as follows:

Step 1. Initialize an empty ontology O.
Step 2. Map the root node in L(K ) to root according to R1.

Step 3. Take out the child node Hi ¼ (xi,yi) of the root node.
Step 4. Apply the mapping rules:

(1) Apply rule R1 to lattice node Hi.

(2) Apply rule R2 according to the hierarchical relation between the root

node and the child node.

(3) Apply rule R3 to the new objects that lattice node Hi owns, whereas the

new objects do not belong to H0i (H0i is the child node of Hi).

(4) Apply rule R4 to the new attributes that Hi owns whereas the

corresponding parent node of Hi does not own.

Step 5. Let H0i be the new root node.

Step 6. Repeat steps 3–5 until mapping of the whole concept lattice is complete.

56.3 Experimental Verification

To verify the effectiveness of themethod, we apply it tomanymedical domain files to

learn ontology. The learning process is divided into three stages: (1) obtain the formal

context from domain texts; (2) construct the concept lattice; and (3) map the concept

lattice to the ontology.At last a Chinese ontology ofmedical domainwill be obtained.

56.3.1 Obtaining the Formal Context Through Learning
Medical Texts

The semantic dependency of every sentence in medical texts should be analyzed

according to the method in Sect. 56.2.1. The process is as follows:

LTML ltml ¼ ls.analyze(LTPOption.ALL,str);
for(int i ¼ 0; i<ltml.countSentence(); ++i){
ArrayList<Word>wordList¼ltml.getWords(i);
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for(int j¼0; j<wordList.size(); ++j){
System.out.print("\t"+wordList.get(j).getWS());
System.out.print("\t"+wordList.get(j).getParser-

Relation());
if(wordList.get(j).getParserRelation().equals(s1))

{name¼wordList.get(j).getWS();}
if(wordList.get(j).getParserRelation().equals(s2))

{predicate¼wordList.get(j).getWS();}
if(wordList.get(j).getParserRelation().equals(s3))

{value¼wordList.get(j).getWS();}
hashmap.put(name, value);}}

Take “感冒是一种呼吸道疾病 (Cold is a kind of respiratory disease)。”; for

example, the visual result of the dependency analysis would look like as in

Fig. 56.1.

In the figure, the semantic role of “是(is)” is “HED,”while the semantic role of

“感冒 (cold)” is “SBV” and the semantic role of “疾病 (disease)” is “VOB.” From

the analysis result we can get

name¼“感冒”;value¼“呼吸道疾病”;hashmap.put(name,value);

As a result, the pair(“感冒”, “呼吸道疾病”) will be obtained.

We learn all the domain texts and obtain all the pairs by the following method:

Iterator it¼hashmap.entrySet().iterator();
while (it.hasNext()){Map.Entry entry¼(Map.Entry) it.

next();
String
filecontents¼entry.getKey()+predicate+entry.getValue

()+"\n";}

We place all the pairs in the table, and small part of the formal context would

look like as in Table 56.1.

56.3.2 Constructing Medical Concept Lattice

We analyze the medical formal context through the Godin algorithms described in

Sect. 56.2.2. Then we adjust the location of part lattice nodes. Finally the medical

concept lattice will be obtained, and part of it looks like as in Fig. 56.2.

Fig. 56.1 The semantic dependency tree of the example sentence
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Concept lattice describes the generalization and specialization relationship of the

concepts where the above node is parent node whereas the below node is child node.

56.3.3 Generating the Chinese Ontology in Medicine

We adopt the mapping rules between lattice elements in FCA and ontology elements

in OWL defined in Sect. 56.2.3 to map the concept lattice in Fig. 56.2. After the

mapping, the unreasonable concepts are deleted, and finally a Chinese ontology is

generated. Furthermore, one plug-in of the Protégé, called OntoGraf, is used for

visualizing the Chinese ontology, and the result would look like as in Fig. 56.3.

Fig. 56.2 Part of the

medical concept lattice

Table 56.1 Part of formal

context of medical domain
A B C D E F G H I

1 � � � � �
2 � �
3 � �
4 � �
5 � � � �
6 � � �
1.感冒 (cold) 2. 慢性支气管炎 (chronic bronchitis) 3. 胃炎
(gastritis) 4. 肠道炎 (gastroenteritis) 5. 肺炎 (pneumonia) 6. 肺

结核 (phthisis) A.咳嗽 (cough) B.鼻塞 (nasal obstruction) C.头

痛 (headache) D. 发热 (fever) E. 咳痰 (expectoration) F. 腹痛

(abdominal pain) G. 恶心呕吐 (nausea and vomiting) H. 反酸
(sour regurgitation) I. 流鼻涕 (rhinorrhea)

Fig. 56.3 Part of the

medical ontology
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56.4 Conclusion

We proposed a Chinese domain ontology learning approach based on semantic

dependency and FCA. First, this study adopted the Chinese dependency parser to

parse every sentence in Chinese domain texts to construct the formal context. Then,

by adopting the Godin algorithms, the concept lattice was built. At last, the concept

lattice was mapped to the domain ontology through the mapping rules between

them, showing the ontology graphically by using Hasse diagram. In addition, we

verified the effectiveness of the approach proposed in this chapter through the

experiment in Sect. 56.3. The advantages are that the method can conduct the

unstructured Chinese texts and can express the automatic objective extracting

semantic characteristics of FCA. Shortages inevitably exist, and we will design

more specific algorithms for constructing the formal context to reduce artificial

participation and improve the automation degree of the ontology learning in the

next phase.
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Chapter 57

Text Classification Algorithm Based

on Rough Set

Zhiyong Hong

Abstract In text classification community, k-nearest neighbor (kNN) and support

vector machine (SVM) are all effective classifiers, but both of them have their own

drawbacks. kNN involves high cost to classify a new document when training set is

large; SVM is too sensitive to the noisy data when the noisy data is close to the

hyperplane it suffers. So one hybrid algorithm based on variable precision rough set

is proposed. It combines the strength of both KNN and SVM techniques and

overcomes their weaknesses. Finally some experiments are carried out to compare

the efficiency and classification accuracy with different classification algorithms.

Results show that the proposed method achieves significant performance

improvement.

57.1 Introduction

Text classification is the core technology of the research in the field of information

retrieval and data mining; it has rapidly developed in recent years. Text classifica-

tion or categorization is the task of automatically assigning unseen documents to

suitable predefined categories. A number of well-known algorithms have been

introduced to deal with text classification [1], such as k-nearest neighbor (kNN)

[2], support vector machine (SVM) [3], neural network [4], naive Bayesian (NB),

centroid-based classifier, decision tree, and Rocchio classifier.

The kNN is an instance-based learning algorithm, which is simple and intuitive

but very effective for a variety of problem domains including text classification. It

is well known to be one of the most effective methods on Fudan University

classification corpus—one of the benchmark corpora used in text classification.

However, kNN has a high cost of classifying new patterns; its training phase just
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stores all training patterns as classifier; thus it has often been called as lazy learner

since it defers the decision on how to generalize beyond the training data until each

new query pattern is encountered. The efficiency of kNN prohibits it from being

applied to areas where efficiency is particularly required for text classification, such

as dynamically mining large-scale collection.

SVM is a machine learning method based on statistical learning theory [3]. An

SVM constructs an optimal hyperplane that has the largest distance to the nearest

training data point of any class to find the good support vector. Since SVM has good

generalization performance, it has been used for classification, regression analysis,

handwriting recognition, speech recognition, face recognition, and so on. In clas-

sification of the SVM traversal the feature space consists of support vector instead

of the original input space consisting of training samples to ensure higher classifi-

cation accuracy and greatly reduce the computational complexity. Although SVM

has good generalization performance, SVM also has its drawbacks, such as the

classification accuracy is not very high when encountering complex classification.

Especially when training samples is confusing or overlapping, SVM classifier is

prone to over-fitting.

In this chapter, a hybrid algorithm based on variable precision rough set (VPRS)

is proposed to combine the strength of both kNN and SVM techniques and

overcome their weaknesses. Firstly, feature space of training data is partitioned

by using VPRS, and lower and upper approximations of each class are defined.

Then kNN and SVM classifiers are built on these new subspaces, respectively. The

SVM classifiers are used to classify most of the new documents effectively and

efficiently. The kNN classifier is only required to classify new document which lies

in the boundary region where SVM classifier suffers. And it is just required to find

nearest neighbors of new document in the subset of training dataset, which can save

time obviously compared with finding nearest neighbors in the whole training

dataset. Experiments are carried out on Fudan University classification corpora.

The experimental results indicate that the proposed hybrid algorithm achieves

significant performance improvement.

57.2 Background

The rough set theory [5], introduced by Pawlak in the early 1980s, is a formal

mathematical tool to deal with incomplete or imprecise information. As a general-

ized version of rough sets, VPRS [6] allows objects to be classified with an error

smaller than a certain predefined level. In text classification, when the training data

is confusing or overlapping, VPRS model is more suitable than the classic rough

set. In this section, a brief introduction to rough set and VPRS is given.
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57.2.1 VPRS

As a generalization of the standard inclusion relation, majority inclusion relation

introduced by the VPRS is defined as follows:

Definition 1 Majority inclusion relation

c X; Yð Þ ¼ 1� X \ Yj j= Xj j, Xj j > 0

0, Xj j ¼ 0

�
(57.1)

where X and Y are subsets of the universe U. The majority inclusion relation

denotes the relative degree of misclassification of the set X with respect to set

Y. Based on this measure, one can define the standard set inclusion relation between

X and Y as X � U if and only if c(X,Y ) ¼ 0. Consider an equivalence relation R

on U, For a subset X�U, the β-lower approximation and β-upper approximation of

X can be defined as follows:

Definition 2 β-lower approximation and β-upper approximation:

RβX ¼ x∈U : c x½ �R;X
� � � β

� �
(57.2)

R βX ¼ x∈U : c x½ �R;X
� �

< 1� β
� �

(57.3)

Definition 3 β-positive, β-negative, and β-boundary region based on VPRS:

POSβX ¼ RβX (57.4)

NEGβX ¼ U � R βX (57.5)

BNDβX ¼ R βX � RβX (57.6)

57.3 Hybrid Algorithm Based on VPRS

57.3.1 Algorithm

In this chapter, we only consider binary text classification that assigns each docu-

ment d either to the positive class Cd or to its complement negative class Cn.

Theoretically, binary classification is more general than the multi-class classifica-

tion, and a multi-class classification can be transformed into a set of binary

classifications. We can characterize the two class document sets of Cd and Cn

with respect to a hidden equivalence relation R which may lead the documents

belonging to the same class to have the tendency of clustering. The kNN

algorithm is used to create equivalence classes for set Cd and Cn according to the
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concepts of VPRS. For a document d in training set, the kNN algorithm is used to

find its kNN by means of calculating the similarity of d to anyone in training set,

which forms a neighborhood of d. If all neighbors are from a single class, e.g., Cd,

then there is no uncertainty in the neighborhood. However, if any neighbor belongs

to another class Cn, the rough uncertainty arises in the neighborhood. This uncer-

tainty can be captured by using the modified majority inclusion relation. For any

document d and document set of class Cd in training dataset, modified majority

inclusion relation is defined as follows:

Definition 4 (Modified majority inclusion relation):

c Nd;Cdð Þ ¼ 1� Nd \ Cdj j
Ndj j (57.7)

where Nd is the neighborhood region around d and j � j denotes the cardinality of the
set. According to VPRS, β-positive region, β-negative region, and β-boundary
region of class Cd can be obtained. The β-positive region of class Cd denotes the

document set which lies in the positive region where documents can be certainly

classified to class Cd, β-boundary region of class Cd denotes the document set which

lies in the boundary region where documents cannot be classified uniquely to the

class Cd, and β-negative region of class Cd denotes the document set which cannot

be surely classified to the class Cd. Similar description is also fit to class Cn.

After feature space is partitioned into three regions, i.e., β-positive region,

β-negative region, and β-boundary region for each class, then we can get the

training set init_set1 which consists of all the β-positive for each class and init_set2
which consists of all the β-boundary for each class. For overcoming the problem of

model over-fitting of SVM and improving the classification performance of kNN,

the SVM classifier is trained with init_set1 and kNN classifier is trained with the

init_set2. After the SVM classifier is built, we can build one new hybrid classifica-

tion algorithm. For a new unseen document d, firstly calculate the distance to SVM
optimal hyperplane; if the distance is larger than the given threshold value then the

algorithm will use SVM to classify the document d, or else the algorithm will use

kNN to find the k-partition nearest neighbors around d; then d is classified by a

majority vote of its neighbors. The hybrid classification algorithm is described as

Algorithm 1.

57.3.2 The Proposed Algorithm

Algorithm 1 The hybrid algorithm

Input: Training set χ, the parameter k, β, new document d
Output: The class label of d
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Step 1: Use kNN to partition space of training set χ based on VPRS and definition

7, and then obtain the POSβCi and BNDβCi of every class Ci

(i ¼ 1, 2 . . . n)

Step 2: Classifier training

(1) Combinate all the POSβCi of class Ci to constitute the training set

init_set1.

(2) Combinate all the BNDβCi(i ¼ 1, 2 . . . n) of class Ci to constitute the

training set init_set2.

(3) Train the SVM classifier with the training set init_set1 and then obtain

support vector set (SVi, i ¼ 1 . . . m), factor (αi, i ¼ 1 . . . m), and

constant b.

(4) Train the kNN classifier with training set init_set2.

Step 3: Classifying the new document d

(1) For a new document d, firstly calculate the distance to SVM optimal

hyperplane with the following formula (57.8):

f xð Þ ¼
Xm
i¼1

αiyik xi; xð Þ þ b (57.8)

if jf(x)j > ε (ε) is the given threshold value then output the class label

of d, or else go to next step.

(2) Use kNN to find the k-partition nearest neighbors around d; the nearest
neighbors can be obtained by the vector similarity calculation formula

(57.9):

Sim d1; d2ð Þ ¼ cos θ ¼

Xn
k¼1

W1k �W2k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
k¼1

W1k
2 �

Xn
k¼1

W2k
2

s (57.9)

where Wik is the kth term weight of di; then the class label of di can be

obtained by methods in Sect. 57.3.1.

57.4 Experiment Results and Discussion

To evaluate performance (compute speed and classification accuracy) of the

proposed approach, we have conducted experiments on the Fudan University

classification corpus obtained from the International database center of Fudan

University. The Fudan University classification corpus is a standard text
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classification benchmark which contained 1,882 training examples and 934 test

examples. It is a large-scale collection, and the samples are confusing and

overlapping. In our experiments, only the most populous ten categories from this

corpus are used as our dataset, i.e., transportation, sports, military, medicine,

politics, education, environment, economy, art, and computer.

Three commonly used indicators of the evaluation of the classification perfor-

mance [7] are the precision p, recall r, and F1-Measurea. The recall and precision

rate reflects two different aspects of the quality of classification, but F1-Measurea

considers not only the precision but also recall. So we used the F1-Measurea as the

evaluation index in the experiment. To evaluate the performance of the algorithm

on the whole dataset, we used the Macro F1 as the evaluation index. Assuming that

F1-Measurea value of ith category is F1i), the Macro F1 can be defined as

Macro� F1 ¼
Xn

1
F1 ið Þ
m

(57.10)

In order to test the hybrid classification algorithm, we construct two experiments

on the Fudan University classification corpus as follows:

1. Comparing the classification accuracy of the hybrid algorithm with the kNN and

SVM classifier

2. Testing the performance of the hybrid algorithm when selecting different β value

In the first experiment, we select 2,000 words as features for each algorithm. For

kNN the value of the parameter k is 35. For the proposed algorithm, the value of

k-partition is 20 and the value of β is 0.3. For SVM, we used the LIBSVM package

[8], which supports both two-class and multiclass classification. The F1 value of

each algorithm on each category and the corresponding Macro F1 on each algo-

rithm are presented in Table 57.1. The compute speed of each algorithm on the

dataset is presented in Table 57.2.

In the second experiment, we tested the performance of the hybrid algorithm

when the number of features is 2,000 and the value of β varies from 0.05 to 0.45

with step 0.05. The performance of the hybrid algorithm is presented in Fig. 57.1.

Table 57.1 Comparison of

the classification accuracy

of each algorithm

Category SVM kNN Hybrid algorithm

Transportation 89.12 91.04 91.98

Sports 91.35 92.61 92.93

Military 92.78 92.21 94.35

Medicine 93.89 89.23 94.50

Politics 93.00 93.56 93.99

Education 93.45 94.00 95.38

Environment 87.37 90.76 91.77

Economy 90.81 91.23 92.26

Art 88.78 89.75 91.68

Computer 89.29 86.46 90.81

Macro F1 90.98 91.09 92.97

504 Z. Hong



Table 57.1 shows that the F1 of proposed approach is slightly higher than that of

other two algorithms on each category of the dataset; the Macro F1 of proposed

approach is 92.97 %, which is approximately 1.07 % higher than that of kNN and

1.99 % higher than that of SVM. Table 57.2 shows that the time cost of kNN is the

highest, that of the SVM is 16.28 which is lowest, and the cost time of hybrid

algorithm is 18.72s which is about only 35 % of the cost time of kNN and close to

that of SVM. So the hybrid algorithm is more efficient than kNN. From 1, we

discovered a phenomenon that with the increase of β, the Macro F1 of proposed

hybrid algorithm in the beginning increases and afterward decreases. When β takes

0.3, the proposed algorithm achieves the best results.

Above all, the proposed algorithm outperforms kNN and SVM in performance

on the Fudan University classification corpus, and it is more efficient than kNN.

Thus, the proposed approach is a good alternative for SVM algorithm and kNN in

some scenarios of text classification such as dynamically mining large Web repos-

itories where kNN is not suitable due to its lower efficiency and SVM is too

sensitive to noise which easily leads to over-fitting.

57.5 Conclusion

In this chapter, two widely used techniques for text classification, i.e., the kNN and

the SVM algorithm, are analyzed and some shortcomings of each are identified.

Based on the analysis, a hybrid algorithm based on VPRS is proposed to combine

the strengths of kNN and SVM classifier and overcome the problems of low

efficiency of kNN and model over-fitting of SVM. Extensive experiments

conducted on Fudan University classification corpus show that the hybrid algorithm

achieves significant performance improvement.

Fig. 57.1 The performance

with the β

Table 57.2 Comparison

of the cost time of each

algorithm

SVM kNN Hybrid algorithm

16.28 53.45 18.72
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7. Estévez, P. A., Tesmer, M., Perez, C. A., & Zurada, J. M. (2009). Normalized mutual informa-

tion feature selection. IEEE Transactions on Neural Networks, 20(2), 189–201.
8. Hsu, C. W., & Lin, C. J. (2002). A comparison of methods for multi-class support vector

machines. IEEE Transactions on Neural Networks, 13(2), 415–425.

506 Z. Hong



Chapter 58

Robust Fragment-Based Tracking with

Online Selection of Discriminative Features

Yongqiang Huang and Long Zhao

Abstract In order to solve the variation of target appearance and background

influence to the visual tracking, we extend the robust fragment-based tracker to

an adaptive tracker by selecting features with an online feature ranking mechanism,

and the target model is updated according to the similarity between the initial and

current models, which makes the tracker more robust. What is more, we reposition

the integral histogram’s bin’s structure and that makes our tracker quicker. The

proposed algorithm has been compared with fragment-based tracker, and the results

proved that our method provides better performance.

58.1 Introduction

Visual tracking is an important task in computer vision and has been widely applied

in traffic surveillance system [1], suspicious person monitoring system [2], etc. The

problem in a visual tracker is the variation of target appearance and background. To

improve the performance, an adaptive tracking mechanism is necessary. The

normal idea is to adaptively select features of the object that can be discriminated

from surrounding background.

In recent years, adaptive tracking algorithms have been widely studied

[3–8]. Stern et al. [3] proposed an algorithm that chooses the best feature from

five color spaces. Collins contrasted the foreground/background and selected the

color features that can be best distinguished from the background [9]. Wang

extended Collins’s method by selecting reliable features from both color and

shape–texture cues [10]. Chockalingam proposed an adaptive fragment-based
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tracking using level sets [11]. Leandro proposed a patch-based tracking and used

simple updating scheme to cope with appearance and illumination changes; how-

ever, the model computed is not good enough for tracking [12].

In this chapter we use multiple image fragments to represent the object [13]; in

addition, our fragment template is adaptively modeled by the most discriminative

features, and the target model is updated according to the similarity between the

initial and current models.

58.2 Feature Subset Selection

We choose color histograms to represent the color distributions in RGB and HSV

color spaces. We omit the intensity because it is useless in our tracking.

After selecting the features, the log-likelihood ratio and variance ratio are used

to select the most descriptive features. The pixel frequency can be calculated as

ξðbinÞf ¼ H
ðbinÞ
f /nfg and ξðbinÞb ¼ H

ðbinÞ
b /nbg, where Hf and Hb are histograms and nfg

and nbg are the pixel number of the target and background, respectively.

The feature’s log-likelihood ratio can be computed through Eq. (58.1)

L binð Þ ¼ log
max ξ binð Þ

f ; σL
� �

max ξ binð Þ
b ; σL

� � ð58:1Þ

where σL is a small number (here 0.001).

And the variance ratio is computed through Eq. (58.2)

var L; pð Þ ¼ E Lbin
� �2h i

� E Lbin
� �� �2 ð58:2Þ

Then the color features are ranked according to the discriminative ability by

comparing the variance ratio. We assume that the most discriminative feature is

corresponding to the maximum variance ratio.

58.3 Adaptive Robust Fragment-Based Tracking

58.3.1 The Fragment-Based Tracking Algorithm

In fragment-based tracking algorithm, the target template is represented by multiple

histograms of multiple rectangular patches. By comparing each patch’s histogram

with the corresponding image patch histogram, its vote on the positions of the

object in the image can be calculated, and a distance map describing the possible

508 Y. Huang and L. Zhao



positions of each patch in current image is obtained. Combine the distance maps

obtained from all template patches, and get the target position.

However, like standard meanshift tracking, the basic fragment-based tracking

algorithm assumes that the target representation is good enough to discriminate the

foreground from the background. However, this is not always reliable in a dynamic

background tracking.

58.3.2 Integral Histogram

The fragment-based tracker needs to compute multiple histograms of multiple

rectangular patches; the integral histogram is used to realize it in real time [13, 14].

Integral histogram extends from the integral image data structure. In the integral

image, each pixel Pt holds the sum of all values of the relative image to the left and

above of the pixel including the value of the pixel itself. After the image is

computed, the sum of the pixels on any rectangular regions can be computed with

four arithmetic operations. In order to extract histograms of any rectangular

regions, each bin of the histogram (in the integral histogram) is built from an

integral image counting the cumulative number of pixels falling into it. Then the

number of pixels that belong to a bin in a given region can be easily computed

through these integral images, and hence the histogram of that region is obtained.

Although extraction of a histogram over any patch is cheap, the experiments

show that the integral histogram used in [13] is still computationally expensive. For

an image of 352 � 288, the integral histogram data structure requires each bin one

big image of that size in the histogram it takes about 500 ms (on a 2.0 GHz P2) to

compute the integral histogram. Here we propose to develop a method which can

reduce the computational cost. As the tracker searches in the neighborhood of the

position estimate from the previous frame, we call this neighborhood area ROI; the

region outside the ROI is useless; we just compute ROI’s integral histogram to

reduce the computational cost. See Fig. 58.1.

58.3.3 Target Localization

As mentioned in Sect. 58.2, we have ranked the features according to their dis-

criminative ability from the background, and we will take advantage of the best two

discriminative features to represent the target. The proposed tracking algorithm

calculates the joint histogram (P
b1in;b

2
inð Þ

f ) of the target with the best two features,

replaces the patch’s histogram in Frag (fragment-based tracking algorithm) with the

joint histogram, then computes the similarity between the corresponding patches,

and gains the distance map for each template patch.

58 Robust Fragment-Based Tracking with Online Selection of Discriminative Features 509



The distance map gives a value for every likely position of the target in the

current frame, combines the distance maps obtained from all template patches,

sums the distance maps, and gets the target position which has the minimal value.

58.3.4 Model Update

As the appearance of a target will always change during tracking, the target model

needs to be updated.

We adopt the method proposed in [10] to update the target model, which involves

the initial model, previous model, and current candidate. In the first frame, the initial

target is labeled and its model Mi is computed. The initial model’s weight is updated

according to the similarity between the initial and current target. Before the ith

update, the tracker searches the target in the current frame using the previous

computed target modelMi�1
p . The new target model Mi

c can be computed by

Mi
c ¼ 1� Sicð ÞMi þ SicM

i
cp ð58:3Þ

where Mi is the initial model;Mi
cp is the combined histogram of the current and the

previous target model; and Sic is the similarity between the initial and current target

model:

Mi
cp ¼ 1� Scp

� �
Mi�1

p þ SpcMc ð58:4Þ

where Mi�1
p is the previous target model; Mc is the histogram of current target

model; and Scp is the similarity between the previous and the current target model,

which is measured by Bhattacharyya coefficient.

ROI’ s intergral histogram bins strcture, each bin’ s 
integral  image resolution is 50*58

The whole image’ s intergral histogram bins strcture, each bin’ s 
integral  image resolution is 352*288

Fig. 58.1 Each color rectangle in the right of the figure represents one bin’s integral image of the

histogram (in this chapter Nbins ¼ 8), and in the left of the figure, the region inside the red
rectangle represents the ROI. Obviously, ROI’s integral histogram computation complexity is

much lower than the whole image’s (Color online)
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58.4 Experimental Test and Result Analysis

In our experiment, the feature number K ¼ 2, the histogram bin number N ¼ 12,

and the search radius R ¼ 7; as two adjacent frame change is small, our feature

selection runs every five frames.

We tested on three sequences (“woman,” “bolt,” and “Person”). The tracking

results are compared with the Frag. See Figs. 58.2–58.4, where the red rectangles

are the results of Frag and the green rectangles are ours. For the sequence bolt, the

position errors of our tracker and the Frag are plotted in Fig. 58.5.

In Figs. 58.2 and 58.3, as the target appearance changes constantly, the Frag

loses the target, while our tracker can still get it. The next sequence “Person” shown

in Fig. 58.3 is under complete occlusion, and our tracker is still robust to it, whereas

the Frag has lost the target. The Frag just uses the gray feature to represent the

target, while our tracker uses the best subset of features; what is more, the Frag uses

the same initial model all the tracking time, while we take into account the

initial template frame 102 frame 234 frame 503

Fig. 58.2 Woman

initial template frame 46 frame 124 frame 288

Fig. 58.3 Bolt

initial template frame 80 frame 199 frame 246

Fig. 58.4 Person
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similarity between the initial and current appearance of the target; this is robust to

appearance variation.

Figure 58.6 shows the computing time of our tracker and the Frag during each

frame, from which we can see that our tracker is less time consuming than Frag.

58.5 Conclusion

We extend the fragment-based tracker to an adaptive tracking algorithm by inte-

grating color features adaptively. The target is represented by a joint histogram of

the best two features. We also modify the integral histogram’s structure, which can

make our tracker quicker than the Frag. The proposed approach demonstrates good

performance.

Acknowledgements Project supported by the key program of the National Natural Science

Foundation of China (Grant No. 61039003), the National Natural Science Foundation of China

(Grant No. 41274038), the Aeronautical Science Foundation of China (Grant No. 20100851018),
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Fig. 58.5 Bolt sequence—

error with respect to ground

truth. Our tracker—green.
Frag—red (Color online)

Fig. 58.6 Woman

sequence—time per frame,

our tracker—red, Frag—
green (Color online)
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Chapter 59

Extraction Method of Gait Feature

Based on Human Centroid Trajectory

Xin Chen and Tianqi Yang

Abstract Gait features obtained by current extraction methods are easily affected

by people’s walking direction, dresses, and carryings, due to which gait recognition

system has not yet appeared. An extraction method based on centroid is proposed in

this chapter. Segment and track the moving silhouettes of a walking figure in image

sequences to calculate the silhouettes’ centroid. The complex silhouette is

represented by a point to avoid the influence of dresses and carryings. Divide

centroid coordinate value by the height of detecting walking figure to normalize

to remove the disturbance caused by walking direction relative to the camera

optical axis angle. By denoizing centroid trajectory remove the noise caused by

some accidental factors to obtain regular wavelet curve whose main frequency

component distribution vector is the final gait feature. Experimental results show

that this approach can obtain identical gait features even when experimenters

change their walking directions, dresses, or carryings, tolerating noise and low

resolution.

59.1 Introduction

Face recognition systems have been used widely around the world, but with the

development of making up technology, face can no longer mark a human. Most

criminals will shelter their faces from the cameras, and face recognition system’s

application is becoming narrower and narrower. Gait is influenced by muscle

strength, length of tendon, bone density, and so on, which makes disguising gait

very difficult.
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Currently, there are mainly two kinds of method about gait feature extraction:

one is establishing human models to describe gait with model parameters; the other

is establishing a relationship between two neighboring frames by characteristics

such as position, speed, and color [1]. Zhang, e.g., uses GVF to model the walking

figures [2], making description of human contour possible. He judges current gait

gesture by matching the models of current frames with those of key frames,

considering cyclic features of gait fully. However, it is quite difficult to model a

figure’s outline because the human body is irregular. Wang, e.g., uses the distance

between the centroid and outline to describe figure’s contour to convert complex 2D

images to simple 1D array, which increases the calculation speed greatly. But in this

chapter centroid is just used as a static symbol instead of dynamical movement

parameters. David Cunado takes trajectory of thigh’s swing angle in walking as the

gait feature [3]. The method successfully describes dynamic gait habits without

contour extraction. However, the approach is feasible only when the pedestrian’s

leg outline is visual; it will lose worth when pedestrians wear gowns which cover

their legs. Although there is technology which has improved the recognition rate

greatly by extracting light stream information of image sequences [4], the cost is

quite high because of complex algorithms’ usage.

The former surveys revealed that human motion features can be reflected on the

centroid trajectory. The overall process is that knee joint muscles make concession

contraction from a person’s one foot touching the ground, making the angle of the

knee joint reduced and the leg shortened, the centroid showing a downward trend.

In the driving process, all the joints and muscles of the leg involve restrained

shrinkage to make the joint angles enlarge and the leg longer, the centroid showing

an upward trend. Hao Ding and Junping Jiang had demonstrated that different gait

owns different centroid swing arc or fluctuate curve, which proves that centroid is

able to reflect essential features.

Considering human body as a nonhomogeneous object and each divided link as

the uniformity, centroid can be calculated based on Varignon theorem without

weighing the body which is expressed as a summary of all links. Centroid trans-

forms gait period process to the clear centroid trajectory to avoid complex silhou-

ette extractions and cycle tests, providing the theoretical basis for gait recognition

towards commercialization.

59.2 Feature Abstract

59.2.1 Moving Target Detection

In this part, the main task is to detect the moving target from the original image

sequences to get the two-value image sequences of pedestrians [5].

Figure 59.1a represents the original image obtained from the video database. It is

firstly transferred into a single channel image and is smoothed by Gauss method.
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Then separate the moving target from the background (Fig. 59.1b) to get moving

targets by three-frame difference method:

In xð Þ � In�1 xð Þj j > Tn xð Þ
In xð Þ � In�2 xð Þj j > Tn xð Þ

�
(59.1)

where In(x) represents domain value describing the gray change at position x of the

nth image statistically, In�1(x) represents the domain value at position x of the (n�1)

th frame, and Tn(x) represents an experimental threshold value. When the gray value

at position x has changed beyond the threshold value Tn(x) relative to the previous

frame In�1(x) and the frame In�2(x), the pixel is considered to belong to moving

objects and is separated from the background. Repetitively operations are to obtain a

series of foreground images. The pixel domain value in figure area is set to 1 and the

remaining 0, by which we can get two-value images of walking figures (Fig. 59.1c).

59.2.2 Calculation of Human Body’s Centroid

By centroid calculation formula (Eqs. (59.2) and (59.3)) these 2D silhouette

changes are converted to an associated sequence of 1D signal. To eliminate the

influences of spatial scale and signal length caused by walking direction, we

normalize these centroid signals by dividing by the walker’s silhouette height.

This process is illustrated in Fig. 59.2.

The summation of target centroid can eliminate the impact of hollows. Variety

laws of centroid can describe the essential gait features:

xw ið Þ ¼ 1

N

X
xi∈Area

xi (59.2)

yw ið Þ ¼
1

N

X
yi∈Area

yi (59.3)

where N represents the number of pixels in the target area, xi and yi represent the
X- and Y-coordinates of one pixel in the target area. Centroid coordinate is divided

by the silhouette height of current frame to reduce the impact of the above factors;

the formula is given by

Fig. 59.1 Examples of moving silhouette extraction: (a) An original image, (b) the background

image constructed by three-frame difference method, (c) the extracted silhouette form
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h ¼ ymax � ymin (59.4)

gait2 ¼ gait1
h

(59.5)

where h represents the current frame body height, ymax represents human target’s

maximum y-coordinate, ymin represents human target’s minimum y-coordinate, gait1
represents the initial centroid coordinate, and gait2 represents normalized centroid

coordinate. Finally construct a gait database storing the trajectories (Fig. 59.2b).

59.3 Wavelet Deionizing

The gait waveform is decomposed by the wavelet function to get high-frequency

coefficients on every decomposition scale and low-frequency coefficients on maxi-

mum decomposition. The process can be achieved through the DWT () function in

MATLAB Toolbox; the programming usage form is given by “[cAc, cDc] ¼
Dwt (Yc, wname),” where “Yc” is the centroid trajectory vector, “wname” is the

selected wavelet function’s name, “cAc” is the low-frequency coefficient vector, and

“cDc” is the high-frequency coefficient vector after decomposition. Refactor along

with processed low-frequency components “cAc” to get the deionized results. Adjust

the wavelet function, and repeat the above steps until the ideal result is obtained.

59.4 Spectral Analysis

If legs are rigid, distance of the heel to the centroid remains the same. When one of

the legs touches the ground, the other leg starts to swing immediately. In the frontal

perspective, the trajectory of body’s centroid is a convex arc, with the heel as its

center and the distance from the centroid to the heel as its radius [6]. The chart is

shown in Fig. 59.3.
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Fig. 59.2 Parameters used in calculation and centroid trajectory: (a) Position of centroid, distance

of centroid to ankle, (b) tested centroid trajectory
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In the lateral view, centroid’s trajectory is composed of fluctuations on the up

and down direction and the walking direction. The one obtained in any perspective

is composed of fluctuations on the up and down direction, the left and right

direction, and the walking direction.

In Fig. 59.3a, direction of X-axis represents the left and right direction, and the

positive direction of X-axis represents just the direction of people’s right hand.

Y-axis represents centroid’s height. Curves C1 and C2 represent the transferring

process from the state left foot is perpendicular to the ground to the state right foot

does which takes point M and N as the center and distance l as the radius. In the arc,

the boundaries of human body swinging on both sides is just when legs are

perpendicular to the ground. Here θ ¼ ∠AMP ¼ ∠BNP ¼ arcsin a/l is the angle

of swing on left and right direction. As Fig. 59.4a shows, AN and BM represent the

moment that left and right legs become perpendicular to the ground (Fig. 59.3a).

In Fig. 59.3b, points A, C, E, and G represent the lowest points of centroid

positions, which are the moments that two feet alternate up and down. Points B,

D, and F represent the highest points of centroid positions, which are the moments

that a leg becomes perpendicular to the ground [7].

When the distance of heel to centroid is long, radius formed from centroid’s

swing will be relatively large; sine functions with greater cycle must be used in

spectral analysis, which leads to appearance of peaks in the lower frequency band

on spectrum map. However, fluctuations are mainly influenced by walking gestures.

If the fluctuation amplitudes are large, amplitudes of peaks in every frequency band

will be relatively large. Different human body characteristics and walking habits

will show as different spectrum distributions.

Gait waveform is a continuous function x(t), but in fact only limit values can be

collected during the limit time. Take x(t) as a continuous function whose cycle is T;

then it can be expanded as a Fourier series; the exponential form is given by

x tð Þ ¼
Xþ1

K¼�1
CKe

j2πKft (59.6)

CK ¼ 1

T

ðT=2
�T=2

x tð Þe�j2πKftdt (59.7)

Fig. 59.3 Centroid’s mathematical model: (a) From the frontal view, (b) from the lateral view
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where K ¼ 0,�1,�2, and so on, f ¼ 1/T is the fundamental frequency of x(t), and

kf represents K harmonic frequency. Ck is the Fourier coefficient of x(t); it is a

complex. jCkj is harmonic’s amplitude. jC0j is the harmonic’s average amplitude,

and jCkj is known as the K harmonic amplitude.

We can just extract features from a spectrum map by segmentation to obtain data

feature vector. First segment the X-axis representing frequency ranges into small

bands; if there are peaks in one band, the quantization result is the number of peaks

in the band; otherwise, it is 0. The combination of all the quantization values is the

final quantization result.

59.5 Experimental Result

59.5.1 Result Analysis in Three Views

Experiments in this chapter are done on Dell personal computer with windows XP,

MATLAB 7.0 as the simulating software, and C++ as the main programming

language. Grouped by dress and carrying, the testers are divided into standard

group, dress group, and burden group. Each group is measured from multi-angle.

Record centroid trajectories of each group in each angle to construct a gait database.

Select 1,000 as the fundamental frequency, and simulate in the MATLAB to get

results as shown in Fig. 59.4 (note: the spectrum is drawn f ¼ 500 as a symmetry axis

symmetrical; analysis of the frequency spectrum is limited to the range f � 500).

From Fig. 59.4a, there will be slight concussions in trajectory due to changes of

walking ground, but the overall trend is the combination of fluctuations on the

walking direction and the up and down direction, which on the spectrum map are

two peaks on the band of 0–100 and 350–400.

In the frontal view, the trajectory is the combination of fluctuations on up and

down direction and left and right direction. At this time it can be expressed by peak

distribution and corresponding amplitudes on high-frequency band. As is shown in

Fig. 59.5, the spectrum peaks allocate in each frequency band. By recording the

peak positions we can get the walking figure’s essential gait features.

In the perspective of 45�, measured trajectory is a superposition of all fluctua-

tions on three directions. As is shown in Fig. 59.4, on 45� condition, spectrum is

mainly composed of high-frequency components of fluctuations on left and right

direction and low-frequency components of fluctuations on the up and down

direction. The principal components distribute in the low-frequency band.

Figure 59.5 gives the frequency parameters of two persons in database in

perspective of 45�. Select 50 as separation unit. The quantification result of

Fig. 59.5a is “01,01,11,11,00” while that of Fig. 59.5b is “01,01,11,10,00.” The

Euclidean distance of the same person walking two times is 1; the quantification

result of Fig. 59.5c is “11,01,11,10,10” while that of Fig. 59.5d is “11,01,11,10,10.”

The Euclidean distance that the same person walks two times is 0. In a word, the
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same person’s Euclidean distance is very small, while different person’s is large.

This algorithm has a perfect distinction, and reducing the separating unit can further

improve the ability of distinguishing.

59.5.2 Gait Analysis in Special Cases

In addition to the frontal view and lateral view, as centroid trajectory obtained from

the rest angles are just cycle’s and amplitude’s overall enlargement or reduction

compared with the 45� perspective, a strong unity can be detected in the spectrum
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Fig. 59.5 Gait spectrum results: (a) First walking result of sixth person in NLPR database, (b)

second walking result of sixth person in NLPR database, (c) first walking result of fifth person in

NLPR database, (d) first walking result of fifth person in NLPR database
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Fig. 59.4 Gait spectrum analysis: (a) Input sequences, (b) centroid trajectory, (c) spectrum map
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map obtained in 45� view and any other views. Individual frequency parameters

obtained in 45� and 135� views are given in Fig. 59.6.

Changes of perspective mainly influence the details of the centroid trajectory,

which will cause disturbance. The overall extracted characteristic can still reflect

essential gait features. As the figure in one frame has been compressed into a point,

carrying and dress will just influence the overall coordinate values of centroid

trajectory instead of variety laws. Spectrum variety laws remain the same when

pedestrians change their carrying or dress.

59.6 Conclusion

This chapter presents a new gait extraction method. It does not need complex

contour extractions and cycle detections compared with the prior methods. The

experimental results demonstrated that this extracting method can reflect essential

gait characteristics of humans. It is not affected by dress, carrying, and shooting

angle. Noise and low resolution will not affect the recognition result.
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Chapter 60

An Algorithm for Bayesian Network

Structure Learning Based on Simulated

Annealing with Adaptive Selection Operator

Ao Lin, Bing Xiao, and Yi Zhu

Abstract In order to solve the problems that the intelligence algorithm falls into

the local optimum easily and has a slow convergence in Bayesian networks

(BN) structure learning, an algorithm based on adaptive selection operator with

simulated annealing is proposed. This chapter conducts the adaptive selection rule

in combination with conditional independence tests of BN nodes to guide the

generation of neighbor. In order to better compare the adaptive effect, an algorithm

based on selection operator with simulated annealing (SOSA) is proposed; at the

same time 15 data sets in the three typical networks are accessed as learning

samples. The results of the Bayesian Dirichlet (BD) score, Hamming distance

(HD), and evolution time of the network after learning show that it has the quicker

convergence and it searches the optimal solution more easily compared with

simulated annealing (SA) and SOSA.

60.1 Introduction

As a graph model, BNs is an effective tool to deal with the uncertain problems in

modeling and analysis, which is widely applied in many domains. Meanwhile, the

learning problem of BNs is an important part of BN study. BN learning includes BN

structural learning and parameter learning. Structure learning is needed to disclose

the qualitative and the quantitative relationship between variables to light at the

same time, while the BN structure learning is proved to be NP hard. Therefore,

studying the BN structure learning problems is more challengeable and meaningful.

A. Lin (*) • Y. Zhu

Department of Graduation Management, Air Force Early Warning Academy,

Wuhan 430019, China

e-mail: lin_ao4035@163.com

B. Xiao

No. 4 Department, Air Force Early Warning Academy, Wuhan 430019, China

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_60,

© Springer International Publishing Switzerland 2014

525

mailto:lin_ao4035@163.com


In the investigation of BN structure learning, there are two classes of methods to

deal with the structure learning problems [1]: The method of independence analysis

and the method of score searching. The former determines whether there is border

between the corresponding points or not by examining the conditional indepen-

dence and dependence between variables, thereby establishing the skeleton of BN

structure and orienting the border to get the BN structure. The latter is the method of

score searching. For the network search space is of great extent generally, some BN

structure learning adopts heuristic greedy algorithm, which tends to lead to the local

optimum in the learning outcomes.

Nowadays, some researchers adopt the method of intelligence evolution to avoid

the shortage of the heuristic algorithm [2, 3]. The SA algorithm is just the intelli-

gence algorithm which is applied therein firstly, which is proved to be successful

[4]. In contrast with the typical methods, it has a persistent evolution. In fact,

examining the dependence and the independence between variables can reveal

the variables’ relational information which is camouflaged in data. Using this

information can guide the evolution of the intelligence algorithm, thereby achieving

the target of rapid convergence. ASOSA algorithm for the BN structure learning is

proposed in this chapter.

60.2 BN Structure Learning

As a pictorial model that represents the joint probability distributions between

variables, BNs include two parts: directed acyclic graph (DAG) and BN parameters.

BN joint probability distributions can be decomposed as following through the

independence relationship between variables contained in BN structure:

p X1; � � �;Xnð Þ ¼
Yn
i¼1

p Xi

��Pai,G� �
(60.1)

wherein Pai refers to the father node of the variable Xi in BN structure (G). BN

structure learning refers to obtaining the network structure which matches the

sample data fitting best by analyzing a variety of samples, which is the focus of

this chapter.

The method based on conditional independence test is efficient. But in certain

cases, the conditional independence test order (the variables’ number of the condi-

tional set is the number of the conditional independence test orders) increases

exponentially with respect to the number of the variables.

This chapter adopts the mutual information and conditional mutual information in

the conditional independence test. I(Xi; Xj) expresses the mutual information between

variables Xi and Xj. According to the information theory, I(Xi; Xj) is
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I Xi;Xj

� � ¼ I Xj;Xi

� � ¼ X
Xi,Xj

p Xi;Xj

� �
log

p Xi;Xj

� �
p Xið Þp Xj

� � (60.2)

The mutual information is nonnegative. The more variables Xi and Xj incline to

independence, the more I(Xi; Xj) approaches 0.

The method based on score searching is another method of the BN structure

learning; this method defines grading function S for each candidate network.

Generally, S is posterior probability of the network. When assuming that BNs

have equal a priori probability, the comparison of the posterior probability S of

different BN structures is the comparison of the structure likelihood p(DjG). Cooper

and Herskovits provided the calculating procedure of the structure likelihood:

p D
��G� � ¼ Yn

i¼1

Yqi
j¼1

Γ αij
� �

Γ αij þ Nij

� �Yri
k¼1

Γ αijk þ Nijk

� �
Γ αijk
� � (60.3)

wherein Γ is gamma function, Nijk is the number of cases in the dataset in which the

parents of Xi are in state j and Xi itself is in state k, and qi and ri are the number of the

parents of Xi and Xi in its own state separately. αij and αijk are the Dirichlet prior

distributions. Equation (60.3) is also the famous Bayesian Dirichlet (BD) score

function; the greater the structure score, the better the network structure.

60.3 Adaptive Selection Operator

The traditional SA algorithm of BN structure learning gets the neighbor by ran-

domly selecting add, delete, or reverse the directed edges. This kind of operation is

purposeless and ineffective. The zero-order independence information of the BN

nodes can characterize the relationship between nodes substantially. So the infor-

mation can be used to guide the generation of neighbor. The main thought is

constructing the initial selection matrix with the nodes’ zero-order information in

the independence test. With the conducting of the annealing, effect of selection

matrix is weakened gradually and selection matrix will not change any more when

it meets certain conditions.

The selection matrix can be classified into the dependence selection matrix and

the independence selection matrix which are applied to the addition and the deletion

of the BN edges, respectively.

The selection matrix can be gained in two steps:

Step 1: Initialization. Set the coefficient of renovation k (k > 1). Calculate the

mutual information of the two different random variable C0
ij ¼ I(Xi; Xj),

i ¼ 1 � � � m � 1, and j ¼ i + 1 � � � m; m is the number of the BN nodes.

The matrix C0 is the initial dependence selection matrix; the independence

selection matrix and the dependence selection matrix have the opposite
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effects. In order to ensure the nonnegativity of the probability, D0
ij ¼ �

C0
ij + max(C0

ij) , i ¼ 1 � � � m � 1, j ¼ i + 1 � � � m. D0 is the initial inde-

pendence selection matrix.

Step 2: Updating. p ¼ p + 1. Cp
ij ¼ (Cp�1

ij )1/k, Dp
ij ¼ (Dp�1

ij )1/k, p � 1 when it

meets the conditions; Cp
ij ¼ Cp�1

ij , Dp
ij ¼ Dp�1

ij , p � 1 when it does not

meet the conditions.

In order to keep the selectivity of the selection matrix, the maximum of the

number of updating can be set.

60.4 ASOSA Algorithm

For the SA algorithm of BN structure learning, the initialized network structure is

empty. It looks for the better network locally through the operation such as

randomly adding, deleting the edge, and converting the edge’s direction. Lower

the temperature gradually to look for the locally optimal network, until the suspense

condition is reached. Adaptive selection operator with simulated annealing

(ASOSA) algorithm has the same main body frame as the SA algorithm, but it

uses the selection probability of the selection matrix instead of the random selection

to operate the edges. The algorithm proposed in this chapter is presented in

Algorithm 1.

The marking criterion of the algorithm based on ASOSA adopts the BD score.

For SA algorithm seeking for the minimum, the score results should maintain the

negative value only. The condition of the step 13 and 14 refers to ΔS � 0, and the

updating time does not reach the maximal time λ.
In order to compare the effectiveness of the ASOSA algorithm, an algorithm

based on selection operator with simulated annealing (SOSA) is designed the

selection matrix of which will not change in the annealing process.

60.5 Experimentation

The standard way of assessing the effectiveness of a learning algorithm is to draw

samples from a known BN, apply the algorithm on the artificial data, and to

compare the learned structure with the original one [3]. This chapter chooses

three typical networks in different domains for the experiment: Asia network [5]

(8 variables, 8 edges), insurance network [6] (27 variables, 52 edges), and alarm

network [7] (37 variables, 49 edges). For the three experimental networks, datasets

with 100, 200, 500, 1,000, and 5,000 samples were generated separately by apply-

ing Gibbs sampling.
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Algorithm 1: ASOSA algorithm

Input: Set of learning data

Output: Bayesian network

1. Set the initial temperature T0.
2. Set the minimum temperature Tend.
3. ν ¼ 0.99;//The descent velocity of temperature.

4. β ¼ 20;//The maximal time of the outside loop.

5. σ ¼ 20;//The maximal time of the inside loop.

6. Calculate the mutual information between any two variables to get C0.

7. D0 ¼ � C0 + max(C0).

8. k ¼ 1.1;//Coefficient of renovation.

9. λ ¼ 15;//The maximal updating time of the selection matrix.

10. G ¼ empty graph;//The candidate graph is initialized into empty graph.

11. T ¼ T0.
12. Repeat

13. If the conditions are met, update the selection matrix C and D; end.

14. If the conditions are not met, do not update the selection matrix; end.

15. For σ times do.

16. Add one edge and reduce one edge to G, according to the selection matrix

C and D, and reverse the direction of one of the directed edges in G

randomly.

17. Calculate the score difference ΔS coming from the three operations above.

18. If ΔS > 0 or e(ΔS/T ) > rand(0,1) then apply these actions to G; end.

19. End.

20. T ¼ T � ν.
21. Until the maximal time of the loop or T > Tend is obtained.
22. Return G.

60.5.1 Qualitative Analysis of Algorithms

Table 60.1 shows the BD score statistics to the learning results of the 15 experi-

mental datasets from the three experimental networks by three algorithms

(SA, SOSA, and ASOSA).

Hamming distance (HD) is an available approach to describe the difference

between the network G after learning and the original network G0. HD is the sum of

excessive edge, deleted edge, and reversed edge. Table 60.2 shows the statistic

results of the three different algorithms from the three different samples. It can be

found from the statistic results of the HD that the performance of ASOSA is optimal

and the posterior is SOSA.
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60.5.2 Constringent Analysis of Algorithms

The runtime of algorithm can be the leading indicator to measure the algorithm

efficiency, but the final results of the different algorithms are different. For conve-

nience in comparison, take the time consumption of the BD final score of the SA

Table 60.1 BD score for the learned structure (normalized for correct network score)

Sample Method

Sample size

Avg.100 200 500 1,000 5,000

Asia SA 1.008 1.010 1.009 1.004 1.004 1.007

SOSA 0.994 0.995 0.997 1.000 1.000 0.997

ASOSA 0.994 0.995 0.997 0.999 1.000 0.997

TRUE 1.000 1.000 1.000 1.000 1.000 1.000

Empty 1.271 1.384 1.333 1.336 1.322 1.329

Insurance SA 0.876 0.932 0.970 0.990 1.003 0.954

SOSA 0.889 0.916 0.965 0.982 1.000 0.950

ASOSA 0.886 0.927 0.964 0.982 0.998 0.951

TRUE 1.000 1.000 1.000 1.000 1.000 1.000

Empty 1.109 1.251 1.403 1.492 1.588 1.369

Alarm SA 0.994 1.009 1.006 1.005 1.005 1.004

SOSA 0.997 1.004 1.002 1.004 1.007 1.003

ASOSA 0.990 1.003 0.996 0.999 1.000 0.998

TRUE 1.000 1.000 1.000 1.000 1.000 1.000

Empty 1.571 1.682 1.768 1.836 1.888 1.749

Table 60.2 HD for the

learned structure
Sample Method

Sample size

Avg.100 200 500 1,000 5,000

Asia SA 15 15 15 8 13 13.2

SOSA 5 7 3 0 2 3.4

ASOSA 5 3 3 2 2 3.0

Insurance SA 53 43 31 37 22 37.2

SOSA 49 29 25 24 23 30.0

ASOSA 40 25 22 24 22 26.6

Alarm SA 45 34 33 21 26 31.8

SOSA 33 31 21 16 21 24.4

ASOSA 25 20 18 13 15 18.2

Since the operation platforms of the algorithms are at variance,

the scores should be normalized for the correct network score. As

BD score is subtractive, the lower the normalized score, the better

the network structure

It can be found from the learning results of the three networks that

the normalized score of the SA algorithm is higher than the other

two improved algorithms except the 100 samples of the insurance

and alarm network learning, and the score of SOSA and ASOSA

are superior to SA algorithm. In the learning, the score of ASOSA

is no higher than SOSA in each group or on an average
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algorithm calculated by SOSA and ASOSA as the comparison object, and the result

is normalized with the computation time of the SA, as shown in Table 60.3.

It can be found from the comparison of the runtime of the algorithms that the

time of ASOSA is smaller than the other two algorithms, but there is little differ-

ence in SOSA and ASOSA.

In order to better compare the convergence of the algorithms, the performance

process of the Asia network learning results from 500 samples which is obtained by

ASOSA and SA is recorded. The cross axle is time, and the axis of ordinates is the

BD score result normalized for the correct network score as shown in Fig. 60.1.

It can be found from the figure above that ASOSA converges rapidly. The

searching directivity of the initial algorithm is conspicuous. The final convergence

result is in the low level. The convergence process of the traditional SA is slow, and

the final convergence result is worse than that of ASOSA.

60.6 Conclusion

This chapter introduces the ASOSA algorithm for BN structure learning, which

fuses the independence analysis method and the score searching method of the BN

structure learning, by the agency of the searching optimal network of the simulated

annealing intelligence algorithm. The comparison of learning in three different

Table 60.3 Runtime

(normalized for SA)
Sample Method

Sample size

Avg.100 200 500 1,000 5,000

Asia SA 1.30 1.15 1.26 1.00 1.15 1.30

SOSA 0.22 0.26 0.52 0.37 0.30 0.22

ASOSA 0.19 0.19 0.33 0.26 0.15 0.19

Insurance SA 1.15 1.00 1.10 1.13 1.47 1.17

SOSA 1.04 0.63 0.55 0.67 0.71 0.72

ASOSA 1.06 0.63 0.58 0.52 0.64 0.69

Alarm SA 1.15 1.00 1.07 1.10 1.48 1.16

SOSA 0.85 0.67 0.70 0.78 0.78 0.76

ASOSA 0.62 0.55 0.60 0.72 0.78 0.65

Fig. 60.1 (a and b) The performance record of ASOSA and SA
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samples from multi-aspect is among the algorithms ASOSA, SOSA, and SA. The

result shows that the ASOSA is superior to SOSA and SA in the learning accuracy

and the time consumption.
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Chapter 61

Static Image Segmentation Using Polar

Space Transformation Technique

Xuan Luo, Tiancai Liang, and Weifeng Wang

Abstract This chapter proposes a polar space-based method to segment the static

image automatically. The proposed method aims at segmenting the object of

interest by finding the optimal closed contour in the polar space, solving the long-

term problem of scale in the Cartesian space. Experimental results further verify

and demonstrate the efficacy of the proposed polar space-based method on the

challenging datasets.

61.1 Introduction

In computer vision literature, segmentation is the process of partitioning an image

into disjoint, homogeneous, and compact regions where each part constitutes

connected pixels with similar properties, such as brightness, color, and texture.

Over the years, many algorithms [1–3] have been proposed for segmentation.

Generally speaking, all the algorithms could be classified into three categories:

(1) feature space-based techniques; (2) image domain-based techniques; and

(3) physics-based techniques [4].

This chapter addresses the problem of separating the object of interest from a

static image. We propose a segmentation framework that takes a point as its input

and outputs the region containing that point, as shown in Fig. 61.1. Essentially,

segmenting this region is equivalent to find the enclosing contour, which is a

X. Luo (*)

School of Information Science and Technology, Sun Yat-sen University,

Guangzhou 510006, China

Research Institute of GRG Banking Equipment Co., Ltd., Guangzhou 510006, China

e-mail: xuanluo@ieee.org

T. Liang • W. Wang

Research Institute of GRG Banking Equipment Co., Ltd., Guangzhou 510006, China

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_61,

© Springer International Publishing Switzerland 2014

533

mailto:xuanluo@ieee.org


connected set of boundary edge fragments in the edge map, around the input point.

The edge map is generated by using all available visual cues.

The proposed algorithm framework is a four-step process: First, the edge map of

the image is generated using low-level cues; second, the edge map is transformed

from Cartesian space to polar space with the input point as the pole; third, the

“optimal” path through this transformed edge map is found; fourth, the path is

mapped back to an enclosing contour. Figure 61.1b shows the final result.

61.2 The Significance of Polar Space

At present, any segmentation algorithm, which finds the “optimal” enclosing

contour through edge map in the Cartesian space, usually prefers the smaller

contours as the overall cost, which is defined as the product of the length of the

closed contour and the average cost of tracing the edge pixel along the contour,

increases with the contour size [3]. Take Fig. 61.2a for example; we intend to find

the optimal contour for the red point in it. Figure 61.2b shows the gradient edge map

of the disc. Apparently, the small circle is just the internal edge, while the big circle

is the actual boundary of the disc. Let us make an assumption: (1) The edge map

assigns the internal contour intensity 0.33 and the boundary contour 0.66; (2) the

numbers of the pixels of the two circles are 100 and 250, respectively. According to

the definition of the overall cost, we can get the cost of internal contour 67 and

boundary contour 85. Unfortunately, the former one would be considered the

“optimal” enclosing contour as a result of its lower cost.

Focus on dealing with this “the shorter, the better” problem, we propose to

transform these contours from Cartesian space to polar space, where the lengths of

these contours no longer depend on the area they enclose. In the polar space, the

cost of tracing these contours would be independent of their scales in the Cartesian

space. The transformed edge map with the red point as a pole is shown in Fig. 61.2c;

both contours are changed into open curves, arranging from 0� to 360�. In this way,
the costs of tracing the internal contour and the external contour become 242 and

124. Clearly, the actual boundary contour becomes the optimal contour logically.

For the new input point (the green one) in Fig. 61.2a, although both the

corresponding contours have changed shape (see Fig. 61.2d), the brighter one still

remains optimal.

Fig. 61.1 (a) The image

with an input point. (b) The

final segmentation given by

the proposed approach
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61.3 Generating the Edge Map by Combining Cues

In this section, we explicate the first step of the proposed segmentation algorithm:

generating the edge map where the boundary edges (the actual boundary) are much

brighter than the internal edges. In most scenes, the static visual cues such as color,

intensity, or texture can precisely locate the edges. In our framework, we use the

Berkeley edge detector [5], which learns the color and texture properties of the

boundary pixels versus the internal pixels from a dataset containing human-labeled

segmentations of 300 images, to generate our initial boundary edge map, as shown

in Fig. 61.3b. This edge detector handles texture much better than any intensity-

based edge detectors. We can see that the unauthentic texture edges have been

basically removed while the boundary edges are bright.

However, some internal edges (see BC, CD, and DF in Fig. 61.3b) still remain

bright. In order to separate the boundary edges from internal edges, we can use the

motion cue sufficiently. It is known that the optical flow value changes significantly

at the boundary of an object while substantially remaining unchanged inside an

object. Based on this concept, we can modify the edge map so that the edge pixels

with strong gradient of optical flow values are stronger than the ones with weak

gradient. We break the initial edge map into straight line segments and select

rectangular regions of width α at a distance β on its both sides (see FC and FA in

Fig. 61.3c). Then, we calculate the average flow inside these rectangles. The

difference in the magnitude of the average flow on both sides is the standard

measurement of the probability of the segment to be boundary edge. The brightness

of an edge pixel on the segment is changed as

I
0
x; yð Þ ¼ λI x; yð Þ þ 1� λð ÞΔf=max Δfð Þ (61.1)

Δf represents the change in optical flow; λ is the weight related to the relative

importance of the static visual cue-based boundary estimate. Figure 61.3d shows

the final boundary edge map where the internal edges are clearly fainter and the

boundary edges are brighter.

Fig. 61.2 (a) The mentioned disc. (b) The gradient edge map. (c) The polar edge map

corresponding to the red point. (d) The polar edge map corresponding to the green point
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61.4 Transforming from Cartesian Space to Polar Space

Let us say Ip(.) is the corresponding polar edge map of the edge map Ic(.) in the

Cartesian space and Q(x0, y0) is chosen as the input point. We can see that a pixel

Ip(r, θ) in the polar coordinates corresponds to a pixel location {Ic(x, y) : x ¼
r cos θ + x0, y ¼ r sin θ + y0} in the Cartesian space. Adopting the method of

bilinear interpolation, which only considers four immediate neighbors, we can

figure out Ic(x, y) directly.
We propose to generate a continuous 2D function F(.) by putting 2D Gaussian

kernel functions on every edge pixel and aligning the major axis of those Gaussian

kernel functions with the orientation of the edge pixel. Let S be the set of all edge

pixels. The intensity at any pixel location (x, y) in the Cartesian coordinates is

defined as

F x; yð Þ ¼
X

i¼S
exp � xti

σ2xi
� yti
σ2yi

 !
� Ic xi; yið Þ (61.2)

where

xti
yti

� �
¼ cos θi sin θi

�sin θi cos θi

� �
xi � x
yi � y

� �
(61.3)

σ2xi ¼
A1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � x0ð Þ2 þ yi � y0ð Þ2
q (61.4)

σ2yi ¼ A2 (61.5)

Fig. 61.3 (a) An example of the input image. (b) The Berkeley edge map. (c) The magnitude

of optical flow field. (d) The boundary edge map combining the static visual cues with motion cue.

(e) The final output by mapping back the optimal path to the Cartesian space. (f) The optimal

cut dividing the polar image into two parts: left (inside the object) and right (outside the object).
(g) The optimal contour overlapped on the polar edge map. (h) The corresponding polar edge map
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θi is the orientation of the edge pixel i andA1 andA2 are constant and are chosen to be

900 and 4, respectively, in our experiments. On account of keeping the gray values of

the edge pixels in the polar edge map the same as the corresponding edge pixels in

the Cartesian edge map, we set the square of variance along the major axis, σ2xi , to

be inversely proportional to the distance between the edge pixel i and the pole Q.
The polar edge map Ip(r, θ) is obtained by sampling F(x, y). The intensity values

of Ip(r, θ) are scaled to the interval ranging from 0 to 1, which can depict the

probability of an edge pixel being at boundary. Figure 61.3h displays the polar edge

map corresponding to Fig. 61.3d. What is more, we come to an agreement that the

angle θ∈[0�, 360�) is represented along the vertical axis and increases from top to

bottom while the radius r∈[0, rmax] varies along the horizontal axis and increases

from left to right. rmax stands for the maximum Euclidean distance between two

arbitrary pixels in the image.

61.5 Finding the Optimal Cut Through the Polar

Edge Map

Let us regard every pixel p∈P of Ip as a node in a graph. Every node (pixel) is

connected with their four immediate neighbors (see Fig. 61.3). A row of the graph

represents the radiation from the input point at an angle (θ) equal to their row

number. The first and the last rows are the rays θ ¼ 0� and θ ¼ 360�, which are

exactly the same in the polar space. So, the pairs of nodes {(0�, r),(360�, r)} and

8 r∈[0,rmax] could be connected by edges in the graph. Let us say l ¼ {0, 1} are the

two possible labels for each pixel, where lp ¼ 0 indicates inside the object and

lp ¼ 1 indicates outside the object. γ denotes the set of all the edges between

neighboring nodes in the graph. Evidently, we aim at assigning a label lp to every

pixel p (i.e., finding the mapping M( p) ! l ), which corresponds to the minimum

energy. The energy function is

G Mð Þ ¼
X

p∈P
ϕp lp
� �þ μ

X
p;qð Þ∈γ

φp,q:δ lp; lq
� �

(61.6)

φp,q ¼ exp �τIppq

� �
if Ippq 6¼ 0

C otherwise

(
(61.7)

δ lp; lq
� � ¼ 1 if lp 6¼ lq

0 otherwise

	
(61.8)

Ippq ¼ Ip rp; θp
� �þ Ip rq; θq

� �� �
=2 (61.9)

The cost of assigning a label lp to the pixel p is denoted by ϕp(lp), and the cost of
assigning different labels to the neighboring pixels p and q is denoted by φp,q.
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At the beginning of this process, we assign value 0 to the data term ϕp(lp) for all
the nodes except those in the first column and the last column:

ϕp lp
� � ¼ 0, 8p∈ r; θð Þ, r∈ 0; rmaxð Þ, θ∈ 0�, 360�

�

(61.10)

Meanwhile, the nodes in the first column (corresponding to the input point in the

Cartesian space) must be inside the object and are assigned label 0:

ϕp lp ¼ 1
� � ¼ Z, ϕp lp ¼ 0

� � ¼ 0, p∈ 0; θð Þ, θ∈ 0�, 360�
�


(61.11)

Similarly, the nodes in the last column must be outside the object and are

assigned label 1:

ϕp lp ¼ 0
� � ¼ Z, ϕp lp ¼ 1

� � ¼ 0, p∈ rmax; θð Þ, θ∈ 0�, 360�
�


(61.12)

Shown in Fig. 61.4. Z must be a high value in order to make sure that the initial

labels to the first and the last columns could not change in the minimization step. To

find the optimal path in the polar edge map, we apply the planar graph cut algorithm

[6] to minimize the energy function G(M ), given in Eq. (61.6).

The global optimization process divides the polar edge map into two parts: left

side (inside the object) and right side (outside the object), see Fig. 61.3f, g. Finally,

we map the resulting binary segmentation back to the Cartesian space to obtain the

desired result. The boundary between the left (label 0) and the right (label 1) parts in

the polar space corresponds to the closed contour around the input point in the

Cartesian space, see Fig. 61.3f, e.

61.6 Experimental Results

We evaluated the performance of the proposed algorithm on 100 image pairs along

with their ground-truth segmentation, which is created by identifying and

segmenting the most outstanding object of interest for each image pair manually.

Fig. 61.4 (a) The green nodes in the first column are initialized to be inside the object, while the

red nodes in the last column are initialized to be outside the object. (b) The binary labeling output

after minimizing the energy function by means of graph cut algorithm
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The final segmentation of our algorithm is compared with the ground-truth

segmentation according to the empirical F-measure:

Ω ¼ 2PR

Pþ R
(61.13)

P symbolizes the precision which calculates the score of our segmentation

overlapping with the ground-truth segmentation, and R symbolizes the recall

which calculates the score of the ground-truth segmentation overlapping with our

segmentation.

See Table 61.1; there has been considerable improvement in the proposed

algorithm after combining static visual cues with motion cue. With the visual

cues only, the actual boundary contour is not drawn precisely owing to the strong

internal edges (see row 2 of Fig. 61.5). Nevertheless, the affiliation of optical flow

cue makes the internal edges fade away, and the correct contour is found (see row

3 of Fig. 61.5).

On the other hand, we evaluate the performance of the proposed algorithm by

comparing it with state-of-the-art methods [1, 2, 7, 8]. We use the public Alpert

image database [8] for our comparative experiments. We perform better than [1, 2]

and extraordinarily close to [7, 8], as clearly described in Table 61.2.

Table 61.1 The performance

of the proposed method for

the test images

For test images F-measure

Without motion 0.65 � 0.02

With motion 0.94 � 0.01

Fig. 61.5 Row 1: The original images with an input point. Row 2: The segmentation using the

static visual cues only. Row 3: The segmentation for the same input point after combining static

visual cues with motion cue
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61.7 Discussion and Conclusion

In this chapter, we have presented an efficient image segmentation algorithm. The

framework cleverly uses all the visual cues to distinguish the internal contours from

the actual boundary contours and then transforms the edge map from Cartesian

space to polar space in order to find the optimal segmentation. As the future

extension of this work, the algorithm can be used to segment large number of

images, and the extracted regions can be studied for the high-level processes.
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Chapter 62

Image Restoration via Nonlocal P-Laplace
Regularization

Chen Yao, Lijuan Hong, and Yunfei Cheng

Abstract Image restoration technology can be applied in a lot of fields including

image communication, image archive restoration, and image editing. In this chap-

ter, we try to solve image restoration with a nonlocal regularization point of view.

Similarity between different image pixels is measured by a nonlocal p-Laplace
operator. We use minimum least square with a regularization term to formulate the

whole procedure of image restoration. In the solvent of cost function, a linear

Gauss–Jacobi iterative method is utilized for unknown pixel solvent. The complex-

ity of iterative solvent is controlled by a step threshold. Finally, experimental

results highlight our superior performance over previous methods from subject

visual perception or object image quality assessment.

62.1 Introduction

In consumer electronic application, image is often degraded by cameral sensor

noise or error-prone communication channel. Image restoration is a technology

which uses non-corrupted image region to recover corrupted pixels. With the

application of image and video, image restoration problems are bringing up more

and more concerns [1, 2]. A lot of researches have been carried on image restora-

tion. Interpolation-based methods are adopted for finding good model of natural

images [3–5]. Anisotropic filtering, partial differential equation, total variation,

and image decompositions on fixed bases such as wavelets are also used to

implement image restoration [6–9]. Generally, a smoothness assumption is built

for these technologies. More recently, the research on image self-similarity is

carried on nonlocal filtering, learned sparse model, sparse dictionary learning,

Gaussian scale mixture, fields of experts, and block matching with 3D filtering
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(BM3D) [10–15]. The image self-similarity technology brings more motivation for

image restoration.

In this chapter, inspired by forerunners [16, 17], we present a new image

restoration method based on nonlocal p-Laplace regularization scheme. In this

chapter, image is viewed as discrete graph. Every pixel is regarded as graph vertices.

The similarity between different vertices is represented by a nonlocal weight.

A p-Laplace operator is defined as an operation of vertex Hilbert space. The

diffusion of discrete vertices is formulated with an energy minimum function. For

a given energy minimum cost function, a Gauss–Jacobi iterative method is used for

unknown variable solvent. A constant threshold is selected as algorithm stop

criterion.

In the rest part of this chapter, the energy minimum solving framework, nonlocal

weight, and iterative solving method are reviewed and introduced in Sect. 62.2.

Abound experimental results are provided in Sect. 62.3. And finally, Sect. 62.4

concludes the chapter.

62.2 Proposed Algorithm

In this section, the energy minimum framework, Gauss–Jacobi iterative method,

nonlocal weight, and iterative solvent are introduced.

62.2.1 Energy Minimum Framework on Weighted Graphs

In this section, we use an energy minimum framework to describe pixel diffusion

processes. Let H(V) be the Hilbert space of real-valued functions defined on the

vertices of a graph. Function T is a mapping from discrete vertices to Euclidian

space. Function S is a general function defined on graphs of the arbitrary topologies.
The regularization of function S is formulated as following energy minimum

framework:

min
T∈H vð Þ

E T; S; λð Þ ¼ R Tð Þ þ λ

2
T � Sk k2

� �
, (62.1)

where parameter λ is a Lagrange multiplier, which specifies the trade-off between

two competing terms. And, regularization control factor R(T ) is denoted as

R Tð Þ ¼ 1

p

X
u∈v

∇wT uð Þj jp, (62.2)

where R(T ) is a p-Laplace operator on weighted Hilbert space. In the formulation of

R(T ), ∇wT(u) is detailed as
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∇wT uð Þ ¼ 1

2

X
w u; vð Þ T uð Þ � T vð Þð Þ: (62.3)

where u, v is denoted as different vertices. And, w(u,v) is the edge weight between
u and v. The definition of w(u,v) is described in the following section. In this

chapter, a nonlocal similarity metric is adopted as vertex weight in Hilbert space.

62.2.2 Nonlocal Weight Description

Inspired by Mahmoudi [16], we formulate edge weight in p-Laplace regularization
factor using nonlocal-mean Gaussian description. The edge weight definitions are

denoted as follows:

w u; vð Þ / 1

Z
exp � P uð Þ � P vð Þk k2Gσ

h2

( )
, (62.4)

where the parameter h controls the decay of exponential function. Gσ is model

Gaussian variance. P(u) is a 5 � 5 block centered on vertex u. Analogously, the
definition of P(v) is similar with P(u). Z is normalizing factor. It is given by

Z ¼
X
u, v∈V

exp � P uð Þ � P vð Þk k2Gσ

h2

( )
: (62.5)

We can use this nonlocal weight to measure the similarity between current block

and searching block. Obviously, the searching block is more similar to current

block if the computed weight is bigger. Here, nonlocal weight is used to model

correlation between different blocks in p-Laplace regularization factor. The intro-

duction of nonlocal weight model is served as a key factor in the problem solving of

pixel similarity metric.

62.2.3 Iterative Solvent for Energy Minimum Framework

A linear Gauss–Jacobi iterative method is utilized for solving Eq. 62.1. We set n as
iteration step. Then, the iterative solving method is given by the following:

T 0ð Þ uð Þ ¼ S
�
u
�

T nþ1ð Þ uð Þ ¼ λT 0ð Þ uð Þ þ
X

wt u; vð ÞT nð Þ uð Þ
λþ

X
wt u; vð Þ

8>><
>>:

: (62.6)
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where to get the convergence of the process, a classical stopping criterion is

kT(n + 1) � T(n)k < τ. In our implementation, τ is a small fixed constant. At each

iteration step, the updated value T(n + 1) depends on the initial value and weighted

average of the filtered value in neighborhood.

62.3 Experiments

In this section, we demonstrate the image restoration results of the proposed

algorithm while providing its comparisons with some other image restoration

algorithm [19, 20]. Two test color images with size 512 � 512 are used as input

images in our implementation. Image reconstruction results under different image

corruption masks are shown in Figs. 62.1 and 62.2. Objective image quality

assessments are shown in Tables 62.1 and 62.2. PSNR [21] and structural similarity

index (SSIM) [18] are used as evaluation tools. In Fig. 62.1, figure (a) is a original

color image. Figure (b) is a color image with human-modified corruption. We use

black region to represent image degeneracy. Figure (c) is the result of method

[19]. Figure (d) is the result of method [20]. Figure (e) is our processed result. In

order to highlight our performance, Fig. 62.2 gives results based on another

corruption mask. Moreover, PSNR and SSIM are computed during the process of

image restoration.

Fig. 62.1 Experimental results: (a) Original image. (b) Corrupted image. (c) Processed result with

method [19]. (d) Processed result with method [20]. (e) Processed result with our proposed

algorithm
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Table 62.1 illuminates the PSNR results as compared to Criminisi’s and Li’s

[19, 20]. Table 62.2 illuminates the SSIM results as compared to Criminisi’s

and Li’s [19, 20]. It can be seen that we achieve the highest PSNR and SSIM

gain over previous algorithm. Subjective results shown in Figs. 62.1 and 62.2 also

indicate that corrupted image processed by our method has good visual quality. We

attribute the improvement of PSNR and SSIM to the use of nonlocal p-Laplace
regularization scheme. The corrupted pixels can be well reconstructed by the most

similar non-corrupted pixel. As compared to previous image restoration algorithm

[19], our algorithm obtains both objective and subjective improvement. And our

image restoration method does not depend on parameter adjustment either.

Fig. 62.2 Experimental results: (a) Original image. (b) Corrupted image. (c) Processed result with

method [19]. (d) Processed result with method [20]. (e) Processed result with our proposed

algorithm

Table 62.1 Performance comparison in PSNR (Db)

Test image Method [19] Method [20] Our proposed method

Fig. 62.1 11.16 25.50 47.17

Fig. 62.2 20.10 27.44 39.99

Table 62.2 Performance comparison in SSIM

Test image Method [19] Method [20] Our proposed method

Fig. 62.1 0.28 0.88 0.99

Fig. 62.2 0.95 0.97 0.98
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62.4 Conclusion

This chapter presented a novel image restoration algorithm built on nonlocal

p-Laplace regularization strategy. We built an energy minimum framework by

introducing nonlocal weight and Gauss–Jacobi iterative computation. Finally, the

convergence speed was controlled by step threshold in iterative solvent. Experi-

ments demonstrated the effectiveness and efficiency of nonlocal p-Laplace regu-

larization image restoration algorithm.
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Chapter 63

Analysis and Application of Computer

Technology on Architectural Space Lighting

Visual Design

Yiwen Cao

Abstract Based on “green building,” we use computer to make model analysis

regarding building actual environment, adapting natural light, and using artificial

lighting rightly to achieve green energy-saving building goal. According to living

example making, we adopt 3d max and ECOTECT model analysis software to

analyze and simulate building room natural light, artificial lighting and distribution.

Analysis states: at the stage of the architectural sketch, we use 3d max modeling,

uniting inter-room facility draft and analysis real environment data by ECORECT,

getting the natural light effect, and uniting the two sides to get a more accurate room

light environment data. Through this supporting data, we can get better daylight

design, not only to satisfy the in-room light requirement but also to make it more

beautiful and energy saving.

63.1 Introduction

Light is the origin of life, which is also an essential substance to humans. With the

rapid development of artificial lighting technology, what people demand now is not

only the simple illumination but the colorful and charming world which caters to

people’s aesthetic taste. Artificial light applied to architectural space becomes even

more important in contemporary architectural design. As the world’s energy prob-

lem and environmental pollution are coming up, how to save electric lighting and

make full use of natural light in the building space attracts the attention of

international architecture and lighting industry. With the development and the

popularization of digital technology, computer technology plays an important role

in the lighting technology and art design, especially in solving the problem of light
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wasting, light pollution, and light modeling. Computer technology helps to evaluate

and predict the effect so that the work can be easily checked. The application of

computer technology has a great influence on architectural space lighting visual

design.

The green building we refer to means saving energy, but we usually forget

building itself is the base of the green building; if we only consider how to change

lighting saving into green building, the building itself is not “green.” First, a good

green building itself should be called a perfect energy-saving building and then it

can make more details about the saving facility building. A good digital analysis

technology can combine the fictitious room of the building, and good analysis of the

actual environmental data makes the building achieve the “green” index.

There are many kinds of software combination of uniting digital technology

building room daylight effect simulation and model analysis. According to the

stylist’s own ability, we can use 2D software, such as PS, to draw up real and

model picture of the building. Or we can make 3D model simulation referring to

the architectural drawings and the actual environment, and getting the frames

through model light. We can use digital technology to reflect the state of the inner

or outside room, structure of the room and the texture and frames of the decorative

material. At the same time, using ECOTECT arcology building design software, we

can get the room natural lighting coefficient, which is got from the lighting coeffi-

cient computer. When using natural lighting, in-room illumination is changing all

the time with outdoor illumination. So when we want to make sure the in-room

natural light illumination level, we should consider the outside room illumination.

63.2 The Application of Computer Technology

to Architectural Space Lighting Visual Art

Computer technology is developing rapidly as well as graphics and image software.

Computer technology combined with modern information and visual art forms a

modern comprehensive art design which is based on computer technology but

stresses on visual art; it is also becoming the dominant trend of modern art design.

Nowadays, energy and environmental problems are extremely urgent to solve.

People put forward a great many effective ecologic solutions to make use of natural

light and save electric lighting. However, if a project is to be successful, it must be

carried out through a serious course of survey, conceiving, confirming, modifying,

design, and implementation. Some unreasonable designs and errors only appear in

the course of implementation while others won’t come up until the construction has

been completed. At this time, it is extremely difficult to solve various problems.

Therefore, we need a computer to perform simulation analysis in order to obtain a

better effect of visual design. In the course of project design, taking advantage of

simulation method, the computer evaluates the plan and predicts the result so as to

directly check the project. Apply the computer technology to the building space

visual design and perform the simulation programming and data analysis during the
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construction to form a set of complete digital simulation space, by modifying the

design errors to reduce unnecessary waste and save the energy.

The simulation software for architectural space lighting effect helps the

contemporary architectural designers to achieve the design goal. Digital simulation

software, 3d max, as the commonly used software, makes the designers perform the

professional 3D modeling, material designing color and lighting effects in the same

environment. The software provides us a variety of lights to simulate natural ones,

giving off real light and artificial light. The designers are able to directly carry out

the 3D building plan so that computer technology simulating the real scene has

come true.

63.2.1 Natural Light Simulating Lighting in 3D Software

In the real world, natural light is mainly composed of sunlight. The sunlight, which

is a kind of parallel light, irradiates in a straight line and to a certain direction

(Fig. 63.1). The light shadow in architectural space is changeable. The time and

angle of the sun are changing, and so is the sunlight. The skylight is the result of

sunlight and diffuse light, which goes well distributed and slowly changed without

direction. The skylight reaching building space must be softer and weaker than the

sunlight.

In 3d max, we can simulate parallel light by using the standard light; we can also

use sunlight IES and skylight IES (in the photometry) to simulate real scene. The

parallel light projects to the same direction [1]. Parallel light includes target light

and free light.

Parallel light is mainly used to simulate sunlight. Adjust the light color and

position by rotating light in three-dimensional space. The parallel light is in the

form of a circular, rectangular, or prism. The figure above is the effect of standard

parallel light simulating sunlight in 3d max, standard skylight tracing simulation,

and IES sunlight and IES skylight simulating natural light (Fig. 63.2).

63.2.2 The Simulation Analysis of Artificial Lighting
in 3d max

Besides the sunlight and skylight, people use more artificial illumination which can

redesign the shadow change, modeling and redividing the building space in order to

make it more colorful and charming.

In 3d max, standard light is being used to render space. The calculation method

is direct, that is, simulation calculation without the data. So what we need is to

arrange the light in the scene, through people’s sense to evaluate the rending effect.

This type of light includes floodlights and spotlights [1] (Fig. 63.3).

63 Analysis and Application of Computer Technology on Architectural Space. . . 551



1. Floodlights: It is irradiated from one source to all directions. Floodlights add

“auxiliary lighting” to the scene or simulate point light source. Floodlights can

cast the shadow and projection. The single floodlight to cast shadows is equiv-

alent to six spotlights to do so from the center to the outside.

2. Spotlights: It includes target lights and free lights. The former one is like a flash

to cast focus beam which has its target point as the position, while the latter one

hides this position (Fig. 63.4).

In addition to the standard light source, another commonly used simulation

source is photometric light in 3d max. The light is based on simulation operational

mode, by simulating real scene to get the rendering effect and, at the same time, to

calculate the light distribution exactly. By shape, photometric lights include point

source, line source, and surface source [1] (Fig. 63.5).

Fig. 63.1 Parallel light in

3d max

Fig. 63.2 Rendering effect

of parallel light simulating

sunlight

Fig. 63.3 Standard light in 3d max

Fig. 63.4 Standard

lighting in 3d max
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1. Point source: It is the simulation of incandescent lamp, for example, the ceiling

lamps, wall lamps, and tube light. Electric light source radiates from itself.

2. Line source: It is used to simulate daylight lamps or strip-shaped light slots.

Different from the point, the distribution of the line is based on the linear length,

to emit in a line.

3. Surface source: It simulates the rectangular-shaped lights in real life such as

ceiling lamps or grille lamps. The surface emits light in a rectangular area.

In addition to photometric shape simulation, light intensity and distribution are

also important parameters. As the intensity and the irradiation shape to all direc-

tions are different, the lights illuminating to the buildings are different too. For

example, the illumination from tube light and wall lamps to the surface of buildings

produces different light sources and different shapes, so the light distribution of the

object source is different.

63.3 Application of Computer Technology to Architectural

Apace Lighting Design

An excellent green building is not only depending on its internal facilities to adjust

light, but it must be an energy-saving one without any auxiliary equipment. If not so,

such a building cannot achieve the goal of saving energy; the building is not the

“green building.” The proper analysis of computer technology can combine the

construction in the virtual space with the actual environment numerical value in

order to simulate and analyze effectively. At present, there is a lot of computer

software for simulation and analysis, such as thermal environment simulation and

sunlight simulation. This paper analyzes the interior and exterior lighting illumina-

tion with ECOTECT software. Computer simulation technology of lighting and

illumination analyzes thermal environment, light environment, sunshine environ-

ment, etc. The calculation results are accurate and intuitive. As for the architectures,

it is essential to analyze the light effect. With the sunlight changing, the internal and

external light intensity will alter. To make the architectures more green and energy

saving, people need to modify the errors in the course of designing. It is necessary to

use ECOTECT analysis so that the green goal can be perfect before the project is

established.

Fig. 63.5 Photometric light in 3d max
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ECOTECT provides a variety of functions for analysis, among which natural

lighting is the most important, which influences the artificial lighting. This soft

natural light is assumptive diffuse natural light in a closed space. As the sunlight is

changing with time, occasionally the sun will also be prevented by objects, and the

main building receives different light intensity, so the sun is not accepted as a

reliable lighting source. Therefore, the best method to calculate lighting coefficient

in ECOTECT software is Split Flux by Building Research Establishment. The

calculation principle is based on the premise, without considering the influence of

direct sunlight. Any point of natural light is composed of three parts in the space:

the skylight—sky component (SC), the light through the internal glass objects

directly irradiated the space; the external reflection light—externally reflected

component (ERC), light reaches environmental objects, producing reflected light

source; reflected component (IRC), direct light and reflected light reach a point in

the space, together with other light spots around them to form a sort of internal

reflection. CIE cloudy distribution in ECOTECT (Overcast Sky Distribution)

model [2], through the analysis of the current grid or independent sensing, points

to calculate the data of natural lighting. The lighting parameter is based on the

coefficient of lighting and the sky illumination. The sky luminance values can be set

according to the lighting analysis. When the calculation is being performed,

semicircular lighting prediction figure will come up on the software interface.

Through each light data in the same illumination, we can calculate the lighting

vector on each point, which represents the direction of natural light. We can get the

data through different colors and arrows on the interface. The analysis of natural

light can be calculated by lighting coefficients, through which, it can calculate the

illuminations on the certain days in a year and also can adjust its parameters.

63.4 Simulation Analysis of Architectural Space Lighting

Design Combined with Computer Visual Technology

63.4.1 Simulation Analysis of Architectural
Lighting Design in 3D Max

In this case, analyze and simulate the photometric lights of indoor space [1].

Light energy transmission is a calculation way to simulate light, which is able to

simulate and analyze refraction, reflection, and other indirect lighting to the objects’

surface, through which the real scene can be beautifully and truly realized. It can

also simulate the natural light which emits to the models’ surface. The calculation

of light emission can be completed before rendering. Calculation is different from

rendering. If the refraction and reflection in the real scene can be realized, the

calculation can’t be skipped. In the following cases, we will calculate the light

transmission through photometric lighting in indoor space. Such calculation is

based on physical date, so the model establishing and lighting parameters are

rigidly required. We must obey the rules to render.
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In the case, we use IES to simulate the sun irradiation and adjust the ray tracing,

and make the light complete the simulation through the calculative operation.

The effect is after setting the light tracing (Fig. 63.6).

Set the lighting transmission parameter, set the IES sunlight as 2000lm, set three

iterations and three filters, and use the general grid subdivision, rendering effect

(Fig. 63.7).

From the cases above, we can see photometric lights can analyze and simulate

radiosity. The lighting method depends on the light source’s direction and position

in the real scene. Radiosity’s calculating makes the light intensity distribution

uniform and transferred conveniently, to simulate the good distribution of light in

the scene. The effect of simulation light goes real and delicate, and it realizes a good

atmosphere of real scene.

By the application of computer simulation software, we can simulate the effect

in the design period, so that the designers can easily design the building space.

Computer simulation can replace traditional hand-drawn drafts. It is precise and

effective. What’s more, it’s convenient to modify and can greatly reduce the design

time and improve work efficiency.

63.4.2 Computer Simulation Analysis on ECOTECT
Light Environment

As to energy-saving or illumination angle, natural lighting is very important for

buildings, in large building space, except the room around the window, and other

spaces such as the lobby, which is very dark. Due to the lack of sunlight conditions

in the daytime, artificial lighting is needed. Thus, it is not an ideal space both for

health and energy saving. Because the natural light is changed by time, sun altitude,

atmospheric density and some other natural factors, therefore, we can use com-

puters to simulate and analyze natural light, and get basic data of the internal natural

Fig. 63.6 Photometry

simulating sunlight

Fig. 63.7 Photometry

simulation sunlight to

render
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light intensity. According to different light intensity in each region of interior space,

the designer will use artificial light for light division and the secondary design in

architectural space more effectively.

In this case, we use Learning Tutorial-Daylighting Analysis (proposed by

Allexa. Ecotect), Ecological Simulation Analysis, and the transformation case for

green building design company to state our opinion [3].

Analyze the construction space and set the contour as rectangular, single-storey

building area as 60 � 30 m. If two layers, floor height is respectively 6 and 7 m.

Considering architectural space is wide and deep and the center is dark lighted, the

skylights can be used for light selecting. The initial design stage will use the

ECOTECT software, analyze the skylight lighting, and at the same time take

rectangular roof as an example for analysis of fluorescent lighting.

The buildings’ lighting window includes side windows and skylights. In accor-

dance with the “Architectural Lighting Design Standards GB/T 50033-2001,” the

side window’s window-to-floor proportion is 1/2.5, skylights’ is 1/7.5, and rectan-

gular skylights’ is 1/3.5. With the partition between the two layers, the skylights’

area covers the area of 18 � 60 ¼ 1,080 m2.

The area of building window is estimated according to the computer lighting

technology; as for the first floor, building lighting cannot calculate the specific area.

So we need ECOTECT to simulate and analyze different shapes and areas of the

skylights and to decide the form and area. Take rectangular skylight, for example,

to simulate.

First, open ECOTECT to make sure the gridding and geographic position, and set

up a 6meters high, 3.5 meters wide rectangular wall. On the wall, we can set up a 3m

high, 2.5m wide window and the height of windowsill is 0.9m. At the other side of

the wall, we also create the window in the same way. At the top of the building, we

set up a skylight and confirm its size and connect two layers. Then, we create a

building interior wall, skylights, and door, and then we copy the door (Fig. 63.8).

Lighting Simulation of Rectangular Skylights. First open the Web management

panel and then set up gridding. To avoid walling reflecting, we have to set up the

gridding position to 1 M far from the wall. The First-floor of Rectangular Skylight

Daylighting Simulation. Set the grid XY Axis offset of 600, which means

analysis of grid is 600 mm from the ground. Select lighting coefficient and the

intensity of illumination options, click calculation, and set simulation (Figs. 63.9,

63.10, and 63.11).

For the design of rectangular windows, first-floor lighting space is controlled

between 2.5 and 15 %. About 80 % illumination space is around 6 %, with low

intensity. Artificial lighting auxiliary should be added according to the actual

analysis.

Fig. 63.8 Creating

rectangular skylights
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For the design of rectangular window, second-floor lighting space is controlled

between 7.5 and 25 %. The light energy distribution is uniform in the rectangular

window. If daylight is too strong, artificial shading measures should be taken to

prevent the light.

By simulating daylighting coefficient, and we can know that there is no area that

the daylighting coefficient is less than 2 %, that is, 100 % of the interior space

daylighting coefficient is more than 2 %. It fully satisfies the rules of the green

building evaluation technology in [4] (75 % of the interior space daylighting

coefficient should be more than 2 %).

In the design of the sky illumination (5000 lux), we calculate indoor illumina-

tion, and we find the illuminance �101 lux, which is accordance with the rules

(indoor natural light illumination of visual working class III (fine) is not less than

100 lux) in �architectural lighting design standards� (GB/T 50033-2001) [5].

Generally speaking, through the natural lighting simulation analysis of the office

building standard layer, we find that the natural lighting design scheme satisfies the

requirement of indoor visual, and it can achieve the ideal effect.

63.5 Conclusion

Humans live in the light environment and use light in all fields of life. However, the

light works for humans while at the same time also consumes a lot of energy,

causing serious pollution and destruction to the environment.

Fig. 63.10 Simulation

figure of first-floor

rectangular window

Fig. 63.11 Simulation

figure of second-floor

rectangular window

Fig. 63.9 Set up mesh

parameter
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In the digital era, lighting design by computer technology has become an

important part of people’s life. In order to meet the people’s aesthetic psychology,

artificial light is becoming more and more important. As the energy problems

appear, people pay more attention to lighting design in architectural space with

computer technology. Computer shows the building space environment in the

course of design so as to modify the improper part, evaluate and forecast the effect,

and save unnecessary energy consumption. Computer technology’s application to

architectural space lighting design will have a further influence on human’s life.
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Chapter 64

Improving Online Gesture Recognition

with WarpingLCSS by Multi-Sensor Fusion

Chao Chen and Haibin Shen

Abstract In order to achieve the better online gesture recognition rate, a

multi-sensor fusion method is proposed in this chapter. After the dimension reduc-

tion and quantization, we first measure the performance of every single sensor in

training phase and use this prior knowledge to determine the weight vector; then we

do the fusion of multiple sensors according to the weight vector which indicates

each sensor’s importance in recognition. The core algorithm we use for online

gesture recognition is WarpingLCSS, which is demonstrated to be an efficient

template matching method for gesture spotting. We do the experiments on the

OPPORTUNITY Activity Recognition Datasets, and the results show that

the recognition rate of multi-sensor fusion method achieves 61 %, which outper-

forms the single sensor’s performance about 11 %. This demonstrates that our

proposed multi-sensor fusion method is efficient in improving the performance of

online gesture recognition.

64.1 Introduction

Multiple sensors can give a more comprehensive description about the system than

single source data; thus multi-sensor systems play an important role in improving

the accuracy of pattern recognition. In recent years, there are a large number of

applications about multi-sensor fusion such as robot system [1], mechatronics [2],

and human computer interaction [3].

In 2012, Long-Van Nguyen-Dinh proposed a new template matching method

called WarpingLCSS [4]. He compared this new method with dynamic time

warping (DTW) [5], a widespread method to do online gesture recognition, and
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his analysis shows that WarpingLCSS has higher accuracy than DTW. However,

the recognition rate is still not high.

In order to improve the accuracy of online gesture recognition, we extend

WarpingLCSS with the multi-sensor fusion method. After the preprocessing step

such as dimension reduction and quantization, we test the performance of every single

sensor and then do the fusion of multiple sensors based on this prior knowledge.

The results of our experiments show that this multi-sensor fusion method will

highly improve the accuracy and the recognition rate is about 61 %, which out-

performs the current WarpingLCSS about 11 %.

The rest of this chapter is organized as follows: In Sect. 64.2, we review some

related works. In Sect. 3, we review the basic concepts about WarpingLCSS.

In Sect. 64.4, we describe multi-sensor fusion method proposed by us. In Sect. 64.5,

we give the experimental results of the proposed method. Finally, conclusions and

future work are discussed in Sect. 64.6.

64.2 Related Works

Data acquired from sensors are basically a kind of time series; therefore we prefer to

use time series analysis method to spot gestures. One of the most widely used

methods is DTW [6]; it calculates the similarity distance between two time series,

one is samples for test, and the other is the template. If the similarity distance is below

a certain threshold, the two time series are considered to be the same class of gestures.

However, DTW shows a bad tolerance to outlier noise [7]. In order to recognize

gestures with noise more accurately, the Wearable Computing Lab in ETH pro-

posed a new method called WarpingLCSS based on the Longest Common Subse-

quence (LCSS) algorithm [4]. This method shows better tolerance to outlier noise

and requires less hardware resources than DTW; in his work, one sensor attached to

the upper arm is used and the accuracy achieves about 50 % which outperforms the

DTW method about 12 %. But 50 % accuracy is still not that good.

Multi-sensor fusion method can achieve better recognition rate since it combines

information together. There are several methods we can choose to do the fusion

[8]—the raw data level, the feature level, and the decision level. In this chapter, we

do the fusion in the decision level since we want to diminish the wrong decisions of

each sensor after applying the WarpingLCSS algorithm.

64.3 WarpingLCSS

The WarpingLCSS algorithm [4] is derived from the LCSS problem and can be

computed efficiently by dynamic programming [9].

Let St be a gesture template generated in training phase and Sm be the streaming

sensor data. W(i, j) in (64.1) gives the measurement of similarity between the ith
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symbol in template St and jth symbol in Sm. p is used to penalize the mismatch of two

symbols, and d(l, m) is the Euclidean distance between the two corresponding

centroids. W(i, j) will increase rapidly when lots of similarities exist between

the new incoming sample and the template string and decrease rapidly due to the

function of penalty parameter and thus highlights the endpoint of predicted gestures.

In Fig. 64.1, we give a case to show the function of WarpingLCSS. The line on

the top indicates when the open door gestures happen, and W(i, j) varies rapidly

during that period of time and will have some local maximum values. We just need

to set a proper threshold like the figure shows, and the local maximum values above

the threshold indicate the possible happening of open door gestures:

W i; jð Þ ¼

0, if i ¼ 0 or j ¼ 0

W i� 1, j� 1ð Þ þ 1, if St ið Þ ¼ Sm jð Þ

max
W i� 1, jð Þ � p � d St ið Þ, St i� 1ð Þð Þ
W i, j� 1ð Þ � p � d Sm jð Þ, Sm j� 1ð Þð Þ

(
, otherwise

8>>>>>><
>>>>>>:

(64.1)

64.4 Multi-Sensor Fusion Method

The whole process of recognition phase of our proposed multi-sensor fusion

method is shown in Fig. 64.2. Raw sensor data series are first preprocessed and

are calculated with WarpingLCSS algorithm separately. Then the processed data

come to the multi-sensor fusion module, which combines the results of

WarpingLCSS to diminish those unexpected noise and gives the outputs according

to each sensor’s importance in recognition. If the outputs suggest that an instance

may belong to multiple classes, then the last module should decide which template

has the highest similarity with the incoming stream and finally outputs the class of

the gesture.

Fig. 64.1 W(i, j) between

a template and a string of

preprocessed sensor data
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64.4.1 Preprocessing

Raw data are generated by 3D accelerometers or other sensors. In order to speed up

the processing rate, we first use a sliding window of size 6 to combine six sample

vectors to one mean vector, overlap three samples each time, and then use k-means

to cluster the mean vectors to their closest cluster centroids. Thus, we could get a

string of symbols to represent the raw data. This process is the same in training

phase and recognition phase.

64.4.2 Training Phase

For gestures belonging to the same activity class, we use LCSS to calculate the

similarity between them and choose one to be the template if it has the highest

similarity with others. And we repeat this process to get templates for all types of

gestures and all types of sensors. When we get all these templates, for each gesture

class, we check the accuracy of every sensor and choose the candidates for multi-

sensor data fusion.

Equation (64.2) gives a method to do multi-sensor fusion. V represents the

number of sensors to be fused. WV is a positive definite weight vector which

gives certain W(i, j) more weight to improve the overall performance of online

gesture recognition. We can test the accuracy of each sensor in training time, get the

prior knowledge about the importance of sensors when spotting certain activities,

and set the WV according to this prior knowledge:

MW ¼
XV
v¼1

WV vð Þ �W i; jð Þ vð Þ (64.2)

Preprocessing

sensors’
or ig inald at a

Multi-sensor
fusion

Decision
makingPreprocessing

Preprocessing

WarpingLCSS

WarpingLCSS

WarpingLCSS

Fig. 64.2 The architecture of multi-sensor fusion system
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64.4.3 Recognition Phase

In recognition phase, we have almost the same process for incoming data as in

training phase. When multi-sensor streams come, these data will first decrease their

dimension in preprocessing stage; then each sensor data compare with the templates

created in training phase and fuse according to (64.2). Gestures will be spot if the

results of (64.2) are over the threshold.

64.4.4 Decision Making

If an instance is spotted as multiple gestures, we have to decide which one is best

matched and output the decision. We first use the trace-back process [4] to get the

start point of the gesture and then calculate the normalized similarity through

dividing the similarity by the longer length between the template and the spotted

string. The class with the highest normalized similarity is chosen as the final

output.

64.5 Experiment Setup and Simulation Results

64.5.1 The Datasets

All our experiments are doing on the OPPORTUNITY Activity Recognition

Dataset [10]. We do not need the whole datasets, so we select part of the sensor

data. The names and locations of chosen sensors are depicted in Fig. 64.3.

64.5.2 Evaluation Methods

To evaluate the performance of the method, we use accuracy, which is the propor-

tion of correctly predicted samples over the number of total samples. However, the

Fig. 64.3 The names

and locations of inertial

measurement units (left)
and acceleration sensors

(right)
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accuracy may vary due to the selection of threshold, so we add another measure-

ment called F1 to help to access the performance [4]:

F1 ¼
X

i
2�Wi

precisioni � recalli
precisioni þ recalli

(64.3)

precisioni ¼ correctly predicted samples

total predicted samples
(64.4)

recalli ¼ correctly predicted samples

total samples of class i
(64.5)

64.5.3 Results

For each class of gesture, we first measure the accuracy and F1 of every sensor and

choose the proper weight vector. Repeat the above process for every activity, and

the results are shown in Table 64.1; we test the overall performance on the

OPPORTUNITY Activity Recognition Datasets, which achieves 61 % in accuracy

and 48 % in F1; the results are 11 % better than mentioned before [4], which

demonstrate that multi-sensor fusion is an efficient way to improve the accuracy of

activity recognition.

Table 64.1 The performance

of the whole OPPORTUNITY

Activity Recognition Datasets

Activity Sample number Accuracy F1

Open door 1 10 0.90 0.72

Open door 2 9 0.88 0.40

Close door1 9 0.78 0.64

Close door2 9 0.67 0.75

Open fridge 31 0.61 0.60

Close fridge 33 0.61 0.52

Open dishwasher 12 0.83 0.60

Close dishwasher 14 0.64 0.41

Open drawer1 12 0.92 0.4

Close drawer1 12 0.67 0.53

Open drawer2 12 0.41 0.45

Close drawer2 12 0.67 0.67

Open drawer3 12 0.41 0.38

Close drawer3 12 0.75 0.4

Clean table 33 0.5 0.27

Drink cup 36 0.52 0.59

Toggle switch 21 0.33 0.22

The whole OPPORTUNITY datasets

Accuracy F1

0.61 0.48
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64.6 Conclusions and Future Work

In this chapter, we have proposed a multi-sensor fusion method based on the

WarpingLCSS algorithm. The results show that our method can highly improve

the accuracy of gesture recognition and outperforms the single sensor’s perfor-

mance mentioned before about 11 %.

In future work, we want to explore what features will best represent those daily

activities and improve the accuracy of recognition significantly.
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Chapter 65

The Lane Mark Identifying and Tracking

in Intense Illumination

Yanyun Xing, Bo Yu, and Fangqun Yang

Abstract In order to enhance image contrast and ensure accurate identifying and

tracking in intense illumination case, this chapter uses the algorithm of histogram

cone-shaped, which can enhance image contrast effectively. With the algorithm of

histogram cone-shaped, the scope of the gray value increases obviously. And the

chapter introduces a first-order differential operator two-direction Prewitt operator

to enhance the edge for image; the enhance effect is favorable, and the compute

time is short. Then the algorithm of 2-D gray histogram is used to segment image.

The chapter uses Hough transformation to identify the lane mark’s two edges and

account its intercept and slope and then draws the midline as the last identifying

result. In order to reduce the count time, the chapter uses the algorithm of area of

interesting to track the lane mark. The experiment results show that the lane mark

can be tracked dependably in intense illumination and the algorithms are of real

time; moreover, when the tracking algorithm is a failure, the system can also

recover in time and lock the tracking target accurately again.

65.1 Introduction

Lane mark identifying and tracking is one of the research areas for vehicle safety

driving assist system. It can be employed not only in lane departure warning

systems but also in vehicle positioning. In the long run, the technology can also

be used in the autonomous navigation of vehicle. Now the researches of lane mark
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identifying and tracking are mostly based on machine vision. The changes of

environments have a great influence on the quality of machine detection method.

Most of the working time of vehicle is daylight, especially in summer. It is very

difficult to identify lane mark in the circumstance of long intense illumination. In

order to solve this problem, the algorithm of histogram cone-shaped, which can

enhance image contrast greatly, is adopted in this chapter. The results show that the

extending algorithm is much better for this kind of images compared with other

extending algorithm. The chapter introduces a first-order differential operator

two-direction Prewitt operator to enhance the edge; the result is good as LOG

operator whose convolution mask is 5 � 5, but the count time is much shorter. So

the consequent image processing is same as the general image [1].

65.2 Preprocessing of Intense Illumination Image

The contrast of intense illumination image is very low due to the insufficient

brightness range; as a result the useful information cannot be picked up accurately.

In order to solve this problem, we need to enhance image contrast.

65.2.1 Extending Image Contrast by Histogram
Cone-Shaped Algorithm

The histogram cone-shaped extending is an algorithm which can fill gray value in

histogram cone-shaped unequally and transform the gray histogram axis into

unequal field. Thus gray histogram is filled with more gray value in high-frequency

region and less gray value in low-frequency region. Then a new gray histogram is set

up according to the count of gray histogram axis, and a new image is reconstructed

based on the new gray histogram. Since most of the histograms are shown as a

single-peak or a multi-peak shape, the extending range is bigger in the histogram

peak than in other area and the extending amplitude distribution is tapered; this

histogram is called extending image contrast algorithm based on histogram cone-

shaped. The principal sketch map of the algorithm is shown in Fig. 65.1 [2].

Histogram of nonuniform filling is a process that extends N layers of gray-axis

histogram uniform to K layers unequally. If the gray range of image is m0 ~ mn, the

corresponding value for gray distribution is Hm0
� Hmn

. Normally the gray-axis

histogram is evenly divided into N equal segments; the total area of the histogram

envelope curve can be obtained according to formula 1:

S ¼
Xn�1

i¼0

Hmi
þ Hmiþ1

� �
=2� 1

� �
(65.1)

If the histogram is extended into K (K > N) layers and the gray range changes

into g0 ~ gk as well, the algorithm needs to interpolate between mi and mi + 1, so
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the interval mi ~ mi + 1 is segmented again. If the count of subsection is ki for
each interval, for the purpose of equal area of rezoned region and the total area of S,

the area for every interval S0 can be obtained according to formula 2:

S
0 ¼ Hmi

þ Hmiþ1

� �
=2� 1

ki
¼ Hmiþ1

þ Hmiþ2

� �
=2� 1

kiþ1

(65.2)

And also accord to the formula 3 at the same time.

nþ k0 þ k1 þ � � � þ kn�1 ¼ k (65.3)

Partition number is proportional to the gray value distribution in each interval, so

the intervals of high gray value segmented are more than the ones of low gray value.

The gray axis of the histogram with nonuniform filling is homogenized according to

the points in the interval. Then the extending result of the histogram cone-shaped is

accomplished. The histogram cone-shaped extending means that the area of the

interpolation interval is cone distribution and the intervals of high gray value are

extended higher than the one of the low. If mi corresponding to a gray value

changed into mi’ after extending, mi’ can be obtained according to formula 4:

mi
0 ¼ g0 þ

Xi�1

l¼0

kl (65.4)

The original image and the extended image is shown in Figs. 65.2 and 65.3.

65.2.2 Enhancing the Edge by Prewitt Operator

The Prewitt operator is a first-order differential operator edge enhancement. For

convolution mask of 3 � 3, it can estimate gradient in eight directions and can give

P(r)

r

P(r)

r

P(r)

r

a b c

Fig. 65.1 The sketch map extending image contrast algorithm based on histogram cone-shaped.

(a) Histogram of common image. (b) Histogram of cone-shaped. (c) Histogram of extending

interpolation image

Fig. 65.2 The original

image
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gradient direction for the maximum amplitude convolution. Here are the 3 � 3

mask templates for the Prewitt operator in the four directions [3]:

h1 ¼
1 1 1

0 0 0

�1 �1 �1

2
64

3
75 h2 ¼

�1 0 1

�1 0 1

�1 0 1

2
64

3
75

h3 ¼
0 1 1

�1 0 1

�1 �1 0

2
64

3
75 h4 ¼

�1 �1 0

�1 0 1

0 1 1

2
64

3
75 (65.5)

Among them, h1 and h2 are the horizontal and vertical direction mask template,

h3 is the 45
� direction mask template, and h4 is the 135

� direction mask template.

The lane marks of image are directional in this chapter. The lane mark of left

side is slanting to the right, while the right side is slanting to the left, coinciding and

matching with the template 135� and 45� Prewitt operator templates; as a result, we

can use h4 template for the left half of the image and h3 template for the right half.

This method is called two-direction Prewitt operator. The comparison between the

original image and the disposed image can be obtained according to Fig. 65.4, in

which the histogram cone-shaped extending algorithm and the enhancement edge

by the two-direction Prewitt operator are shown.

65.3 Using the Algorithm of 2-D Gray Histogram

to Segment Image

The pixels in the target areas or in the background areas have a great correlation in

many images; the gray value of every pixel is approached with its adjacent area

pixels, while the gray value between the edge of target and the background or

between the noise and its adjacent area are obviously different. Every pixel can

Fig. 65.3 The extended

image and its histogram

Fig. 65.4 Comparison

between the original image

and the disposed image
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have a gray group with two elements: the first is its gray value, and the other is the

average gray value for its adjacent areas [3, 4].

If the gray value of the image is divided into L grade, the average gray value of

the neighborhood area pixels is also divided into L grade. Hypothesis of the

frequency for a gray group (m,n) is fmn in the image; we can define the

corresponding joint probability density as

pmn ¼ f mn=N m, n ¼ 0, 1, 2, � � �,L� 1 (65.6)

N represents the count of the pixels of image,
X
m

X
n

pmn ¼ 1. Based on m and n

as independent variables and pmn as dependent variable, a 2-D gray histogram could

be formed.

The segmented image by the 2-D gray histogram algorithm is shown in Fig. 65.5.

65.4 Using Hough Transformation to Identify

the Lane Mark

65.4.1 The Fundamental of Hough Transformation

Beeline equation y ¼ mx + b can be represented with polar coordinates as

ρ ¼ x cos θ þ y sin θ (65.7)

In the formula, (ρ,θ) defines a vector from origin to the closest point on the

beeline [5].

There is a two-dimensional space which is defined by parameters ρ and θ. Every
beeline in (x, y) plane corresponds to a point in the space. Therefore every beeline

in (x, y) plane converts to a point in (ρ, θ) space after Hough transformation

(Fig. 65.6).

There is a given point (X, Y) in (x, y) plane. Countless beelines can cross the

given point, and each beeline corresponds to a point in (ρ,θ) space. Therefore

the trajectory of the points where all the beelines are in (x, y) space is a sine

curve in the parameter space, and each point in (x, y) plane is a sine curve in

(ρ,θ) space.

Fig. 65.5 The segmented

image by the algorithm of

2-D gray histogram
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In order to find out the point of beeline, the (ρ,θ) space is quantified into many

small lattices. We can account every ρ according to the quantization of θ for

the point (x0,y0). The value falls in one small lattice; the count accumulator of the

small lattice will be plus 1. After all the point is accounted in (x, y) space,

the small lattices will be checked up. If the value of one small lattice is large, it

is a point that a beeline corresponds to, and we can employ it as a linear fitting

parameter [5].

65.4.2 Using Hough Transformation to Identify
the Lane Mark

The chapter uses Hough transformation to identify the two edges of the lane mark.

The identifying result is shown in Fig. 65.7. The left lane mark is exampled to

illustrate the identifying process. Firstly, we use Hough transformation to find out

the longest white beeline in the left half of the image and record it. Secondly, we

assign 0 to the point in the white beeline as its new gray value. Then we account a

longest white beeline again in the left-half image. So two white beelines are found

in the left-half image at last that are the two edges of the left lane mark. And we can

find the two edges of the right lane mark similarly.

The two beeline can be used to account its intercept and slope, which are found

using Hough transformation. Then we can obtain the intercept and slope of its

midline and the disappeared point of the lane mark. And by using the intercept and

slope of the midline, combined with the disappeared point, we can draw the lane

mark at last. The result is shown in Fig. 65.8.

Fig. 65.6 The fundamental of Hough transformation. (a) The polar coordinates for a beeline.

(b) (x, y) plane. (c) (ρ, θ) plane

Fig. 65.7 Using Hough

transformation to identify

the lane mark edge
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65.5 The Algorithm of Lane Mark Tracking

The algorithm of lane mark tracking is same with the algorithm of lane mark

identifying essentially. Its characteristic is that when we identify the lane mark in

the current image, we use the last identifying result to limit the identifying

searching image area. That means we use the last identifying information to adjust

the area of interesting (AOI) dynamic.

65.5.1 Algorithm of Setting Up AOI

In a road image, the roadside information can interfere with the identification of

lane mark, and most of the information on the road is useless for the identification.

So the effective area for all algorithms is the area of interesting; we call it AOI

[6]. In fact, the AOI only focuses on a small area nearby the road mark. In order to

improve the real time the chapter uses AOI. That means the area, which is far away

from the lane mark and is useless obviously for the lane mark identification, is

removed directly without any treatment. Thus the system can save a lot of compu-

tation time. Figure 65.9b is the AOI for Fig. 65.9a. As we can see from the image,

the AOI is very small compared with the full image, so it can improve the computer

speed effectively and improve the real time for lane mark identification.

65.5.2 Recovery Algorithm After Failure

The AOI shows a good effect in the experiments, but when the lane mark is kept out

seriously by something such as road vehicles or other objects, the AOI algorithm

may cause great error or even failure. Moreover, when the vehicle changes lane or

turns, the algorithm may be a failure. In practical application, in order to ensure that

the road identification can recover the correct lane mark identification in the error

or the failure case, the system needs to check the algorithm is a failure or not first

and then determine whether to start the lane mark identification module or not. In

this chapter, the method to determine the algorithm failure is as follows.

When the system checks the white points’ number for one side or both sides of

the lane mark is less than a fixed value in successive five-frame images or the

information changes abruptly in the current frame relative to the last frame, we

Fig. 65.8 Identifying the

lane mark by Hough

transformation
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consider that the algorithm is a failure. Then the system needs to start the initial

identification algorithm. That means the system needs to identify the lane mark in

the whole image again and ascertain the AOI again, and then it recovers the correct

path tracking.

65.5.3 Lane Mark Tracking

The experiment was made in a highway at noon, and the illumination is intense. The

video captures of real-time lane mark tracking are shown in Fig. 65.10. The interval

for contiguous two captures is 50 frames.

Fig. 65.9 Original image

and its AOI. (a) Original

image. (b) AOI

Fig. 65.10 The video captures of real-time lane mark tracking
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65.6 Conclusion

The chapter uses the algorithm of histogram cone-shaped extending to enhance

image contrast first. Then it uses two-direction Prewitt operator to enhance the edge

for image and uses the algorithm of 2-D gray histogram to segment image. The

Hough transformation is used to identify the lane mark, and the algorithm of AOI is

used to track the lane mark at last. Proved by the experiment of vehicle real driving

on the highway, the algorithms are dependable and effective essentially in intense

illumination case. Even in the case that the tracking target is error, the algorithm can

also recover in time and lock the tracking target accurately again.
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Chapter 66

Classification Modeling of Multi-Featured

Remote Sensing Images Based on Sparse

Representation

Xiaoting Hao, Chunmei Zhang, Jing Bai, Mo Dai, Wenxing Bao,

and Wei Feng

Abstract A framework for multi-featured classification modeling of remote

sensing images with sparse representations is proposed in this chapter. The problem

for extracting features to build sparse learning optimal dictionaries is solved by

using the remote sensing image spectral values combined with their transforma-

tion’s characteristics such as Normalized Difference Vegetation Index and K–T

transformation. This framework employs sparse representation on dimensional

reduction and feature refinement for the remote sensing images. Experiments

show that by using our approach the classification accuracy and Kappa coefficient

are greater than the support vector machine and conventional sparse representation

methods. This result is based on remote sensing images from the sand lake in

Pingluo County, which is located in the Ningxia Hui Autonomous Region.

66.1 Introduction

The study of multispectral and hyperspectral data has become a major field of

research in analyzing remote sensing images. Usually different materials such as

sand, water, grass, roads, and buildings reflect different electromagnetic energies in

a particular bandwidth. Based on this promise, we can differentiate the materials

according to their spectral properties. But due to the biodiversity and terrain

multiplicity, there is a dilemma in the remote sensing images. On occasions,

same type of material reflects different spectral values and different materials
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reflect same spectrums [1]. Therefore, we need extra features beyond spectral

values for identification of the different types of materials.

In this work we introduce two other series features of Normalized Difference

Vegetation Index (NDVI) and K–T transformation. Both of them are important

indicators for eco-environment. Thus, with these key features, we are facing even

higher dimensional space of data. In order to reduce dimensions of the multi-

featured remote sensing images, we propose to learn the dictionaries to be used

for sparsity-based classification. Experiments show that sparse representation

method with learning dictionary can improve both classification accuracy and

computational efficiency.

The contents of this chapter are arranged as follows: In the second section, we

introduce the principle of NDVI and K–T transformation and describe the proposal

of the multi-feature modeling of multispectral remote sensing images for wetland.

In the third section, we introduce the sparse representations and dictionary learning

classification method. In the fourth section, we present the specific steps of the

algorithm of this chapter. The experimental results are analyzed in the fifth section.

66.2 Multi-Feature Modeling of Remote Sensing Images

In this section, by introducing the theory of NDVI and K–T transformation, we

present the framework of multi-feature modeling.

66.2.1 The Basic Principles of NDVI and K–T
Transformation

NDVI is an image-enhanced method for extracting vegetation information. NDVI is

a global vegetation index, especially focusing on plant growth and related

soil. NDVI is also helpful to interpret and analyze the characteristics of agriculture.

NDVI is therefore always an important indicator of the characteristics of the

wetland.

As an important component to present vegetation state, NDVI is well known as

the main large-scale indicator for eco-environment. It is defined as the ratio of the

subtraction and addition of the two bands which are near-infrared band and red

band within visible light. The formula is as follows:

NDVI ¼ NIR� Redð Þ= NIRþ Redð Þ (66.1)

where NIR is the reflectivity of near-infrared band, Red is the reflectivity of visible

light band [2]. NDVI can eliminate most of the irradiant distortion including

instrument calibration, sun angle, terrain, cloud shadow, and atmospheric
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conditions to improve response speed of vegetation. It is quite sensitive to the bias

of soil background and very efficient on monitoring vegetation and ecological

environment. It also has a wide detection range of the vegetation coverage and a

good spatial and temporal adaptability. So it has wide applications on vegetation

and phenology studies for remote sensing images.

NDVI is a method to monitor the land cover by remote sensing images. The

number of vegetation indexes over the past 20 years has increased to more than 40.

The NDVI has a linear correlation with vegetation distribution density. Therefore it

is considered currently the best indicator of land cover.

K–T transformation is also called Tasseled Cap transformation. It is a kind of

empirical linear transformation of multiband images, which can be used as an

interpretation for different vegetations and crops in different regions. It was put

forward by Kauth and Thomas [3] on MSS image research in which they investi-

gated the processing of the growth of the crops and vegetation. The mathematical

expression is shown below:

u ¼ RTxþ r (66.2)

where R is the coefficients of the K–T transformation, x represents the gray values

of different bands, r represents constant offset, and u is the gray values of different

bands after the K–T transformation [3].

The K–T transformation provides several components. The top three compo-

nents are closely related to the ground scenery. The first one is brightness index,

which is the comprehensive reflective effect of the ground materials. The second

component is the green index, which focuses on the coverage of the vegetation, leaf

area index, and biomass. The third component is the humidity index, which refers to

the water condition of the ground, especially soil humidity saturation. The rest of

the components are the yellow index and noises.

66.2.2 The Model of Multi-Features

According to the multidimensional spectrum distribution structures of the multi-

spectral remote sensing information such as the soil and vegetation by using NDVI

and K–T transformation, the vegetation discrimination can be enhanced and the

background features and texture features can be highlighted. Even more, the

vegetation monitoring will be improved, and especially, the information extraction

for scattered green patches can be more efficient.

Based on the above discussion, we use spectral feature TM 1–5 bands and TM

7 band of remote sensing images combined with the first component of the

brightness index, the second component of the green index, and the third compo-

nent of humidity index of the K–T transformation and NDVI, such as ten feature

vectors, as the basic characteristics for classification.
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66.3 Dictionary Learning and Sparse Decomposition

Sparse representation has a great flexibility for adaptive pattern recognition with the

redundancy of dictionaries to capture the inherent structures of the natural signals.

On one hand, sparse representation provides sufficient choices to design new

classification models for dimensional reduction; on the other hand, the similarity

matrixes can be built with the sparsity of sparse decomposition, which has a big

potential on statistical pattern recognition.

There are two ideas about sparse representation: one’s dictionaries have fixed

bases (such as curvelets, contourlets), so their structures are fixed and the adapt-

ability is not good. Another is the learning dictionary; this kind of dictionaries need

not know the prior information of the signal; they can be set up directly with a small

amount of training samples, and then through the machine learning method, a new

self-adaptive dictionary can be developed by iterative update.

66.3.1 Dictionary Learning

Dictionary learning is a process which looks for the best atomic bases under the

sparsest representation. It not only can satisfy the uniqueness constraints of sparse

representation but at the same time can get the sparser and more accurate repre-

sentation as well. The learning process is as follows.

We can get the training sample from TM remote sensing image data set X ¼
{xijxi ∈ Rm, 1 � i � n} to form the initial dictionary D ∈ Rm � p (each column

Dj ∈ Rm is an atom). This dictionary D can capture spectral characteristics of the

pixels. And each pixel xi can be linear represented by the atoms in the dictionary D.
Then the dictionary learning problem can be transformed into the optimization

problem as follows:

min
D, α

1

2
X � Dαk k22 þ λ αk k1,1

s:t: Dj

�� ��
2
� 1 8j∈1, . . . , p2 � 1,8j∈1, . . . , p

(66.3)

where α ∈ Rp � n is the sparse matrix (each column αi ∈ Rp is a coefficient vector),

the first polynomial of the above formula is the reconstruction error, and the second

is sparse penalty function. Parameter λ represents a compromise between sparsity

and data reconstruction.

If the sparse coefficient α is known, formula (66.3) is a convex optimization

about dictionary D; if the dictionary D is known, the formula is a convex optimi-

zation about the coefficients; but it is not feasible to solve coefficient α and

dictionary D at the same time. To solve such optimization problem, we can assume

that one of them is known; then x and D can be updated alternatively, and we can

get the learning dictionary D by iteration [4].
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66.3.2 Sparse Decomposition of the Characteristics

We can get the sparse decomposition coefficients α̂ xð Þ of the training samples by

the learning dictionary D according to formula (66.4). Then we can represent each

characteristic of pixel x ∈ X sparsely and get their linear decompositions:

α̂ xð Þ ¼ argmin
α

x� Dαk k22 þ λ αk k1 (66.4)

The above formula is a l1-regularized least squares problem; the solution is a

sparse vector in which only a few elements are not equal to zeros. Since the pixels

that belong to the same materials have very similar structure, the values of sparse

coefficients, which are obtained from dictionary D to represent the pixels’ charac-

teristics, are similar. According to the relevant reference [5], we can put α̂ xð Þ as

another new expression of pixel x which represents the sparse characteristics of

pixel x in the dictionary D.

66.3.3 Classification of Image Sparse Representation

Different classificatory dictionaries can be built with different types of training

samples according to the sample category. The projective coefficients of the test

sample x̂ will not be zeros when the sample is decomposed with its own classifi-

catory dictionary; otherwise, the coefficients should be zeros with other dictionaries

so that the category of the samples can be classified.

Actually, due to the noise or the modeling error, the projective coefficients of the

test sample x̂ are not zeros both with its own dictionary and with other dictionaries.

Therefore, the category of the test sample y needs to be determined. If δi x̂ð Þ is a new
vector and its nonzero coefficients only include these components in which x̂ has

the relationship with the category i, then we can use ŷ i ¼ Dδi x̂ð Þ to approximate

y when y belongs to the category i. In another words, the smaller the distance

between ŷ i and y, the greater the possibility of ŷ i belonging to the category of ith.
So, the method of identifying the category of y is as follows:

min
i

ri yð Þ ¼ min
i

y� Dδi x̂ð Þk k2
� �

(66.5)

where ri(y) is the residual to reconstruct y by training sample of the ith category.

66.4 The Algorithm of This Chapter

This chapter uses American landsat TM multispectral remote sensing images as the

main data sources in which we can get the remote sensing image of Yinchuan

wetland in October 2010. At first, the image is processed by some pretreatments,

e.g., adjusting, deionizing, and cropping, and then we can get a 400 � 400 pixel

66 Classification Modeling of Multi-Featured Remote Sensing Images. . . 581



wetland remote sensing image. We use our approach as described before to deal

with this image. The algorithm steps are as follows:

Algorithm Multi-feature image classification algorithm

Input:

The image data set X ¼ {xijxi ∈ Rm, 1 � i � n} and use the data set to form

the initial dictionary D ∈ Rm � p (each column Dj ∈ Rm is an atom).

Output:

The decomposition coefficients α̂ xð Þ and the residual errors ri.

Procedure

1. Choose water, desert, vegetation, and Gobi wasteland as four kinds of

samples in remote sensing image; the amount of each kind of samples

x ¼ 484 (x ∈ X), so the total number is 484 � 4.

2. The samples X are divided randomly into two parts as training set and

testing set.

3. Get learning dictionary D with training set by using SPAMS toolbox [6].

4. Use lasso algorithm to decompose the test samples sparsely to get the sparse

representation coefficients α̂ xð Þ of pixel x ∈ X [7].

5. Compare the residual errors ri of the test samples and their sparse represen-

tations; the minimum ri is the category of the samples.

66.5 Experimental Results and Analysis

In order to evaluate effectively the experiments, the quantities of each type of

samples are divided randomly into two equal parts as training set and test set.

The experiments will be repeated ten times, and the final results are the average of

the ten experimental results.

There are three different experiments in contrast to the support vector machine

(SVM) and sparse representation.

1. The first group of the experiments takes six spectral values as its features, which

are TM1 to TM5 bands and TM7 band. In this first group, we use the method of

sparse representation classification.

2. The second group of the experiments takes the same features as the first group,

but uses the SVM method.

3. The third group uses the sparse representation classification method. The total

features of this group are ten. They include six spectral values, one NDVI value,

and three K–T transformation components.

Table 66.1 shows the classification results: (1) The accuracy of the first group is

much higher than the second. The overall accuracy of the first group is increased up

to 92.56 % and Kappa coefficient is 0.9008, while the overall accuracy of SVM is

only 88.74 % and Kappa coefficient is 0.8499. So the sparse representation is more
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robust. (2) The classification accuracy of the third group is higher than the first and

the second. Its classification accuracy is up to 95.05 % and Kappa coefficient is

0.9339. So the results show that the features of K–T transformation and NDVI

improve the classification accuracy and verify the above discussion (Fig. 66.1).

Table 66.1 The classification accuracies are shown below with different characteristics and

different methods

Characteristics Classification method Overall accuracy (%) Kappa coefficient

TM1–5, TM7 Sparse representation 92.56 0.9008

SVM 88.74 0.8499

TM1–5, TM7, NDVI,

and K–T transformation

Sparse representation 95.05 0.9339

Water Vegetation Desert Gobi Wasteland

c d

a b

Fig. 66.1 Classification effect is shown in the above figures, and we can compare the visual

effects directly. (a) Sand lake original picture. (b) Only spectral information of sparse represen-

tation. (c) Classification of SVM with spectral information. (d) The results of our approach
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66.6 Conclusion

In this chapter, we have proposed a new framework for multispectral remote

sensing image classification based on sparse representation which uses remote

sensing image spectral values and its transformed features together. The simulation

results demonstrate that our algorithm is better in both classification accuracy and

visual effect than the conventional sparse algorithm and SVM methods.
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Chapter 67

A Parallel and Convergent Support Vector

Machine Based on MapReduce

Yingying Ma, Liming Wang, and Longpu Li

Abstract In order to improve the performance of the traditional support vector

machine (SVM), this chapter proposes one method referred as MR-SVM to

parallelize SVM on MapReduce and mitigates the convergence problems brought

by data partitioning and distributed computation. By splitting the large dataset and

concurrently calculating the support vector set of each chunk across map units,

MR-SVM improves the process capability and efficiency. Then the partial support

vector sets are combined as the training set of the global training in reduce phase,

and the current global optimum solved by reducing operations is fed back to each

map units to determine whether MR-SVM should proceed with another pass. This

process iterates until MR-SVM converges to the global optimum. In theory, it has

been proved that MR-SVM converges to the global optimum within finite iteration

size. Experimental results show that MR-SVM can improve the data processing

capability and efficiency of the traditional counterpart and guarantee its high

accuracy.

67.1 Introduction

Support vector machine (SVM) is a common method for constructing classification

rules as well as one of the most robust and stable algorithms with outstanding

accuracy in the field of machine learning. However, the standard SVM algorithm

could only deal with some small sample datasets. So faced with the large-scale

datasets produced by the practical problems nowadays, there are an increasing

number of researches focusing on developing an efficient and high-speed SVM

algorithm.
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In order to improve the performance of SVM, it is a widespread approach that

splitting the dataset and training the individual chunks in parallel. But there is a

variety of problems in these literatures. For example, Graf et al. introduced the

Cascade SVM [1] which guarantees the global convergence, but it is poorly scalable

and flexible as it requires predefining the network topology and size; Cao

et al. proposed one parallel implementation of sequential minimal optimization

(SMO) based on MPI [2], which focused on the efficiency but ignored the accuracy;

Li et al. proposed a parallel incremental SVM algorithm on GPU [3], which is not

preferable because of the lack of a theoretical convergence bound; Caruana

et al. proposed one parallel SVM algorithm based on MapReduce for scalable spam

filtering [4], but the operation in reduce phase is designed so simply that it needs

human expertise to minimize the accuracy degradation, which leads to loss of

automation in the approach. However, Chu et al. proved that SVM fits well into the

MapReduce framework [5].

According to the deficiencies and inspirations in the previous researches,

MR-SVM is focused on providing a scalable and flexible method for classifying

large-scale database, improving the data processing capability and efficiency of the

traditional SVM algorithm and solving the convergence problem in some similar

parallel researches.

67.2 The Analysis and Design of MR-SVM

It is a general solution to improve the capability and efficiency of the standard SVM

for data partitioning and distributed processing, but it always leads to convergence

problems, resulting in a decline in classification accuracy. It is a problem worth

studying to know how to make a better balance between the efficiency and the

accuracy of the improved approaches.

67.2.1 Nonlinear SVM Classification Algorithm

The solving progress of the standard nonlinear SVM classification algorithm is

concluded as below. Firstly, the Lagrange multipliers λi are obtained by evaluating

the dual-problem formulation of the Lagrange function of the SVM optimization

problem [6]:

max LD ¼
XN
i¼1

λi � 1

2

X
i, j

λiλjyiyjK xi; xj
� �

(67.1)

Subject to
XN
i¼1

λiyi ¼ 0, λi∈ 0;C½ �, i ¼ 1, 2 . . . ,N (67.2)
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Most of the Lagrange multipliers are to be zero, and samples corresponding to

nonzero multipliers are called the support vector set (SVs). Then the feasible

solutions of the decision boundary parameters (w, b) are obtained by the following

formulations [6]:

w ¼
XN
i¼1

λiyiΦ xið Þ (67.3)

yi
XN
i¼1

λiyiK xi; xð Þ þ b

 !
� 1 ¼ 0, λi∈ 0;Cð Þ (67.4)

These two formulations indicate that the decision boundary parameters (w, b)
depend on SVs.

Finally, the classification function of nonlinear SVM is obtained as follows [6]:

f xð Þ ¼ sign
XN
i¼1

λiyiK xi; xð Þ þ b

 !
(67.5)

67.2.2 MapReduce Programming Model

MapReduce is a parallel and distributed programming model in support of large

dataset processing [7]. Figure 67.1 shows the overview of a MapReduce program-

ming framework. The MapReduce library partitions the input data into n splits;

then the master invokes mapper units distributed across multiple machines to

process the input splits in parallel; then the intermediate key/value pairs produced

by the Map function are written to local shuffle; and finally, the reducer units

split 0

split 2

split n

split 1

…

mapper

reducer

reducer

shuffle

shuffle

shuffle

output 0

output 1

master

Input
files

Map
phase

Intermediate files
(on local disks )

Reduce
phase

Output
files

assign map tasks assign reduce tasks

mapper

mapper

Fig. 67.1 Overview of Mapreduce programming framework
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iterate over the intermediate data and append the output of the Reduce function to a
final output file [7]. It is a highly scalable and flexible data processing tool which is

increasingly popular.

67.2.3 System Model of MR-SVM

Based on the standard nonlinear SVM classification algorithm and integrating it with

the MapReduce framework, the systemmodel of MR-SVM is presented in Fig. 67.2.

67.2.3.1 Parallel Strategy in Map Phase

Since the phase of evaluating the Lagrange multiplier dominates the time and space

overhead of the SVM algorithm, it is a wise choice to execute this step in parallel.

Accordingly, in MR-SVM, a large dataset is split into chunks horizontally, and then

the individual chunks are distributed to the currently idle work units which will

evaluate the Lagrange multipliers in parallel. As a result of the decision boundary

decided by the SVs, every partial SVs in map phase is stored in local shuffle to

represent the corresponding subset. In addition, to improve the efficiency further,

the SMO algorithm [8] is adopted to computing the Lagrange multipliers, for its

time complexity is O(n2) while that of some other algorithms is O(n3).
Compared with the cascade structure [1], MR-SVM is highly scalable and

flexible. Because it is built on the MapReduce framework, MR-SVM can call the

idle work units one by one according to the current assignments. But in a binary

cascade architecture, every time it increases one layer, there will be 2n nodes being
added into the network, where n is the number of layers in the previous network.

What is more, in contrast with the parallel SMO algorithm based on MPI [2], the

parallel nodes in MR-SVM run separately, which contributes to a decline in

communication overhead.

data-
base

Master

Mapper-1 Mapper-2 Mapper-n

Shuffle

Reducer

…

Currently global SVs, w and b

the  globally optimal classifier

Combination of partial SVs

 Partial SVs
Original subset

Currently global SVs, w and b

Read the 
training set

Fig. 67.2 The system

model of MR-SVM

588 Y. Ma et al.



67.2.3.2 A Global Training in Reduce Phase

Because of the equivalence between the SVs and its corresponding training set, the

partial SVs obtained from each map unit can represent each respective subset.

Therefore, to advance the optimization progress automatically, the representations

of every subset are combined and entered as the training set of the global training in

reduce phase to evaluate the current global SVs, decision parameters (w and b), and
optimal objective function. In this case, MR-SVM is superior to the enhanced

parallel SVM algorithm [4] which could not complete the whole optimization

progress automatically.

Generally speaking, the support set is only a small part of the training set, so the

parallelization of extracting the support vector of each subset in map process is an

efficient strategy to reduce time and space overhead for the global training in

reduce phase.

67.2.3.3 Feedback Loop Mechanism

Nevertheless, the union of the partial SVs is not equivalent to the whole training set,

so the result of the reduce operation is not the global optimum. Therefore, the

feedback loop mechanism is employed to guarantee that MR-SVM converges to the

globally optimal solution. The results of the reduce phase are fed back to every map

unit, and then each map unit employs the Karush–Kuhn–Tucker (KKT) conditions

determined by the current optimum to test whether there are any samples violating

the current KKT conditions [9]. If all samples in map phase satisfy the KKT

conditions, it indicates that MR-SVM has converged to the global optimum;

otherwise, the samples violating the current KKT conditions will be combined

with the current global SVs and enter the next optimization pass to optimize the

separating margin further.

The testing for KKT conditions not only plays a role in determining whether

MR-SVM is converged to the global optimum but also screens the samples which

should incorporate into the next training pass, contributing to the reduction in

timing and space overheads of the following training phase.

67.3 Proof of Global Convergence

To illustrate the global training in reduce phase and the feedback loop mechanisms

guarantee that MR-SVM converges to the global optimum in finite iteration size;

give the below analysis and proof on the basis of the introduction of the MR-SVM

system model and the executing flow in Sect. 2.3.

The identifications utilized during the proving process are listed as

follows, where the superscripts j ( j ¼ 0,1,2,. . .,l ) indicates that the j-th iterative

training pass.
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Ω: The whole training dataset.

mi
j: The training subset of maper ‐ i unit during the j-th iterative training pass.

Mj: The family of the training subset in map phase during the j-th iterative training

pass, Mj ¼ {mj
iji ¼ 1, . . ., n}.

ri
j: The partial SVs which maper ‐ i outputs during the j-th iterative pass.

Rj: The training set of reduce phase during the j-th iterative pass,

Rj ¼ {rjiji ¼ 1, . . ., n}.

SVj
Global: The current global optimal SVs of the j-th iterative pass.

P(X): The optimization function over dataset X.

According to the theorems proved by Graf [1], assume that the training set S is a

subset of the training set F and Sv(S) is defined as the SVs of S; in this case, 8 S �
F, P(S) ¼ P(Sv(S)) � P(F). Moreover, assume that the training set S is a proper

subset of the training set F; it is obvious that 8 S � F, P(S) ¼ P(Sv(S)) < P(F).
In addition, assume that F is a set of training subsets; the subset f * which

achieves the greatest P( f ) will be called the best subset in family F, defining
P(F) ¼ P( f *) [1].

In this case, there will be a sequence (Mj) through the iterative training. So

the test for the global convergence in map phase can be described as whether the

formulation P(Mj) ¼ P(Ω) is established.

Corollary: The sequence (Mj) of MR-SVM converges to the global optimum

within finite steps, namely, ∃ j∗, 8 j > j∗, P(Mj) ¼ P(Ω).

Proof. For 8 j, j ¼ 0, . . ., l � 1, there is a set ri
j ∈ Rj containing the support

vector of the best set mj�
i in Mj, that is, Sv(mi

j*) � ri
j, so P(mi

j*) ¼ P(Sv(mi
j*)) �

P(ri
j). Therefore, P(Mj) ¼ P(mi

j*) � P(ri
j) � P(Rj). For 8 j, j ¼ 0, . . ., l � 2, the

mj
i is the union of the violators of the current KKT conditions and the

current SVj
Global, so the current SVj

Global is a proper subset of all mjþ1
i ∈ Mj + 1,

that is, SV(Rj) � mjþ1
i , so P(Rj) < P(mi

j + 1) � P(Mj + 1).

It is obtained through the above analysis that for 8 j, j ¼ 0, . . ., l � 2, P(Mj) �
P(Rj) < P(Mj), so P(Mj) strictly and monotonically increases during the iterative

progress. For all S � Ω, the sequence P(Mj) always takes its value within the finite

set of the P(S). For 8 i, j, i ¼ 1, . . . n, j ¼ 0, . . ., l, the setmi
j is always a subset of

Ω, plus P(Mj) ¼ P(mi
j*), so P(Mj) � P(Ω); this implies that P(Ω) is the upper

limitation of P(Mj).

Therefore, the iterative training continues until every ml
i(i ¼ 1, . . . n) meets the

current KKT conditions in the map testing operation when j ¼ l. In this case, for

8 i, i ¼ 1, . . ., n, ml
i ¼ SVj

Global ¼ Sv(Rl � 1), so P(Ml) ¼ P(ml
i) ¼ P(Sv(Rl � 1))

¼ P(Rl � 1). Finally, because the union of every training subset mj
i( j ¼ 0, . . ., l )

entered into map phase is the whole training set Ω, we get the conclusion that

P(Ml) ¼ P(Rl ‐ 1) ¼ P(Ω).
To sum up, MR-SVM converges to the global optimal within finite iteration size.
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67.4 Experiment Studying

To assess the performance of MR-SVM, the experiments make a comparison with

the sequential SMO. The configuration of the Hadoop cluster employed by

MR-SVM is shown in Table 67.1. The nodes in the cluster were connected by

Gigabit Ethernet. The SpamBase dataset with 4,601 instances was adopted, and the

training sets of varying size were obtained by employing the Weka random

re-sampling filter feature.

A Comparison on Data Processing Capability and Efficiency. MR-SVM made a

comparison with the sequential SMO algorithm and executed among a varying

number of nodes benefiting from the scalability of MapReduce framework. As

listed in Fig. 67.3, the time required to train the SMO sequentially on a single node

was�554 s while the time MR-SVM required was�221 s using the Hadoop cluster

with four nodes when using 120K samples. Furthermore, the sequential SMO failed

when training 322K samples. It indicates that MR-SVM exceeds sequential SMO

on the performance of data processing capability and computing efficiency on large

datasets.

A Comparison on Classification Accuracy. We compared MR-SVM with the

sequential SMO algorithm and the M/R algorithm [5]. The results in Fig. 67.4

Table 67.1 The Hadoop cluster configuration of MR-SVM

Hardware environment Software environment

Nodes Processors Ram O/S Hadoop

Six nodes Intel Core Duo 2GB Ubuntu 12.04 Hadoop 0.20.2

0
150
300
450
600
750

0.513 73.6 119.626 322.07
Instances ×1000

Ru
nt

im
e(

s) Seq.SMO
2 mappers
3 mappers
4 mappers

Fig. 67.3 A comparison on capability and runtime with sequential SMO

88.0
90.0
92.0
94.0
96.0
98.0

100.0

4.601 76.48 117.88 327.75
Instances × 1000

A
cc

ur
ac

y(
%

) Seq SMO.Correct
Min.MR-SVM Correct
Max.MR-SVM Correct
Avg.MR-SVM Correct
M/R Correct

Fig. 67.4 A comparison on accuracy with sequential SMO and M/R algorithm
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indicate that MR-SVM keeps the same high accuracy level as the SMO and exceeds

that of the M/R algorithm among different sizes of datasets. It is illustrated that the

global training in reduce phase and the feedback loop mechanisms in MR-SVM are

greatly helpful for improving the accuracy.

67.5 Conclusions

In summary, this chapter described a parallel and convergent SVM classifier based

onMapReduce framework. It was proved that MR-SVM always achieves the global

convergence within finite iteration size. The experimental results illustrated that

MR-SVM can improve the data process capability and computing efficiency sig-

nificantly on the basis of keeping the same excellent accuracy as the traditional

sequential SMO.

However, the parameters, such as C and epsilon, were specified as default values

directly in this chapter, so the parameter optimization selection problem in

MR-SVM should be included in the future research work.
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Chapter 68

Vehicle Classification Based on Hierarchical

Support Vector Machine

Mengwan Jiang and Haoliang Li

Abstract In order to solve the problem that the mature vehicle classification

cannot meet the requirements of accuracy and speed concurrently, this chapter

chooses the contour features and speeded-up robust features (SURF) features of

vehicles and then adopts a hierarchical support vector machine (SVM) classifier for

vehicle classification. At first, the system uses the contour features which are simple

and fast in the first layer of classifier so that it will filter out the easy samples.

Second, the system utilizes the rich information and stable SURF feature in the next

layer of classifier. We conducted extensive experiments against a number of

baseline methods; the accuracy of proposed method was increased by about

20 %, and the time was shortened by 2/3, significantly outperforming the baselines.

The method of double features and hierarchical SVM has a good trade-off between

speed and precision.

68.1 Introduction

Vehicle classification technology is an important component of intelligent trans-

portation systems (ITS). It has been widely applied in many real-world applica-

tions, such as vehicle flow statistics, highway automatic toll station, management of

all kinds of parking lot, and public security system. The traditional methods of

vehicle classification are mainly based on the magnetic induction or ultrasonic

technology. These methods encounter very high computational complexity. This

may lead to a series of drawbacks, including time-consuming construction, expen-

sive for creation and maintenance [1]. As a solution, we propose to apply image-

processing technologies to support the classification system.
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In of the area of image processing, existing works of vehicle classification use

vehicle’s color, length, width, height, and outline features [2–4] to classify all

vehicles into three sizes: small, medium, and large. But it is difficult to meet the

requirements of accuracy and speed in making adistinctionbetween passenger

vehicles and lorries. In addition, it also cannot distinguish various small cars.

Then the SURF feature can save the rich and important characteristic information

[5], thus greatly improving the efficiency of classification. However, it has a

relatively large amount of calculation and hereby does not meet the requirements

as well. In terms of pattern classification, support vector machine (SVM) technique

is a kind of pattern classification method [6]. It is believed to be outstanding in

solving small sample, nonlinear, and high-dimensional pattern classification prob-

lems. This chapter studies the vehicle classification system, which chooses two

features and uses a hierarchical SVM to meet the requirements of accuracy and

efficiency.

68.2 The Algorithm of SURF Feature Extraction

On the selection of feature descriptor, speeded-up robust feature (SURF) point

feature is fast [5], because it uses the Hessian matrix to improve the efficiency.

It uses less time and is accurate to calculated the Hessian matrix. The key is the

selection of location and scale space. Define a point X in the image, X ¼ I (x, y), in

the scale space too; the Hessian matrix of pixel X under the condition of scale space

for σ is as follows:

H x; σð Þ ¼ Lxx x; σð Þ Lxy x; σð Þ
Lxy x; σð Þ Lyy x; σð Þ

� �
ð68:1Þ

In the formula Lxx x; σð Þ ¼ ∂2

∂x2 g σð Þ, Lxy(x,σ), and Lyy(x,σ) in the same way.

SURF uses integral image algorithms so that the computing speed is increased.

The SURF feature descriptor detects the neighborhood of each extreme value points

which is 4 � 4 regions and then calculates each Herr Wavelet response of the

subdomain, a 4 d vector as

V ¼
X

dx;
X

dy;
X

dxj j;
X

dy
�� ��� �

ð68:2Þ

Finally all the 4 � 4 neighborhoods and the 4 d vectors constitute

64 (4 � 4 � 4)-dimensional feature vectors. SURF is better off because it uses

the method of integral image, and compared with other feature descriptor, SURF’s

speed of producing feature points has improved significantly.
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68.3 Hierarchical SVM

SVM is a new kind of general statistical method based on structure risk minimiza-

tion principle [6], which can solve the practical problems such as small sample,

nonlinearity, high dimension, and local minimum point. There are two measures of

controlling SVM’s generalization: empirical risk and confidence limit. It uses the

training error as the constraints of optimizing problems, and the goal of optimiza-

tion is to minimize the confidence limit. As a result, the SVM is to solve a convex

quadratic programming under leading constraints, making the solution of SVM the

only, also globally, optimal solution.

The SVM is derived and developed from the optimal classification plane under

the linear separable cases. The classification functions under the linear separable

cases are shown below:

f xð Þ ¼ sign
X
i

yiαiK x; xið Þ þ b

 !
ð68:3Þ

In this function, xi is the i dimension of training space vector X, yi represents
category xi and its value is 1 or�1, and α is the multiplicator of Lagrange. For most

i, αi is 0. K is the dot product of the convolution kernel function. It can turn inner

product operation of high-dimensional feature space into functional operation of

low-dimensional input space. The curse ofdimensionality caused by having

nonlinearity of input space maps to high-dimensional feature space and can also

be solved by kernel function. There are four basic kernel functions: linear, polyno-

mial, RBF, and sigmoid kernel function. According to the features tested in this

chapter, we finally choose the RBF kernel function. Its expression is K(xi,yi) ¼ exp

(�γkxi � yik2), γ > 0. The kernel parameter γ is determined by the results

(γ ¼ 0.15 in this chapter).

At first SVM classification algorithm is only applicable to solve binary classifi-

cation problems, lacking the ability to handle multiple classification problems

[7]. In a binary classification problem, we are given a training set {xi, yi},
i ¼ 1,. . ., 1, xi ∈ Rn is an n dimension real vector which represents sample prop-

erties. yi ∈ {1, � 1}1 is the category labels of data; then SVM can come down to

an optimization problem as shown below:

min
w, b, ξ

1

2
wTwþ C

Xl
i¼1

ξi

Subject to yi w
Tϕ xið Þ þ b

� � � 1� ξi ξi � 0: ð68:4Þ

C > 0 is a penalty parameter of error term. ϕ is a mapping function, and K(xi,xj)
¼ ϕ(xi)

Tϕ(xj) is the kernel function.
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In order to extend the SVM to the multi-classification, now there are two ways in

general: one to one and one to many. In the SVM experiment given in this chapter a

hierarchical SVM method with multi-features and one-to-many method in every

layer of classification are used. At first, the hierarchical SVM method is to use the

feature one of all the train samples to train the first layer of classifier [8] so as to

filter out the samples which are not easy to identify according to the different

threshold which is set at first. Then to extract feature two from the difficult samples

after filtering, use the feature two to train the next layer of classifier. Test samples

work in the same way, firstly to test the test samples in the first layer of classifier,

filter out difficult samples according to the predicted value and threshold value, and

then send them into the next layer of classifier. By such analogy, finally we get

relatively the classification result through filtering step by step and centralized

training. Specific flow chart is shown below (Fig. 68.1):

Compared with the traditional SVM, a hierarchical SVM has the following two

advantages:

1. As the filter time increases, it is more difficult to classify the training sample

which is filtered out, making the training more targeted. So we can filter out the

easy samples in the previous layers of classifier and then use difficult samples,

which are similar among samples to train SVM intensively, making it more

targeted and more likely to get the optimal solution.

Feature 1 of 
training samples

Filter
The first layer 
of classifier

Feature 1 
of test 

samples

Filter out test
samples

Filter out 
train samples

Extraction of 
feature 2

The second layer of 
classifier

The n-1 layer of 
classifier

Filter

Filter out test
samples

Filter out 
train samples

Extraction of 
feature n

Result The n-1 layer of 
classifier

Fig. 68.1 The flow chart of hierarchical support vector machine
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2. Each layer can extract different features for classification, making the method

more flexible. Due to a hierarchical SVM trains on each layer step by step,

according to the need, it can try to extract different features from samples on

each layer.

68.4 Test and Result Comparison

We collected 240 vehicle images, including 8 types of vehicles. There are 20 train-

ing samples and 10 test samples in every type, building the image dataset.

68.4.1 Feature Extraction

In this process, the system firstly extracts the outline features of all the samples and

the SURF features of cars. The example’s result of extracted features of outline

feature and SURF feature shown as Figs. 68.2 and 68.3.

After extracting vehicles’ features, the feature set will be later post-processed,

through methods such as k-means algorithm and taking average by dividing area

[9], in order to obtain a single feature vector, which is the characteristic classifica-

tion to the corresponding vehicles.

68.4.2 Training and Testing the Classifier

In training, use the contour feature information of all training vehicles to train the

first layer of classifier, filtering out large-type truck, medium-type truck, large

buses, and medium bus, the four samples which are easy to be identified. Use the

SURF feature of the cars (small vehicles) to train the second layer of classifier.

In the first layer of classification, send the contour features of the images after

preprocessing and feature extraction into the first layer of classification. Use model

Fig. 68.2 Outline feature

of a medium-type truck

Fig. 68.3 SURF feature

of a multipurpose vehicle
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code as output vector of the network to classify large-type truck, medium-type

truck, large buses, and medium buses. Extract the SURF feature of the small

vehicles, which are after filtering by the first layer of classifier, and then send

them into the second precise layer of classifier to classify the vehicle by sedan car,

hatchback SUV, and MPV.

The double features and hierarchical SVM training and testing flow are shown

below. The dotted line is training process, and the solid line is testing process

(Fig. 68.4).

68.4.3 Results and Comparisons

This chapter is implemented on MATLAB2010 with LIBSVM toolbox for the

hierarchical SVM pattern classification. LIBSVM provides not only the source

code but also some executable files under the Windows operating system, including

svmtrain function, which is used to train SVM; svmpredict function which is to

The 1st layer 
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of classifier

Medium 
truck

Sedan 
cars

Test 
set

Extract
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Extract 
SURF 
feature
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training
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Fig. 68.4 Training and test flow of the double features and hierarchical SVM
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predict the test data according to the acquired training model; and svmscale

function which is to normalize the training data and test data. In the experiments,

we choose the default model parameters. The classification results of double

features and a hierarchical SVM are shown in Table 68.1.

In the experimental results, total training time of 160 training samples is 47.7 s,

less than a minute. And total test time of 80 test samples is just 12.69 s, one sample

time about 0.16 s on average; therefore it can meet the speed requirement. Due to

using the default model parameters of LIBSVM toolbox, it works well in terms of

accuracy with classification rate of 87 %.

The contrast test of using different methods but all default values of classifica-

tion with the same training samples and testing samples further verifies that the

method used in this chapter is effective, including single contour feature classifi-

cation, single SURF feature classification, and double features of the traditional

SVM classification. Comparison results are shown in Table 68.2.

It can be seen from the result and comparisons of the experiment that double-

feature hierarchical vehicle classification compared to single-feature recognition

method, which is the fastest, is tens of seconds later, but the accuracy increased

from 69 to 87 %. Compared to the double-feature traditional classification method

which has the highest accuracy, the accuracy only reduced, three percentage points

(from 90 to 87 %), but it is also reduced by 40 % time cost.

Table 68.1 Classification results of double features and hierarchical SVM

The number of

training samples

The number of

test samples

The number of

support vector

Total

training

time (s)

Total test

time (s)

Rate of

classification

160 80 42 47.7 12.69 87 %

Table 68.2 Comparison results of different methods

Methods of experiment

Total time of 160

training samples

Total time of 80

test samples

Rate of

classification

Classification of single outline

feature

31.8 9.17 69 %

Classification of single SURF feature 56.9 16.41 82 %

Traditional SVM classification

of double feature

72.6 19.82 90 %

Hierarchical SVM classification

of double feature

47.7 12.69 87 %

68 Vehicle Classification Based on Hierarchical Support Vector Machine 599



68.5 Conclusion

Compared with the single-feature or traditional classification method, this chapter

used double-feature hierarchical vehicle classification. It can filter the easy samples

with fast feature extraction by the first layer of classifier which is also trained by the

fast feature, and then it sends the difficult samples into the second layer of classifier

which is trained by rich information and high precision feature to classify by

filtering step by step and centralized training. So the hierarchical classification

can meet the requirements for high accuracy and fast speed.
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Chapter 69

Image Splicing Detection Based on Machine

Learning Algorithm

Yan Xiao

Abstract Image splicing is a common method to construct forged image which

decreases the authentication of the traditional image. Resizing operation is usually

necessary to create a convinced forged image. Though the forged image leaves no

visual clues, resizing operation using interpolation method destroys the relationship

between neighboring pixels, thus leaving traces which can be captured by statistical

feature. We first convert the traces left by resizing to feature and then feed features

from enough sample images to support vector machines to train for detector.

Finally, we use detector to determine whether the image is tampered and point

out which parts of the image are tampered by block-wise method. Experimental

results verify the effectiveness of our proposed method.

69.1 Introduction

Today’s digital technologies make the image edition easily, so there are many

forged images appearing in our daily life. Though elaborate tampering operations

almost leave no visual clues, the correlations between adjacent pixels are disrupted,

and such changes can be captured by statistical method just as forensics. The digital

forensic method is used to check the validity of the image based on statistical

fingerprint without inserting any evidence into the image.

In recent years, many forensic methods are designed for image tampering

detection. Farid divided the forensic tools into five groups: (1) pixel-based tech-

nology which detects the fingerprint at the pixel level; (2) format-based technology

mainly for JPEG compressed images; (3) camera-based and physically based

technology; and (4) geometric-based technology [1]. Image splicing is a common
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forged manipulation which spliced two or more images into a forged image.

Some authors found that the statistics on high-order Fourier can be used as

fingerprint [2, 3].

Resizing operation is usually employed to create an applauded forged image.

This process employs re-sampling operation which introduces period correlations

between neighboring pixels caused by interpolation algorithm. Farid et al. utilized

EM algorithm to reveal the above period relation and using this correlation to test

whether the tested image is resized or not [4]. Babak Mahdian et al. demonstrated

that the interpolated signal and its derivatives contained specific periodic properties

and proposed a blind and efficient method to detect re-sampling and interpolation

[5]. Andrew C. Gallagher also exploited a periodicity in the second derivative

signal of interpolated images and employed discrete Fourier transform (DFT) to

capture such periodicity in frequency domain [6]. Previous works [4–6] utilized

periodicity as fingerprint left by interpolation; they did not deal with the situation

that the periodicity contained in the rescaled image is faint such as when the

rescaled factor is near to 1 (1.01, 0.99). In this chapter, the correlations between

neighboring pixels are usually used as fingerprint for forensic tools. Chen et al. [7]

proposed a blind and effective splicing approach based on a natural image model.

They finally used feature sets and support vector machines to classify whether

images are forged or not. The transition probabilities of Markov chains between

neighboring pixels are modeled to construct feature set to detect median

filtering [8].

As resizing operation will destroy the correlations between neighboring pixels,

we use the method as [8] to construct the feature set and use the support vector

machines (SVM in short) to learn the difference between original images and

resized images. In order to locate spliced part, SVM is trained for a classifier on

small-size images. The tested image is first divided into blocks and then using the

classifier to test each block whether tampered or not.

The remainder of this chapter is organized as follows. In Sect. 69.2, we first

construct the feature set and train for a classifier and then test the image using

block-wise method. In Sect. 69.3, the experimental results show the effectiveness of

our proposed method. Finally, we draw a conclusion at the end of the chapter.

69.2 Procedure of Our Proposed Method

In this section, we first introduce how to construct the feature to model the different

correlations between rescaled images and non-rescaled images. Then the SVM are

briefly introduced. Finally we give a detailed description of our method to detect

image splicing.

When resizing an image, re-sampling method is always used. The bilinear and

bi-cubic interpolation algorithm is a popular method accompanied with resizing

operation. Let us assume that x(i,j) is the pixel in original image and y(i,j) is the
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pixel in rescaled image. When using bilinear interpolation to compute the value of

y(i,j), the following formula is held:

y iþ u, jþ vð Þ ¼ 1� uð Þ � 1� vð Þ � x i; jð Þ þ 1� uð Þ � v� x i, jþ 1ð Þ
þ u� 1� vð Þ � x iþ 1, jð Þ þ u� v� x iþ 1, jþ 1ð Þ, (69.1)

where u and v are the displacement from i and j, respectively, and 0 � u, v � 1.

From Eq. (69.1), it is easy to infer the neighboring pixel value of y(i,j). Taking
y(i + 1 + u, j + v) for example:

y iþ 1þ u, jþ vð Þ ¼ 1� uð Þ � 1� vð Þ � x iþ 1, jð Þ þ 1� uð Þ � v

� x iþ 1, jþ 1ð Þ þ u� 1� vð Þ � x iþ 2, jð Þ þ u

� v� x iþ 2, jþ 1ð Þ: (69.2)

It is obvious that there are two same pixels (x(i + 1, j), x(i + 1, j)) that are

contained in Eqs. (69.1) and (69.2). Thus, the correlations of neighboring pixels

between interpolated images and non-interpolated images are different. Kirchner

et al. model the fingerprint left by median filtering using first-order difference for

adjacent pixels and utilized subtractive pixel adjacency matrix to construct the

feature set [8]. Inspired by [6], we model the neighboring pixels by second-order

difference and utilize subtractive pixel adjacency matrix to construct feature set.

We model the adjacent pixels by second-order difference along horizontal and

vertical directions as Eq. (69.3):

dk, li, j ¼ I iþ 2k, jþ 2lð Þ þ I iþ k, jþ lð Þ � 2I i; jð Þ, (69.3)

where the superscript (k,l ) ∈ {(0,1),(0, � 1),(1,0),(�1, 0)}. As the bilinear inter-

polation method considers two neighboring pixels, we consider the correlations

among three neighboring pixels. The correlations of neighboring pixels are

expressed by transition probabilities of second-order Markov chains as Eq. (69.4):

Pk, l
α,β, γ ¼ Pr diþ2k, jþ2l ¼ α

��diþk, jþl ¼ β, di, j ¼ γ
� �

, (69.4)

where Pr(.) in Eq. (69.4) means the probability.

Finally, we compute the feature by averaging four directions as Eq. (69.5):

Pα,β,γ ¼ P0,1α,β,γ þ P0,�1
α,β,γ þ P�1,0

α,β,γ þ P1,0α,β,γ

� �
=4: (69.5)

If the pixel value ranges from [0, 255], the residual pixel in ranges [�255, 255],

there are many elements in feature sets. It is unfeasible to feed such enormous

feature into SVM to train for a model, so the truncation must be adopted to decrease

the dimensionality of the feature. In order to lower feature’s dimensionality,

truncation of is executed. When the absolute value of difference is larger than a
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threshold T, we truncate it. In the experiment, we set T ¼ 3 which results in

343 dimensionality feature.

The SVM is employed to train for the detection classifier. SVM is a classical

supervised learning algorithm which can be used for binary classification [9]. In

order to be a better classifier, SVM find an optimal hyper-plane which makes the

nearest distance between the training samples and hyper-plane as large as possible,

which can be formulated as an optimization problem as Eq. (69.6):

minw,b,ξ
1

2
wTwþ C

Xl

i¼1

ξi

St:yi
�
wT∅ xið Þ þ b

� � 1� ξi, ξi � 0 , (69.6)

where xi is the training feature, yi is the training label, and i ¼ 1, 2, . . ., 1.∅ (xi) is

the mapping function which will be used in kernel function. C > 0 is the penalty

parameter of the error term. The solution of Eq. (69.6) is usually transferred to its

dual-quadratic problem (69.7) to solve

minα
1

2
αTQα� eTα

St:yTα ¼ 0,C � αi � 0 , (69.7)

where e is a unit vector and Q is an l � l positive semi-definite matrix computed

by kernel functions. The other symbol is the same as in Eq. (69.6). After solving

the problem (69.7), the decision function is used to predict the label of the

testing samples.

LIBSVM is an integrated software for support vector classification; we use

C-SVC with RBF kernel to learn the model [10]. The non-forged image is given

a label 0, and the forged image is labeled 1. As the shape of the pasted object is not

regular and the position of the pasted object is also unknown, the block-based

method is employed to test whether the image is tampered or not. So the classifier is

obtained on small-size image for highly accurate detection results. The size of

trained images is designed to be the same as the size of blocks. In general, the larger

size of trained image will get better results; however, it will cause losses of detail

position at location.

Once getting the classifier, the block-wise method is employed to test the

whether the image is spliced or not. First, the test image is divided into

non-overlapping blocks of size S � S with step size S. For an M � N image,

there are totally floor (M/S) � floor (N/S) blocks (floor (x) is the function for the

largest integer value which is smaller than x). In general, the smaller block will get

more detailed detection results; however, the accuracy of classifier obtained from

small-size image is not high. So the proper size of the block is an important factor.

Then, compute the feature for every block. Finally, the classifier is used to predict

each block’s label. If the block’s label is 1, the block is considered as a forged block

and mark it with red color box.
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At last, we summarize our proposed method as follows:

(1) Computing the feature sets from large number of small-size trained images. In

our experiment, we set two kinds of images (128 � 128 and 64 � 64) and then

used SVM to train for a classifier on the above training set.

(2) Dividing the tested image into blocks and computing each block’s feature.

(3) Feeding each block’s feature into the trained classifier to predict whether each

block is tampered or not.

(4) Locating the tampered object by joining all tampered blocks.

69.3 Experimental Results

In this section, we first test the efficacy of our proposed method on small-size

images and demonstrate the performance by receiver operating characteristic

curves (ROC in short) in Fig. 69.1. Then we use our proposed method to detect a

spliced image, and the detection results are shown in Fig. 69.2.

In order to learn more knowledge from images, we prepare large number of

diverse images to train. The UCID [9] image database which is popular in image

forensics contains 1,338 images of size 512 � 384. All training samples in our

experiment are shown by 8-bit gray image. We first convert all images into 8-bit

gray images; then crop 128 � 128 and 64 � 64 blocks from each image, and then

rescale blocks using bilinear interpolation method (scaling factor is randomly set to

0.95 or 1.05). Four groups of images are obtained: 1,338 128 � 128 original

images; 1,338 128 � 128 rescaled images; 1,338 64 � 64 original images, and

1,338 64 � 64 rescaled images. First, we randomly select 338 original images and

338 rescaled images to test our proposed method’s efficacy for each size of image.

The training set is as follows: 1,000 original images + 1,000 corresponding

rescaled images for each size. In general, more training samples and higher

dimensionality of feature will obtain higher detection accuracy but will result in

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

The false positive rate

Th
e 

tru
e 

po
si

tiv
e 

ra
te

128 x128 Acc=91.7%

64x64 Acc=89.8%

Fig. 69.1 The detection

results shown by ROC

curves for 128 � 128

images and 64 � 64

images. The testing samples

are 676 images which

consist of 338 original

images and 338 rescaled

images for each size
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more computing time. In order to balance the computing time and detection accu-

racy, the dimensionality is set to 343 and the amount of training sample is 1,000.

We then compute the 343-D feature for each image in the above four groups. In order

to get the best parameter C and r, fivefold cross-validations are executed on the

grid: {(C,r) ∈ (2i,2j), i, j ∈ Z}. The ROC curves are used to assess our proposed

method’s performance. The accuracy as follows is used to show our results at scale:

Acc ¼ correctlypredicteddataj j
total testingdataj j � 100% (69.8)

Figure 69.1 shows that our proposed method obtains high detection accuracy for

both kinds of images. Even for small 64 � 64 images, our proposed method

Fig. 69.2 The detection results for first forged image. Panel (a) is the original image, and the car

in (b) is cut and pasted into (a) to form a forged image shown in (c). Panel (d) shows the detection

results of 64 � 64 detection blocks. Panel (e) shows the detection results of 128 � 128 detection

blocks. The square boxes are to indicate forged part
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detection accuracy is as high as 89.8 %. When the false-positive rate is low

(<10 %), the positive rate of our method is also acceptable. In previous work

[2, 10, 11], they also got high detection accuracy, but the size of tested image is

larger than our tested image. If the scaling factor is larger than 1.05, better results

will be obtained. The same results will be held for other two interpolation methods

(nearest interpolation and bi-cubic interpolation). Figure 69.1 indicates that our

proposed method will be useful when detecting parts of image are resized.

69.4 Image Splicing Detection

In this experiment, we also first prepare training samples to train for classifiers. In

order to test the influence of the size of block, we get two classifiers on different size

of image. One classifier is obtained on 128 � 128 images; the other classifier is

obtained on 64 � 64 images. The training samples are also from UCID database.

The training set is composed by 1,336 original images and 1,336 corresponding

rescaled images for each size. After computing the 343-D feature of trained images,

the training feature set is a 2,672 � 343 matrix. We label 1,338 original block as

0 and 1,338 rescaled images as 1 for each size. The setup of SVM is the same as first

experiment. The SVM training will implement on the above feature set and get the

predicted model.

After getting the model, we will use the classifier to detect the spliced image. In

order to get a convincing result, we first introduce how to create the forged image in

our experiment. The two original pictures in Fig. 69.2 come from the UCID

database. These two images are not contained in the training samples, so the

number of training samples is 2 � 1, 338 � 2 ¼ 2672. The original images in

Fig. 69.2a, b are 512 � 384 in TIFF format. TheAdobe PhotoshopCS 2 is employed

as editorial tool. When the car is pasted into the first picture, resizing operation

must be employed to lessen the size of car for a convinced forged image. The forged

image saved as TIFF format showed in Fig. 69.2c is the same size as original image.

It is hard to distinguish whether the image in Fig. 69.2c is forged or not by human’s

eyes. When using detecting blocks with size 64 � 64, there are totally 48 blocks that

need to be tested. We first compute the feature for each block. Then we use

the classifier obtained on training samples of size 64 � 64 to predict these 48 blocks.

The same procedure is executed for detection block of size 128 � 128.

Figure 69.2d shows that our proposed method locates the forged part with high

accuracy; just only a part of car is not covered by 64 � 64 block. Though the

marked box is square, the people can easily take the car as forged part by

empirical experience. For the 128 � 128 block, Fig. 69.2e shows that it also

obtains good results, but the detection results are roughly caused by the larger

detection block. If the tested image is of large size and the spliced object is also

large, larger detection block is preferable. Though the accuracy of classifier

obtained on small-size training samples may not be very high, it is also the best

choice to detect image splicing.
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69.5 Conclusion

In this chapter, machine learning method was employed to detect image splicing.

Most of the image splicing operations will resize the pasted object for a better

tampering, which will bring re-sampling artifacts in the forged image. The modified

SPAM feature is used to capture the traces left by re-sampling. The feature of

training blocks is fed into SVM for a classifier. Block-based method was used to test

which parts of the image are forged by the classifier. Experiments showed that the

proposed method can detect forged parts of image efficiently. Making a robust

method (such as against JPEG compression) deserves more attention in the future.
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Chapter 70

A Lane Detection Algorithm Based

on Hyperbola Model

Chaobo Chen, Bofeng Zhang, and Song Gao

Abstract In order to improve the problem of recognition rate and inaccurate in the

curve, this paper proposed a lane detection algorithm based on hyperbola model,

which uses Canny operator to detect the edge of the lane and wields the Hough

transform to extract lane boundary points, and utilizes extended Kalman filter to

reduce road scanning range. By fitting points on pair road boundaries into the

hyperbola model, and completes the lane boundary reconstruction. Some experi-

mental studies are conducted, and the results show that the accuracy of the algo-

rithm has reached 93.4 % and the processing speed of each image needs 77.4 ms.

Our method is able to make full use of lane boundaries with existence partial

occlusion, blur and low contrast. Meanwhile, it can quickly and accurately identify

lane line, and it has high performance and robustness.

70.1 Introduction

Vision-based intelligent navigation system is an important application field of

computer vision [1]. At the present stage, machine vision and autonomous naviga-

tion often is used in intelligent vehicle road recognition [2]. The method is simple

and practical and can adapt to the complex road environment [3]. Currently, road

line detection algorithm consists of feature based and model based [4]. Feature-

based algorithm mainly identifies some characteristics of road, such as color [5],

texture, and shape. However, illumination changes, water stains, shadows, damaged

and discontinuous road markings will influence detection effect [6]. Model-based

algorithm primarily establishes road model and then according to image analysis

determines model parameters; and model contains all of the information of lane

line. The approach mainly differs in models, such as straight model, parabolic
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model, and spline curve model [7, 8]. There are a lot of lane detection algorithms

that use straight model, parabolic model, spline curve model, etc. The analysis of

the performance of the algorithms indicates that the straight model is fast, while

recognition accuracy of the curve is weak; Parabolic model is weak that steady of

straight and curve lines and markings is able to deviate; spline curve model is too

complex, slow and takes large computational resources. To solve the problems

mentioned, we have proposed a lane detection algorithm based on hyperbolic

model. Firstly, the algorithm uses Canny operator to detect the edge of the lane

and Hough transform to extract lane boundary points, and utilizes extended Kalman

filter predictive tracking algorithm to reduce road scanning range. By the way, it

can improve the accuracy of extraction. Eventually, by the left and right lane

boundary parameters match with the hyperbola model, meanwhile uses the least

squares method to solve the model parameters, and completes the lane boundary

reconstruction. It can overcome parabolic model in curve and straight lanes of joint

discontinuous problem, and experiment in many different conditions, includes

various weather and road. It has high performance and accuracy.

70.2 Road Model

The paper uses lane line combination model to build model. Near field applies to the

linear model is u ¼ bv � a, and far area applies to hyperbola model is

u� uH ¼ k
v�l= . As shown in Fig. 70.1. We establish a hyperbolic model on both

sides of the road:

u� uH ¼ k

v� l
þ b v� lð Þ ð70:1Þ

where l represents position of the vanishing line of the road on the image plane, k, b
and uH of which are hyperbolic model parameters, k represents the curvature of

lane, b represents relative direction of lane, uH represents the distance which is

between the lane line and the vertical axis. These parameters may be get that they

have been calculated the road image data with internal and external parameters of

v

A
B

C
u

border

Far Field

Near Field

l

Fig. 70.1 Road model
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the camera. One side of lane may be blocked by other vehicles, and leading to CCD

camera can’t be collected image information. Therefore, the paper proposes that use

a pair of hyperbolic model, but we assume that the marking line is parallel and equal

width. So the parameters can be solved with equation family on both sides of road

line, the left and right road line equations are as follows:

u� uH ¼ k

v� l
þ bl v� lð Þ ð70:2Þ

u� uH ¼ k

v� l
þ br v� lð Þ ð70:3Þ

As the boundary line on both sides of road is parallel, boundary parameters k and
b value are the same, but uH is different. The lane model can be formulated by an

extended equation:

u� uH ¼ k

v� l
þ bl v� lð Þ þ br v� lð Þ ð70:4Þ

b(l ) ¼ 0, it is on the right lane line and b(r) ¼ 0 if it is on the left one. This chapter

combines both sides of the curve into a pair of hyperbola, and that curve parameters

add only one. It is less increased calculation that it greatly improves the accuracy

and robustness of the curve model, especially when the lane line is blocked, or

partially damaged.

70.3 Lane Detection Algorithm Method

Vision-based lane line detection establishes the road model which is commonly

used method for mostly scholars. The algorithm described in this paper is quite

unique as it uses a combination of scan lane lines and improved Hough transform to

match a hyperbola model. The combinatorial hyperbola model is rarely used, while

most of the lane detection is conducted by template-based models. First, the

algorithm converts the image to a grayscale. Due to the presence of noise in the

image, so we apply the Bilateral Filtering algorithm. After this, the edge detector is

used to produce an image edge by Canny operator, the image has detected which

produce the left and right lane boundary. Next, the lane boundary scan uses the

information in the edge image detected by Hough transform to perform the scan and

obtain a series of points on the left and right lane lines, and using extended Kalman

filter predictive tracking algorithm to reduce road scanning range. Finally, combi-

natorial hyperbola model is fitted to the date points and completed the lane

boundary reconstruction (Fig. 70.2).
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70.3.1 Lane Edge Extraction

Autonomous unmanned vehicle systems acquire pictures which are containing

noise, but, presence of noise in our system will affect edge detection, so noise

removal is very important, Bilateral Filtering is used to achieve edge-preserving

de-noising. Now existing edge detection operator: Canny, Sobel, Robert, Prewitt,

Laplacian, etc. Among Canny operator is a filter, enhancement and detection of

multistage optimization operator. Detecting edges more complete and better posi-

tioning performance. Considering the performance and speed characteristics of the

operator, the algorithm using Canny edge detection in this paper. Lane boundaries

are defined by sharp contrast between the road surface and painted lines obviously

form edges on the image. Thus, Canny edge detector was employed in determining

the location of lane boundaries. Operator compare shown in Fig. 70.3.

70.3.2 Lane Line Extraction

Lane extraction is used a standard Hough transform by a restricted search space. Its

character is accurate extraction and high anti-interference ability. First, Hough

transform obtain roadway centerline and vanishing line, then extracting road on

both sides of the boundary line with real-time road of the same width. Hough

transforms searches for lines using the equation shown in Fig. 70.4.

ρ ¼ x cos θ þ y sin θ ð70:5Þ
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Formula ρ represent from straight line m to the origin distance, ρ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
.

Normal line and x-axis angle θ, it ranges� 90∘ � θ � 90∘. In reality we reject any

line that falls outside a certain region, for example a horizontal line is probably not

lane boundary and can be rejected. The Hough transform was modified to limit the

search space to 30∘ for each side. Also the input image is searched separately and

returning the most dominant line in the half image that falls within the 30∘ window.

The horizontal line at this intersection is referred to as the vanishing line.

70.3.3 Extended Kalman Filter

Lane line parameters ρ and θ were obtained by the Hough transform, as we use

hyperbolic model and extended Kalman filter. Due to the lane line is different,

dimension of ρ and θ is different. However, taking advantage of extended Kalman

filter to track boundary point, the dimension of the parameter must be unified. These

are the extended Kalman filter equations for a nonlinear measurement equation, the

EKF will provide us with a feedback K.

xtþ1 ¼ Axt þ But þ wt, yt ¼ h xtð Þ þ et ð70:6Þ

Dxh½ �ij ¼
∂hi
∂xj

, Ct ¼ XtDxh x̂
t
��t�1

� �
ð70:7Þ

by the observing data substitute into the formulas (70.6) and (70.7) to solve Ct

matrix, then by means of the formulas (70.8) and (70.9) to get gain Kt and error Pt,

finally, formula (70.10) output current estimates x̂ t.

Kt ¼ Pt�1C
T
t CtPt�1C

T
t þ YtRY

T
t

� ��1 ð70:8Þ
Pt ¼ APt�1A

T þ Q� AKtCtPt�1A
T ð70:9Þ

x̂
tþ1

��t ¼ A x̂
t
��t�1

þ Kt Ytyt � Xth x̂ t
��t� 1

� �� 	� �
þ But ð70:10Þ

The predicted value of current state is the tracking results of previous state.

A true value of the present state is the measured value. We can obtain track value of

the state. The value is the predicted value of the next state, so the lane parameters

θ ρ

x

y

m

Fig. 70.4 Hough transform
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are circularly estimated. Usually, by the first three images road parameters average

value is the initial value of forecast. We use lane tracking algorithm that in order to

reduce the scope of lane line scan.

70.3.4 Fitting Hyperbola Model

We use the mid-to-side road scan method to obtain a point of the left and right sides

of the two time series, the hyperbola fitting phase uses the vectors of points from the

lane. We could determine the vanishing point of the lane marking in the image

space and obtain the parameter l of the improved hyperbola model. Left and right

lane line boundary points are Ll ¼ {(u1,v1),(u2,v2), � � �,(un,vn)} and Lr ¼ {(u1,v1),
(u2,v2), � � �,(um,vm)}, respectively. Then a least squares technique is used to fit

hyperbola model. The left and right parameters of lane model and working out

the parameters of the road model:

N1 ¼

1

vr1 � l
1 0 vr1 � l

⋮ ⋮ ⋮ ⋮
1

vrn � l
1 0 vrn � l

2
666664

3
777775

N2 ¼

1

vl1 � l
1 vl1 � l 0

⋮ ⋮ ⋮ ⋮
1

vlm � l
1 vlm � l 0

2
666664

3
777775

where

A ¼ N1

N2


 �
, X ¼ k; uH; bl; br½ �T , Β ¼ [u

ðrÞ
1 ,u

ðrÞ
2 , � � �,uðrÞn ,u

ðlÞ
1 ,u

ðlÞ
2 , � � �,uðlÞm ]Τ

So solving matrix equation AX ¼ B, and calculating the model parameters

k and b.

N1

N2


 �
k; uH; bl; ur½ �T ¼ u

rð Þ
1 ; u

rð Þ
2 ; L; u rð Þ

n ; u
lð Þ
1 ; u

lð Þ
2 ; L; u lð Þ

m

h iT

k ¼ 0 means that straight road, k > 0 means the road ahead turn left, and k < 0

means the road ahead turn right. Amplitude indicates that the degree of bend of the

left and right lane line; b represents the traveling direction of the lane. Simulation

results demonstrate that hyperbolic model parameters provide curvature of the road

ahead to unmanned vehicle systems and to judge bodywork turn left or right. It

plays a vital role in the model matching and lane line fitting (Figs. 70.5 and 70.6).
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70.4 Experiment Result

This lane detection algorithm has been simulated and tested by VC++ on real road

images, in order to verify effectiveness and stability of the algorithm. These lane

images include straight and curve road, with or without shadows and lane marks.

During the experiments, the images are 320 � 240 pixels with colors. The image

processing speed needs 77.4 ms, accuracy reaches 93.4 %. We have tested at

different locations and times. Partial test results are shown in Figs. 70.7 and 70.8.

Partial lane is blocked by neighboring vehicles in Fig. 70.7, but the algorithm can

extract the lane marking and it achieves a good result. Some curved road is tested in

Fig. 70.8, but the algorithm can accurately orientate boundary line and curve

position. The testing results indicate that the algorithm is good stability, high

recognition rate, and robustness.

70.5 Conclusion

In this paper, we propose a lane detection algorithm based on hyperbola model. The

algorithm extracts road markings, matches hyperbola model, and reconstructs the

road markings by the least squares method. It can deal with the occlusion and

imperfect road condition. We choose curve and straight road, with or without

shadows lane condition. The experimental results indicate that it is able to

Fig. 70.5 Lane curvature

simulation figure

Fig. 70.6 Lane direction

simulation figure
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accurately and reliably recognize the boundary markings of the lanes in complex

environment.

Acknowledgements This work was supported by the projection of National Natural Science

Foundation of China (61271362) and Shaanxi Province Natural Science Foundation (12JK0502).

We would like to thank them.

References

1. Khalifa, O. O., Khan, I. M., & Assidiq, A. A. M. (2010). A hyperbola-pair based lane detection

system for vehicle guidance. Proceedings of the World Congress on Engineering Computer
Science (pp. 20–22). WCECS2010, USA

2. Yu, B., & Jain, A. K. (2010). Lane boundary detection using a multiresolution Hough transform.

Proceedings of International Conference on Image Processing (pp. 748–751). IEEE Computer

Society, USA

3. Cheng, H. Y., Jeng, B. S., et al. (2006). Lane detection with moving vehicles in the traffic

scense. IEEE Transactions on Intelligent Transportation Systems, 7(4), 571–582.
4. Gao, S., Qin, L., & Chen, C. B. (2013). Structured road lane marking identification algorithm.

Journal of Xi’an Technological University, 33(1), 14–19.
5. Li, Q., & Zheng, N. N. (2004). Spring robot: A prototype autonomous vehicle and its algorithms

for lane detection. IEEE Transactions on Intelligent Transportation Systems, 5(4), 300–308.
6. Sharma, U. K., & Davis, L. S. (2009). Road boundary detection in range imagery for an

autonomous robot. IEEE Transactions on Robotics and Automation, 4(5), 515–523.
7. Lutzeler, M., & Dickmanns, E. D. (2009). Recognition of intersections on unmarked road

networks. Proceedings of the IEEE Intelligent Vehicles Symposium (pp. 302–307). Washington,

DC: IEEE Computer Society

8. Wang, Y. (2004). Lane detection using spline model. Pattern Recognition Letters, 21(3),
677–689.

Fig. 70.7 Straight-line test results

Fig. 70.8 Curve test results

616 C. Chen et al.



Chapter 71

Comparisons and Analyses of Image

Softproofing Under Different Profile

Rendering Intents

Qingxue Yu, Yunhui Luo, Maohai Lin, and Quantao Liu

Abstract This paper presents some results from an experiment of image

softproofing under different International Color Consortium (ICC) rendering

intents, which will be available for selecting an appropriate rendering intent in

printing processes. In a screen softproofing procedure, image is converted via ICC

profile embedded in image itself to output device profile, then to proofing device

profile. With the rendering intent of absolute colorimetry in the second conversion,

the effects of different rendering intents in the first conversion have been investi-

gated through a softproofing software developed in Matlab 7.0. A variety of testing

images, including light tone, shadow detail, etc., are used for image softproofing.

The color differences between original images and proofed images are calculated

under the S-CIE L*a*b* color difference formulae. Comparisons and analyses on

the obtained images under four rendering intents show the effects of color charac-

teristics of original images on rendering intent selection.

71.1 Introduction

Faithful color reproduction is the aim of printing industry. Due to color information

transferring among different devices, color consistency is the vital key to high-

quality prints [1]. Therefore color management is necessary for printing reproduc-

tion. International Color Consortium (ICC) profile-based color management system

(CMS) is the primary tool for color control in printing industry [2]. In an ICC
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profile, there are four modes of rendering intent, i.e., perceptual, saturation, relative

colorimetry, and absolute colorimetry, for color conversion between different

devices. The four rendering intents correspond to different color mapping algo-

rithms of gamut compression or reduction, which are suited for different cases

[3, 4]. Appropriate rendering intents can result in better printing performance.

Theoretically, the selection of rendering intents is relevant to source image char-

acteristics, output device properties, and printing purposes. But in practice, it is

usually determined by fuzzy experiences of color management technicians. There-

fore, automatic selection for rendering intents is an attractive research topic in

printing production.

There are some attempts for automatically selecting rendering intents in recent

years [5–8]. Based on the state information and a current task in an imaging

workflow, from a group of rendering intent including perceptual, saturated, relative

colorimetric, and absolute colorimetric, automatically converting an original image

to a new color space based on the color profile and the selected rendering intent, and

making the converted image available for processing and output. This is a general

procedure of automatic selection for rendering intents [5, 6]. At present, the digital

proofing technology has increasingly become mature and been of great develop-

ment [8]. It utilizes the color of displays to simulate the real output color of

prints, and with the advantage of fast proofing speed, high convenience, and low

cost, especially real-time proofing in different locations. In order to meet demand

of printing production, automatically selecting rendering intents for image

softproofing will affect efficiency of the color reproduction.

This work investigated the selection of four ICC rendering intents through a

softproofing experiment. An experimental methodology and a Matlab software are

developed for converting image color under different rendering intents. By real-

time softproofing, color gamut of original image, printing device, and softproofing

device are all presented in a visualized fashion. Color difference with S-CIE

L*a*b* space [9], which combines with space attributes of human vision system,

are introduced to evaluate color reproduction performance. The experimental

results show the effects of color characteristics of original image and output device

on rendering intent selection.

71.2 Preliminaries

Color Conversion of Softproofing. During the softproofing procedure, two color

conversions are involved, connecting with twice selections of rendering intents, as

shown in Fig. 71.1. The two types of profile used in the first step are the profile

embedded in image itself (e.g., the sRGB profile) and the profile of printing devices

(e.g., an OKI 9800 printer profile). In the second step the profiles for printing output

device and softproofing device (e.g., a display profile) are used. Since softproofing

is to employ colors of a display screen to simulate real printing colors, the color

range of a proofing equipment, i.e., color gamut, should usually be larger than that
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of the printing device in order not to loss color information. It means that the color

gamut described by the profile of softproofing device should be bigger than that of

source image so as to realize the purpose of proofing. Therefore, the rendering

intent of absolute colorimetry should be utilized for softproofing in the second

conversion, and the selection of rendering intent is just needed and available in the

first color conversion.

Calibration and Characterization. Calibration is the premise of characterization

and the key step of color management [10]. For a display used for softproofing, a

typical calibration process is as follows: (1) Switch on the power of display to adjust

lightness, contrast and RGB which conform to the conditions of calibration, and

keep open more than 2 h to ensure relatively stable color gamut. (2) Individually

calibrate display contrast, lightness, white balance, tone reproduction, cooperating

with an Eye-One Pro spectrophotometer and the software of ProfileMaker 5.0.

(3) Implement the sequence of calibration according to the prompts of the

ProfileMaker software. Establishing profile of a device (by the ProfileMaker soft-

ware) is called as characterization. Since each color input device or output device,

and even color material, such as printing ink, dyeing phosphorus of display

screens, etc., can only exhibit a specific color range (color gamut), the purpose of

characterization is to establish color gamut for these devices or materials, and

record its mathematical characteristics so as to carry on proper color conversions

[1, 10, 11]. Color management is achieved by a universal and device-independent

Profile Connection Space (PCS) of color. The device profile bridges its device color

space and the PCS.

Color Difference. The color difference between original and proofed images is a

traditional evaluation method for color reproduction performance [8]. Color differ-

ence formula of 1976 CIE L*a*b* color space has a wide range of applications in

the printing and imaging science field. But the calculation of color difference does

not fully match the actual feeling of human vision. For example, when watching a

halftone image at a distance, the effect felt by human vision is very close to the

actual effect of continuous tone image. But when we calculate the color difference

between halftone image and continuous tone image with the CIE L*a*b* color

difference formula, the values for these two cases are very different. Aiming to

measure errors of image color reproduction, Zhang and Wandell proposed S-CIE

L*a*b* (Spatial-CIE L*a*b*) color space [9]. S-CIE L*a*b* color space adds a

space preprocessing step on the basis of CIE L*a*b* color space, and it is suited for

image quality assessments. S-CIE L*a*b* color space combines the traditional

color difference formula with space attributes of human visual system.

Fig. 71.1 Color conversion of softproofing
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71.3 Experimental Setup

71.3.1 Testing Images Selection

Testing images cover common types encountered in practical applications. Eight

testing images are selected from ISO (the international standard organization),

GATF (Graphic arts technology foundation of the United States), and Kodak

Company, as shown in Fig. 71.2. These images are embedded with the sRGB profile.

Shadow tone image. The dominant tone of such images is shadow tone, including

the red, green, blue and a variety of perfect woodiness grain tone.

Light tone image. As Image 3 in Fig. 71.2 illustrated, its dominant tone is soft light

and white.

Fig. 71.2 Testing images (1) shadow tone (GATF) (2) shadow tone (ISO) (3) light tone (GATF)

(4) Group portrait (GATF) (5) neutral gray (GATF) (6) full tone (ISO) (7) full tone (Kodak)

(8) memory color (GATF)
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Group portrait image. In group portrait pictures, human skin color should be

received much attention.

Neutral gray image. In neutral gray images, there still have some warm or cold gray

tone besides neutral gray color. The saturated color is a key tone.

Full tonal image. An original full tonal image is usually taken by camera in a close

range, as shown in Images 6 and 7 of Fig. 71.2. Both pictures have less object

elements, providing a wide range of color and tone.

Memory color image. Image 8 of Fig. 71.2 shows an outstanding outdoor scenery of

natural light color. It can arouse human reactions of memory color. Memory colors

are processed by the human visual system and stored as memories. When readers

see such images, they will first judge whether or not image colors are credible.

71.3.2 Softproofing

After device calibration and characterization, the color conversion will be

implemented by a Matlab software for selected testing images. The specific output

device profile is chosen to realize color conversions to simulate the actual output

effects in a display, which is just so-called softproofing. The graphic user interface

(GUI) of the proofing software developed in Matlab 7.0 is shown as in Fig. 71.3.

Three output profiles are used for testing experiments, which are an OKI 9800

digital printer profile, the USWebCoatedSWOP profile, and the JapanWebCoated

Fig. 71.3 GUI of the softproofing software
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profile. The developed software can provide proofed images under the four render-

ing intents. And it also presents the functions of reading and showing images,

selecting ICC profiles, showing color gamut of original image and output device,

calculating color gamut volumes, selecting rendering intents, as well as computing

color differences between original and proofed images.

71.4 Results and Discussion

Table 71.1 gives the calculation results of color difference, as illustrated in

Fig. 71.4, where ΔE is color difference under CIE L*a*b* formula, and ΔEs
under S-CIE L*a*b* formula.

From results in Table 71.1, we can see that two kinds of color difference values

(ΔE) of absolute colorimetry are very small in the four rendering intents for all of

Table 71.1 Color difference under different rendering intents

I P

Pc RC S AC

ΔE ΔEs ΔE ΔEs ΔE ΔEs ΔE ΔEs
1 O 9.1824 8.4582 6.1809 5.6173 9.1824 8.4582 5.8017 5.1207

U 11.2083 10.0711 9.98 8.9668 10.8589 9.7939 6.404 5.6574

J 11.0016 9.9907 8.8864 8.8864 10.5609 9.6557 6.2593 5.5461

2 O 7.7236 7.226 5.0603 4.7205 7.7236 7.226 3.8561 3.471

U 10.3029 9.3176 9.5364 8.6129 10.1458 9.1847 4.7472 4.257

J 9.7448 8.935 8.4715 7.7629 9.5454 8.7685 4.5876 4.1535

3 O 9.2044 8.3108 9.4993 8.7942 9.2044 8.3108 4.5012 4.2771

U 9.7315 8.4912 19.8834 17.7913 19.6872 17.5998 12.6957 11.0366

J 16.6087 14.9206 16.622 14.9852 16.5207 14.8616 9.7315 8.4912

4 O 8.022 7.1903 7.1535 6.623 8.022 7.1903 4.4031 3.8995

U 12.6957 12.4205 13.5536 12.2659 13.5833 12.2181 6.1182 5.3619

J 12.3009 11.0637 11.5951 10.5815 11.9453 10.7998 5.4399 4.7874

5 O 8.9893 8.7623 7.4581 7.2681 8.9893 8.7623 5.9545 5.8116

U 12.0784 11.2882 11.5081 10.724 12.0716 11.2839 6.2993 6.1302

J 11.7767 11.2005 11.077 10.5022 11.7513 11.1824 6.7447 6.6214

6 O 8.2202 7.4923 5.9906 5.4734 8.2202 7.4923 5.1105 4.3871

U 11.7296 10.5297 10.635 9.5469 11.2639 10.1575 5.7357 4.9926

J 11.0877 10.0266 9.0022 8.1818 10.463 9.5468 5.5072 4.7885

7 O 9.7536 8.2568 8.4941 7.3747 9.7536 8.2568 5.7435 4.7157

U 14.9363 13.4799 14.614 13.143 14.7822 13.3763 10.3817 9.4473

J 14.3781 13.0953 13.609 12.3419 14.1692 12.9617 10.5937 9.6664

8 O 10.0666 9.0852 9.0404 8.3656 10.0666 9.0852 6.1823 5.6012

U 17.4486 15.8903 16.816 15.3668 16.8663 15.4044 13.8966 12.3266

J 15.6582 14.2787 14.631 13.4386 15.017 13.7611 12.0472 10.7394

I Image, P Profile, Pc Perceptual, RC Relative Colorimetry, S Saturation, AC Absolute Colorim-

etry, O OKI 9800, U USWebCoatedSWOP, J JapanWebCoated
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the selected test images. Combined with human visual observation, the conversion

effect of absolute colorimetry rendering intent is also the best. All above can

prove that the absolute colorimetry rendering intent is suitable for image

softproofing.

According to Table 71.1 and Fig. 71.4, the results with perceptual and saturation

rendering intents are similar, and these two kinds of color difference values are all

somewhat larger; Moreover, color difference values under relative colorimetry and

absolute colorimetry rendering intents are somewhat smaller. These can illustrate

that absolute colorimetry rendering intent is the best choice when color gamuts of

source image and output device are nearly approached.

In addition, for a shadow tone image, the difference of ΔE or ΔEs value between
relative colorimetry and absolute colorimetry rendering intents is not very larger.

For a light tone image, the ΔEs value among perceptual, relative colorimetry and

saturation rendering intents have a little difference. The results of group portrait

images, neutral gray images and memory color images are as the similar. For a full

tonal images, the ΔEs value of four rendering intents have a large difference, which
means the proper selection is the relative colorimetry or absolute colorimetry

rendering intent.

Fig. 71.4 Color difference under different rendering intents
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71.5 Conclusion

This paper presented results from an experiment of image softproofing under

different ICC rendering intents. Through a softproofing software developed in

Matlab 7.0, a variety of testing images were used for color difference analysis

under CIE L*a*b* and S-CIE L*a*b* formulae. Comparisons and analyses pro-

vided useful guidelines for selecting rendering intent of output device profiles in

printing processes. Automatic selection for rendering intents is currently under

study and progress will be reported in the future.
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Chapter 72

An Improved Dense Matching Algorithm

for Face Based on Region Growing

Xin Xia and Shaoyan Gai

Abstract Traditional dense matching algorithms for face based on region growing

have a lot of flaws. To generate a better disparity map, a novel improved method is

proposed in this paper. Firstly, scale invariant feature (SIFT) algorithm is adopted

to detect feature points for a pair of images, which are taken from two different

angles. Secondly, this paper uses normalized cross correlation (NCC) to get match

points and uses random sampling consensus (RANSAC) algorithm to eliminate

mismatches. Several robust seeds are generated after this step. At last, by using an

improved strategy of region growing, in which seeds are evaluated to help deter-

mine the locations and sizes of the search windows dynamically, the matching

relations of seeds propagate to other parts of images. Experiments show that this

method can obtain a good disparity map and has high computation speed.

72.1 Introduction

Three-dimensional information of face is widely used in the area of three-

dimensional animations, face recognition, and so on [1]. Passive reconstruction

systems for 3D information of face draw a wide attention for its flexible imple-

mentation and simple configuration [2]. This method reconstructs the 3D informa-

tion of the face by using a pair of images taken from two different angles.

This paper focuses on the stereo matching algorithm, which is the core of the

reconstruction system.
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Scale invariant feature transform (SIFT) algorithm was proposed by Lowe in

1999 [3]. This method can detect feature points and keep the invariability for

scaling, rotation, and several other transformations. Zhou used this algorithm for

the research of face matching [4]. Because the SIFT feature points are based on the

gradient magnitude calculated by the grayscale value of images, traditional

matching algorithm based on SIFT has a poor performance when the difference

of light distribution between two images is very large. In some condition, this

algorithm cannot find any match points [5].

Image dense stereo matching algorithm based on region growing is a method to

match the images by propagating the matching relations to other parts of the images

[6]. This algorithm performs well for multi-texture images. Tang adopted this

method for image matching [7]. But because this method relies on the amount

and accuracy of the seeds, error-matched points would cost more time for the

calculating of region growing and lead to the accumulation of mismatch. All

these flaws may result in a poor disparity map and make it hard to determine the

size of the search window.

Normalized cross correlation (NCC) algorithm is a matching method based on

statistical principle [8]. This algorithm calculates the cross-correlation coefficients

by using the grayscale values of pixels in the windows of the two images for

matching. Compared to SIFT, this method is more stable for the difference of

light between images. Random sampling consensus (RANSAC) is an algorithm

using random uncertainty [9], which is capable of processing data with a large

proportion of error points.

To solve all these problems above, this paper uses a method combining SIFT and

NCC algorithms for the first match, then using RANSAC algorithm to eliminate the

error-matched points to make the seeds more reliable. In addition, this paper pro-

poses an evaluating system, which optimizes the choice of the size and location of

the search window. This system helps to reduce mismatch and to increase the

computational efficiency.

72.2 SIFT Feature Points Detecting and NCC

First Matching

Detecting of SIFT feature points of each image is necessary for the first match. This

method of detecting contains four steps. First of all, Gaussian pyramid and DOG

pyramid of each image should be built to detect extreme values and find out the

approximate location of feature points by constructing scale space. Secondly, this

method fits the local extreme values with 3D quadratic function to determine the

location and scale precisely and eliminate points with low contrast on the unstable

edge. Thirdly, this method assigns the major orientation of the feature points by

using the distribution of the gradient direction in the neighboring windows of the

feature points. Lastly, this method describes each feature point with 16 points, each
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point has information in 8 directions and obtain 128 dimensions feature vectors.

Figures 72.1 and 72.2 are two sets of initial images under different lighting

conditions. Figures 72.3 and 72.4 show the SIFT feature points detected from the

initial images.

Traditional matching algorithms for the SIFT feature points are based on the

Euclidean distance. Because the SIFT feature points are based on the gradient

magnitude calculated by the grayscale value of images, traditional method has a

poor performance when the difference of light distribution between two images is

very large.

To solve this problem, this paper combines SIFT and NCC to process the first

match. NCC algorithm is a matching method based on statistical principle, which

Fig. 72.1 Initial images

of Set 1

Fig. 72.2 Initial images

of Set 2

Fig. 72.3 Feature points

detected from Set 1

Fig. 72.4 Feature points

detected from Set 2
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calculates the cross-correlation coefficients by using the grayscale values of pixels

in the windows of the two images for matching. In this method, a neighboring

window is opened around the feature point, which is to be matched in the lift image.

Then windows with same size are opened around every single feature point in the

right image. Then the grayscale values of every pixel in those windows are taken

into Eq. (72.2) to calculate the cross-correlation coefficients. The point with the

largest coefficient and the feature point to be matched are a pair of match point.

ρ i0; j0ð Þ ¼

X
i;jð Þ∈W1,2 i0;j0ð Þ

G1 i; jð Þ � G1

�h i
G2 i; jð Þ � G2

�h i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i;jð Þ∈W1 i0;j0ð Þ

G1 i; jð Þ � G1

�h i2 X
i;jð Þ∈W2 i0;j0ð Þ

G2 i; jð Þ � G2

�h i2s (72.1)

In this equation,W1(i0,j0) andW2(i0,j0) are the two neighboring windows around
the feature point (i0,j0) in the two images. ρ(i0,j0) is the cross-correlation coefficient
between those two windows. G1(i,j) and G2(i,j) are the grayscale values of point

(i,j) in two images. �G1 and �G2 are the average values of the grayscale values in

those two windows.

Compared to the common definitions of NCC coefficients, Eq. (72.1) subtracts

the average value of grayscale in single window, which improves the performance

of NCC and makes the process of matching not affected by the difference of

distribution of light between images. Figure 72.5 shows the 13 pairs of match

points in Set 1 computed from SIFT algorithm. Figure 72.6 shows the 22 pairs of

match points in Set 2 computed from SIFT algorithm. Figure 72.7 shows the

16 pairs of match points in Set 1 computed from NCC method. Figure 72.8

shows the 28 pairs of match points in Set 2 computed from NCC method.

Fig. 72.5 Match points

in Set 1 from SIFT

Fig. 72.6 Match points

in Set 2 from SIFT
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72.3 Eliminating Mismatch by RANSAC

After the first match, several match points are generated while some of them are

error matched. In this paper, RANSAC algorithm is used to eliminate the mis-

matches. RANSAC is an algorithm using random uncertainty [9], which is capable

of processing data with a large proportion of error points. Figure 72.9 shows an

experiment using RANSAC to find the correct points in a line. There are 25 correct

points and 50 error points in the figure, and the error rate is 67 %. After 500 iter-

ations, 17 correct points were found out, and all error points are eliminated.

72.4 Region Growing

Region growing is a process that propagates the matching relations of seeds to other

parts of images [10]. The basic strategy of region growing can be shown as

Fig. 72.10. In Fig. 72.10, point La in left image and point Ra in right image are a

pair of matched points. Point Lb and point Lc are around point La in the left image,

Fig. 72.8 Match points

in Set 1 from NCC

Fig. 72.7 Match points

in Set 1 from NCC

Fig. 72.9 RANSAC

experiment
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which means point Rb and point Rc, the match points of point Lb and point Lc, are
around point Ra too. So the search areas of those two match points can narrow down

to neighboring windows of point Ra. With this algorithm, once a pair of robust

match points is found, this matching relation can be quickly propagated to other

parts of an image.

If two pairs of match points are known, the strategy can be shown as Fig. 72.11.

In this figure, point La1 with point Ra1 and point La2 with point Ra2 are two pairs

of match points. Point Lb in the left image is around both point La1 and point Ra1,
which means that point Rb, the match point of point Lb is around point Ra1 and

point Ra2. The search window is located by both point Ra1 and point Ra2. Search
window of a point can be determined by one pair of match points or several pairs.

But because the degree of accuracy and the computation speed of this method

rely on the amount and accuracy of the seeds, to lower the negative effects of seeds

with low robustness, this paper proposed an evaluating system for the reliability

of the seeds.

R i0; j0ð Þ ¼

X
i;jð Þ∈As

ρ i; jð Þ

n
(72.2)

In Eq. (72.2), R(i0,j0) is the evaluation for seed (i0,j0). As is a neighboring area

with the size of 3 � 3. ρ(i,j) is the NCC coefficient of the seed (i,j) in this area. n is
the number of the seeds that in this area. During the process of region growing,

seeds with large R will be taken into calculation first. The size of the search

windows is inversely proportional to the R. In Eq. (72.3), N is the size of the search

window for the next match point. R is the evaluation of the prior seed. λ is a

coefficient which determined by the specific conditions.

Fig. 72.10 Basic strategy

of region growing

Fig. 72.11 Location of

search window
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N ¼ λ

R
(72.3)

With this improved strategy of region growing, it can be ensured that growing

happens around robust seeds first. Also the adaptive window can help to reduce the

computation time and increase the veracity of the algorithm.

72.5 Algorithm Summary

Algorithm in this paper can be summarized as follow:

(a) Detect SIFT feature points of images and use NCC to do the first match.

(b) Eliminate the error-matched points by using RANSAC and obtain robust seeds.

(c) Evaluate all seeds and put them into a sequence in order.

(d) If the sequence is not empty, take out the first pair of seeds in the sequence and

determine the size of the search window for the next match points. Calculate the

match points of the 8 points around the seed.

(e) Put the new match points into sequence in order.

(f) Repeat step d and step e until the sequence is empty.

72.6 Experiments

Figures 72.12 and 72.14 are the disparity maps by using seeds from Figs. 72.5 and

72.6, which shows the result of the traditional algorithm. Figures 72.13 and 72.15

are the disparity maps by using this paper’s method. Match points from Figs. 72.7

and 72.8 are processed with RANSAC and generate seeds for the region growing

which uses the improved strategy with the evaluating system. It is obvious that the

disparity maps generated by method in this paper are smoother and cover more area

of the face. Table 72.1 shows the average computation time for two sets of

experiments of both traditional algorithm and method of this paper. This paper’s

method is more efficient.

Fig. 72.12 Traditional

algorithm for Set 1
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72.7 Conclusion

This paper proposed an improved dense matching algorithm for face based on

region growing. The algorithm combines SIFT and NCC for the initial match, and

then uses RANSAC to eliminate the error-matched points to make the seeds more

reliable. By using an improved strategy of region growing, in which seeds are

Fig. 72.13 This paper’s

method for Set 1

Fig. 72.14 Traditional

algorithm for Set 2

Fig. 72.15 This paper’s

method for Set 2

Table 72.1 Computation

time
Algorithm Traditional This paper

Computation time 5.8 s 3.9 s
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evaluated to help determine the locations and sizes of the search windows dynam-

ically, the matching relations of seeds propagate to other parts of images.

From the experimental results, it can be concluded that compared to traditional

algorithm, this paper’s algorithm can generate better disparity maps, which are

smoother and cover more area of the face. Also, this paper’s algorithm has a higher

computational efficiency.
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Chapter 73

An Improved Feature Selection Method

for Chinese Short Texts Clustering Based

on HowNet

Xin Chen, Yuqing Zhang, Long Cao, and Donghui Li

Abstract Short texts have played an important role in the field of text data mining.

Because of the problems arousing from the complexity of Chinese semantics and

data sparseness, which is an obvious characteristic of short texts, it is necessary to

explore some new semantic-based methods to cluster Chinese short texts. An

improved approach of feature selection based on HowNet is applied in this paper

to address data sparseness of Chinese short texts. By redefining Vector Space

Model in semantic level and merging generalized synonymy features, we present

a new feature generation strategy. Experimental results show that by merging

semantic similar feature, our method is effective in feature dimension reduction

and gets better clustering performance. The proposed HowNet-based feature selec-

tion method is suitable for Chinese short texts clustering.

73.1 Introduction

With the popularization of Web2.0, instant message, image captions, twitter etc.

which in the form of short texts have played an irreplaceable role in the area of

public opinion analysis [1], Social Networking Services (SNS) [2], and topic

tracking [3]. The clustering of short texts which is the basis of information analysis,

however, presents great challenges. Because of the features of short texts, they

cannot provide competent context information or word co-occurrence information

for similarity measure [4], which is the basis of clustering methods [5]. Thus, the

traditional methods of text clustering are not suitable for short text clustering when

they are directly applied [6].

This paper is concerned with improving performance of the Chinese short texts

clustering. We propose an effective feature selection method by word semantic
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similarity calculating based on HowNet [7]. We redefine Vector Space Model

(VSM) [8] in semantic level and use a new feature generation strategy that merges

generalized synonymy features. The experimental results demonstrate that the

method obviously reduces the negative forces of sparse feature and improves the

clustering accuracy.

73.2 Related Works

At the present, there are generally three types of approach in short texts clustering.

The first proposed by Phan et al. [4] is mining the implicit topic of short texts based

on the topic model and improving the co-occurrence probability of the feature

terms. Quan et al. [9] also measured similarity between different feature terms in

short texts with different topics based on the Latent Dirichlet Allocation (LDA)

model. The second is achieving the short texts clustering based on similarity of the

feature terms by using search engines by Sahami et al. [10]. The third presented by

Gabrilovich et al. [11] is expanding feature terms by world knowledge to improving

clustering performance in short texts. Hu et al. [12] using World knowledge such as

WordNet or Wikipedia to reduce negative impact of data sparseness.

However, Chinese short texts are quite different from general short texts as a

result of the complexity of Chinese semantic. Pu et al. [13] using Latent Semantic

Indexing (LSI) for text preprocessing and then using Independent Component

Analysis (ICA) to deal with Chinese short texts. The result expresses that the

combination of LSI and ICA method is little better than ICA. Zuo et al. [14]

improved the performance of Chinese short texts classification by selecting key

words from training set. However, it is far from ideal effect. Ning et al. [15]

proposed a method by using the domain word ontologies to deal with Chinese

short texts. In order to solve the sparse feature keywords in Chinese short texts, Jin

et al. [16] expanded semantic features to improve clustering effect. Our method is

also committed to reduce the negative forces of sparse feature, but the core is

improving feature selection method by word semantic similarity calculating.

73.3 Words Semantic Similarities Calculation

There are many approaches proposed to calculate Chinese words semantic similar-

ities. HowNet as a widely adopted method is used in this paper to address words

semantics.
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73.3.1 HowNet Overviews

According to the official website of HowNet, the definition of HowNet is an online

commonsense knowledge base unveiling inter-conceptual relations and inter-

attribute relations of concepts as connoting in lexicons of the Chinese and their

English equivalents [7]. The latest version covers over 65,000 concepts in Chinese

and close to 75,000 English equivalents, and the relations include hyponymy,

synonymy, antonymy, meronymy, attribute-host, material-product, converse,

dynamic role, and concept co-occurrence [7]. The knowledge dictionary of HowNet

is based on words and their concepts. Concept and sememe are the most important

elements in the definition of HowNet. Concept, which is not we usually refer,

describes one item of word semantics. Each word includes one or more items, and

an item in the HowNet is called as sense corresponding. The concept of HowNet is

described using a kind of knowledge representation language, each term used in the

knowledge representation language is called as the sememe. A sememe refers to the

smallest basic semantic unit. Every concept of a word or phrase and its description

form one entry as follow:

NO ¼ word/phrase ID

W_C ¼ Chinese word/phrase form

G_C ¼ Chinese word/phrase syntactic class

E_C ¼ example of Chinese word/phrase usage

73.3.2 Words Semantic Similarities Calculation
Based on HowNet

One of the popular methods of Chinese word semantic similarity calculation based

on HowNet was proposed by Liu [17]. For two words W1 and W2, if W1 included

n concepts C11, C12, . . ., C1n, and W2 included m concept C21, C22, . . ., C2m. The

similarity between two words W1 and W2 defined as follows:

Sim W1;W2ð Þ ¼ max
i¼1, 2...n, j¼1, 2...n

Sim C1i;C2j

� �
(73.1)

The similarity between two concepts defined as follows:

Sim C1;C2ð Þ ¼
X4
i¼1

βi
Yi
j¼1

Simj C1i;C2j

� �
(73.2)

where βi(1 � i � 4) means weight parameters of these four parts, respectively, βi
greater than 0.5 in generally, β1 + β2 + β3 + β4 ¼ 1 and β1 � β2 � β3 � β4. Simj

represents the similarity of different section of concepts.
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The similarity between two sememe defined as follows:

Sim P1;P2ð Þ ¼ α

αþ dis P1;P2ð Þ (73.3)

where dis(P1,P2) is the distance between P1 and P2 in sememe tree as shown in

Fig. 73.1, α is a smoothing factor.

In hierarchy of sememe tree, the depth of generalized sememe is smaller than the

depth of specific sememe. Took into account depth information of the sememes and

the semantic distance between two sememe nodes, we defined a father node of P1

and P2 in sememe tree called Least Common NodeDN(P1,P2) and used the depth of

DN(P1,P2) to replace the previous smoothing factor α. Then similarity between two

sememe redefined as follows:

Sim P1;P2ð Þ ¼ Depth DN P1;P2ð Þð Þ
Depth DN P1;P2ð Þð Þ þ dis P1;P2ð Þ (73.4)

73.4 General Framework for Chinese Short

Texts Clustering

In this part, we introduce the presented general framework for Chinese short texts

by an improved feature selection method based on HowNet. The framework

consists of three phases, including data preprocessing, feature generation and

selection, and clustering. As shown in Fig. 73.2, the first step of Chinese short

texts clustering is Chinese word automatic segmentation. The matching process

includes inserting the separator between Chinese terms according to specific stan-

dards, which is different from the space used in English. Moreover, some words are

meaningless in Chinese just like “a” and “the” in English, which are called Stop

Words. After data preprocessing, the bag of words should be segmented and

exclude of Stop Words.

In phases 2, we use HowNet and the method presented in Sect. 73.3.2 to

calculate the semantic similarity between each pair of words in bag. Then we get

Fig. 73.1 Hierarchy of

sememe tree

638 X. Chen et al.



a Semantics Similarity Matrix, which dimension is equal to the number of words in

bag. In order to reduce the matrix dimension, a threshold value K in our model is

applied. If the semantic similarity between each pair of words is greater than K, we
think that these two words are generalized synonymy in semantic. That is to say,

their contribution can merge to computation as features. Therefore, the number of

new feature will be reduced and the problem of data sparseness will be alleviated.

The last step in this workflow is standard clustering algorithm and thus no more

introduce.

73.5 Experimental Evaluations

In this section, we first present the experimental data used in our test bed and then

introduce the evaluation criteria. Finally, we evaluate the experimental results.

73.5.1 Date Sets and Evaluation Criteria

The microblog which is a typical representative of the Chinese short texts employed

in our experiment as the benchmark datasets. We crawled twenty thousand

microblogs from Tencent since August to September 2012, and manual tagged

them to 15 cluster.

Fig. 73.2 Framework for Chinese short texts clustering
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The evaluation standard F1-measure and Average Accuracy used in our exper-

iments is based on the Confusion Matrix as illustrated in Table 73.1 for Clustering

problem.

F1-measure is a measure of a test’s accuracy which considers both precision and

recall that measures a cluster contains only objects of a particular class and all

objects of that class.

Average Accuracy is a statistical measure defined as follows:

Accuracy ¼ TPþ TN

TPþ FPþ FN þ TN
(73.5)

73.5.2 Performance Evaluation

Experimental results of the three feature selection methods on both 5 cluster dataset

and 15 cluster dataset using the simple k-means clustering algorithms are reported

in Table 73.2. Each result denotes an average of 20 test runs by randomly choosing

the initial parameters for k-means algorithm. In this Tables, the feature selection

based on HowNet with the threshold value K ¼ 0.6 achieves better performance

than other two methods except the Average Accuracy in 15 cluster dataset. More-

over, the performance of three methods in 5 cluster is obviously better as compared

with them in 15 cluster.

In Fig. 73.3, we note that, in general terms, different threshold values achieve

different performance. When K � 0.4, threshold value is too low that many words

which not similarity in semantic merge to one feature, and thus get a lower

clustering accuracy. The most appropriate threshold value in our experiment is

K ¼ 0.6.

Table 73.1 Average

accuracy test condition
Same class Different class

Same cluster TP (True positive) FN (False negative)

Different cluster FP (False positive) TN (True negative)

Table 73.2 Results with three feature selection methods

5 Cluster 15 Cluster

F1-measure Average accuracy F1-measure Average accuracy

Simple VSM 0.513 0.559 0.489 0.505

Synonymy dictionary 0.604 0.646 0.526 0.553

HowNet (K ¼ 0.6) 0.642 0.677 0.538 0.551
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73.6 Conclusion

This paper presented an improved feature selection method to address Chinese

short texts. We redefined VSM in semantic level and used a new feature generation

strategy that merges generalized synonymy features. Based on this new strategy, we

used microblog which is a typical representative of the short text at present to

validate the model. The experimental results indicated that the method can effec-

tively reduce the negative forces of sparse feature and improve the clustering

accuracy. Due to the various presentations of short texts, however, our experimental

dataset was incomplete. Therefore, we should further expand the category of short

texts and focus on the applicability of this method.
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Chapter 74

Internet Worm Detection and Classification

Based on Support Vector Machine

Huihui Liang, Min Li, and Jiwen Chai

Abstract This paper proposes a novel Internet worm detection and classification

method. The behaviors of worms are different from each other’s, and they are also

different in terms of the normal Internet activities. So we can detect and classify

worms by the extracted features of the network packets. At first, we sniff raw network

packets from the local area network (LAN), and extract 13 features from the packet

header, and then select 10 important features using the information gain algorithm.

With the labeled features, we train Support Vector Machine (SVM) classifiers. The

classifiers can classify the behaviors of the worm apart from the normal Internet

activities. And this approach can also classify network attacks and Internet worms,

although the network attacks and the Internet worms have similar behaviors. In the

experiments, this approach performs well in worm detection and classification.

74.1 Introduction

With the increasing popularity of the Internet and the network attack technology

continues to change, the network worm has become a critical threat in computer

network [1, 2]. By self-propagating and fast spreading, the network worm attacks

computer operating system or applications that have specific security vulnerabil-

ities, so as to obtain control of some or all of the computers. Currently, many

research works for Internet worm detection have been done [3, 4]. And most of the

Internet worm detection methods are based on the intrusion detection system (IDS)

[5]. The Internet worm-based IDS mainly has two categories, the network-based

Internet worm detection and the host-based Internet worm detection. The host-

based Internet worm detection approaches analysis the network packets that already

reached the end-host. While the network-based Internet worm detection methods
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consider network packets before they reach an end-host. In this chapter, we detect

Internet worms and classify the Internet worms apart from the Internet attacks by

analyzing the network packets before they reach an end-host.

In this chapter, we propose a novel network packets based Internet worm

detection method. In Fig. 74.1, we give an overview of the framework of our

worm detection and classification approach. For worm detection, during the

preprocessing phase, we sniffer network packet data from our local area network,

and we extract 13 features from each traffic data. And we give each extracted

feature vector a label L. If the feature vectors are extracted from a normal traffic

data, we set L ¼ 1, else, we set L ¼ c(c ¼ 2, 3, � � �, C) for different Internet

worms or Internet attacks, C is the number of the worm and the Internet attacks

categories. In order to use some useful features to detect and classify the worms and

the Internet attacks. We select ten features from the extracted features using an

information gain method. Using this method, we collect our training data and

testing data. We train a Support Vector Machine (SVM) classifier for each Internet

worm category, each Internet attack category and the normal Internet activity class.

During the classification phase, we can detect and classify the Internet worms, the

Internet attacks, and the normal Internet activities.

The rest of this chapter is organized as follows. After describe related works of

Internet worm detection methods in Sect. 74.2, we give an introduction of the

abnormal behaviors of the Internet worms and the Internet attacks of the traffic

packets in Sect. 74.3. In Sect. 74.4 we present the technique information of SVM.

After introduce the experiment in Sect. 74.5, we conclude this paper in Sect. 74.6.

74.2 Related Works

Through normal network behavior to associate and compare with anomaly behavior

of the network traffic, anomaly behavior could be detected. To detect unknown

Internet worm, Data mining approach is a good choice. This section provides brief

description of these existing detectors.

Fig. 74.1 Overview of the

framework

644 H. Liang et al.



Wang et al. [6] built a model by training with these features extracted from

malware behavior. They presented the results showed that the average detection

rate is over 90 %, and the false alarm rate is around 6.67 % with n gram extraction.

Siddiqui et al. [7] built a data mining model by train the features extracted from

cleaned program and infected program. They presented good results with 95.6 % of

detection rate for every end point and with false alarm rate close to 3.8 %.

In this chapter, we propose a novel network packets based Internet worm

detection method. Different with most of the previous works, this work uses the

one-against-all SVM classification method and trains an SVM classifier for each

Internet worm category, each Internet attack category, and the normal Internet

activity class. During the classification phase, we can detect and classify the

Internet worms, the Internet attacks, and the normal Internet activities. And we

get the better performance in our experiment.

74.3 Extract Features of Worms and Attacks

A lot of Internet worms have similar behaviors and payload as the Port Scan and

Denial of Service (DoS) attacks. We take Blaster worm, Sobig.E worm, and Forbot-

FU as the representation of the common worms. And we take UDP flood and HTTP

flood as attack representation of DoS attack. In this chapter, we propose an

approach to detect and classify Blaster worm, Sobig.E worm, Forbot-FU worm,

Port Scan, and DoS attacks behaviors.

Port Scan is a technique to scan for available port or service from any users, it

can be defined as an attack that sends client requests to a range of server port

addresses on a host, with the goal of finding an active port and exploiting a known

vulnerability of that service.

74.3.1 Feature Selection

In data classification, training set contain a large number of features can produce

great computational complexity, and redundant feature vector can reduce the

judgment probabilistic. So before we train the SVM classifiers, we select the

extracted features. In this section, at first, we introduce the extracted feature

records, and then, we select ten features as the classification feature vector using

the information gain ratio method.

In order to detect and classify the Internet worm and the Internet attacks, we sniff

packets from the local area network. Then we extract a lot of features from the

collected packets. We define the 13 features that extracted from all of the packets

collected in 1 s as a feature record. For a feature record Xi, we represent each feature

component as xij, j ¼ (1,2, � � �,13), and the detail information of each feature

component is shown as follows:
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xi1 Represent the number of the source IP address.

xi2 Represent the number of the destination IP address.

xi3 Represent the number of ICMP packet.

xi4 Represent the number of TCP packet.

xi5 Represent the number of UDP packet.

xi6 Represent the number of the SYN flag.

xi7 Represent the number of ACK flag.

xi8 Represent the number of RST flag.

xi9 Represent the number of source port.

xi10 Represent the number of destination port.

xi11 Represent the number of different packet size.

xi12 Represent
the number of source port

the number of destination port.

xi13 Represent
the number of SYN flag

the number of the destination IP.

The purpose of feature selection is in maintaining the accuracy of the premise, as

far as possible reduce the number of features. In this paper, we use information gain

algorithm to select features. Information gain algorithm is a feature selection

methods that use the information gain of feature attributes to decision attributes

as the importance measure of feature attribute.

At first gives the training feature record set X, the information entropy of training

set X is defined as follows,

E Xð Þ ¼ �
X
c∈C

Xcj j
Xj j � log2

Xcj j
Xj j , (74.1)

where C is a subset of X.
Then we reduce the feature j, through measure the degree of entropy reduction

(Information Gain) IG(X,j) to evaluate the information content of feature j, the
formulation of information gain is shown as follows:

IG X; jð Þ ¼ E Xð Þ �
X
v∈V jð Þ

Xvj j
Xj j � E Xvð Þ (74.2)

where set V contains all of the possible values of feature j.
Using this information gain formulation, we evaluate the network features. If the

feature has a higher value, it represents this feature is more important than other

features that have smaller information gain values. Based on the rank of the

information gain values of those features, then we choose the top ten features as a

feature vector. At last, based on the ten dimensional feature vectors and its

corresponding labels, we train the SVM classifiers, detect and classify the Internet

worms and Internet attacks.
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74.4 Support Vector Machines

In this paper, we use the support vector machines (SVM) classifiers to classify the

Internet worms and Internet attacks. SVM [8, 9] is a pattern recognition method

developed from the stoical learning theory, and some works of worm detection that

base on SVM have been done [10]. SVM algorithm was originally designed for

binary classification problems, when dealing with many problems; it needs to

construct a suitable multi-class classifier. Construct the multi-class SVM classifier

method mainly has two kinds: the direct method and the indirect method. The direct

method directly modifies the objective function, merges the parameter solution

problems of multiple classification surface into one optimization problem, by

solving the optimization problem to implement “one time” multi-class classifica-

tion. This method looks like simple, but its computational complexity is very high,

and it is difficult to implement. The indirect method achieves multi-class classifi-

cation by combining multiple classifiers. Common methods include one-against-

one and one-against-all two kinds.

The one-against-one SVM method designs an SVM classifier between any two

classes of samples. For a training set of C categories, the one-against-one method

needs to train C(C � 1)/2 classifiers. When classifying an unknown sample, the

category has the highest votes is the category of the unknown samples. The

one-against-all SVM method needs design C classifiers when solve a C categories

classification problem. During training, this method takes the samples of a certain

category as one category and takes the other of the rest samples as another category,

So that C kinds of samples are constructed C SVM classifiers. During classification,

classify the unknown samples as the category that has the maximum value of the

classification function.

In this paper, we use the one-against-all method to train SVM classifier. For each

classifier, we use the Radial Basis Function (RBF) as a kernel to train the SVM

classifier. The formulation of the RBF is shown as follows:

K x; xið Þ ¼ exp � x� xik k2
2σ2

 !
, (74.3)

where σ is the standard deviation, and σ > 0. xi and x are feature vectors.
Based on the radial basis kernel function, using the Lagrange method, the SVM

classification decision becomes the problem of finding the solution of the dual

optimization problem as follows:

max L αð Þ ¼
Xn
i¼1

αi � 1

2

Xn
i, j¼1

αiαjyiyjK xi; yj

� �
(74.4)

where yi ¼ � 1, i ¼ 1, � � �, n are class indicator values and αi, i ¼ 1, � � �, n are

Lagrange multipliers satisfying where C is the regularization parameter.
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0 � αi � C,
Xn
i¼1

αiyi ¼ 0

The final discriminant function of the SVM classifier of $j$ categories is shown

as follows:

Gj xð Þ ¼
X
i∈SV

αiyiK xi; xð Þ þ ω0 (74.5)

where α and ω0 are the trained parameters, SV is the support vector set. The value of

ω is computed by the following function,

ω0 ¼ 1

NSV
0

X
i∈SV

0
yi �

X
i∈SV, j∈SV

0
αiyiK xi; xj

� �0
@

1
A (74.6)

in which SV is the set of support vectors with associated values of αi, satisfying
< αi � C and SV is the set of NSV

0 support vectors satisfying 0 < αi < C.

At last, with the trained SVM classifiers Gj(x), j ¼ 1, � � �, C, we can classify the
Internet worms and attacks by the following function.

c ¼ argmaxjGj xð Þ: (74.7)

Where c is the classify category of the unknown sample x.

74.5 Experiment

In this chapter, we set up a local area network and analog the normal working state

of the computers. During collect data set, we insert actual blaster worm, Forbot-FU

worm, and Sobig.E worm using a reliable on-line source. And generate Port Scan,

HTTP flood, and UDP flood into this local area network using the Net Tool at the

same time.

74.5.1 Generate Data Sets

In order to collect the experiment data set and the testing data set, we sniffer

network packets from the local area network and extract the features from the

packet header as describe as in Sect. 74.3. Then we split the collected data set into

two parts: the original training set and the original testing set.
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The original data set contains redundant feature information. We use informa-

tion gain method to select ten features from the training set as the final extracted

feature vector. And then, we present the training set and the testing set as the ten

dimensional feature vectors and its corresponding labels.

At last, we get a training data set of 6,000 feature vectors for normal class, and

1,000 feature vectors for each of the six class Internet worms and the Internet

attacks. Totally, the training data set has 12,000 feature vectors. The same size with

training data set, the testing data set also have 6,000 feature vectors for normal

class, and 6,000 feature vectors for all class of the Internet worms and the Internet

attacks. Totally, the testing data set has 12,000 feature vectors too.

74.5.2 Experiment Results

In the experiment, we compute the classification results of the worms and the

Internet attacks. In order to evaluate the performance of our detection and classi-

fication model, we compare our detection rate, true positive rate, and false alarm

rate with other three data mining models.

In Table 74.1, we show the detection rates of our algorithm and make a

comparison between our model and other models. Obviously, our algorithm has a

better performance. Our detection rate is 99.6 % which is the top score. When the

situation is normal or the worm is Blaster worm or SoBig.E worm, we could get a

higher rate than other algorithms. When the testing data set is Forbot-Fu worm,

UDP Flood, HTTP Flood, or Port Scan, the positive rate is the same with other

algorithms. In this case, the positive rate is high even 100 %, so to improve these

rate is very difficult. Our algorithm presents a better result in most of the situations,

and the same with other algorithms in many cases.

In Table 74.2, we show the false alarm rates of different algorithms. When the

testing data is UDP Flood, HTTP Flood, or Port Scan, the false alarm rate is 0. It is

the same with other algorithms. The rate of our algorithm is a little higher than

Random Forest algorithm and lower than others when the worm is SoBig.E.

However, we get the top score when the worm is Blaster Worm or Forbot-FU. In

Table 74.1 Comparison detection rate and true positive rate

Model Bayesian network Decision tree C4.5 Random forest SVM

Detection rate (%) 96.9 98.6 99.4 99.6

Normal (%) 97.8 98.9 99.6 99.6

Blaster worm (%) 91.2 97.5 99.1 99.4

SoBig.E (%) 94.8 97.5 96.1 97.8

Forbot-FU (%) 98.2 98.2 98.2 98.2

UDP flood (%) 100 100 100 100

HTTP flood (%) 98.0 98.3 98.9 98.8

Port Scan (%) 99.8 99.8 99.8 99.8
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this case, the Decision Tree C4.5 has the same good performance with ours, and the

Random Forest is a little bad. So, the result here is that our algorithm as a whole has

a better performance than other algorithms.

74.6 Conclusion

In this paper, a novel method for worm detection and classification was proposed.

At first, we sniffered data packets from the local area network, and we extracted a

lot of features from the collected traffic data. Then we used information gain

algorithm to select useful features. And then by using the selected useful feature

vectors, we trained our SVM classifier. At last, we detected and classified the

worms and Internet attacks. This algorithm performed well in worm detection

and classification. From the experiment results, it can be concluded that our

algorithm can correctly detect and classify Blaster worm, SoBig.E worm, Forbot-

Fu worm, UDP Flood, HTTP Flood, and Port Scan.
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Chapter 75

Real-Time Fall Detection Based on Global

Orientation and Human Shape

Shuangcheng Wang, Yepeng Guan, and Ruiyue Xu

Abstract Fall detection is an important problem in the research of abnormal

behavior recognition. In this chapter, a novel real-time method is proposed to detect

human fall with a single uncalibrated camera by the changes of global orientation

and human shape. Our algorithm has three basic parts: moving object extraction,

fall pre-detection, and fall confirmation. The overall orientations are derived from

the combination of Gaussian mixture model and motion history image. The shape

deformation is quantified from the silhouettes by an approximated bounding box.

Standard deviations of the overall orientation and aspect ratio of bounding box are

checked to pre-detect a fall, and a fall is confirmed by unmoving shape of the

bounding box with the defined fall angle. Experimental results show that our

method can detect all possible types of human fall accurately and successfully.

75.1 Introduction

Intelligent visual surveillance has got more research attention and funding due to

increased global security concerns, whose key technology is abnormal behavior

recognition. Fall detection is an important problem in the research of abnormal

behavior recognition [1], because fall in elderly greatly threatens their health,

especially who are living alone.
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Here, a novel real-time fall detection algorithm is proposed, which detects fall by

checking the variation of the global orientation and some changes in human shape

with a single fixed uncalibrated camera. We notice that when people walk or run

normally, the motion direction varies continuously at small scale, while during a

fall, it changes greatly. Moreover, the rebound when the body hits on the ground

and the movement of arms and legs can lead to great change in directions. The

global orientation performs well on falls parallel or perpendicular to the camera

optical axis in our work, which is derived from the combination of Gaussian

mixture model (GMM) and motion history image (MHI). Meanwhile, the extracted

moving object by GMM is approximated by a bounding box. Firstly, standard

deviations of the overall orientation and aspect ratio of bounding box are checked

to pre-detect a fall. And then a fall is confirmed by unmoving shape of the bounding

box with the defined fall angle.

The organization of this chapter is as follows. Section 75.2 explains the related

work on fall detection. Section 75.3 describes the details of the three basic parts of

the method. Experimental results are represented in Sect. 75.4, and a conclusion is

made at last.

75.2 Related Work

Traditional methods to detect falls use some wearable sensors [2]. However, the

problem of such detectors is that people often forget to wear them and it’s

uncomfortable. Approach based on the computer vision is not only able to over-

come these limitations but also capable of getting more information about fall,

which may help to analyze the reason of a fall.

There are many related works in the field of fall detection based on the digital

video processing techniques. For instance, a simple method was used only based on

analyzing aspect ratio of the moving object’s bounding box [1]. Some researchers

have mounted the camera on the ceiling: Lee [3] detected a fall by analyzing the

shape and 2D velocity of the person. Nait-Charif and McKenna [4] tracked the

person using an ellipse and analyzed the resulting trajectory to detect inactivity

outside the normal zones of inactivity like chairs or sofas. Rougier [5] and Miao Yu

[6] both computed a motion coefficient based on the motion history in order to

detect a fall. Rougier [5] combined the coefficient with shape descriptor ellipse

fitting, while Miao Yu added head tracking using particle filter to find a fall with the

speed of head. Other systems used the 3D information to infer events [7], but these

mechanisms tend to be more complex, need more additional cost, and are difficult

to be applied to real systems.

Unlike the above methods, in our system the global orientation and human shape

are adopted to detect a fall. It has an acceptable detection rate, and it can work in

real time using a webcam.
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75.3 The Details of Our Method

Our algorithm has three basic parts: moving object extraction, fall pre-detection,

and fall confirmation.

75.3.1 The Moving Object Extraction

Considering a relatively fixed background in our scene, we adapt an OpenCV

algorithm BackgroundSubtractorMOG2 described by Z. Zivkovicin to segment

the moving object [8]. In our work, four Gaussian distribution models are defined

to describe the state of each pixel [8].

Then, morphological opening-and-closing operation is used to obtain a better

result. And a denoising method is applied by means of the edge tracing method. The

contours of updated binary foreground image are tracked, and the ones whose

circumference is under a certain threshold (in practice, it is set to 80) are eliminated.

75.3.2 Fall Pre-detection

Motion History and Moving Orientation We notice that when people walk or run

normally, the motion direction varies continuously at small scale, while during a

fall, the direction changes obviously relative to walking or running. Moreover, the

rebound when the body hits on the ground and the movement of arms and legs can

lead to great changes in directions as it is shown in Fig. 75.1 (the radius indicates the

direction). So the global motion orientation is needed.

MHI [9] is a simple and powerful method that records movement information of

object by means of time stamp. The MHI is an image where the pixel intensity

represents the recency of motion in an image sequence and therefore gives the most

recent movement of a person during an action. Contrary to the optical flow [5],

which is complex, time-consuming, and bad anti-noise, MHI is brief and real time.

The MHIHτ(x,y,t) can be computed from an updated function D(x,y,t):

Hτ x; y; tð Þ ¼ τ , if D x; y; tð Þ ¼ 1

max
�
0,Hτ x, y, t� 1ð Þ � δ

�
, otherwise

�
, (75.1)

where (x,y) and t show the position and time and D(x,y,t) is a binary sequence of

motion regions that is extracted from the original image sequence I(x,y,t), which are

already obtained by GMM. The duration τ decides the temporal extent of the

movement (normally, in terms of frames), and δ is the decay parameter

[9]. The result is a scalar valued image where more recently moving pixels are

brighter and vice versa.
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Since the MHI records silhouette at different times, the overall motion orienta-

tion will be obtained by calculating the gradient of MHI. The gradient Orient(x,y) is

computed as follows:

Orient x; yð Þ ¼ arctan Dy x; yð Þ=Dx x; yð Þ� �
, (75.2)

where Dx(x,y) is the difference in x direction and Dy(x,y) is the difference in y

direction. The average direction is computed from the weighted orientation histo-

gram, where a recent motion has a larger weight and the motion occurred in the past

has a smaller weight, as recorded in MHI.

In the light of above work, we can easily obtain the α standard deviation σα from
N frames (N is set to 20 in our work). In our work, we set the fixed threshold of σα as
1.0 according to our datasets.

Rectangular Approximation for Shape Analysis It is obvious that the human shape

changes greatly during a fall. Due to the well performance of global orientation, we

simply approximate the human shape with a minimum bounding box [10]. When a

person falls, the height and width of bounding box change drastically. We simply

defined the aspect ratio ρ as

ρ ¼ w=h (75.3)

where w is the width of the bounding box and h is the height of the bounding box.

We derived its standard deviation σρ from fixed number of frames, which in our

work is set to 20. We use σρ to represent the changes in shape. It will stay at a high

value when a fall happens, while it will stay at a low value when people walk

normally. It’s threshold for our datasets is set to1.5.

Fig. 75.1 Changes in direction when falling. (1) Falling perpendicularly to the camera optical

axis, large changes in direction. (a) 137th frame, (b) 143th frame, (c) 152th frame, (d) 161th frame.

(2) Falling parallelly to the camera optical axis, also large changes in direction. (e)120th frame, (f)

128th frame, (g) 135th frame. (h) 142th frame
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Since σα and σρ need tens of frames to initialize, there may exist false alert at the

beginning when a person first appears. Obviously, when normally walking, ρ stays

at a low value, while during a fall, ρ stays at a high value. The parameter ρ is used to
avoid these faults with a fixed threshold (in our work, we choose 1.0).

75.3.3 Fall Confirmation

The last step of the algorithm is to check whether the person remains motionless on

the floor for a few seconds after falling. And the centroid of object [11] is needed.

The center of the bounding box is obtained by computing the coordinates of the

center of mass with the first- and zero-order spatial moments [12]. We define fall

angle β as the angle of centroid of object with respect to horizontal axis of the

bounding box [11]. The unmoving shape of the bounding box is checked by the

defined fall angle β. When a person is walking, β varies from 45� to 90� (depends on
their style and speed of walking). But after a fall, the β changes very little, so σβ
(standard deviation of tan β) for ten frames will be low.

After a fall is pre-detected, if σβ < 0.7, a fall is confirmed.

75.4 Experiment Results

Our algorithms implemented in the project are written in C++ using the OpenCV

library. Our system is designed to work with a single uncalibrated camera and it can

work in real time using a webcam. The camera can be placed with horizontal

viewing angle or a wild angle of more than 70�.
Figure 75.2 shows some examples and detection results on various situations.

In our testing project, when a fall is confirmed, we put out the text in the frames.

Fig. 75.2 Some examples on various situations (a) Walking normally: σα ¼ 0.0501, (b) Falling

perpendicularly: σα ¼ 1.3297 (c) Result σρ ¼ 0.5001, ρ ¼ 2.0894; σρ ¼ 2.3211, σβ ¼ 0.652,

ρ ¼ 0.340 (d) Crouch normally: σα ¼ 0.7805, (e) Falling parallelly: σα ¼ 1.2504, (f) Result

σρ ¼ 0.8424, ρ ¼ 1.0216, σβ ¼ 0.9532; σρ ¼ 1.6033, ρ ¼ 0.8598, σβ ¼ 0.7236
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In Fig. 75.2a when walking normally, σα and σρ are low; meanwhile, ρ is high, so no
fall is detected. Figure 75.2b shows a person falling perpendicularly; it is obvious

that σα and σρ are high and above the fixed thresholds; meanwhile, ρ is low, but σβ is
a little high, so a fall is pre-detected; after some frames σβ becomes low enough, and

a fall is confirmed and it is shown in

Figure 75.2c. A person is crouching normally in Fig. 75.2d; σα and σρ are higher
than those walking normally, but they are below the fixed thresholds, so no fall is

detected. A parallel falling happens in Fig. 75.2e; we notice that σα and σρ are above
the fixed thresholds and ρ is low, so a fall is pre-detected; and then after some frames

σβ becomes low enough, and a fall is also confirmed, just as Fig. 75.2f shows.

The thresholds we choose are based on practice. Figure 75.3 shows an example

of video sequence of a perpendicular fall, which is the same sequence as in

Fig. 75.2b. It’s obvious that when the person is falling, at about 140th frame, σα

Fig. 75.3 Variation of the

coefficients during a fall

Table 75.1 Detected results

Detected Not detected Sensitivity/specificity (%)

Falls (sensitivity) 23 2 92.0

Daily activities (specificity) 4 19 81.8

Table 75.2 Comparison of fall detection approaches in terms of sensitivity and specificity

Our method

(%)

The shape analysis [5]

(%)

Posture analysis [13]

(%)

Falls (sensitivity) 92.0 84.0 88.0

Daily activities

(specificity)

81.8 82.6 78.2

Table 75.3 Comparison of fall detection approaches in terms of time complexity and time

consumption

Time complexitya Time consumption per frame (ms)

Our proposed method O(n) 60

The shape analysis [5] O(n) 80

The posture analysis [13] O(n log n) –
an is the total number of pixels in one frame
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and σρ are high and ρ is low. The thresholds of σα and σρ are set to 1.0 and 1.5;

meanwhile, the threshold of ρ is 1.5. After a fall, σβ is still low, so a fall is

confirmed. 0.7 is chosen as the threshold of σβ. When the person starts to stand

up about the 235th fame, σα is still high, while σρ is not as high as that when the

person is falling due to its motion intensity, but ρ becomes higher; what’s more σβ is
higher than 0.7, so no fall is detected.

To verify the feasibility of the proposed approach, we have used 45 video clips

as our test targets, which include 23 daily normal activities (walking, running,

crouch, sitting down) and 25 falling video clips (forward falls, backward falls,

perpendicular falls, parallel falls). Sensitivity and specificity are obtained according

to the method described by B. Töreyin [10].

Table 75.1 shows that our system gives very good results. We get a good

detection rate with a sensitivity of 92.0 % and an acceptable rate of false detection

with a specificity of 81.8 %. The specificity is not very high due to one brutal sits-

down activity on a sofa with rebounding, one brutal crouches-down activity, and

one brutal squat-down activity were detected as falls, which have large enough

changes in motion detections and box ratio.

We compare our proposed method with the shape analysis approach using

ellipse [5] and posture analysis technique [13]. Our proposed method can achieve

better performance in terms of sensitivity and time consumption, despite the

relatively low specificity, as Tables 75.2 and 75.3 show. The detection rate of the

shape analysis [5] is lowest because of the instability of motion coefficient. Posture

analysis [13] has high sensitivity, but low specificity, due to the combination of two

different analyses used. The posture analysis [13] has the highest time complexity,

which means more time consumption, while our method is less time-consuming

than the shape analysis approach [5] due to less computation; the data were

obtained with a PC of Intel i3 3.3 GHz CPU and 4G RAM.

75.5 Conclusion

In this chapter, we propose a new real-time fall detection approach based on global

orientation and human shape. The global orientation performs well in our work. Our

approach of fall detection has been proven to be robust and of real time through

testing on realistic image sequence of simulated fall and daily activities.
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Chapter 76

The Classification of Synthetic Aperture

Radar Oil Spill Images Based on the Texture

Features and Deep Belief Network

Xixi Huang and Xiaofeng Wang

Abstract This chapter introduces a new method to classify the SAR oil spill

images. That is Deep Belief Network (DBN). Through the experimental certifica-

tion, it is shown that the SAR images’ information extracted by Gray-Level

Co-occurrence Matrix (GLCM) can have a better effect in classification then that

extracted by Gabor wavelet features. And using DBN to classify 240 samples

including oil slick, looks-like oil slick and seawater, we can reach high total

classification accuracy up to 91.25 %. Finally, we get a result that the method of

DBN with GLCM features can better meet the needs of the SAR oil spill images

classification.

76.1 Introduction

The Satellite SAR images of oil spill are rich in texture information that can be used

to increase the image classification accuracy. Many researchers use neural network

(NN) to classify the SAR images [1–3]. However, the complexity of the NN system

and the high theoretical knowledge requirements restrict the widely application of

network. It is mainly because of the dimension and structure of the network, the

depth of the training set, and some other aspects of NN [4].

In this chapter, we use a new model named Deep Belief Network (DBN) for the

classification of sea SAR image. DBN classifier is composed of a number of

Restricted Boltzmann Machines (RBMs). After training each group of RBMs

from the bottom up to form the hierarchy, DBN can solve the problem that the

complex structure in traditional NN and its depth makes it not easy to be trained.
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76.2 Experimental Data of SAR Oil Spill Images

In this chapter, the experimental data of SAR oil spill images comes from Infoterra

global oil spills database. We select 95-King image of China Sea from ERS-1 and

ERS-2 satellite with a resolution of 100 m. As shown in Fig. 76.1, zone 1 and zone

2 are looks-like slick areas; zone 3, zone 4, zone 5, and zone 6 are the real slick

contaminated areas.

SAR images in this chapter are a series of preprocessed 600 � 600 pix SAR oil

spill images which have already been corrected, de-noised, and filtered. Because the

SAR can cover very wide areas in high resolution, even a large area of sea still looks

small in the SAR images. So the SAR images need appropriately and reasonably cut

into 40 � 40 pix images of oil slick, looks-like oil slick and sea water. There are

1,200 samples in all, and each kind of different category has 400 samples. Each

image is saved as one-dimensional gray-level image. Then use histogram equali-

zation to enhance the contrast of the gray-level of SAR images in the storing

process of the three kind of classified images. In order to ensure that samples are

randomly assigned, data are stored randomly, and will be disrupted before selecting

the training samples and testing samples.

Before using DBN to classify the SAR images, we need to extract the texture

feature information of the preprocessed images. In this chapter, we use Gabor

wavelet [5–7] and Gray-Level Co-occurrence Matrix (GLCM) [8, 9] as the auxil-

iary texture feature information, and then use DBN to classify the feature informa-

tion extracted from SAR image.

(1) Gabor wavelet feature extraction: Create a Gabor filter with 5 scale by 8 orien-

tation, convolving to 40 transformed images. Decimate the transformed images

with the sampling rate at 8, and then we can get a feature matrix with

640-dimensional feature, denoted by Fgabor.

(2) GLCM feature extraction: Extract energy, entropy, contrast, correlation, angu-

lar second moment, dissimilarity at four directions as 0�, 45�, 90�, 135�. Use the
value, mean, and variance of the six features to get a 36-dimensional feature

matrix, denoted by Fglcm.

Fig. 76.1 Oil spill image

of SAR
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Through the experiment we find that using GLCM for classification without

setting learning rate can lead to a better result. And momentum has little effect

on classification and the variation trend is more stable. When we use Gabor wavelet

for classification, it has a bigger impact on learning rate and momentum, the result

of classification swings great. So in this chapter, we choose GLCM as the extraction

feature for DBN. The follow-up study is based on this.

76.3 Classification Process Based on Texture

Features and DBN

76.3.1 DBN

DBN is consisted of several RBMs. Its depth depends on the demand of experiment

object on each layer. Actually three-layer DBN is enough, and Fig. 76.2a shows a

DBN model. RBM is consisted of Markov Random Field with a visual layer and a

hidden layer with no connection between the nodes in the same layer. Figure 76.2b

shows a single-layer RBM structure.

The complication of RBM can be achieved by increasing the hidden layer nodes

or superimposing a hidden layer [10]. The model can not only simulate original data

but also process those representative data after pretreatment, such as the extracted

features set.

Construct the training data as RBM network with visual layer and hidden layer.

The pixel of image corresponds to the nodes of visual layer in the RBM network

[11]. The features will be detected corresponds to the node of hidden layer [12].

A joint configuration, (v, h) of visible and hidden layer has an energy given by:

E v; hð Þ ¼ �
X

i∈visible

aivi �
X

j∈hidden

bjhj �
X
i, j

vihjwij (76.1)

Hy
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(f ) Hy
(f)

H1
(1) H1

(2) H1
(3) H1

(k)

V1 V2 V3 Vk

DBN

RBM(1)

RBM(f)

j

i

hidden units

visible 
units

a b

Fig. 76.2 The model of DBN and RBM
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where vi and hj are the state of visible unit i and hidden unit j, ai, and bj are their

biases. And wij is the weight between them. According to the energy formula, the

network assigns a probability to every possible pair of visible and hidden layer:

p v; hð Þ ¼ 1

Z
e�E v;hð Þ (76.2)

where “partial function” Z is the sum of all possible pairs of visible and hidden

layers:

Z ¼
X
v, h

e�E v;hð Þ (76.3)

Due to the nodes are independent from each other in one layer in RBM, the

biases of <vihj>data is easy to calculate. Randomly select a training sample v, the

state hj of each hidden layer is set to 1 with probability:

p hj ¼ 1
��v� � ¼ σ bj þ

X
i

viwij

 !
(76.4)

Given a hidden vector, then get an unbiased sample of the state of a visible layer:

p vi ¼ 1
��h� � ¼ σ ai þ

X
j

hiwij

 !
(76.5)

Where the logistic sigmoid function is as follows:

σ xð Þ ¼ 1

1þ exp �xð Þð Þ (76.6)

The change in a weight is then given by:

Δwij ¼ ε vihj
� �

data
� vihj
� �

recon

� �
(76.7)

Where <vihj>data is model value and <vihj>recon is the “reconstruction” value.

DBN is a generative deep learning structure which is widely used [13]. It can

solve the training problems in traditional multilayer neural network: (1) the require-

ment of huge amount of training set with label; (2) slower convergence rate; and

(3) risk of falling into partial optimum due to an improper parameter selection [14].
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76.3.2 Learning and Classification Process of DBN
Algorithm

In this chapter, we use 1,200 samples of SAR images. Choosing the quantity of

training samples and test samples is also a part of what we will discuss in this

chapter. So the choice of the quantity is gotten after the comparison through the

experiment.

During the experiment, we firstly do the unsupervised pretraining on the bottom

layer of RBM to get the initial value of the network. Then we use GLCM texture

features to adjust the learning rate and momentum parameter of the DBN. Secondly,

based on GLCM texture feature, we select an appropriate training number by

comparing the results of different training number used in DBN. Finally, we get

the most suitable quantity of the training samples by comparing the classification

accuracy of DBN on the basis of the number of training samples.

Figure 76.3 describes the training process of DBN algorithm and the flow of how

to use the trained DBN for classification.

(1) Use the normalized features as the input data for unit V in the lowest layer and

do unsupervised pretraining in RBM module to get the initialize parameter for

network. Then adjust the learning rate and momentum.

(2) The output hi of Group K-1 in RBM’s hidden layer (Layer H) becomes the k

layer’s input vi in RBM’s visible layer (Layer V) and take the training in Layer

K. Calculate the input, output, and reconstruction of each intermediate layer.

Each hidden layer in RBM model is considered to be a feature detector and will

be used to extract the representative features.

(3) Repeat steps (2) to train each RBM group. When the last group of RBM in DBN

is finished, do a back-propagation algorithm to fine-tune the overall DBN until

getting a global optimal solution for the network. Then the training of DBN is

complete and DBN becomes a classifier.

(4) Put the testing GLCM texture features of training set into DBN, and finally

calculate the classification results.

Fig. 76.3 Training and

classification flow of DBN

algorithm based on texture

features
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76.4 Result Analysis

From Sect. 76.2, we decide to use GLCM extracted from SAR images for DBN’s

classification. So now we go to analysis the experiment result coming from GLCM

and DBN.

We can learn from Fig. 76.4 that with the increase of iteration times, the

classification accuracy will be gradually improved and the trend goes more and

more smooth. When the number comes up to 500 and 1,000, the average classifi-

cation accuracy basically remains the same. So if the quantity of training samples is

huge enough, we could choose a relatively small number of iterations, in order to

reduce the amount of calculation as well as improve the calculation speed.

It can be seen from Fig. 76.5 that with the increase of training sample quantity,

the average classification accuracy increases. In this chapter, we made a compar-

ison of 40–80 % sample quantity at different training number. When the sample

quantity is certain, and the training number is less than 1,000, the average accuracy

Fig. 76.4 Iterations impact

on the result

of classification

Fig. 76.5 Comparison

of classification accuracy

under different sample

quantity by GLCM
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shows a process of surge. With the continued increasing of training time, the

average accuracy remains unchanged, even shows a downward trend. When train-

ing number is certain, the increasing of training sample quantity will bring a

relatively increase of average accuracy. So we come to the result that the effect

of classification is most ideal when using 80 % sample quantity with 1,000 times of

training for this experiment.

Take the data of oil slick, looks-like oil slick and seawater in Table 76.1 as

Matrix A, calculate the total classification accuracy and Kappa coefficient. In the

equation, aij means diagonal elements and correct classification number of A, N

means the total amount of all types of samples. Ti• and T•j equal to the sum of row i

and column j. Total classification accuracy is different from Kappa coefficient in

which total classification accuracy only takes correctly classified sample accuracy

into account, but Kappa coefficient considers not only the samples which is

correctly classified but also the incorrect and missing ones. The result of total

classification accuracy (CA) and Kappa coefficient is shown below:

CA ¼
X

au

N
¼ 91:25%, Kappa ¼

N �
Xr
i¼1

aij �
Xr
j¼1

T�j � Ti�

N2 �
Xr
i¼1

T�j � Ti�

¼ 0:9205,

We can get the total classification accuracy is 91.25 %, respectively, is 92.5 %

for oil slick, 92.5 % for looks-like oil slick, and 88.75 % for seawater which are

correctly classified. The Kappa coefficient is 0.9205 with a high consistency.

Although the low classification accuracy of sea water makes some effect on the

final total classification accuracy. But being practical, sea water and looks-like oil

slick belongs to nature phenomenon rather than man-made pollution caused by

subjective factors in later stage. So we can use it only as a reference data. Thus, we

can see that the DBN can meet the needs of the classification of SAR oil spill

images in sea oil spill affairs, with a classification rate over 88 %.

Table 76.1 Total comparison of the classification error statistics of 240 test samples

Category Oil slick Looks-like oil slick Sea water Total

Classification

accuracy (%)

Oil slick 74 6 0 80 92.5

Looks-like oil slick 1 74 5 80 92.5

Sea water 0 9 71 80 88.75

Total 75 89 76 240 91.25
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76.5 Conclusion

In this chapter, we studied the classification method of SAR oil spill images based

on the GLCM and DBN. According to the features of SAR images, we separately

extract the GLCM f and Gabor wavelet. Through experiment, we find that GLCM

has a better effect in classification. When we use 80 % sample quantity and take the

training 1,000 times, the classification of SAR images has a better effect by using

GLCM and DBN. The classification accuracy is 4.5 % higher than choosing Gabor

wavelet as features. Meanwhile we propose a new deep learning module named

DBN. By cutting images into pieces, training batch by batch, each piece is a unit of

RBM module, and the depth of learning can be reasonably added according to the

actual needs. Eventually, we get total classification accuracy as 91.25 %when using

240 test samples to do the test. The classification accuracy of all category are higher

than 88 %, and Kappa coefficient reaches 0.9205, which means DBN shows good

classification of oil slick, looks-like oil slick and sea water.

To some extent, the associative level abstraction mode and fast learning method

used in DBN are breakthrough of complexity and low computing efficiency of the

traditional neural network. But in practices, image processing and recognition is a

large-scale project, we still need a lot of further research and exploration to extract

an efficient and executable computing ability based on the deep learning.
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Chapter 77

The Ground Objects Identification

for Digital Remote Sensing Image

Based on the BP Neural Network

Shengkui Cao, Guangchao Cao, Kelong Chen, Chengyong Wu,

Tao Zhang, and Jie Yuan

Abstract Spectral information of ground objects target in remote sensing image is

complex, more noise, and highly nonlinear. It makes traditional data processing

method no longer significant, effective, and efficient. The BP neural network

classification-recognition method provides a more ideal solution. Using the TM

remote sensing images as the example, this paper experimented the application of

the BP neural network to the remote sensing image classification and recognition.

Results showed that the classification precision of cultivated land was very low for

both the BP neural network and traditional maximum likelihood methods because

the spectrum difference between the new cultivated land and the bare land having

low plant covered in this area was not significant. Maximum likelihood method

wrongly regarded the bare land which had higher soil moisture content by lakeshore

as water body. Except the grassland, the classification effect of the BP neural

network was superior to maximum likelihood method. The overall classification

accuracy by the BP neural network reached 81.79 %; however, the one by the

maximum likelihood method was 79.08 %, indicating that the BP neural network

classification and recognition was superior to the traditional maximum likelihood

method.

77.1 Introduction

Recorded abundant surface spectral information by means of the electromagnetic

waves characteristics is reflected or emitted by the ground objects. Remote sensing

images provide the appropriate data for quick access to surface features relating to

the space scale in human production and living. The remote sensing image repre-

sents the differences of the ground objects through pixel high or low value
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difference (reflecting spectral information of the ground objects) and spatial

variation (reflecting the spatial information of the ground objects). Those are the

physical basis to distinguish different images of the ground objects.

The recognition of the remote sensing images is the process of analyzing the

spectral and spatial information of various ground objects in remote sensing image,

selecting the features, and dividing each pixel in the image into different categories

by means of the computer. Then to achieve the classification and recognition of the

remote sensing images, we obtain the corresponding information of remote sensing

image with the actual ground objects in order [1]. However, due to the complex of

spectral information about the characteristics within the internal ground objects

target, the effect of traditional data processing methods (such as parallel pipeline

algorithm and the maximum likelihood method) is no longer significant [2]. With

the diversification of network types, improvement of network structure, as well as

perfect network learning algorithm, a parameterized artificial neural networks

(ANNs) model family is gradually applied to remote sensing image recognition

[3–5]. Moreover, the BP neural network and its variable forms are the most widely

applied and successful [6, 7]. This article explored the effectiveness and advantages

of the BP neural network classification method through the classification and

identification of the land use of a certain local area of Hainan Prefecture in Qing

province using the TM images as data, through comparison of the results classified

and recognized by the traditional classification method and the BP neural

network one.

77.2 Studying Methods

77.2.1 Introduction of the BP Neural Network

The BP (Back Propagation) network was proposed by Rumelhart and McCelland in

1986. It is currently one of the most widely used neural network models. To conduct

the error back propagation algorithm as its learning rules that processes the

feedforward networks of supervised learning, it requires a considerable number of

known samples to learning and training, to find out and remember the relationship

between the input sample models and classification categories. It is usually need to

be set that the features conditions of the ground objects will be classified, and it acts

as a BP network input mode, then, we give the desired output mode, which plays the

role in prediction type. Its structure includes input layer, hidden layer, and output

one. The neurons in the same layer cannot interconnect, but the neurons in the

different layers need full interconnection. The weights of the neural network are

connected through a number of neurons (computing elements) by means of the

feedforward or feedback. Those neurons lied in the hidden layer, and the input and

output layers are connected by them [8].
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77.2.2 The BP Neural Network Algorithm

The BP neural network algorithm is described as follows:

1. Initialized the network parameters: learning parameters, such as setting up a

network initial weight matrix and learning factor

2. Provided training mode: not training the network until it meets the learning

requirements

3. Forward propagation process: for the given training mode input, calculating

output mode of the network and comparing with the expected pattern. If there

was an error, step (4) would be executed; otherwise, and the program would be

returned the step (2)

4. Backward propagation process: calculating the error in the same layer unit and

correcting weights and thresholds; back to step (2)

77.2.3 Selecting the Number of Hidden Layer Neurons

When the network mapping is achieved using neural network, the number of hidden

layer neurons directly affects the ability of learning and induction of the neural

network. The smaller the number of hidden layer neurons, the shorter is each

network’s learning time. However, because of insufficient learning, the network

could not remember all the learning content. When the number of hidden layer

neurons is larger, the learning ability strengthened, but along with the longer times

learning and the larger storage capacity of the network, resulting in the decline of

inductive capacity of the network for the unknown input [9].

77.3 The Implementation of the Remote Sensing Image

Classification and Recognition

The BP neural network is used to recognize the feature category of remote sensing

image. The main process is divided into sample training and pattern recognition.

77.3.1 Training Sample

Its purpose is to find out certain error conditions of weight matrices

[10]. The essence is the input layer of neural network structure. Input items are

values of the pixel (Ri, Gi, Bi) that are known classification results. That is usually

achieved through selection and drawing the training area of typical ground objects

in the remote sensing image. Expected output is the classification-recognition
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results in correspondence to each pixel, namely, the information categories of the

ground objects in the study area.

77.3.2 Pattern Recognition

After the sample training is finished, weight matrix has met the requirements. This

moment, put any pixel on the image (R, G, B) value as input, the output vector can

be obtained by calculation. Vector component corresponds to probability value of

classification types that the pixel appoints every ahead of time. The type

corresponding to the biggest probability value is the type belonging to the pixel.

77.4 Application Examples

77.4.1 The Experimental Data and Its Pretreatment

Experimental data chose the TM remote sensing images at the Hainan Prefecture in

the southeastern region of Qinghai province in July 2009 (Fig. 77.1). The ground

objects intercepted were complex and varied terrain category. The study area where

can more clearly reflect the land cover situation is selected. The TM images were

selected six bands of TM1, TM2, TM3, TM4, TM5, and TM7, with the spatial

resolution of all 30 m. The picture size is 157,994 pixels, and picture contrast is

good, without a shadow of a cloud. Data preprocessing mainly included the

atmospheric correction, geometric correction, and image enhancement. The atmo-

spheric correction chose the histogram adjustment method; geometric correction

used RTK measurement data as control points and used quadratic polynomial to do

coordinate transformation and gray resample based on the nearest neighbor method

and the precision control of the coordinate transformation within one pixel.

Through the result of comparing the land use status, high-resolution remote sensing

image, and the visual interpretation, this region can be divided into six types: the

cultivated land, grassland, sandy land, bare land, forest land, and water body. To

improve the spectral contrast of the land types in the remote sensing image, image

enhancement was handled using a fast Fourier transform (FFT) and inverse FFT for

weakening the noise in the image (Fig. 77.1).

77.4.2 Sample Selection

On remote sensing image, we set the neurons layer numbers of 6 input layer,

1 hidden layer, and 6 output layer using the means of human–computer interaction
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and the BP neural network algorithm. We selected multiple typical areas having the

clear and determined types as the training samples (district), which each kind of

sample cannot cross the boundaries of the different categories. According to the

characteristics of the land types, eventually 152 cultivated lands, 744 grasslands,

589 sand lands, 600 bare lands, 130 woodlands and 1,052 water-body were selected

as training samples. Because the sample quality had greater impact on the

recognition accuracy, there required that all land types were homogeneous. There-

fore, we need check the sample histogram. If the sample distribution closes to a

normal one, it indicates that the sample quality is better. Otherwise, it needs to

choose training sample.

The hidden layer number was determined by the constructor method, which

validated the model prediction error one by one from the minimum until it reached

the maximum value. At last, the hidden layer with the least model error was

selected and set the number of 1. Set the training error E < 0.002 in the classifi-

cation. The result of the classification is shown in Fig. 77.2.

Fig. 77.1 The TM remote

sensing image of

experimental zone (5/4/3)

Fig. 77.2 Classification results of different identification methods. (a) BP neural network classi-

fication. (b) Maximum likelihood classification
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77.5 Results and Analysis

The time of maximum likelihood classification is 3 s and the time of BP neural

network classification is 56 s, which indicated that the time of BP neural network

classification is obviously longer. Applying land use map at present as reference

diagram, we evaluated the precision of maximum likelihood method and BP neural

network classification through overall classification accuracy and mapping accu-

racy. The overall classification accuracy is equal to the value of correct classified

pixel dividing the total pixel number. The mapping accuracy is equal to the value of

pixel number of correct classification of each category dividing the number of the

corresponding pixel on reference diagram.

Results showed that the classification precision of cultivated land was very low

for both methods. The reason is that the spectrum difference between the new

cultivated land and the bare land in this area is nonsignificant which leads to big

error in classification. The reason for larger error is that the maximum likelihood

method regarded the wetter bare land near the lakeshore as water body incorrectly.

Except for the grassland, the classification effect of the BP neural network was

superior to the maximum likelihood method based on the features of spectral

information (Table 77.1). The overall classification accuracy by the BP neural

network was higher than the one by the maximum likelihood method.

77.6 Conclusion

As a heuristic algorithm, the BP neural network used to improve the ability of

nonlinear approximation. Under normal circumstances, the neural network speed is

lower than the traditional remote sensing image classification method. Using neural

network algorithm for remote sensing image classification and recognition, it could

eliminate the ambiguity and uncertainty caused by the traditional image classifica-

tion and improve the accuracy of classification. The handle of sample quality before

the BP algorithm is very important. Gathering the sample, each ground object must

be uniform in distribution in the remote sensing image. There needs to be a

Table 77.1 The precision comparing table of different classification methods

Class

Maximum likelihood method BP neural network algorithm

Prod. acc. Overall accuracy (%) Prod. acc. Overall accuracy (%)

Water 80.31 79.08 93.56 81.49

Sandy land 92.67 93.10

Grassland 92.65 90.10

Forest land 93.86 94.47

Bare land 89.24 89.68

Cultivated land 30.90 40.86
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gathering of 5–10 training area with at least greater than 100 pixels, and the sample

histogram must be close to a normal distribution. Only in this situation, the image

classification and identification become more reliable and accurate.
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Chapter 78

Detection of Image Forgery Based

on Improved PCA-SIFT

Kunlun Li, Hexin Li, Bo Yang, Qi Meng, and Shangzong Luo

Abstract In view of the problem existing in abusive using of image copy-move

forgeries, this paper proposes an image forensics algorithm for detecting copy-

move forgery based on improved PCA-SIFT. The present method works first by

extracting features of an image and then reducing its dimensionality, and the

method uses k-nearest neighbor to operate forgery detection. Owing to the similar-

ity between pasted region and copied region, the descriptors are then matched

between each other to seek for any possible forgery in images. Extensive experi-

mental results are presented to confirm that the algorithm is able to precisely

individuate the tampered image and quantify its robustness and sensitivity to

image post-processing and offer a considerable improvement in time efficiency.

78.1 Introduction

With the availability and sophistication of digital imaging technology and image

processing tools, it is possible to increasingly easily manipulate the image infor-

mation. The authenticity and integrity of digital images are experiencing the serious

threat and challenge. Therefore, image forensics is one of the key issues to be

solved in maintaining information security.

Image forgery forensics techniques are generally divided into two categories:

active methods and passive methods [1]. Active methods work when we have some

prior information or its source about the image such as digital watermarking or

signature. Passive (Blind) methods only make use of characteristics of images to

identify image forgery which become the hot topics in the field of image forensics.
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Copy-move forgery is one specific type of image forgery where part of an image

has been copied and pasted within the same image in an attempt to add or disguise

feature in the scene [2]. It is very likely for the duplicated part to be subjected to a

variety of post-processing operation. The detecting region duplication principle can

be based on the similar characteristic presence of duplicated regions in the image.

There have been disappeared different techniques for detecting copy-move

forgery. J. Fridrich [3] proposed an effective approach based on lexicographic

sorting of quantized DCT coefficients of image blocks, which has the milestone

significance, but the computational complexity is higher. B. Medan et al. [4] yield a

fuzzy method to detect tampering based on blur moment invariants, which can

resist fuzzy, noise, etc., but fail in the scale and rotated post-processing operation.

M.A. Sekeh et al. [5] applied a coarse-to-fine approach to propose an efficient

image duplicated region detection model using sequential block clustering, which

improves time complexity. H.L. Huang et al. [6] detected image copy-move forgery

using SIFT algorithm which suffers from the drawback that the search method is

computationally complex, it not only reduces the image matching and retrieval

speed but also affect the real-time performance.

In view of the problem existing in detection algorithms of the copy-move image

forgeries, we proposed a novel image forensics algorithm for detecting copy-move

forgery based on new PCA-SIFT, k-nearest neighbor to operate forgery detection.

The rest of the paper is organized as follows. In Sect. 78.2, we give a description

of SIFT and PCA-SIFT algorithms and discuss the proposed method in detail. In

Sect. 78.3, we apply our scheme to image forgery detection. Some experimental

results and discussions are debated in Sect. 78.4, and conclusions are drawn in

Sect. 78.5.

78.2 The Related Work

78.2.1 Review of the SIFT Algorithm

Scale Invariant Feature Transform (SIFT) algorithm [7] is essential to problems

including image matching, object recognition. SIFT extracts distinctive features

from images which are invariant to image scale and rotation and are robust to

distortion, noise, illumination, and viewpoint. The major stages of computation are

following.

Scale-space extrema detection: The first step searches over all scales and image

locations. Given an input image I(x,y), establish scale space L(x,y,σ) through

Gaussian function G(x,y,σ) and implement the Difference-of-Gaussian (DoG)

scale space D(x,y,σ) by using DoG function to identify potential interest points

that are invariant to scale and orientation. Extrema are detected by comparing each

sample point in DoG images to its 26 neighbors in 3 � 3 regions at the current and

adjacent scales in attempt to obtain candidate keypoints.
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L x; y; σð Þ ¼ G x; y; σð Þ∗I x; yð Þ (78.1)

D x; y; σð Þ ¼ G x; y; kσð Þ � G x; y; σð Þ½ �∗I x; yð Þ
¼ L x; y; kσð Þ � L x; y; σð Þ (78.2)

Keypoint localization: The next step performs a detailed model fit to determine

location and scale. Candidate keypoints are localized to sub-pixel accuracy, reject

keypoints with low contrast and eliminate edge responses to have stable ones.

Orientation assignment: The third step assigns the dominant orientations for

each keypoint based on local image gradient directions to achieve invariance to

image rotation. The keypoint orientation is calculated from an orientation histo-

gram of local gradients from the closet smoothed image L(x,y,σ).The gradient

magnitude m(x,y) accumulate to the histogram according to orientation θ(x,y). An
orientation histogram with 36 bins covering the 360� range of orientations is formed

from the gradient orientations in the neighborhood of the keypoint. Peaks in the

orientation histogram correspond to dominant directions of local gradients.

m x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L xþ 1,yð Þ � L x� 1,yð Þð Þ2 þ L x,yþ 1ð Þ � L x,y� 1ð Þð Þ2

q
(78.3)

θ x; yð Þ ¼ tan �1 L x, yþ 1ð Þ � L x, y� 1ð Þ
L xþ 1, yð Þ � L x� 1, yð Þ

� �
(78.4)

Keypoint descriptor: The final step builds a local image descriptor for each

keypoint to guarantee descriptors being distinctive and robust to other variations,

such as illuminations and viewpoint. Rotate the coordinate relative to the keypoint

orientation to ensure rotation invariance, sample the magnitudes and orientations of

the image gradient in a region around the corresponding keypoint, and accumulate

orientation histograms with eight bins summarizing the contents over 4 � 4

subpatches as the local statistics of gradient orientations to capture SIFT descriptor

with 128 elements.

78.2.2 Brief of the PCA-SIFT

The algorithm for local descriptors (termed PCA-SIFT) [8] examines the local

image descriptor used by SIFT. It can be summarized in the following steps: it

consists of the highly restricted set of patches that passed through the first three

stages of SIFT discussed above. So it accepts the same input as the standard SIFT:

the sub-pixel location, scale, and dominant orientations of the keypoint; it explores

alternatives to its local descriptor representation. Like SIFT, the descriptors encode

the salient aspects of the image gradient in the feature point’s neighborhood;

however, instead of using SIFT’s smoothed weighted histograms, the method

extract the 41 � 41 patch centered at the keypoint, and rotated to its dominant

orientation, concatenate their horizontal and vertical gradient maps, then
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the descriptor has 2 � 39 � 39 ¼ 3042 elements, and PCA was applied to the

normalized gradient patch to 20 elements. Details are given in the paper.

78.2.3 The Proposed Method

A novel method is presented to extract more challenging features. The method

extract keypoints of the image based on SIFT to inherit stability of the SIFT, while

refusing the traditional PCA-SIFT alternative to describing keypoints, it improves

on SIFT by using PCA thoughts in a novel way in which different from traditional

PCA-SIFT.

Keypoint detection: Given an image, we extract the keypoints X ¼ {x1,x2, � � �,
xn} through three steps of SIFT algorithm. The first step identifies image scale-

space extrema which robust to scale and rotation, preliminarily determine the

position and the scale of the keypoints. The second step determines the position

of the keypoints accurately and removes the low contrast keypoints and the unstable

edge response to enhance the matching stability. The third step assigns orientations

for each keypoint based on its local image patch. The assigned orientation(s), scale,

and location to construct a canonical view for the keypoint that is invariant to

similarity transforms.

Keypoint representation: Keypoint description using SIFT is created by sam-

pling the magnitudes and orientations of the image gradient in the patch around the

keypoint, and building smoothed orientation histograms to capture the important

aspects of the patch. Then image descriptors D ¼ {d1, d2, � � � dn} each with

128 elements are obtained.

The choices behind the SIFT descriptor is complicated, the descriptor matching

will have heavy computation based on large eigenspace. Moreover, some charac-

teristic of the eigenspace have very low contribution rate, they are susceptible to

external interference, such as noise, blur. Principal Component Analysis (PCA) is

used to reduce the eigenspace, simplify the dataset, and retain the identity-related

variation while discarding the distortions induced by other effects. For well solve

the problems above, it is not unreasonable to believe that the descriptor can be

reasonably modeled by applying PCA to accurately represent them with a compact

feature representation.

At first calculate the standardized data of input data di ¼ di � 1
n

Xn
i¼1

di. Then the

calculation of the covariance matrix should be done C ¼ 1
n

Xn
i¼1

didi
T , and the

eigenvalue and eigenvectors of the covariance matrix are extracted. Finally, sort

the eigenvalues and select the first r eigenvalues as the main components, the

corresponding eigenvectors to makeup matrix U. The transformation of input data

that maps the data matrix D in a new matrix Y as Y ¼ UTD. Then the improved

PCA-SIFT descriptors with r elements will be done.
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78.3 Application to Image Forgery Detection

The proposed method is introduced into image forgery detection. Apply the simple

and effective k-nearest neighbor using Euclidean distance as the similarity measure

criteria to run image detection. Perform global traversal search to determine the

matching decision by taking the ratio of the distance of the closest neighbor to that

of the second closest one with respect to a global threshold. Given a keypoint x ∈ X
with a similarity vector S ¼ {s1,s2, � � �,sn � 1} that represents the distancewith respect

to the other descriptors. When s1/s2 < T, the keypoint is matched. Iterating on each

keypoint in X, we can obtain the set ofmatched points which reveal the image forgery.

78.4 Experimental Results

78.4.1 Evaluation Metrics

Precision and accuracy are commonly used in evaluation standards, they are

popular in evaluating various classification and detection methods, thereby we

use them to evaluate detection performance of the new method, which are defined

as follows:

Precision ¼ #number of correct matches

#number of total matches

Accuracy ¼ #images detected as forged being forged

#forged images

78.4.2 Test on a Large Dataset

In order to verify the effectiveness and stability of the proposed algorithm, the

method has been tested on various images. Experiments are performed as follows.

Parameter determination: Figure 78.1 demonstrates that the performance of the

improved PCA-SIFT as PCA dimension and threshold are various. Increasing the

dimensionality of the space has a result in better accuracy, since the representation

is able to capture the structure of the patch. Adding the threshold achieves better

results too, but once it exceeds a certain size, the precision begins to decline. Note

that the requirement for image description improves on image forgery detection.

Using fewer components require less storage and faster matching. Thereby

weighing the precision and detection time, this article chooses the threshold value

T ¼ 0.5, PCA space r ¼ 64.
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Detection of image forgery with no post-processing: Comparison on the perfor-

mance of SIFT [7] and new method in copy-move image detection are shown in

Fig. 78.2. Threshold is set to 0.5. The new method shows the increased detection

accuracy.

Detection of image forgery with post-processing: The dataset is composed by

various post-processing in the copy-move forgery. Figure 78.3 shows that the new

method can accurately detect and locate forgery region and has resistance ability for

post-processing. An interesting phenomenon was found after repeated experiments,

when the image is more distinct and the texture is stronger, it may bring about more

keypoints and feature matching, the detection results will be better.

Detection accuracy: For statistical detection accuracy of SIFT and new method,

each post-processing operations selected 200 tampering pictures including figures,

landscapes, buildings, etc., and covering a variety of forgeries such as scale,

rotation, and JPEG compression. Figure 78.4 presents that the detection accuracy

of the new algorithm is superior to the SIFT algorithm. Furthermore, it greatly

reduces the time complexity and improves the detection efficiency.

78.5 Conclusion

This paper proposed a novel algorithm for detecting copy-move forgery using the

idea of improved PCA-SIFT. The presented method showed effectiveness with

respect to detecting and locating forged images even if the images have undergone

Fig. 78.1 The performance

of the improved PCA-SIFT

as PCA dimension and

threshold changes

Fig. 78.2 The original image is shown in the fist column; the tampered image is pictured in the

second column; the detection results using SIFT and new algorithm are reported in the third and

fourth column, respectively
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any post-processing. Furthermore, the algorithm also has lower computational

complexity and it works well on all the basic image formats. It performed better

than some of the previous methods. However, the algorithm still deserves further

exploration to more accurately define the tampered region and enhance the robust-

ness of the detection.
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Fig. 78.3 Some examples of original images are shown in the first column; the tampered images

(rotation, sale, blur) are pictured in the second column; the detection results are reported in the

third column

Fig. 78.4 Detection

accuracy of SIFT and new

method for each different

attack (in percentage)
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Chapter 79

A Thinning Model for Handwriting-Like

Image Skeleton

Shijiao Zhu, Jun Yang, and Xue-fang Zhu

Abstract In order to solve the letter skeleton problem with handwriting-like

attributes, a thinning model is used in this paper. By introducing improved reser-

vation and eliminating produces, additional pixels are constrained by thinning

nearest pixels. In the experiment, the proposed method is compared with others in

the literature English letters by using the one pass thinning algorithm (OPTA) and

Hilditch methods. Empirical results show that the proposed model can thin

handwriting-like skeleton in terms of reserving topology and eliminating extra

pixels.

79.1 Introduction

Handwriting provides useful personal information that may be used to describe the

property of an image [1]. While it is relative easy to describe print character, but

difficult for personal handwriting character especially for widely use of handset

devices. The first thing of reorganization is to preprocess images with thinning

handwriting outlines.

Research in thinning methods has been interest in recent years due to the first

step of retrieval features [2, 3]. Some algorithm has been used in some applications

[4, 5]. An ideal thinning method has the properties of keeping connections, topol-

ogy, and relative position. It is best to keep the thinning result outline in middle of

handwriting skeleton. Some methods have been proposed, such as Hiditch [6], one

pass thinning algorithm (OPTA) [7], and so on.
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But we all known that each method has its better performance based on its

characteristic in special field. A widely used method is FAT (fast thinning algo-

rithm) [8] which is based on eight nearest pixels. This method use local pixels

properties. From the point compute iterate type, it is classified as serial algorithm

and parallel algorithm. Serial algorithm is depended on preprocess order, while

parallel algorithm is based on last produce. Therefore parallel algorithm is superior

to serial one. For improved contour-based thinning method, it uses shape charac-

teristics of text to get skeleton of nearly same as the true character shape [9]. Our

proposed method is based on parallel algorithm.

In the paper that follows, we begin with the definition model in Sect. 79.2.

Meanwhile, the produce and algorithm is presented. A framework of the thinning

schema is discussed. In Sect. 79.3, we give experimental result and comparison of

different algorithm. Section 79.4 briefly summarizes the paper.

79.2 An Improved Model

OPTA algorithm is a typical method for thinning binary image. It uses reservation

and elimination templates to apply for an original image.

The whole produce banks of produce of thinning method are described in

Fig. 79.1.

For original image, it is made by produce of binary, and then to removing

superfluous pixels of skeleton by bank of keeping templates and removing

templates.

The whole produce can be described as follow:

(1) For current pixels, find nearest pixels in removing templates, if true then next,

otherwise go to step (3);

(2) Make judgment of keeping template, if pattern in keeping method then keep

current pixel, otherwise make tag of removing and go to step (1);

(3) No action for current pixel, go to step (1);

(4) Process for next pixel;

(5) Make judgment of the last time parallel produce, if has pixel removed, then

continue next loop. Otherwise stop.

For handwriting skeleton, it has some of its own properties. Firstly, it has some

subblocks of contiguous regions having similar characteristic such as color, inten-

sity, or edges. Secondly, they are often vertical or horizontal alignment. Thirdly,

Reservation
Templates

Elimination
Templates

Thinning
Result

image

Binary
Image

Fig. 79.1 Thinning produce
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they are often been placed in center of an image. For above-stated reasons, we

define some templates as follow (Fig. 79.2).

In paper of the thinning algorithms [2], it gives reservation templates. When

pixel and its near pixels compared to the templates, if it meets condition, pixel is

kept otherwise it is removed. From experiments, we find it has three negative sides.

One is destroy topology structure for some outlines because it uses strict templates

for constraint. Next one is invalid for closure structure. The last one is time

consume for big size of reservation templates (Fig. 79.3).

In proposed method, we define keeping produce instead of keeping template.

Firstly we define its position as symbolized letters as below:

The circle point in Fig. 79.4 is used to represent the location of the current point.

According to elimination templates, model gives candidate pixels with parallel

computation. In the next step, reservation templates banks and with option of

elimination templates bank was presented (Fig. 79.5).
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Fig. 79.5 Proposed bank of thinning. Where (*-) symbolized as left pixel
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The proposed method can be described as:

Binary image initial from image

Repeat until done:

1a. parallel processing current pixel and its nearest around pixels.

1b. if judgment can meet removing templates and not meet keeping templates, then it is marked

as erased pixel.

2a. If judgment is empty, exit.

2b. Make a new binary image based on pre-image and its judgment.

2c. Use new binary image for next loop.

3a. Update binary image.

As mentioned, pixels of near candidate pixel are filtered by templates. In our

implementation, these points are tagged by temporary array with the ability of

parallel computation. The image pixels are, therefore, updated (pixel by pixel) at

each iteration of the filtering algorithm.

79.3 Experimental Results

In order to verify and analysis experiment, here we apply our algorithm to a variety

of handwriting-like images. In each gray images, their size are 160 � 40. The

computer used in the experiment:

• CPU: Intel Core i5-2430M 2.40 GHz.

• Memory: DDR3 1066 MHz 2 GB.

• Operating System: Windows 7.

• Compiler: Visual C++ 2008.

Where possible, we make comparisons to previously proposed methods. We

perform our experiment on the well-known OPTA and Hilditch methods. In

experience, we use two category images: one is image with single letter and another

one is multi-letters. A single character set is primarily to the validity of algorithm

corresponding to the character topology. Multi-letters set is to verify validity of

Connectivity between the characters. Figures 79.6 and 79.7 give the result.

From Fig. 79.6, we can notice that the topology of letter can be reserved while

comparison of little disconnection by improved OPTA method and many discon-

nect region by Hilditch method. For multi-letters thinning in Fig. 79.7, Line with

more than one pixel was generated in (b) by method of improved OPTAmethod and

disconnection in sub-image with letter M. In (c), connection lines were broken into

some regions. In (d), we can notice topology and connection of letters were

reserved.
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79.4 Conclusion

In this paper, a model for thinning handwriting-like image was proposed. Based on

the proposed model, thinning binary image was generated with better topology

structure and connection. It is superior to the OPTA and Hilditch proofed by

experiments. What’s more, the method is based on produce instead of only tem-

plates. It can accelerate the thinning speed.

However, this is not necessarily the best algorithm. Thinning binary image and

reserving its topology may be able to further improve the post-process correctness

based on keeping handwriting skeleton accuracy. It remains to be confirmed by

further studies and experiments.
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Chapter 80

Discrimination of the White Wine Based

on Sparse Principal Component Analysis

and Support Vector Machine

Rong Wang, Wu Zeng, and Jiao Ming

Abstract In allusion to the urgency of the white wine identification, and the key

shortcoming of PCA (Principal Component Analysis), whose all loadings are

non-zero, the sparse PCA (SPCA) is employed to enhance the explanatory and

remove unnecessary variables. By using elastic net Zou Presented, SPCA can seek

sparse factors and explain the maximum amount of variances in the data. For

illustration, a comparison of strategy between PCA and SPCA, which combined

with the specified categorizer—Support Vector Machine (SVM) and Infrared

(IR) Spectroscopy, is utilized. The finally classified result of white wines based

on SPCA is up to 93 %, but the PCA’s 83 %, and directed categorizer’s 80 %.

Obviously, the SPCA can extract characteristics more effectively, which benefits

the classification accuracy of SVM.

80.1 Introduction

Up to today, white wine, which blended delicately combined with storage perfectly

in many years, has become a luxury slowly. The costliness price spilt over into

confusion. In consequence, the fraud means emerge in endlessly. Thus, the quality

of wine has attracted great importance. As a rapid and non-destructive methodol-

ogy, NIR technique has been paid much attention recently. Studies have been

reported on using NIRS technique to analyze quality of food oil, fruit, and honey

[1–3]. IR spectroscopy is absorbed primarily by hydric groups, which is main

composition of the wine. To qualitatively detect the category, IR can yet be

regarded as a simple but effective method. However, IR acquisition area includes

hundreds of wavelength points. The correlation among certain wavelength points

surely increases the complexity of the problem, so we must take measures to select
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variable. PCA chances to transform original variables into a few new variables, thus

realizes reducing the dimensionality of spectral data in order to extract main

information.

PCA seeks linear combinations of the data variables (called principal compo-

nents PCs) by capturing a maximum amount of variance. However, all PC coeffi-

cients (called loadings) are non-zero. This is to say, although PCA concentrates the

information in a few key PCs for the convenience of the model interpretation and

visualization, the PCs are still constructed by all original variables. To enhance the

explanatory and remove unnecessary variables, Zou [4] presented SPCA. In SPCA,

we seek a trade-off between the two goals of expressive power (explaining most of

the variance or information in the data) and interpretability (making sure that the

factors involve only a few coordinate axes or variables) [5].

The outline of the paper is as follows. After brief background introduction, data

and methods needed are described in Sects. 80.2 and 80.3, separately. Then in

Sect. 80.4, we demonstrate this mixed method and discuss its potential through

several experiments. At the end, we conclude and give a general overview to

future’s work.

80.2 Materials

A total of five bottles of wine samples were bought from a hypermarket in Wuhan,

including “guan-gong-fang” wine (ggf), “fen-jiu” aged 10 and 5 years (f10 and f5),

“er-guo-tou” aged 8 years, and another “er-guo-tou” (egt8 and egt65d). Just because

those wine are famous in china, thus it is more likely to be cheated. Moreover, there

are different flavor, alcohol, and year so that selected samples are more typical.

The IR spectra were collected in the reflectance mode using a NEXUS

670 FT-IR spectrophotometer (Nicollet, USA) with an InGaAs detector in the

range from 4,000 to 650 cm�1. The sample spectrum was acquired to subtract

from a reference spectrum which scanned in an empty cell without sample to

remove background noise. The spectrum of each sample was obtained by taking

the average reading of 16 scans. In case of abnormal data, more than 50 samples

were collected from each bottle. But 50 samples derived from each wine were

selected as final experimental data. In multivariate analysis, the wine samples were

divided into calibration set and validation set, which was used to train and evaluate

the model separately. To testify the classified prediction, the concentrations of each

category were arranged in randomly.
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80.3 Methods

80.3.1 The Overall Idea of Algorithm

The paper adopts SVM based on the IR spectroscopy technique to realize perfect

classification of white wine, whose overall idea is as follows:

1. To remove the abnormal samples;

2. To extract feature used PCA and SPCA;

3. To take the extracted PCs as the input of SVM and build a prediction model;

4. To predict the samples on the model.

80.3.2 PCA

PCA was used here mainly to extract information from the wine spectrum data, and

meanwhile to reduce the dimensionality of the spectra. By calculating the eigen-

vectors of the covariance matrix of normalized calibration data, PCA transforms the

original variables into new axes and calculates PCs as new variables to replace the

original data [6].

In detail, the data X is an n � p matrix containing p features for each observa-

tion. Without loss of generality, X is normalized. Then the singular value decom-

position (SVD) of X is to be:

X ¼ UDV 0 (80.1)

So Z ¼ UD is the PCs, and the columns of V are the corresponding loadings.

Notice that PCA has another function to realize clustering. Through observing

the score plot, we can find the same kind of data will gather together while deviate

far when they are different. Those dates deviated farther are thought to be abnormal.

The paper is to use this method to eliminate abnormal samples.

80.3.3 SPCA

As an improve method, SPCA seeks sparse factors or linear combinations of the

data variables to explain a maximum amount of variance in the data while having

only a limited number of non-zero coefficients [5].

Elastic net, as a regression-type optimization problem, combines Ridge with

Lasso, both of which are a penalization technique based on the ln norm. Through the

l2 norm, Ridge regression contracts coefficients of regression to achieve the purpose

of reducing error. But Lasso increases l1 penalty function based on general linear

least square method to make the sum of the absolute coefficient less than a constant.
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Due to the constraint of natural property, some coefficients turn to zero. Elastic net

integrates both such that removing the limitation of each other, and then simulta-

neously chooses variables and reduces the model prediction error. Meanwhile, it

generally does not compress regression coefficients excessively.

To address these concerns, Elastic net regression attempts to mix the l1 and l2
penalties, as shown in (80.2).

β̂ ¼ argmin
β

Zi � Xβk k2 þ λ βk k2 þ λ1 βk k1
� �

(80.2)

The goal in elastic net is to produce a sparse feature space with the l1 penalty, but
improve stability and retain correlated features with the l2 penalty [7]. Like the

lasso this is not a computationally simple problem, but efficient methods for solving

it which have been developed. There is also an additional free parameter in α, which
determines the relative strength of the penalties. Previous studies have shown this

technique to be effective in classification of functional magnetic resonance imaging

(fMRI) data [8].

80.3.4 SVM

SVM is a powerful classification technique first proposed by Vapnik, whose theory

is based on Vapnik-Chervonenkis theory and structural risk minimization [9]. An

optimum network structure and a better generalization performance could be

achieved with SVM.

The main idea of SVM is to first map the data points into a high-dimensional

feature space by using a kernel function, and then to construct an optimal separating

hyperplane between the classes in that space. The primary advantage of SVM over

the traditional learning algorithm is that the solution of SVM is always globally

optimal and avoids local minima and over-fitting in the training process.

80.4 Results and Discussion

80.4.1 Spectra Investigation

During the process of collecting spectral data, there may be emerge abnormal

values, which will affect the classification accuracy. In order to reduce the negative

effect, we must take measures to remove these abnormal samples before feature

extraction. According to PCA for all data, we find and remove three samples

deviating farther, and then arrange new data. Figure 80.1 shows the mean spectral

of each class for the original data mapping of five wines. As seen in Fig. 80.1, the
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features of wine spectral were similar generally because of the influence of water in

the wine, which affects the result of classification seriously. So we must make

measures to select features and improve the classified precision.

80.4.2 PCA and SPCA

Although both of them cannot be used as a classification tool, this behavior may

indicate the data trend in visualizing dimension spaces. For visualizing the data

trends and the discriminating efficiency, a scores plot using the first two PCs of

training samples and the loading of top five PCs were obtained which are showed in

Fig. 80.2. As it shows, the scores plot could reflect cluster relation at some degree.

Then the sparse feature of SPCA was showed in Fig. 80.3.

Fig. 80.1 The mean spectral of each class

Fig. 80.2 The scores plot of PCA (left) and the loading of PCA (right)
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Comparing Figs. 80.2 and 80.3, we can discover that although both scores plot

getting into four categories, in which the two of “fenjiu” cannot be separated, the

SPCA loadings are sparse enough so that it can clearly point out the strongest

relevance between PCs and band. Thus, the property of sparse enhances the

explanation and removes the redundance.

80.4.3 SVM

According variance contribution on request, the first extracted 17 PCs by PCA and

SPCA, respectively, when training, contained more than 96 % of total variance. So

they could almost express the total spectral information. Then the top 17 latent

variables were put into the classifiers. As explained by Chih-Wei [10], RBF is the

most reasonable choice because of its simplicity and ability to model data of

arbitrary complexity. So we entirely focus on the RBF kernel in this paper. To

improve SVM predictive performance, we adopt a “heuristic search” on parameters

c and g.

After constructing the model, how to predict a new sample is the following work.

According to the introduction of PCA and SPCA, we must take validation set to the

same mapping and get PCs of it. The best way is to deal with Validation set based

on projection matrix of calibration set. Then the obtained PCs of calibration set are

taken into the model to predict.

Table 80.1 contains the prediction results for the SVM, PCA + SVM, and

SPCA + SVM models. For pure SVM and PCA + SVM classified method, only

80 % and 83 % of true wine were correctly classified, respectively; while the

SPCA + SVM models achieved 93 % correct classification. Obviously, the sparse

PC as input of SVM could be produced better classification results than others.

Fig. 80.3 The scores plot of SPCA (left) and the loading of SPCA (right)
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80.5 Conclusion

This work tried to improve enforcement of quality of Chinese white wine. The

grade and commercial value of five breeds of wine is of great difference. So

quickly, efficiently, and correctly identify wine has significant meaning. The

study applied NIRS combined with SVM, and extracted optimal PCs using PCA

and SPCA as the input of SVM. After comparing the abilities of two kinds of

methods, we can conclude that the NIR spectroscopy technique based on SVM has

high potential to identify the wine varieties in a rapid and nondestructive way and

with a high degree of accuracy.

Although not achieving correct perfectly, the approach using SPCA still indi-

cates that the sparse is effective and promising to classification in some degree.

After all the penalty coefficient is selected by experience or man-made, which lack

of comprehensive. If we can realize the adaptive selection, the classification

accuracy will reach 100 %. So the adaptive selection turns to be the next step

before us.
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Chapter 81

Design of Mobile Electronic Payment System

Ting Huang

Abstract Multi-bank mobile electronic payment system uses mobile terminals for

electronic payments, which can circulate in multiple banks and cannot limit from

the bank that issues the e-cash. The paper researches electronic payment on the

withdrawal agreement, the pay agreement, the deposit agreement, the update

protocol of the e-cash based on elliptic curve cryptography. The design of the

system is more suitable for mobile payment terminals with limit of calculation

capacity, storage, network bandwidth, and power supply, which meets the needs of

the day-to-day transactions.

81.1 Introduction

Nowadays the mobile electronic payment is popular in the world that the user has

done dynamic payment with his mobile terminal, such as Visa DPS. But a lot of

e-cash cannot be in circulation in the number of financial institutions because the

amount of e-cash issue is fixed and the transaction can only be done in the system

[1]. Based on elliptic curve cryptosystem this paper proposes multi-bank mobile

electronic payment system. The micro-payment transacts off line by the k-ary tree

and the macro-payment transacts on line, which meet the needs of the actual

transaction in the e-cash circulation of the banks. Divisibility of the mobile

e-cash [2] is realized by the K-tree (K > 1). The solutions of multi-bank electronic

payment [3] are that multiple banks issue the e-cash.
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81.2 Design of a Project

The symbols of the whole text involve: x,y are the point of abscissa and vertical axis

on the elliptic curve, respectively; SU, SC are the user and payee’s private key; PU,

PC are the user and payee’s public key. Each bank is classified by the number, such

as ICBC is the bank1, etc.; the other bank is the bankn, of which the corresponding

private key and the signature private key are defined as SBn, S1n, S2n and the

corresponding public key is PBn, P1n, P2n, (n ∈ (1,1)). The model of the mobile

electronic payment system is shown in Fig. 81.1.

The use cycle of the e-cash is defined as T (T is the time cycle T1 to T3). The time

T1 generates when the user fetches the e-cash from the bank. The time cycle T1 to T2

is an effective use cycle of the e-cash T’ (T’ is the given value). When the time T2

reaches, the e-cash is unavailable. Only before the time T3 (The time cycle T2 to T3 is

the updating cycle of the e-cash T” that is the given value) the user goes to the bank

for updating the e-cash.

81.2.1 Design of Off-Line Payment(Micro-Payment)

1. Withdrawal agreement

Step 1: The user fetches M yuan from the bankn and gives the segmentation

parameters K of the e-cash. Then he generates A ∈ RZn and ρ ¼ H(A + SU).

At the same time, he gets the K-ary tree by M yuan, saves α(n), ρ, K, T1, B to

the database, and sends to the bankn after encrypting IDnU, M, α(n), β(n), γ(n),
T1 by the shared key.

Step 2: The bankn gets the root node of the divisible e-cash: α(n) ¼ H[(MSln +

ρS2n)kSBnkBkT1], and calculates β(n) ¼ H[α(n)k(CG)xkMkT1], γ(n) ¼
β(n)SBn + C, B, C ∈ R Zn.

Then it saves α(n), ρ, K, T1, B to the database, encrypts IDnU, M, α(n), β(n),
γ(n),T1, and distributes to the user.

Step 3: The user decrypts IDnU, M, α(n), β(n), γ(n),T1 and stores.

2. Payment agreement

Payments in two ways are described in Tables 81.1 and 81.2.

Withdrawal Deposit
Large payment

Payment

Central bank

Bank1 Bankn……

User Merchant

Fig. 81.1 The model of the

mobile electronic payment

system
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Table 81.1 Payment agreement (M0 ¼ M yuan)

User Payee

M, α(n), β(n), γ(n),T1 is sent The payee tests

β nð Þ ¼? H α nð Þ
�����γ nð ÞG-β nð ÞPBn

�
x

����M����T1

h i
, saves M,

α(n), β(n), γ(n), computers η ¼ H[(SCPU)x], and

sends η, the user’s name, M, α(n)

The user tests η¼? H
�
SUPC

�
x

� �
and

deletes entire e-cash records of α(n), M

Table 81.2 Payment agreement (M0 < M yuan)

User Payee

The K-tree is generated by M’: For the

branches α(n)l1,. . . lS, the user takes
B1, . . . , Bk, ..., k,C1, . . . , Ck, ...,k∈RZn, p

¼ {ρ, l1}, α(n)l1 ¼ H(Bl1kSUkα(n)kT1),

β(n)l1 ¼ H[α(n)l1k(Cl1G)xkρkp[l1]k
KkM0kT1], γ(n)l1 ¼ β(n)l1SU + Cl1,

. . ., α(n)l1,. . .,lS ¼ H(Bl1 . . .,lSkSUkα(n)
l1,. . .,l(S ‐ 1)kT1), p ¼ {ρ, l1, . . . lS}, β(n)
l1,. . .,lS ¼ H[α(n)l1,. . .,lSk(Cl1,. . .,lSG)xkρkp
[l1]k . . . kp[lS]kKkM0kT1], γ(n)l1,. . .,lS
¼ β

(n)l1,. . .,lS
SU + Cl1,. . .,lS, saves B1, . . .,

Bk,. . .,k, C1,. . .,Ck,. . .,k to the database. M’,

p, α(n)l1,. . . lS, β(n)l1,. . .,lS, γ(n)l1,. . .,lS, α(n),
T1 are sent. The branches that are not

used can be paid until all the K-tree

branches are run out.

The payee tests

β nð Þl1...1S ¼?

H α nð Þl1...lS γ nð Þl1...lSG-β nð Þl1...lSPU
� �

x
ρk k

			h
p l1½ �: . . .k p lS½ �k : Kk M

0		 T1k �, saves M’, p, α(n)
l1,. . . lS, β(n)l1,. . .,lS, γ(n)l1,. . .,lS, K, computers

η ¼ H[(SCPU)x], and sends η, the user’s
name, M’, α(n)l1,. . . lS

After the user tests η¼? H
�
SUPC

�
x

� �
, the

amount of e-cash will subtract M’ from

the database and α(n)l1,. . . lS will be
deleted.
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3. Deposit agreement

After the businesses send the relevant transaction information stored in the

payment protocol to the bank, the bank verifies the correctness of this informa-

tion to detect double-spending. When the merchant deposits to the bankn, the

e-cash deposits to the bankn; merchant deposits to the bankm (not the bankn), the

bankn sends depositing issued to the bankm. After the e-cash in the bankm is dealt

the merchant finishes the depositing process. The central bank that has higher

level than ordinary bank verifies the authenticity of the transfer information on a

regular time, detects the untrue transfers, and increases the penalty.

In this section the payment node α(n)l1,. . . lS of an e-cash sent by the business as
an example: The e-cash is checked whether it is out of date in deposit database,

and whether it has the same path p. If it has the same path, you can conclude the

reuse of the e-cash. Then the bank can find the dishonest user’s identity who

takes e-cash ρ through the withdrawal database. Otherwise, the bank accepts the
deposits.

4. Update of the e-cash

When the usage time T’ of the e-cash reaches, the user must update through the

following protocol, while the e-cash will set aside more than the time T3.

Step 1: The user regenerates A ∈ RZn, ρ ¼ H(A + SU), regenerates the K-tree

by the residual e-cash M, saves ρ, K to the database. After they are encrypted

by the bank and the user’s shared key, ρ, K are sent to the bank.

Step 2: The bank regenerates the root node of the divisible e-cash according to

the user’s update time T1: α(n) ¼ H[(MSln + ρS2n)kSBnkBkT1] and computes

B, C ∈ RZn, γ(n) ¼ β(n)SBn + C, β(n) ¼ H[α(n)k(CG)xkMkT1], saves α(n),
ρ, K, T1, B to the database. After they are encrypted, IDnU, M, α(n), β(n),
γ(n),T1 are sent to the user.

After it has been updated, the e-cash can be transacted by the previous

protocol.

81.2.2 Design of On-Line Payment (Large Payment)

1. Withdrawal agreement

Step 1: The user withdraws M yuan from the bankn. After he encrypts M with

the shared key of the user and the bankn, the user sends it to the bankn.

Step 2: The bankn gets the root node of the divisible e-cash: α(n) ¼ H[(MSln +

S2n)kSBnkBkT1], calculates β(n) ¼ H[α(n)k(CG)xkMkT1], γ(n) ¼ β(n)SBn +
C, B, C ∈ R Zn, and saves α(n), T1, B to the database. After he encrypts

IDnU, M, α(n), β(n), γ(n),T1, the bankn will distribute them to the user.

Step 3: After he decrypts IDnU, M, α(n), β(n), γ(n),T1, the user will save them.
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2. Payment agreement

Step 1: The user pays the e-cash to the payee, M, α(n), β(n), γ(n), T1 are sent to the

payee.

Step 2: The payee inspects the authenticity of the e-cash: The payee tests

β nð Þ ¼? H α nð Þ
�����γ nð ÞG-β nð ÞPBn

�
x

����M����T1

h i
, and sends the user name, α(n), M,

T1 to the bank.

Step 3: The bank checks the authenticity of α(n). After it gets the validation of

α(n), the bank will inform the payee.

Step 4: The payee saves M, α(n), β(n), γ(n), calculates η ¼ H[(SCPU)x], sends η,
the user name, α(n), M to the user.

Step 5: The user confirms that the payment is successful, tests η¼? H
�
SUPC

�
x

� �
,

deletes the entire e-cash records of α(n), M.

3. Deposit agreement

The course is the same as the deposit agreement in off-line payment. For

example, the business sends the e-cash α(n), which issame as the payment node

α(n)l1,. . . lS of an e-cash in off-line payment.

4. Update of e-cash

The e-cash will set aside more than the time T3. The user must update the e-cash

through the following protocol.

Step 1: After he encrypts M with the shared key of the user and the bank, the

user sends it to the bank.

Step 2: The bank regenerates the divisible e-cash according to the time T1 of the

user updating the e-cash α(n) ¼ H[(MSln + S2n)kSBnkBkT1], calculates B,

C ∈ R Zn, β(n) ¼ H[α(n)k(CG)xkMkT1], γ(n) ¼ β(n)SBn + C, saves α(n), T1,

B to the database. After he encrypts IDnU, M, α(n), β(n), γ(n),T1, the bank will

distribute them to the user .

After it has been updated, the e-cash can be the same with the previous

transaction protocol.

81.3 Security and Efficiency Analysis

1. Blind signature: α(n), β(n), γ(n) are the right signature of the e-cash M based on

blind signature protocol.
Proof: If the validation of the e-cash β nð Þ ¼

?
H α nð Þ

�����γ nð ÞG-β nð ÞPBn
�
x

����M����T1

h i
is

established, that proofs γ(n)G ‐ β(n)PBn ¼ CG. γ(n) ¼ β(n)SBn + C, so γ(n)G ‐
β(n)PBn ¼ (β(n)SBn + C)G ‐ β(n)PBn ¼ CG. Similarly we can prove that α(n)
l1,. . ., α(n)l1,. . .,lS, β(n)l1,. . ., β(n)l1,. . .,lS, γ(n)l1,. . ., γ(n)l1,. . .,lS are correct signature

of the e-cash M’.
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2. The signatures and the e-cash are unforgeable

The signatures and the e-cash embed the private key S. Any attacker must get the

private key S so that he can forge the signatures and the e-cash, which must solve

the ECDLP problem. This problem remains unsolvable, so the signatures and the

e-cash are unforgeable.

3. When the e-cash is spent repeatedly, the bank will reveal the user’s anonymity

When he consumes the e-cash, the user will send the e-cash and p to the

merchant. If the user spends repeatedly, the bank will find the reuse of the e-cash

or p when the business deposits. The bank inquires about the withdrawal database,

thus it can identify the user’s identity.

So it is not possible to forge a correct e-cash. When the e-cash is spent

repeatedly, merchant can detect the user’s identity through the bank. Therefore

the protocol is safe and fair (The bank must be safe and reliable). If the user trades

normally, the user’s anonymity is guaranteed. The bank will reveal the user’s

identity only the illegal transaction. Thus the anonymity of the user will be ensured,

the interests of the banks and the merchants will be ensured too.

The time of protocol implementation and storage consumption in multi-bank

mobile electronic payment system are the key to efficiency. 160 bit length of

the key in ECC has the same powerful functions as 1,024 bits length of the key in

RSA [4]. The divisible e-cash protocol [5] bases on the zero-knowledge proof,

strong RSA problem. The achieve agreement of this system bases on ECC.

Compared to RSA, ECC need not exponentiation compute. The computation

of ECC can be negligible. Therefore the efficiency of this protocol runs faster.

Paying a divisible e-cash [5] needs to save (S, π), S ¼ g
1

sþjþ1, π ¼ (R, info, pkM,

time, T, Cr, Cpku , CS, Ct, Cd, Cj, Φ). The storage space needs at least

1024 + 128 + 1024*7 + 1024*5 ¼ 13440bit ¼ 1680byte. While paying a divisi-

ble e-cash in this system simply saves M’, α(n)l1,l2,l3, β(n)l1,l2,l3, γ(n)l1,l2,l3, p ¼ {ρ,l1,
l2,l3}, K (Assuming the K-tree assigns to the third branch). The storage space is

approximately 32 + 128 + 128 + 192 + (128 + 32*3) + 32 bit ¼ 736 bit ¼ 92

byte, which reduces the 94.5 % of the storage amount and the network bandwidth.

The 2-tree is used [5, 6]. Because the divided branches in splitting the e-cash are too

much, the amount of computation in generating the e-cash is increased.

The e-cash in this system contains the use cycle. When the end of the use cycle is

coming, the bank can delete the e-cash. Efficient divisible e-cash scheme [7] needs

storage (S, T, ∏ S, I, ξ), Si,0,. . ., Si, 2l�1. Thus a lot of storage space is saved in this

paper. The efficiency of the bank retrieving the database and the deposit agreement

are improved. The reliability and maintainability of the data are improved too.

When the end of the use cycle of the e-cash is coming, the user can update the

e-cash in the bank through implementing update protocol of the e-cash, which

guarantees the legitimate rights and interests of the user.

The implementation of the multi-bank e-cash [8] requires the central bank to

issue the e-cash. A financial institution is added, which makes the protocol more

complicatedly.
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81.4 Conclusion

To sum up, the protocol of multi-bank mobile electronic payment system is safe,

simple, efficient, and suitable for the mobile payment terminals of which calcula-

tion capacity, storage, network bandwidth, and power supply are very limited.
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Chapter 82

Power Saving-Based Radio Resource

Scheduling in Long-Term Evolution

Advanced Network

Yen-Yin Chu, I-Hsuan Peng, Yen-Wen Chen, Chi-Fu Yi,

and Addison Y.S. Su

Abstract It is well known that power saving is one of the most important issues for

mobile device in accessing network services. The efficient conservation of energy

for longer operation times of a mobile station is vital to the success of various

mobile applications. This paper proposes a systematic approach to allocate radio

resources in Long-Term Evolution Advanced (LTE-A) network by considering the

channel condition and QoS requirements, while the power saving is a centric issue

during the scheduling process. The proposed scheme includes the selection of

component carriers (CC) and the allocation of radio resource to satisfy the QoS

demands while minimize the power consumption of user equipment (UE). Addi-

tionally, exhaustive simulations were performed to examine the performance of the

proposed scheme. Both http and video streaming traffic models were applied during

the simulations. The experimental results show that the proposed scheme achieves

better performance when compared to the other scheme.

82.1 Introduction

The mobile multimedia applications, such as video streaming and video telephony,

enables the needs of broadband access in wireless mobile networks. Although Long-

Term Evolution (LTE) network provides higher bandwidth than that of current 3G

network, its channel bandwidth is limited to 20 MHz [1] without flexibility.
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The emerging LTE-Advanced (LTE-A) provides four additional technologies,

which are carrier aggregation (CA), advance multi-input multi-output (MIMO),

coordinated multiple points (CoMP) transmission and reception, and relaying, to

improve transmission performance. Among them, carrier aggregation and advance

MIMO are designed to overcome the issue of limited channel bandwidth [2]. The

user equipment (UE) with LTE-A capability could aggregate more than one com-

ponent carrier (CC) for more channel bandwidth. However, the LTE-A capable UE

requiresmore antennas to receive the radio signal from different CC, which results in

more power consumption. For the mobile devices, such as UE of LTE, it is critical to

save power so as to lengthen the usage after charge.

The Orthogonal Frequency Division Multiple Access (OFDMA) technology is

used for downlink transmission in LTE/LTE-A network. The eNode B (eNB) is

responsible for the allocation of radio resource. The radio resource allocation

is considerably more correlated and critical to the diversity channel conditions

among UEs and the effective usage of the adaptive modulation and coding (AMC)

scheme for transmission in OFDMA systems. A higher level of modulation and

coding scheme (MCS) achieves higher spectrum efficiency and, therefore, higher

system throughput if channel condition is acceptable. As the channel conditions of

UEs may be different and changeable from time to time, if it is not well allocated,

the service quality will be downgraded due to insufficient bandwidth. In LTE-A

network, eNB can allocate either resource blocks (RB) of the same CC or the RBs

that belong to different CC to LTE-A capable UE to satisfy its required bandwidth.

However, the LTE UE can only be allocated with the RBs of the same CC. Then, for

a specific LTE-A UE, if its channel conditions of all RBs are the same then it will

save more power to be allocated with RBs of the same CC. Furthermore eNB may

allocate RBs of the same CC to an UE even this allocation will sacrifice system

throughput from the power saving point of view. Thus it is a tradeoff when the

issues of system throughput and power saving are encountered. And the satisfaction

of quality of services (QoS) is the compromise to balance these two issues. The

objective of this paper is to propose a systematic scheme to properly allocate radio

resource for LTE UE and LTE-A UE coexistence environment with different QoS

requirement and under changeable channel condition.

The rest of this paper is organized as follows. Section 82.2 overviews some

background and related works. The proposed radio resource allocation scheme is

described in Sect. 82.3. Section 82.4 provides the comparison of simulation results

with discussion. We conclude our study in the last section.

82.2 Related Works

The use of CA in LTE-A provides UE to aggregate the radio signals from different

component carriers. And the component carriers can come from different spectrum

bands. Thus UE can aggregate carriers from either the contiguous CCs or the

714 Y.-Y. Chu et al.



noncontiguous CCs of the same spectrum band. UE can also aggregate carriers from

the CCs that belong to different spectrum bands as shown in Fig. 82.1 [3].

Each UE can use activation/deactivation mechanism to manage the CA function.

And eNB can inform UEs about the allocation information, including CC and RB,

through the radio resource control (RRC) message. UE can turn off the antenna

without receiving the signals of physical uplink shared channel (PUSCH) and

physical downlink control channel (PDCCH) that is temporally unused. As the

carrier aggregation provides the flexibility in allocating radio resource, several

schemes were proposed to study this issue [4–8]. The LTE-A UE and LTE UE

are different in using CC, therefore, it is better to use different policies for both

kinds of UE [4]. The authors also designed the measurement functions as the

reference to be adopted in both independent packet scheduling per CC and cross-

CC packet scheduling [4]. In addition to introducing the random selection and

round robin (RR) selection for CC, the reference signal received power (RSRP)

value was defined for the use of CC selection [5]. And the authors also presented the

proportional fair (PF) and modified largest weighted delay first (M-LWDF) sched-

uling algorithms for fair resource allocation among UEs. The separated burst-level

scheduling (SBLS) was proposed to improve the separated random user scheduling

(SRUS), which may introduce unbalance load of CC [6]. The possible structures of

LTE-A UE were proposed in with detail analysis of their power consumption

[7]. The discontinuous reception (DRX) mechanism provides sleep mode for UE

to save power. The authors proposed that LTE-A UE can arrange separated DRX

parameters for each CC by considering the QoS requirement [8]. The authors gave

their observations on the relationship between power saving efficiency and packet

loss ratio by adjusting the inactivity timer and on duration in LTE-A environment.

Thus the resource allocation can be designed from different view point such as QoS,

fairness, throughput, power saving, etc. In this paper, we propose the radio resource

scheduling scheme by trading off several criteria. Although the power saving is the

centric in the proposed scheme, QoS satisfaction of each UE and the resource

utilization shall also properly considered.

Fig. 82.1 Types of carrier aggregation
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82.3 The Proposed Power Saving Centric Radio

Resource Scheduling

The conceptual architecture of LTE UE and LTE-A UE coexistence environment is

illustrated in Fig. 82.2. It shows that LTE-A UE can access more than CC, however,

the LTE UE can only access one CC. The subcarriers of each CC can be grouped

into physical resource block (PRB) and each CC consists of several PRBs. It is

noted that LTE/LTE-A users have different channel condition, represented as signal

to interference plus noise ratio (SINR), on each PRB. The objective of radio

resource allocation is to properly arrange PRB(s) to UEs in accordance with their

bandwidth requirement and channel condition. Each UE can either periodically or

aperiodically report its channel condition, i.e. channel quality indication (CQI), to

eNB through the Physical Uplink Control Channel (PUCCH) and PUSCH. The

channel condition can be reported by either wideband CQI or subband CQI. The

wideband CQI is the average channel condition over the entire channel and cannot

precisely describe the quality difference among channels. On the contrarily, chan-

nels are grouped in to resource block groups (RBG) in subband CQI and each RBG

reports its CQI.

The proposed scheme can be subdivided into two parts. The part 1 deals with the

selection of CC, and part 2 allocates radio resource to UE as shown in Fig. 82.3.

In practical application, UE may have different applications. In this paper, we

categorize the UEs into two types of services, which are guaranteed bit rate

(GBR) and non-GBR. As the QoS requirements of GBR UE and non-GBR UE

Fig. 82.2 Conceptual model of LTE and LTE-A resource allocation
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are different, two weighting functions are designed to differentiate their scheduling

priority. Generally, the delay budget is the major concern of GBR traffic, while the

packet loss is critical for the non-GBR traffic. And in order to avoid wasting

network resource, the GBR packet tends to be dropped if its queuing time exceeds

the delay budget. The weighting functions of GBR UE and non-GBR UE are

illustrated in (82.1) and (82.2), respectively. It is noted that, although the weighting

functions of GBR and non-GBR are obtained in different way, their weightings are

compared to each other to decide the priority.

WG ið Þ ¼
γ�Mave ið Þ
Mmax

� �
di
Di

� �
(82.1)

WN ið Þ ¼
Mave ið Þ
Mmax

� �
qi
Qi

� �
(82.2)

The Mave(i) is the average MCS level of the UE i received for all un-allocated

resource block groups (RBG) and Mmax is the maximum MCS level. In (82.1), di
and Di denote the longest waiting time of the packets that are in the queue and the

maximum delay budget of UE i, respectively. The values of qi and Qi indicate

current queuing length and the queue size of UE i, respectively. The parameter γ is
applied to adjust the balance of both weightings because, as the scales of delay time

and queue length may be incompatible, it may introduce bias between the ratios of

the second terms in both equations. The UE with larger weighting value has higher

priority to choose CC. Each UE calculates its preferences of all CCs and chooses

the CC with the highest preferences for radio resource allocations. The preference

of UE i on CC n is calculated by the summation of the available bandwidth of all

k RBGs of CC n by referring to the MCS level of UE i as (82.3).

Pi,n ¼
Xk
j¼1

Rn, j

��mi,n, j

� �
(82.3)

Fig. 82.3 The proposed

radio resource allocation

framework
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where mi,n,j denotes the MCS level of UE i in RBG j of CC n and (Rn,j|mi,n,j)

represents the residual bandwidth of RBG j of CC n for UE i by referring to its MCS

level. It is noted that each LTE UE can only choose one CC and the number of CC

that the LTE-A UE can choose depends on the number of its antenna. The

bandwidth to be allocated for each GBR UE follows its guaranteed bit rate.

However, the bandwidth to be allocated for each non-GBR UE can be calculated

in a statistic manner for fairness consideration. In this paper, we calculate the

bandwidth to be allocated for the non-GBR UE i in each frame, Bi as the following

equation

Bi ¼ Bave ið Þ� β þ 1� βð Þ� qi
Qave ið Þ

" #
(82.4)

where Bave(i) and Qave(i) are the average allocated bandwidth and average queue

length of UE i till now, respectively, and qi is its current queue length. The

parameter β is designed to adjust whether Bi tends to follow the previous allocated

bandwidth Bave(i) or to reflect current queuing condition. For example, if β is equal

to 1, then the UE will always be allocated with the average allocated bandwidth.

The proposed power saving-based radio resource allocation algorithm is shown

in Fig. 82.4. It is known that UE shall adopt the same MCS level for all received

RBGs. If eNB allocates two RBGs to a specific UE and the channel conditions of

these two RGBs are different, then the RBG with better channel quality shall yield

to the RBG with worse channel quality and downgrade its MCS level. As LTE-A

Fig. 82.4 The proposed power saving-based resource allocation algorithm
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UE has more than one antenna, it can choose RBG with the same MCS level from

different CC without downgrading its MCS level to maximize its spectrum effi-

ciency. However, from power saving point of view, eNB can allocate RBGs of the

same CC to LTE-A UE and the UE only needs to open one antenna. It may

introduce the downgrade of MCS level and then sacrifice some system throughput.

It is noted that the more RGBs UE gets does not mean the more acquired bandwidth

because of the downgrade of MCS level when getting more RGBs. Therefore eNB

needs to check whether it is worthwhile or not to allocate additional RBG.

82.4 Experimental Simulations

In order to examine the efficiency of the proposed scheme, exhaustive simulations

were conducted to compare the performance of the proposed scheme with the

compared scheme [6]. The video streaming service and http service were applied

as GBR and non-GBR traffic, respectively [9]. The channel bandwidth was

assumed to be 10 MHz and the ITU Veh-A channel model was adopted during

the simulations. The number of CC, each with 17 RBGs (3 RBs/RBG), and the

number of antenna of each LTE-A UE were assumed to be 4 and 2, respectively.

We fixed the number of non-GBR UE to be 20 and varied the number of GBR-UE

in the simulations. The simulation results of mean throughput and the average

numbers of antenna used per GBR UE and non-GBR UE are shown in Figs. 82.5

and 82.6, respectively.

It is noted that both of the proposed scheme and the compared scheme use the

same priority decision and resource allocation scheme during the simulations. The

only difference is the selection of CC. The proposed scheme selects CC according

Fig. 82.5 Results of mean throughput
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to (82.3) while the least load first scheme is applied in the compared scheme. The

simulation results show that the proposed scheme has higher mean throughput than

the compared scheme. The proposed scheme uses less number of antennas than that

of the compared scheme as shown in Fig. 82.6. It also shows that the number

antenna decreases when the number of UE exceeds 48. This phenomenon is mainly

owing to that eNB actively discards GBR packets, which exceeds the delay budget,

and, as the load is a little decreased, LTE-A UE may use less number of antennas.

82.5 Conclusion

The power saving-based radio resource allocation scheme in LTE-A network is

proposed in this paper. The proposed scheme considers the coexistence of LTE and

LTE-A UE with GBR and non-GBR quality requirements. Exhaustive simulations

were performed to examine the efficiency of the proposed scheme. The simulation

results demonstrate that the proposed scheme can achieve the desired performance

in throughput and number of antenna used when compared to the other scheme. As

the power consumption model highly depends on the design of hardware architec-

ture, the study of power saving shall be flexible enough to be adopted for new

hardware design. And it may be a valuable research direction in the future.
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Chapter 83

Dispatching and Management Model Based

on Safe Performance Interface for Improving

Cloud Efficiency

Bin Chen, Zhijian Wang, and Yu Wang

Abstract In order to solve the performance problem of the cloud computing

environment, a dispatching and management model (JDRMSP), which is based

on safe performance interface is proposed in this chapter. By using the performance

interface integrated into the safe DPI as the original basic data capture, agent-based

job scheduling algorithm as the job dispatching method, and ant colony algorithm

resource scheduling strategy as the resource management method, the integrated

cloud performance is enhanced. For illustration, a simulation experimental example

is utilized to show the effect of the model. From the experimental results we can get

the conclusion that The JDRMSP model can analyze the cloud environment

performance of various cloud components distribution pattern more accurately,

and this is the basis of configuration control of the performance of the entire

cloud environment, ultimately achieving the purpose of enhancement of the per-

formance of the cloud. The JDRMSP model can effectively solve the performance

data capture accuracy problem and take advantage of the dispatching and manage-

ment algorithm to optimize the cloud environment.

83.1 Introduction

With the rapid development of cloud computing, more and more industries took

cloud computing uses in business models into account [1]. As the cloud perfor-

mance is deeply impacted by the system dispatching and resource management

strategy, providing valid job dispatching and resource management model is essen-

tial, and the model must build on the premise of safety and efficiency. In this

chapter, the performance data interface is mainly performance agent and server

interface method (PASI), and it combines with the deep packets inspection (DPI).
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Moreover, continuous monitoring and large system scale lead to the

overwhelming volume of data collected by health monitoring tools. So, collecting

exactly sufficient and valid data for performance analysis is necessary. It means ,

appropriate selection method and collection frequency of working data are very

important for the effect and exactitude of the performance analysis. The collected

information is used to take part in the analysis of enhancement and optimization of

the dispatching and management model (JDRMSP).

83.2 Related Work

Job dispatching has become an important issue in cloud computing [2]. The job

combination and dispatching strategy algorithm with dynamic programming

(JCDS-D) was proposed to focus on the job allocation and the communication

overheads minimizing in cloud system [3]. In contrast to the traditional job man-

agers based on scheduler with push, light-weight job coordinator is designed to

process data request by pull mode in the proposed job management system [4].

Meanwhile, the resource management is also a key factor for the performance of

the cloud environment. There are various significant issues in resource allocation,

such as maximum computing performance and green computing [5]. Green com-

puting has become more and more important in recent times[6]. Energy saving is

achieved by continuous consolidation of VMs according to the current utilization of

resource, virtual network established between VMs, and thermal state of computing

nodes [7].

The job dispatching and resource management strategy needs essential perfor-

mance data as proof. The performance agent and server interface method (PASI)

which consists of PMC, PMA, and PMS effectively evaluates the performance of

the cloud center [8]. The PASI model can collect performance information auto-

matically and give the analysis report according to the different granularities.

However, the cloud architectures also increase dynamic data communications

which inherently increase security risks. Deep Packer Inspections (DPI) is essential

in protecting the cloud against malicious threats such as Web exploits, zero-day

attacks, and mal-ware. [9].

In this chapter, we focus on job dispatching combined with resource manage-

ment (JDRMSP) based on the VMs which improve cloud efficiency.

83.3 JDRMSP Model for Cloud Computing

Job dispatching and resource management based on safe PASI architecture is

divided into three layers as shown in Fig. 83.1. On the top is the clients layer;

it is the portal of the cloud environment. Request messages from different terminals

are gathered here, synchronized, and sent to the job dispatching mechanism.
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The JDRMSP model uses the agent-based job scheduling algorithm as the job

dispatching method, the ant colony algorithm resource scheduling strategy as the

resource management method, and performance interface integrated into the safe

DPI as the original basic data capture.

The job dispatching mechanism, which plays the central role in the JDRMSP

Mainframe Layer, is consisted by Light-Weight coordinator, Data Storage,

Dispatching, and Management Interface. The proposed job dispatching system is

composed of a data feeder, queue of input data, and monitoring module. The

coordinator communicates with the data storage system, which belongs to the

PASI architecture, for necessary performance information exchange. The light-

weight coordinator performs the essential resource analysis based on the perfor-

mance statistic data and response to the dispatching and management interface for

the core data source request. The essential performance analysis data is supplied by

the PASI which is embedded in DPI [10]. The architecture is given in Fig. 83.2.

Clients
Layer

User 1 User 2 User 3 User n

JDRMSP
Mainframe

Layer

Servers
Layer

Job Dispatching Mechanism

Light-Weight Coordinator

Data Feeder Monitoring Model

Input Data Queue

Job Pool Manager

Dispatching and Management Interface

Resource Pool Manager

Deep Packets
Inspection (DPI)

PASI Architecture

Virtual Machine Manager

VM (Job)
Agent

VM (Job)

VM (Job)

VM (Job)

VM (Job)

VM (Job)

CloudLet 1

VM (Job)
Agent

VM (Job)

VM (Job)

VM (Job)

VM (Job)

VM (Job)

CloudLet 1

Input Data Storage

Output Data Storage

Fig. 83.1 Job dispatching

and resource management

based on safe PASI

architecture
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83.4 Modeling and Analysis

In reality, the JDRMSP architecture plays as a powerful coordinate system for the

cloud computing environment. We assumed that the jobs that come to the queue

abide by the Poisson distribution process with an arrival rate of λ, while the process
time to each job by the queue has a genera distribution. So, we can build an M/G/1

queuing model with a non-preemptive system. It means that M jobs dispatching is

done by the coordinator by 1 server at G time. To measure the characteristics of jobs

and computing resources, we assume that jobs are in the same priority and are

submitted to the cloud according to Poisson distribution with rate λi, and job

dispatching system in the cloud will arrange some resources in the cloud to process

each job with a general service time distribution of “T.” First, we can get the total

rate λi of the arriving of the jobs:

λ ¼
Xn
i¼1

λi

Cloud Service Center

Dispatcher Service Portal

PMT
PMT
PMT
PMT
PMT
PMT

Performance Management Table

Performance Management
Server(PMS)

Host 1

Performance Management
Agent1(PMA)

Host 2

Performance Management
Agent2(PMA)

Host 3

Performance Management
Agent3(PMA)

VM1
Client1(PMC)

VM2
Client2(PMC)

VM3
Client3(PMC)

VM4
Client4(PMC)

VM1
Client1(PMC)

VM2
Client2(PMC)

VM3
Client3(PMC)

VM4
Client4(PMC)

VM1
Client1(PMC)

VM2
Client2(PMC)

VM3
Client3(PMC)

VM4
Client4(PMC)

Dispatcher Service Map
Table

Host Index Table

Vm Occupy/Idle
Table

Vm Current Data
Table

Vm History Q Data
Table

Vm History D Data
Table

Vm Data Table

Host Data Table

Host Occupy/Idle
Table

Vm Index Table

Client / Agent / Server Performance Collection
Architecture

Cloud Node 1

Cloud Node 2

DPI

DPI

DPI

Fig. 83.2 Architecture of performance client, agent, and server collection model embedded

with DPI
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Then, we can get the relationship between the rate and time and the length of the

queue in the system which is named LS:

LS ¼ λE Tf g þ λ2 E2 Tf g þ VAR Tf g� �
2 1� λE Tf gð Þ

The average number of jobs in each cloudlet waiting queue is Ki
q; E[T] means

service time probability, μ means the service rate, and VAR[T] means the traffic

intensity:

Ri ¼ Limα�>1
M Tð ÞE X2

� �þ L Tð ÞE V2
� �

2T

� �
Wi ¼ Ri þ

Xi�1

i�Ni

Xj

From the above equation, we can derive the Ki
q and we can get the result of the

cost function of each cloudlet, and finally we can get the job dispatching cost

function of the cloud environment ϕi(μ):

Ki
q ¼ λi

∗Wi ϕi μð Þ ¼ ηiμi þ ψ iK
i
q ϕ μð Þ ¼

Xn
i¼1

ϕi μið Þ

We assume that the maximum storage amount of resource is S. At the initial time

T ¼ 0, the resource pool is filled with S units of resource. In the resource manage-

ment, only four kinds resource costs of cloud computing should be considered. The

storage cost per resource unit in resource pool (E1), the maintenance cost per

resource unit in resource pool (E2), the shortage cost of per resource unit within

shortage time unit (E3), and the shortage cost of per resource unit (E4). F(S) means

the total expectation cost in per unit time, Pn is the probability of the number of

resources ordered but not delivered. To find the optimal resource pool capacity

means to find S* which makes a minimum worth of F(S). We can derive the optimal

resource in job dispatching function.

F Sð Þ ¼ E1

XS
n¼0

S� nð ÞPn þ E2S

þE3

X1
n¼S

S� nð ÞPn þ λE4

XN
K¼1

KqK
X1
n¼S

Pn

JR ¼ ϕ μð Þ�F Sð Þ

As the JDRMSP architecture is based on PASI which is embedded by DPI, the

proportional allocation of cores for request Gi can be calculated by:

θi tð Þ ¼ sizei tð Þ Gi ¼ θi tð ÞXM

j¼1
θi tð Þ

� R ¼ sizei tð ÞXM

j¼1
sizei tð Þ

� R
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We let Qi be the probability that core I has the largest multiplied hash value, and

if we set ∏ k=1
Nxk ¼ 1, Then we can derive:

Qi ¼
Xi

j¼1

Yj�1

k¼1
xk

� 	
xN�jþ1
j � xN�jþ1

j�1

� 	
N � jþ 1

Qi ¼ Qi�1 þ
Yi�1

j¼1
xj

� 	
xN�iþ1
i � xN�iþ1

i�1

� 	
N � iþ 1

The Dcloud is the most important index for the performance of the cloud [8].

DcloudQ=D ¼ Tm
�SE ið Þ
PQ=D

SE ið Þ ¼
Xy

j¼i

S jð Þ

S yð Þ ¼ Prob My�1 � x � K

 �

S rð Þ ¼ Prob Mi�1 � x � Mi � 1f g

¼
Yy�1

j¼1
ηMj�Mj�1ηy

1� η
K�My�1þ1
y

1� ηy

0
@

1
AS0 ¼

Yi�1

j¼1
ηMj�Mj�1ηi

1� ηMi�Mi�1

i

1� ηi

0
@

1
AS0

The advantage of the model is the combined use of job dispatching and resource

management strategy and making use of the PASI architecture as the performance

data source and DPI as the safe guarantee [11]. We can reach the conclusion that the

JDRMSP model can effectively solve the performance data capture accuracy

problem.

83.5 Numerical Illustration

In this section, we will demonstrate the mathematical model of comprehensive

effect of JDRMSP index Compcloud, which consists job dispatching factor ϕ(μ),
resource management factor F(S), DPI factor Qi, and PASI factor DcloudQ=D . From

Tables 83.1 and 83.2, we can get the relationship between the change of JDRMSP

factor and unidirectional and bidirectional compound cloud performance. Mean-

while, we can summarize the result from Fig. 83.3. It illustrates the influence

brightly.

We can reach the following conclusion: The adjustment of PASI is the most

effective method for the compound performance of the cloud environment. The job

dispatching method influence is inferior to PASI. The control of resource manage-

ment engenders less effect compared to dispatching of job and PASI. DPI adjust-

ment produces a negative effect in the whole cloud environment, while the

cloudlets’ safe index is promoted.

728 B. Chen et al.



83.6 Conclusion

In this chapter, we have described a job dispatching and resource management

model based on safe performance interface-PASI for improving cloudlets’ effi-

ciency. In this model, we can adjust the performance of the cloud environment by

relevant dispatching and management method dynamically. The research result is

useful for the analysis of the average performance of the current running cloud

environment, affords some relevant revision, and adjusts the strategy for the cloud

architecture.

Table 83.1 Unidirectional

compound cloud performance

coordinate result

ϕ(μ) F(S) Qi DcloudQ=D Compcloud

" Δϕ " ΔF – – " 2.08ΔC
" Δϕ – " ΔQ – # 0.11ΔC
" Δϕ – – " ΔD " 4.15ΔC
– " ΔF " ΔQ – # 0.32ΔC
– " ΔF – " ΔD " 3.36ΔC
– – " ΔQ " ΔD " 1.73ΔC

Table 83.2 Bidirectional

compound cloud performance

coordinate result

ϕ(μ) F(S) Qi DcloudQ=D Compcloud

" Δϕ " ΔF # ΔQ # ΔD " 0.33ΔC
" Δϕ # ΔF " ΔQ # ΔD # 0.94ΔC
" Δϕ # ΔF # ΔQ " ΔD " 1.47ΔC
# Δϕ " ΔF " ΔQ # ΔD # 1.28ΔC
# Δϕ " ΔF # ΔQ " ΔD " 1.12ΔC
# Δϕ # ΔF " ΔQ " ΔD " 0.28ΔC

2 2.5 3 3.5 4 4.5 5
8

9

10

11

12

13

14

15Fig. 83.3 Compound

cloud performance chart
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In our future works, we will concentrate on the performance suppression strategy

in the cloud environment, as the performance statistic methods cause some

problem.
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Chapter 84

A Proposed Methodology for an E-Health

Monitoring System Based

on a Fault-Tolerant Smart Mobile

Ahmed Alahmadi and Ben Soh

Abstract In the development of general system design approaches, the main

concern is whether the approach meets the proposed system’s specifications and

the ability of the system to operate for a specified period within those specifications.

However, with the expansion in the field of sensitive and complex systems such as

e-health monitoring systems, a greater emphasis is placed on the behaviour of the

system with the presence of fault (i.e., fault-tolerance). Consequently, when the

system is being built, tasks such as fault-tolerance requirements are essential to

ensure the quality of the resulting reliable e-health monitoring system. By consid-

ering the fault-tolerance requirements as functional requirements in the requirement

phase, the completeness of reliability requirements for an e-health system can be

developed. This paper proposes a methodology that conceptually studies fault-

tolerance in relation to a smart mobile e-health monitoring system. The methodol-

ogy aims to contribute towards standardising the fault-tolerant requirements of a

reliable e-health monitoring system.

84.1 Introduction

The distractions of the operation of different major complex systems have

underlined the need to develop and propose novel mechanisms that reduce the

effect of disruptions and enhance the reliability level of these systems. An e-health

monitoring system is one such complex system that needs to be studied and

analysed in order to improve and develop its reliability. Fault-tolerance plays a

significant role in achieving this aim. It may be defined as the operation of avoiding

system failures in the presence of faults. However, fault-tolerant design is one of the

most significant dependability attributes that are required to achieve reliability. As a
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result, the importance of fault-tolerance introduces the need to study and analyse

the concepts of fault-tolerance and its mechanisms in such complex systems.

The clear expansion in the field of e-health systems, and the aim to initiate a

highly reliable application relating to human life, has created the importance of

such a performance requirement for both stakeholders and developers. To date,

very little research has addressed fault-tolerance requirements for e-health moni-

toring systems. Accordingly, it appears that no clear conclusions can be drawn from

previous work to clarify the mechanism of integrating the fault-tolerance concept

and requirements into a smart mobile e-health monitoring system.

Thus, this paper proposes a methodology for an e-health monitoring system

based on a fault-tolerant smart mobile. Our methodology aims to contribute towards

standardising the fault-tolerant requirements for a reliable e-health monitoring

system.

84.2 Proposed Methodology

With a view to studying and analysing the correlations between the attributes

indicating the fault-tolerant design and the complex system QoS level required by

users, we propose a methodology that is categorised into three phases, as shown in

Fig. 84.1. First, phase 1 defines the concept of fault-tolerance in terms of defini-

tions, attributes and requirements that need to be clearly understood and then

developed to identify the QoS level expected by the patient, which is the second

phase. The third phase describes a particular complex system—in our case, an

e-health monitoring system—and the performance attributes that need to be

recognised. One way to develop the system design methodology is to consider

the characteristics of e-health monitoring systems and the theory associated with

the concept of fault-tolerance. For instance, a design approach based on an under-

standing of the concept of fault-tolerance leads to the advantage of the capability of

developing the design utilising the main essence of that concept. Qualitative studies

and approaches are significant and required to afford a better understanding and

design of a fault-tolerant system such as an e-health monitoring system [1].

What ?

Why?

When? Where?
Define 
Fault-

tolerance

Quality of 
Services 

(QoS)

scalability

reliability

effectiveness

maintainability

availability

delays

E-health 
Monitoring 

Fig. 84.1 Proposed methodology
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84.3 Context of the Proposed Methodology

In this section, we discuss the context of our proposed methodology, which includes

smart mobile e-health monitoring systems’ perspectives, fault-tolerance concept

clarification, and investigation and analysis of the fault-tolerance concept in an

e-health monitoring system.

84.3.1 Smart Mobile E-Health Monitoring System
Perspectives

Towards the aim of investigating and analysing the correlation between the concept

of fault-tolerance and the proposed e-health monitoring system, it is necessary to

first identify and clarify the perspectives of the system. The network architecture of

the system is proposed based on a high level of scalability. The design of three

levels of interconnected networks is flexible enough to guarantee the availability of

the system in all expected situations. Figure 84.2 shows the overall configuration of

the system’s network, which consists of body sensors connected via Bluetooth to a

smart phone. The exact location of the patient in the home environment is

recognised using radio-frequency identification (RFID) tags distributed in each

part of the house. These tags also help to determine the current activity of the

patient. Through the Internet, the smart phone can contact healthcare providers or

paramedics directly if needed.

Fig. 84.2 Overall configuration of the system’s network
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To study and identify the appropriate way of integrating fault-tolerance concept

perspectives into a complex e-health monitoring system, the three main compo-

nents of our system—physical, network and software—should be identified. The

network component was introduced and discussed earlier. Both the physical com-

ponents and the roles of each component (i.e., software component) must be

clarified based on the specifications of the system and users’ requirements. In our

system, the physical component and the system framework are shown in Fig. 84.3.

More details about the proposed system can be found in our previous paper [2].

84.4 Investigation and Analysis of the Fault-Tolerance

Concept in an E-Health Monitoring System

In this section, we contribute to identifying a clear understanding and pre-analytical

study of the concept of fault-tolerance in a specific system—smart mobile e-health

monitoring. Based on the proposed system objectives and requirements mentioned

in Sect. 84.3 and the fault-tolerance conceptual analysis (Fig. 84.4), this section

aims to clarify and analyze our system’s fault-tolerance definitions, threats, attri-

butes and requirements in order to clarify the efficient methods of integrating the

results into the design and implementation phases of our smart mobile e-health

monitoring system.

84.4.1 Definition and Measures Analysis

Fault-tolerance is the ability to avoid the service failure; indeed, it is the capability

of the system to keep executing the correct implementation of its programme and all

other functions despite the occurrence of a fault [3, 4]. In some works, it is defined as

the aim of delivering a specified service in the existence of an active fault [5, 6].

In addition, a fault-tolerant system has the ability to continue performing its

operations with the appearance of faults. As mentioned in many works fault-

tolerance is considered one of the significant requirements in order to obtain a

dependable and reliable system [6–8].

Pa�ent
with body sensors

SmartPhone PC

Data

Advices

Data & Decision

Response

Smart Servers

Data & Decisions

Response

Fig. 84.3 The physical components and the system framework [2]
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The system fault-tolerance can be analysed and measured quantitatively and

qualitatively [9]. Some design characteristics that qualitatively evaluate a fault-

tolerant design include a safe-shutdown mode, no single point of failure and consis-

tency specifications. In contrast, due to fault-tolerance being one of the main

requirements of reliability, the quantitative measures are typically derived from the

quantitative reliability parameters, including Mean Time Between Failure (MTBF),

Mean Time To Failure (MTTF), Mean Time To Repair (MTTR), Failure Rate (λ)
and Repair Rate or Maintainability Parameter (μ). All of these parameters can be

calculated and measured for the physical, network and software components of our

system in order to demonstrate the level of fault-tolerance.

In our e-health monitoring system, the fault-tolerance concept is the ability to

achieve the requirements of the system, patient and medical staff with the appear-

ance of faults in any of the system’s three components (physical, network or

software). As mentioned above, our system is considered a sensitive system due

to the relations between the system objectives and patient’s health, consequently,

life. As a result, denying its services completely (i.e., system failure) is not an

acceptable scenario, especially for essential/critical functions such as emergency

situations when a patient needs the paramedics’ attendance. The above-mentioned

facts show the clear need for a fault-tolerant design in our e-health monitoring

system to ensure the delivery of its services.

Fault-Tolerance

Threats

Fault

A�ributes

Requirements

Error

Failure

Avilability

Per formability

Use of Redundancy

Fault Masking

Error Detec�on

Fault Diagnosis

Reconfigura�on

Error Recovery

Maintainability

Testability

Fig. 84.4 The fault-tolerance concept taxonomy
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84.4.2 Threats (Faults, Errors and Failure Concept) Analysis

The various definitions of the fault-tolerance clearly show that the main threat to

fault-tolerant design is fault, followed by error and failure. These three terms, as

well as the cause and effect correlations between them, are the basic and key terms

in fault-tolerant design [7]. In our observation, accepting that a fault will occur in

the system at some point is the secret behind the need for fault-tolerant design.

The concept of faults, errors and failures has been understood differently by

different people. A system failure occurs when the achieved service deviates from

the specified service, where the service specification is an agreed description of the

expected service. A failure occurs because the system is erroneous: the error is

the part of the system state that is liable to lead to failure (i.e., the delivery of a

service that does not comply with the specified service). In its phenomenological

sense, the cause of an error is a fault. Another observation is that since the

relationship between faults, errors and failures is an inheritance (i.e., cause–effect)

relationship, both of the concepts—fault-tolerance and error-tolerance—are usually

used interchangeably.

84.4.3 Attributes Analysis

Although many authors demonstrate different features of fault-tolerant design,

some of the most common attributes are availability, performability, maintainabil-

ity and testability [7, 9]. In some works, “graceful degradation” is defined as

another attribute of fault-tolerance; however, the majority mention it as the system

performability due to the very close relationship between them. Each attribute has

its own definition, threats, features and means that introduce the need to study and

analyse each one. Some of these attributes are discussed below.

Availability: Unlike reliability, availability is defined as the capability of the

system to perform its requirements correctly at a given time t [3]. To remove

ambiguity between the reliability and availability concepts, it is important to

understand that availability measures the correctness of the required performance

at a given instant of time, whereas reliability measures the correctness of the

required performance during a specific period (interval) [7].

Performability (Graceful Degradation): The performability of a system is

defined as the probability that it will either perform correctly or it will be allowed

to continue operating at a diminished performance level.

While reliability is a measure of likelihood that all of the system functions are

performed correctly, performability is the likelihood that a subset of the critical

functions is performed correctly. However, the assumption in the analysis of

availability and reliability concepts in relation to our system is that the system’s
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possible states are binary—either up or down. This unsophisticated view holds true

for our system if tolerating faults is not an option, but in our proposed fault-tolerant

smart mobile e-health monitoring system design, many additional system states

become significant—one for each possible fault prototype.

84.4.4 Requirements Analysis

Many studies show a variety of requirements for obtaining a fault-tolerant design

[6, 7, 9]. In general, the use of redundancy is one of the logical and common

techniques that play a significant role in achieving the goal of a fault-tolerant

concept. In addition, fault-masking, error detection, fault-diagnosing and

reconfiguration followed by error recovery are other techniques used in fault-

tolerant design. Some of these attributes are discussed below.

Use of Redundancy: In fault-tolerance, redundancy is the use of ancillary elements

in a system to achieve the same or similar functions as the main elements for the

purpose of tolerating possible faults [3]. In a more detailed definition, it is the use of

extra resources beyond what is required for a normal system operation. However,

this involves some inherent costs, including hardware, software, effects on system

performance and the penalties of space and power. This observation forces

designers of fault-tolerant systems to cautiously and comprehensively answer the

questions of “where, why and how” they use redundancy techniques in relation to

their system objectives. Usually, redundancy techniques can be classified into

hardware, software, information and time redundancy.

Fault Masking: Fault masking is the process of preventing faults from constructing

an error [3]. From the above-mentioned concepts of faults, errors and failures, faults

are initially the cause of errors in a system, and errors are the first effect of a fault.

The aim of fault-masking techniques is to cancel the effects of faults (i.e., prevent the

system from being erroneous). For example, for a negative value that will cause an

error, the system should prevent its input rather than handle it.

Error Detection: This is the identification of errors in a system. The detection of

errors ensures the system’s continual correct operation. Therefore, from a fault-

tolerance design standpoint, the failure to detect an error will lead to a system

failure. In general, error-detection mechanisms may be classified into two main

categories: a Self-Checking (SC) mechanism, where a module can detect internal

errors concurrently with normal operation before propagating results to the upper

levels of the system; and a Non-Self-Checking (NSC) mechanism, where a module

does not have internal error-detection capability and the error-detection mechanism

is performed by the upper levels of the system.

Reconfiguration: Once an error has been detected and/or fault diagnosis has

been carried out, system reconfiguration must be initiated, in that the faulty unit must

be isolated and replaced (if spares are available). If spares are not available the

mentioned performability/graceful-degradation attribute is needed. This graceful-

degradation permits the system to continue operatingwith a reduced performance level.
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84.5 Conclusion

The important factor that influences the quality of an e-health monitoring system is

the level of dependability. Towards this aim, and respecting that faults will occur in

the system at some point, we first need to obtain a system with an ability to tolerate

faults. The significance of fault-tolerant design introduces the need to study and

analyse the concepts of fault-tolerance and its mechanisms in a complex smart

mobile e-health monitoring system. This paper presents a pre-analytical framework

of the concept of fault-tolerance in relation to an e-health monitoring system. One

of the best ways to develop our system design methodology is to consider the

characteristics of e-health monitoring systems and the theory associated with the

concept of fault-tolerance. This paper first clarifies our proposed e-health monitor-

ing system by showing its three components with the system specifications and user

requirements (physical, network and software). We then identify the concept of

fault-tolerance, including definitions, threats, attributes and means. Based on these

two steps, we propose a pre-analytical conceptual study of a fault-tolerant smart

mobile e-health monitoring system as a third step towards implementing the results

of our study in the execution phase of our e-health monitoring system in

future work.
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Chapter 85

Design and Application of Indoor

Geographical Information System

Yongfeng Suo, Tianhe Chi, and Tianyue Liu

Abstract For the present situation of shortage in GIS indoor theories and

insufficiency in indoor GIS applications, a set of indoor GIS research theories,

indoor map cartography specifications, and related technologies closely integrated

with fire-fighting industry were proposed in this paper. The indoor map cartography

specifications included technological processes of the map cartography and

matched data updating mechanism, convenient for fast, accurately, timely produc-

ing professional indoor map. The key technologies, such as symbol dynamic

drawing, indoor outdoor seamless integration, map updating and path analysis,

were preliminary applied in fire-fighting emergency rescue platform, so as to realize

functionalities such as indoor and outdoor seamless expression, POI updating

periodically, and the best rescue path analysis, and improve the transparent com-

mand level of the fire rescue site, and it also may have certain reference value to

other emergency rescues.

85.1 Introduction

As indoor activities are increasingly frequent, the requirements of interior space

service have become more and more urgent. When people get into the large

complicated building like marketplace or airport, it is very easy to get lost or can’t

find the right destination because of distinguishing ambiguous direction. Therefore,

the market needs indoor geographic information “indoor map” as the carrier of

public space information personalized. At abroad, the Google takes the lead in
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releasing indoor maps of Android version based on Google Map, when the user get

into the interior building, the detailed building floor plans will appear automatically.

Indoor map production mainly adopted the traditional data processing methods at

present, relying on data collection network accumulated by outdoor map. But as a

result of field data acquisition channel and low accuracy, slow update cycle, it is

difficult to ensure professional application requirements.

From the application-driven angle, this paper put forward indoor geographic

information processing chain combined with the public security fire control indus-

try with depth, and find out the indoor map data production specifications which are

from data preparation to final work output. With the purpose of solving the difficult

indoor data acquisition, updating large-scale batch production, long update cycle,

and other key issues efficiency, the indoor GIS platform was designed, and also

indoor map-related technologies were applied in fire emergency rescue, enhanced

the complex building fire rescue efficiency and relief effect from the overall

ascension.

85.2 Indoor GIS Theory Analysis

Just like exploration in outdoor geographical space, people in research of interior

space also need to develop suitable methods and technologies for interior space to

ensure that the Geographic information system into the interior space with the

scientific theoretical basis and the effective implementation method [1].

85.2.1 Conception

Indoor GIS (short for “IDGIS”), relative for Outdoor Geographic Information

System, it is a kind of computer system to collect, storage, manage, analysis,

show the internal space information of the huge constructions, such as hotel,

university, school, museum, trains, subway station, shopping center parking, and

any other type of building. It is the general technical expression in a microcosmic

and large-scale angle to express high precision space and attribute information of

interior space entities. Indoor map is the direct expression of Indoor Geographic

Information System. Indoor map included different floor POI (Points of Interest)

information, the mapping of doors, windows and walls, different attributes of the

polygon information, extended data itself, such as the height of the 3d properties

and captured additional semantic information [2].
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85.2.2 Indoor GIS Coding

Indoor GIS coding is composed of five levels, namely, “city area code,” “building,”

“floor,” “room,” “entity,” the “entity” of room is minimum management unit, and

each level corresponding to the only coding of indoor map, namely the division of

indoor GIS coding code is from the “building” to “floor,” to “room” (or “corridor”),

and finally to entity according to the hierarchical coding [3].

85.3 Design of Fire-Fighting Indoor GIS

85.3.1 Indoor Map Cartography

To meet the large-scale indoor GIS needs of firemen’s rescue work, the internal fire

electronic map of building must embody POI point layer, partition wall line layer

and room corridor surface layer. On that basis, setting the fire rescue plan of Key

Unit of Fire Safety, provide data support for fire-fighting indoor GIS platform, and

effectively carry out fire rescue work. Compared with the traditional field collection,

indoor map field collection used the first acquisition with a combination of fire key

position and fire control facilities Enterprise fill tool (short for “Enterprise fill tool”)

which updated regularly. First acquisition information included important fire con-

trol facilities, fire unit-related information, etc.; “Enterprise fill tool” is the updated

source of indoor map. The fire key units provided the fire regularly indoor change

information, and Modified part of enterprise terminal will be real-time updated to

fire terminal database, assuring indoor map data acquisition real-time and accuracy.

• Overall drawing efficiency

In order to ensure overall working efficiency in drawing indoor map, the overall

production process should include data preparation, field acquisition, office

mapping, and quality inspection to achievements management, as shown in

Fig. 85.1.

• Fire indoor two-dimensional map

Fire indoor two-dimensional map element types concluded POI layer, partition

layer, and surface layer. POI layer showed important fire-fighting facilities point

information in indoor map, which was aimed to show different types of impor-

tant fire control facilities with different point symbols, including fire-fighting

facilities, alarm facilities, smoke facilities, evacuation indicator facilities, dan-

gerous goods. Most of the fire POI symbol referred to the fire equipment graphic

symbol national standard [4]; Partition layer showed the linear information such

as partition way and wall material, which distinguished area effectively; surface

layer distinguished reflect regional function division, through the filling different

colors to show [5, 6].
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85.3.2 Overall Architecture

• Overall architecture design

To meet the demands in fire fighting and rescue work of the high-rise buildings,

we need to build “fire-fighter indoor GIS platform” on the basis of indoor GIS,

which contained five-layered architecture, fire-fighter GIS platform Running

deck layer, and provided indoor and outdoor map-based data services and

function services. The platform was based on WebService-based SOA architec-

ture, and service was provided for all kinds of application model all the way. By

using the unified description language, this platform can support application

model integrated in cross-platform, professional field, heterogeneous environ-

ment [7–9].

• “Enterprise fill tool”

As the simply main source of indoor map data, “Enterprise fill tool” included

regularly updating maintenance records such as the important fire control facil-

ities and the latest attribute information from the fire safety key units, and

realized online graphics editing function. Enterprise users created the task

form, filled in or modify the returning data, and submitted it to fire department,
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whose user submitted data and audited if agreed, they directly filed; if disagreed,

then back to the submitter. The data modified by enterprise was finally real-time

updated to fire database.

85.4 Key Technologies

85.4.1 Symbol Dynamic Drawing

The map symbols were important part of the indoor map, which mainly were drawn

in the following two ways. Styled Layer Descriptor (referred to as “SLD”) sign

extension can be divided into three forms like point, line, and area. Different Layer

corresponded to different SLD files, which were associated with the service of

releasing map by GeoServer. Symbol dynamic render referred to those elements of

point, line, and surface type can be redraw on the basis of extending Openlayers

original symbols. For example, drawing the factor of every fault line was a dynamic

way by transforming line to area, then mapping those areas, so as to produce

different line symbols.

85.4.2 Data Exchanging and Indoor and Outdoor
Map Seamless Displaying

Multi-source heterogeneous data exchanging was achieved through the specific

trigger. The moment the trigger was met the requirements that it began to exchange,

and the relevant settings in switching strategy description file documents used

standard XML format, describing the data with the corresponding relations, the

trigger strategy, rules script exchanging, processing plug-ins exchanging, and other

information. At the same time, the platform also uses open-source tools for a variety

of format conversion, such as the usage of the Ogr2Ogr exchanging ESRI Shapefile

format geographic data into GeoJson format and usage of the shp2pgsql in

PostgreSQL exchanging shapefile data into PostGIS database and so on. Indoor

and outdoor map seamless displayed through the setting zoom level value of the

indoor map, namely amplification to a certain proportion, ensuring in the premise of

the same outdoor and indoor map projection, indoor map automatically overlay

displaying outside the outdoor map.

85 Design and Application of Indoor Geographical Information System 743



85.4.3 Indoor Map Updating

Indoor map data updating was proceeded by “enterprise fill tool,” the regular

feedback mechanism, and the regular updated data was managed through the

release mechanism. It can be divided into two kinds that one type was the “default

version,” namely local area network indoor map version, also known as the father

version; the other type was enterprise networks updated version the enterprise

regularly updated Version, also known as subversion. Enterprise fill tool update

adopted the Web Feature Service Transactions (short for “WFS-T”), this way of

which also followed OGC standards, the client adding, modifying, deleting, saving

operation through the WFS map Service elements.

85.4.4 Path Optimization Algorithm

Based on the traditional outdoor network data structure and path analysis algorithm,

path optimization algorithm comprehensively considered the open-source database

software (PostGIS) and commercial GIS software (ESRI ArcGIS) team work

abilities, increased stair, fire channel, fire door, fire shutter, and the fire special

dynamic topology characteristic, formed the indoor and outdoor unified network

data structure, and used node segment network to model more floor space between

floors and buildings path analysis. Across the floors path analysis generated indoor

channel network by the key nodes like stair, elevator, and then according to the

network automatically generate starting points and end points and added the weight

value to channel, which adopted indoor and outdoor integration variable weight

path analysis algorithm, considering the fire shutter extreme situation that Fire

shutter down cause weight changing. It was suitable for special emergency use.

Across the buildings path analysis automatic generated indoor and outdoor unified

network based on building entrances and outdoor road nodes.

In a building, optimal path analysis was firstly to call corresponding network

data services; then we can call field analysis algorithm, each get the nearest point

number in the network; according to entering the position of starting point and end

point; at last, we can calculate the optimal path between start point to end point and

any critical distance between nodes by querying statement and calling optimal path

analysis algorithm. At the same time, we can also set end point and obstacle points

through the network data, then recreate a new optimal path. The generating path

results can control the generation of language description by establishing rich

lexicon and rationalization of the rule base, specifically including generating

direction and distance and so on along the route.
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85.5 Implementation and Application Example

“Indoor GIS platform” mainly was realized by the Openlayers client technology,

following OGC standard completely. This platform was simple, lightweight, and

easy for coding and transmission which was as practical application in for fire

fighting in Tianjin Binhai Hi-tech Zone.

The platform provided the fire commanders with the standardization and nor-

malization of spatial information, meeting the demands of fire rescue in large

buildings. Among them, “Enterprise fill tool” provided a method for rapid fire-

fighting indoor rapid mapping, and increased overall efficiency of the mapping after

verifications; on the other hand, “enterprises updating mechanism” was put forward

for the first time, which was important to indoor facilitiesmaintenance, guaranteeing

to form a “live” fire indoor geographic information database every three months.

85.6 Conclusion

In view of that current indoor GIS theories were not very mature, cartography

specification and application system have not formed unified standards. Combined

with public security fire control industry, this paper formed a set of indoor map

production standards, extended fire indoor GIS application to traditional map

processing production. It will play a reference role in large-scale constructing

other industry indoor map. The technology of indoor map visualization, map

update, and optimal path analysis in fire indoor GIS platform can meet the prelim-

inary application requirements in interior space. The indoor map production stan-

dards and key technologies can be copied and expanded from public security fire

department to other fields, such as business, emergency, flood, quakeproof, disaster

prevention, and earthquake terror. In addition, indoor geographic information

system is an important technology to promote the construction of digital city or

wisdom city. Geographic information system from outdoor to indoor is the inevi-

table trend in the future.
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Chapter 86

Constructing Cloud Computing

Infrastructure Platform of the Digital

Library Base on Virtualization Technology

Tingbo Fu, Jinsheng Yang, Yu Gao, and Guang Yu

Abstract In order to improve hardware resource utilization, reduce maintenance

and management costs, to build a new IT infrastructure platform for the user to

provide a stable, efficient access to services. Taking the library of Harbin Institute

of Technology, using VMware cloud computing solutions to build private clouds as

an example, through the introduction of VMware vSphere to build a virtual

architecture data center, integrate various application services, the introduction of

VMware View software system provides “cloud + terminal” desktop cloud of

office desktop solution. It is illustrated application of virtual technology by exam-

ple. It can realize the unified management and deployment of hardware resources

and the application of the data center and provide applications with high reliability,

high availability, and service of mobile office environment. The IT platform can

effectively gather or carrying spare computing capacity, corresponding the IT

resource and service priority, improve IT management level.

86.1 Introduction

Modern digital library, we strengthen the construction of electronic resources in

order to realize the resources to perfect, and use all kinds of high and new

technology, through the powerful data statistical analysis to provide all kinds of

personalized service to the readers [1]. With informationization of library con-

stantly deepening, the traditional IT architecture can not gradually adapt to the

rapid development of business needs. Virtualization technology is the most basic

and core technology of cloud computing, construction of cloud computing infra-

structure platform becomes the new development direction of Library Infrastruc-

ture Based on virtualization technology.
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86.2 Current Situation of Platform Infrastructure

of Digital Library and Analysis

of Virtualization Requirements

Network, server, storage, and PC together constitute the infrastructure platform of

Digital Library. This platform can run stably and reliably and meet the growing

needs of applications and services. This is a guarantee to the normal operation of

digital Library. Servers of Harbin Institute of Technology library mainly are based

in X86, they are running more than 30 kinds of database and application system.

100 TB: local storage in IBM DS5020. PC clients mainly include more than

120 sets of office computer, nearly 500 sets for public are distributed in electronic

reading room, multimedia classroom, the zone of terminal retrieval. With the

development of digital resources increase and expand the application service

demand of readers, equipments need to buy have gradually increased, this will

give more investment and maintenance costs.

How to build the sharing system in the existing platform? Realize the unified

management and deployment of hardware resource and the application of the data

center are problems which Harbin Institute of Technology library faced. Based on

the sufficient research, for economic and management security considerations, the

VMware virtualization solutions are choice to optimization of digital library ser-

vices of Harbin Institute of technology.

86.3 The Construction of Cloud Computing Infrastructure

of Digital Library

Cloud computing is representative of the IT technology. However, the deployment

of cloud computing technology should be a gradual process; the way of overturning

is not desirable. At present, according to the system application in our library and

the physical equipment rate of existing and future business development needs to

build a private cloud is the most realistic choice. In the construction of library

virtual private cloud, virtualization is played a key role, but also can be said to be a

part of cloud computing.

The overall design scheme is taken server, storage device, PC, and network

seamless aggregated to “computing resources platform of distribution according to

need” cloud by the VMware virtualization technology, as shown in Fig. 86.1. The

first stage: it uses VMware vSphere to build a virtual architecture data center,

integrates existing 30 kinds of application service, and through resource scheduling

technology dynamically allocates and balances calculation resources, provides

readers with the efficient 7 � 24 h access service. The two stages: library office

desktop will be provided “cloud + terminal” desktop cloud solutions through

VMware View software system it will realized all desktop unified management

and deployment. Users install the client software in the PC, IPAD, MAC, and
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ANDROID system. It is not restricted by time and place, user login to the server to

obtain its own desktop environment, and realize application virtualization by the

ThinApp component of VMware View. The application will be isolated and

encapsulated to the executable file, it is separated from the underlying operating

system, running in the data center server, in order to improve the compatibility and

simplify application management. It is accessed through the shortcut virtual

desktop.

This platform will be innovated and adjusted from the Desktop Deployment

model of the original based on physical server and PC server to structure of physical

and virtual combination, including physical server, server virtualization, and desk-

top virtualization environment. The new platform with unified computing resource

pool, unified storage network, and uniform desktop environment can meet the

library service on the increasing hardware infrastructure needs.

86.3.1 Server Virtualization Solutions

Server virtualization is taking the virtual hardware, operating system and applica-

tion program “packaging” into a file, it is called a virtual machine (VM) [2].

The main part of the scheme is the six sets of installed the VMware vSphere

software dual blade server. The internal connection of Virtualization architecture is

as shown in Fig. 86.2 (Two sets as an example).

VMware vSphere is used for virtualization technology to construct the cloud

computing infrastructure, and provides virtualization infrastructure, high

Fig. 86.1 Cloud computing infrastructure platform in library
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availability, centralized management, monitoring, and a set of solutions. Including

the key components of VMware vCenter server and ESX/ESXi, DRS, VMotion,

HA, FT, Data Recovery, etc. ESXi Server is based on VMware virtual architecture

suite vSphere components, which are mounted directly on the bare machine of

physical server. The processors, memory, storage, and cyber source in the physical

server are abstracted to multiple virtual machines and across a large number of

virtual machines sharing of hardware resources [3]. Operating system windows,

Linux, and other kinds of required application and database is installed on each

virtual machine on the server, and then install a variety of application software, so

as to make full use of the existing resources in the server, realizing the integration of

business system in server level.

86.3.1.1 Hardware Platform

According to the analysis of performance, prior to the existing server application

system and storage usage, identified by six IBM HS22 blade servers and IBM

DS5020 storage array to build virtual platform, expansion after the six servers, each

capable of generating 5–10 virtual server, configuration is shown in Table 86.1.

Fig. 86.2 Virtualization architecture internal connection diagram
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86.3.1.2 Software Platform

The main configuration is in method of “12 + 1,” it is 12 sets of virtual enterprise

architecture enhanced version of VMware vSphere (calculation of license according

to the CPU number) and used authorization for one sets of VMware vCenter

Management Server standard edition. VMware vCenter server is the core of virtual

cluster management, for the IT environment provides centralized management,

automation, resource optimization, and high availability. We should try to improve

the stability and reliability of operation, so approaching the virtual machine (VM),

there is a unified management by introducing the VMware vCenter virtual device.

86.3.1.3 The Server of Application Integration

The system integration included the library website, the papers submitted, inte-

grated retrieval, collections search, mobile library, social networks, CALIS

interlibrary loan, electronic reading room billing system, reference system, etc. In

some not suitable for transfer to the virtual server platform, such as two IBM

minicomputer which is loading of library automation system, for the larger demand

of storage and system resource, retain the original physical server load mode.

86.3.2 Desktop Virtualization Solutions

Desktop virtualization can provide an independent virtual machine for each user to

desktop computing, all desktop are running in the server platform, realize the

unified management, when the user uses any terminal at any time and any place

to login to server will call your own desktop environment, we can obtain the full PC

experience at the same time.

Table 86.1 The table of the server virtualization platform configuration and extension

Cycle Name Unit New number

The basic configuration

or processing capacity requirements

Stage 1 IBM HS22 Set Memory/CPU Dual quad-core Xeon CPU, 96 GB Memory

Blade Server 6

IBM DS5020 Block 10 Increase of 600 GB/SAS hard disk

Storage Array
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86.3.2.1 Hardware Platform

Desktop virtualization platform is used the four blade servers available and two

IBM X3650M3 server, configuration is shown in Table 86.2. In desktop virtual

environment, just take the terminal as access equipment, not for data processing,

because of cost considerations, the original PC as terminal.

86.3.2.2 Software Platform

Software configuration is the 120 set of View 5 platinum edition software package,

including vSphere for desktop user, vCenter x1, View Manager x1, Composer,

ThinAPP, View Agent, View Client. VMware View is based on VMware vSphere

virtualization platform built in the virtual machine, to build a complete desktop

environment—operating system, application program, and configuration. The desk-

top is changed from the delivery of cloud service, key applications, and data on

terminal equipment are safely packaged in cloud computing infrastructure with

virtual environment of high number encryption [4]. Staff enjoys the hitherto

unknown desktop access free, and improves the work efficiency greatly. Later it

will consider providing cloud desktop service for the public and teachers who have

special needs.

86.4 Application Effect of Vmware Virtualization

Technology in Digital Library

The introduction of virtual technology do not subvert the essence of the existing

network architecture, it is based on the existing physical infrastructure to build

virtual cluster and unified management. The original server device can be operated

normally and with the virtual server together, building VLAN from network, data

sharing, service isolation, etc. In the user access patterns, for the virtual server

exchange data operation, it is equivalent to the traditional physical server access

pattern will not cause any adverse impact on the business system.

Table 86.2 Desktop virtualization platform configuration expansion table

Cycle Name Unit Number The basic configuration

Stage 2 Four IBM HS22 and two

IBM 3650M3 server expansion

Memory Each set Up to 96 GB

memory Dual CPUCPU

IBM DS5020 hard disk

storage expansion

Block 10 2 TB/SATA
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86.4.1 Reduce the Cost, Improve the Overall Resource
Utilization Rate

The number of physical devices was reduced through server consolidation. In the

new IT system can satisfy 50 systems. The migration of more than 30 of the original

application can be virtualized to virtualization platform. The average utilization

server rate is increased from 5–15 % to 60–80 %.

86.4.2 Improve Operational Efficiency

All physical host, virtual machine, and virtual desktop were centralized manage-

ment and maintenance, unified planning applications, and security configuration

through the VMware vCenter Server, it can shorten the new application of on-line

time, improve flexibility. The desktop is run on the server platform, which can

ensure the data security, large maintenance work and can reduce the desktop,

realize mobile office.

86.4.3 Improve the Security of the System

Platform management module provides VMotion function, it can immediately in

the operation of virtual machine migration to another server, perform without

disruption of the IT environment maintenance. With the use of HA and FT,

maintain and upgrade zero downtime hardware, guarantee business system efficient

and stable and uninterrupted operation [5]. The DataRecovery function can be

backed up the management of all server and desktop by backup and management,

further providing server and desktop data security.

86.4.4 Improve the Service Level, so That the Resources
and the Priority of Business Correspondence

The VMware DRS function can balance the resource automatically and intelli-

gently between the virtual machine, the deployment in a virtual machine running

process play a role online, so that any one application can ensure the full resources

to stable operation, at the same time, the application is not to use the resources at

this time can also be other more resources application of temporary borrowing, it is

a very good solution to some business system resource occupied a large quantity of

problems in application of the peak.
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86.5 Conclusion

Through the implementation of server virtualization and desktop virtualization

solution, realizes the IT infrastructure platform in the management efficiency and

resource efficiency increase, provides mobile office environment safe and conve-

nient for the staff, while achieving system high availability and business continuity.

Application of virtual technology in the library can effectively gather or carrying

spare computing capacity, with the constant expansion of old, or buy high config-

uration server, expand the scale of virtual cluster gradually, it formed IT framework

like a “cloud computing” architecture finally, the purpose was realized for raising

the level of IT management.
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Chapter 87

A New Single Sign-on Solution in Cloud

Guangxuan Chen, Yanhui Du, Panke Qin, Lei Zhang, and Jin Du

Abstract In order to deliver centralized visibility for login activity, reduce identity

proliferation and confusion, increase user adoption and security, reduce adminis-

trative costs, and support for entire identity management lifecycle in cloud, a new

single sign-on solution is proposed in this paper. By introducing OAuth protocol

combined with identity federation mechanism and identity mapping, the new single

sign-on model can give the cloud user that has succeed through an identity

authentication the permission to access other cloud services in a reasonable time

period without entering the username and password repeatedly. Empirical results

show that the solution will be used as an impactful measure in scenarios where

frequent interactions among different cloud services and clouds that result signif-

icant impact across multiple security domains. The OAuth-based single sign-on

solution can effectively solve the problems of complexity of identity management

and cross-domain authentication in cloud environment and thus increased the

security and improved the user’s efficiency.

87.1 Introduction

Since its emergence, the cloud has become one of most vigorous forces in the

industry. Providing greater reliability, improved flexibility, simpler deployment,

and lower costs, the cloud can bring benefits to both users and businesses [1].
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Apparently, cloud has undeniable prospect and potential. However, security

remains a thorny issue and also the most convincing reason for users not moving

their business to cloud.

In the cloud era, customers may use various kinds of cloud services at the same

time or their data may distribute on different clouds. Thus, the customers may

possess different identities in different clouds that may have different security

mechanism. It is rather inconvenient to repeat the process of inputting the user

name and password for each identity authentication when they need to call multiple

resources that distributed on different clouds to jointly accomplish certain task.

Meanwhile, it is really a nightmare for the user to manage numerous accounts and

passwords. They may write down the passwords on the notepad or in the document.

When the notepad is lost or the document is been accidently deleted, then the

passwords will be lost too. Furthermore, the passwords in the notepad and docu-

ment are easy to be peeped by these with ulterior motives, resulting password

disclosure.

Single sign-on (SSO) is just a good way to solve these problems. Single sign-on

is a transparent user authentication mechanism whereby a single action of user

authentication and authorization can permit a user to access multiple protected

services and network resources without the need to enter multiple passwords.

Considering the identity problems that obsessing the cloud users and cloud pro-

viders, single sign-on is of great significance to the promotion and development of

cloud.

This paper proposed a new sign-on solution based on OAuth for cloud by

combining identity federation mechanism with identity mapping. The proposed

solution is shown to deliver a centralized visibility for login activity and reduce

identity proliferation and confusion, while increasing user adoption and security in

practice.

The remainder text is organized as follows: Section 2 introduces the principle of

OAuth protocol. In Sect. 3, we provide a detailed analysis of single sign-on flow in

cloud and propose a new single sign-on model for cloud. And Sect. 4 gives the

experimental evaluation of the proposed solution. Finally, Sect. 5 concludes with a

summary of the new solution and suggests future work.

87.2 Single Sign-on Based on OAuth

There are two standards making the implement of single sign-on in cloud available.

One is SAML (Security Assertion Markup Language), an open standard based on

XML evolved from Security Services Technical Committee of OASIS. The other

one is OpenID, an open user-centric digital identity authentication frame that

allows users to be authenticated by certain cooperating sites using a third party

service [2]. Due to the deficiency of these two tentative approaches, we proposed

the SSO solution in cloud based on OAuth in this paper.
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OAuth is an open protocol to allow secure authorization in a simple and standard

method from web, mobile, and desktop. It provides a method for the users that

allow the third party applications to access users’ protected resources stored on

certain site without the need to provide the username and password to the third party

application.

OAuth permits user providing a token rather than username and password to

access their data stored on special sites. Each token authorize a special third party

application to access certain resources in a certain period of time (e.g., allowing the

application to browse the tutorials in a photo editing site in the next 3 h). Thus,

OAuth allows users authorize the third party application access their data stored on

other sites without sharing their accessing permission or the whole content of

the data.

The authentication and authorization involve three roles:

• Service provider: providing software and hardware resource, platform and

service for the users.

• User: the owner of the protected resources stored on the site provided by the

service provider.

• Client: the third party application that want to access the resource of the service

provider.

Figure 87.1 shows the flow of OAuth authentication.

The basic process of the OAuth authentication can be summed up as follow:

1. Client requests Request Token

Client (third party application) asks OAuth service provider for unauthorized

Request Token and makes a request to Request Token URL. The request

includes oauth_client_key, oauth_signature_method, oauth_signature,

oauth_timestamp, oauth_nonce, and oauth_version (optional).

2. Service provider grants Request Token

OAuth service provider grants client’s request and issues the oauth_token and

corresponding oauth_token_secret that without the user’s authorization to client.

3. Client directs user to service provider

Client requests OAuth service provider for user-authorized Request Token and

makes a request to User Authorization URL. The request includes the

unauthorized token and secret key obtained from the previous step.

4. Service provider directs user to client

OAuth service provider directs the user to authorize. The user may be prompted

which protected resources are authorized for the client to access. The authorized

Request Token may be return or not in this step.

5. Client requests Access Token

When Request Token is authorized, client will request Access Token URL to

replace the Request Token with Access Token. The request includes

oauth_client_key, oauth_token, oauth_signature_method, oauth_signature,

oauth_timestamp, oauth_nonce, and oauth_version (optional).
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6. Service provider grants Access Token

OAuth service provider grants the client’s request and issues the Access Token

and corresponding secret key to client. The response includes oauth_token and

oauth_token_secret.

7. Client accesses protected resources

Client now can use the returned Access Token to access the resources authorized

by the user.

The entire OAuth authentication and authorization can be summarized as:

Obtaining unauthorized Request Token; Obtains user-authorized Request Token;

Replaces the authorized Request Token with Access Token.

87.3 Single Sign-on Model for Cloud

An effective identity authentication mechanism should give the entity that has

succeed through a identity authentication the permission to access other resources

in a reasonable time period without entering the username and password repeatedly.

Such security mechanism must take the problems like federation of authentication

domains and identity mapping that brought by the request of across multiple

Fig. 87.1 The flow of OAuth authentication
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security domains into consideration. So, we proposed the single sign-on solution in

cloud [3]. The solution gives the user in a special logical security domain the

permission to access the authorized resources through one identity authentication.

The principle of the solution of SSO in cloud is to share an SSO Token_ID

object. When the cloud user request for accessing an application system on the

cloud, he will be directed to authentication system for identity authentication [4]. If

the user is certified, he will receive a ticket, i.e., Token_ID. The Token_ID will be

labeled as a user session mark and will be sent to the authentication system for

checkout when user wants to access other cloud resources. As for Web application

in the cloud, the Token_ID will exist as cookie. According to this principle, we

designed the SSO flow in cloud, showed in Fig. 87.2.

As can be seen from Fig. 87.2, the SSO flow in cloud can be concluded as: Cloud

user requests and obtains unauthorized Request_Token_ID; Cloud user obtains

authorized Request_Token_ID; Request_Token_ID validation.

In order to realize mutual authentication and multi-party authentication, this

authentication mechanism has token full consideration of cross domains, agent, and

identity federation. Through SSO, cloud user can access cloud services more

conveniently.

According to the principle of SSO flow and OAuth protocol, we designed the

SSO model of cloud, shown in Fig. 87.3. When a cloud user accesses cloud

service A, cloud service A will direct him to a special OAuth-based authentication

system. After authorized, he will receive a ticket that generated by the authentica-

tion system. In a reasonable time period which can be customized according to the

security level, when the cloud user want to access cloud service B, he will send

the ticket to cloud service B for checking up. Then the cloud service B will check

the ticket with the authentication system. As the ticket can be recognized by the

authentication system through identity federation mechanism, the cloud user now

Fig. 87.2 OAuth-based single sign-on flow in cloud
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can access cloud service B freely. In this process, the federated identity authenti-

cation will interact with the user information database so as to accomplish effective

authentication.

Due to the characteristic of cloud, trust is essential to the realization of SSO

among different cloud services which distribute in different corners [5]. So, we

intruded federated authentication system that providing federated identity authen-

tication service. The federated authentication system which contains one or more

federated servers that sharing public trust policy can meet the requests of cloud

users in the same domain or other clouds [6]. Here, we show the two important

functions in identity federation example: GetFederationTokenRequest and

GetFederationTokenResponse.

The mechanism retrieves the Access Policy for the authenticated user and

requests temporary security credentials by calling GetFederationTokenRequest

with a valid name, an expiration time set to 2 h and the policy, shows in Fig. 87.4.

The temporary security credential is returned as a response that contains:

AccessKeyID (the access key identifier for the temporary credentials),

SecretAccessKey (the key used to sign requests), and SessionToken (the security

token).

Fig. 87.3 Single sign-on model in cloud

Fig. 87.4 GetFederationTokenRequest
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87.4 Experimental Study

Here, we designed two applications (named App1 and App2) to simulate two

separated cloud services. Actually, the number of application can be extended on

demand. The single sign-on process that covers these two applications can be

realized as follows:

When we want to access App1, we can enter the URL http://localhost:8080/App1

and input the username and password for authentication. The OAuth authentication

mechanism then will verify the correctness of the account. If verified, the Token_ID

for the App1 will be generated and the user is redirected to the URL of APP1. And

thus, user can now access the resources of App1 freely. When the user wants to

access App2 at the same time, he just needs to click the link of App2 (providing the

URL of App2 is http://localhost:8080/App2) without reenter username and pass-

word. In the valid time period (we set is as 2 h), client can access these two service

distributed in different “cloud” freely through a single sign-on mechanism.

In this process, the login activity presenting a centralized visibility and identity

proliferation and confusion are weakened.

87.5 Conclusion

Summary, this paper analyzes the plight of the cloud user when they managing

numerous accounts and password in their work. Then a new single sign-on solution

combined with identity federation and identity mapping in cloud is proposed. This

OAuth-based SSO solution delivers a centralized visibility for login activity and

can reduce identity proliferation and confusion, increase user adoption and security

in practice. Future work will focus on cross-cloud identity federation.
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Chapter 88

A Collaborative Load Control Scheme

for Hierarchical Mobile IPv6 Network

Yi Yang, QingShan Man, and PingLiang Rui

Abstract With consideration of the invalid registration flows and load balance

problems in hierarchical mobile IPv6 (HMIPv6) networks, a collaborative load

control scheme (COLC) for HMIPv6 networks is proposed to reduce registration

flows and balance load. In COLC, mobile anchor point (MAP) is allowed to transfer

part of its packet delivery load to its neighboring MAPs with lower load, by which

the invalid registration flows decrease, and more mobile nodes (MNs) register with

their favorite MAPs without capacity expansion. The validities of the scheme in

reducing registration flows of HMIPv6 and performing better load balance are

examined in the simulations.

88.1 Introduction

The registration traffics supporting mobility lead to magnitude pressure in wireless/

mobile networks. In order to reduce the registration traffics, the work group of

Internet engineering task force proposed an improved mobile IPv6 protocol named

hierarchical mobile IPv6 (HMIPv6) [1], which introduced the mobile anchor point

(MAP) to separate micro-mobility from macro-mobility with the objective of

reducing the registration traffics.

As important intermediate nodes in HMIPv6 networks, MAPs are often

deployed hierarchically to avoid overload problem. And each mobile node

(MN) is allowed to register with one of those MAPs whose domains cover MN’s

current location. Most MNs would like to register with the MAP covering larger

domains in order to stay at a relatively longer time and avoid home registration
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frequently, but it’s hard to keep the load balance between MAPs. Moreover, the

popular MAPs can’t afford all the MNs’ registration especially when the number of

MNs is large. In this case, most of the registration will be refused, leading a large

amount of invalid registration flows. Many threshold-based load control schemes

[2–4] are proposed to decrease the invalid registrations and force MN to register

with other MAPs when the popular MAP is busy. But in this way, most MNs can’t

register with its favorite MAP, which leads to frequent home registrations and

brings heavy registration flows into the network. Some studies [5, 6] have proposed

the point forwarding scheme to decrease the home registration frequency, but as the

point forwarding scheme lengthens the routing path, the schemes are proper for the

network with small flow of data packets only.

In this paper, we introduce a collaborative load control (COLC) scheme to solve

the problem described above. The proposed load control scheme allows MAP to

transfer part of its packet delivery load to its neighboringMAPs with lower load and

helps MAP to accept more registration from MNs without capacity expansion. This

scheme helps to decrease the invalid registration flows, and allow more MNs to

register with their favorite MAP, and plays good effect on the registration flow. We

evaluate the performance of the proposed scheme through simulations, which

shows that the collaborative load control scheme has a significant improvement

on decreasing registration flows especially for scale HMIPv6 network and has a

better load balance performance.

88.2 Collaborative Load Control Scheme

In this section, the COLC scheme running by MAP is introduced, which helps to

decrease the invalid registration flows and allow more MNs to register with their

favorite MAP.

88.2.1 Load Control Scheme

In our scheme, each MAP saves the topology map locally, which records the

deployment of local network and is updated with the periodic RA from the

surrounding MAPs including their coverage and load. Using topology map, MAP

can search for a capable MAP list (CML) according to MN’s location dynamically,

which contains information (address, distance, etc.) about MAPs whose domain

covers the AR.

Figure 88.1 shows the key mechanism of COLC and describes the decision-

making procedure of MAP when receiving a registration message from MN.

Receiving a regional registration message, MAP searches the MN in its binding

cache (BC) with the RCoA encapsulated in the registration message. Binding cache

holds all the MNs primarily served by the MAP with their LCoA and RCoA

recorded.
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When finding an entry for MN in BC, MAP compares the LCoA recorded in

entry and encapsulated in the registration message. If the two LCoA are the same,

MAP just refreshes the entry. Otherwise, MAP will search the LT table to find the

previous packet delivery MAP (pdMAP) for MN, which will direct packets to MN’s

new location. If the MN still stays in its previous pdMAP’s coverage, MAP will

start the load transition procedure to update the new LCoA to the previous pdMAP.

If the MN has moved out of its previous pdMAP’s coverage, MAP needs to choose

a new pdMAP with the lightest load fromMN’s CML and then sends load transition

message to the new pdMAP.

If there is no entry for MN in BC, the MN must be a newly accessed node. MAP

should check out its load condition to determine whether to accept or reject the

newly coming registration. In our scheme, MAP’s load consists of packet delivery

load (LPd) and registration processing load (LReg). Packet delivery load describes

the occupied system capability for packet delivery, which can be computed
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Fig. 88.1 Key mechanism of COLC
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according to the packet delivery ratio of MAP. Registration processing load

describes the occupied system capability for processing registration message,

which can be computed according to the registration processing ratio of MAP. In

order to ensure MAP’s load does not exceed its capability, the total load threshold

(LTh) of MAP is set in our scheme. The registration from newly accessed MN will

be accepted with the following conditions met:

LReg þ LPd þ LMN
Reg < LTh ð88:1Þ

LMN
Reg¼Ratiomoving�∅ ð88:2Þ

In the above condition, LMN
Reg is an estimation of the increasing registration

processing load when MAP accepts MN’s registration, which can be computed

with the packet receiving ratio of MN as (88.2).∅ is the load estimation parameter.

Then MAP needs to validate the RCoA with DAD detection and continue the

process only when the detection is passed. After the DAD detection, MAP needs

to choose a new pdMAP with the lightest load fromMN’s CML and then sends load

transition (LT) request to the new pdMAP. Otherwise, the registration will be

rejected.

When a load transition message is received, which is extended from ICMPv6 [7]

with MN’s LCoA and RCoA encapsulated, MAP will check whether its load meets

the conditions as follows:

LRegþLPdþLMN
Pd <LTh ð88:3Þ

LMN
Pd ¼RatioPktRec�δ ð88:4Þ

LMN
Pd is the estimation of increased load when MAP accepts the load transition

request, which can be computed with the packet receiving ratio of MN as (88.4). δ is
the load estimation parameter. If MAP’s load meets the condition show in (88.3),

the MAP will accept the load transition request and record the MN in LT table

with the source address of load transition request as RMAP. Otherwise, the load

transition request will be denied.

When the load transition response is received, MAP will continue its registration

processing procedure. If the LT request is accepted, MAP updates binding cache

with MN’s new location and pdMAP. Otherwise, the pdMAP should be deleted

from CML, and MAP continues the load transition procedure with the new pdMAP

chosen from CML until CML is null.

88.2.2 Registration Procedure

The regional registration procedure in the COLC scheme is shown in Fig. 88.2.
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When an MN moves into the area covered by a new access router, ARj, it firstly

sends a regional registration message (binding update message) to the MAP cov-

ering ARj (Step 1 in Fig. 88.2), which might be its previous MAP or a new one

depending specially on MN’s MAP selection scheme. The MAP-received registra-

tion message, MAPn, decides whether to accept this registration following the

decision-making procedure shown in Fig. 88.1 and sends load transition request

to the selected pdMAP (Step 2 in Fig. 88.2), MAPk. When the load transition

request is accepted, MAPk adds an entry to its LT table which records MN’s

RCoA–LCoA address pair and MAPn and then sends the load transition response

to MAPn (Step 3 in Fig. 88.2). As load transition message is extended from

ICMPv6 [7], each router on the way from MAPk to MAPn will extract the message

and add a routing entry which will direct packets destined to MN’s RCoA to MAPk

(Step 4 in Fig. 88.2). When MAPn received the load transition response from

MAPk, MAPn updates its binding cache with MN’s RCoA–LCoA address pair

and pdMAP’s address and then sends back the registration response to MN (Step 5

in Fig. 88.2). If MAPn is not the previous MAP of MN, then MN needs to register

with its HA to announce its new RCoA after the regional registration.

In our scheme, binding cache is extended with pdMAP field, which records the

address of the MAP sharing the responsibility of packet delivery. If the pdMAP

field is set null, then the MAP has to take both the responsibility of registration

processing and packet delivery.
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88.2.3 Packet Delivery Procedure

After the regional registration procedure, MN continues its previous communica-

tion. The flow chart of the packet delivery procedure is shown in Fig. 88.3.

When a CN has packets to be sent to MN, the CN firstly sends the packets to the

MN’s home address (Step 1 in Fig. 88.3), which will be directed to MN’s home

agent (HA). Then, the HA intercepts the packets (Step 2 in Fig. 88.3) and tunnels

them to the registered MAP of the MN (Step 3 in Fig. 88.3), MAPk. Since MAPn

and all the routers on the way to MN’s pdMAP maintain the routing information

about RCoA, the received packets will be transferred directly to MN’s pdMAP,

MAPk (Step 4 in Fig. 88.3). MAPk maintains the mapping information between the

RCoA and the LCoA in LT table; the MAP will re-tunnel the received packets to

MN’s primary location (Step 5 in Fig. 88.4).

In the above procedure, MN’s pdMAP is responsible for packets re-tunneling,

which will largely reduce the load of its registered MAP. In some cases, MN’s

pdMAP can also be its registered MAP.
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88.3 Simulation

In this section, the performance of the proposed scheme is evaluated through the

network simulator of OMNET++ [8] with extension of xMIPv6 [9]. By rewriting

xMIPv6 with the load control scheme proposed in our paper, we simulate the

HMIPv6 and the threshold-based load control scheme proposed in RFC3775,

respectively, as to compare the performances of each scheme.

88.3.1 Simulation Environment

Figure 88.4 shows the simulation topology consisting of 64 ARs and 21 MAPs

deployed hierarchically.

We deploy 64 ARs uniformly with wireless radius of 50 m in the rectangular

area of 720 m � 720 m, and three layers of MAPs are deployed upon the ARs, i.e.,

16 first-layer MAPs, 4 second-layer MAPs, and 1 third-layer MAP. The first-layer

MAPs connect directly to the ARs. Each first-layer MAP covers four neighboring

ARs, respectively. The second-layer MAPs are two hops away from the nearest AR,

which directly covers four neighboring first-layer MAPs, respectively. The third-

layer MAPs are three hops away from the nearest AR, which directly covers four

neighboring second-layer MAPs, respectively. Not all the MAPs from the same

category do crossover.
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The MN’ mobility follows the random-walk mobility model [10], in which the

routing probability for each direction is identical. In addition, the wrap around

model [11] is adopted to eliminate the boundary effects. That is, the possible

directions from cell 1 are 2, 3, 22, and 43. The velocity of the MN follows the

uniform distribution. In order to examine the performance under deferent load

condition, we simulate the mobile environment with 50 MNs, 200 MNs,

600 MNs, and 1,000 MNs with speed ranges of [5, 15] or [15, 25], respectively.

Each MN follows the distance-based MAP selection scheme proposed in RFC 3775

[1], in which MNs will choose the farthest MAP from MN.

Table 88.1 shows the parameter values used in the simulation.

88.3.2 Simulation Result

Simulation evaluated the load control scheme with three performance metrics:

registration admission ratio, registration cost, and load condition of each

level MAP.

Figure 88.5 illustrates the average registration admission ratio (RAR) under

different load conditions with speed ranges of [5, 15]. RAR is the rate of successful

regional registration. The larger RAR there is, the less regional registrations are

rejected by the MAP, which helps to reduce the registration flows in the network

and decrease the delay spent for registrations. Comparing the performance of the

two load control schemes, we can find that the performance of the two schemes is

closely related with the load conditions. When there is 50 MNs simulated, the

average RAR of two schemes is practically the same. With the increasing of MNs,

COLC performs better and better than the threshold-based load control scheme

(ThrLC) in RAR. When the number of MNs is increased to 1,000, the average RAR

of COLC is significantly lower than ThrLC. It is because MAPs can transfer part of

their packet delivery load to neighboring MAPs to accept more registrations in

collaborative load control scheme. Comparing with the threshold-based load con-

trol scheme in RAR, we can conclude that our scheme can significantly improve the

RAR of HMIPv6 network especially for the high-density networks.

Figure 88.6 illustrates the total registration costs under different load conditions

with speed ranges of [5, 15] and [15, 25], respectively. Registration cost is a metric

for the registration traffic in network, which can be computed based on the number

and transmission range of registration messages as follows:

Table 88.1 Parameter

values for simulation
Φ δ LTh RatioPktRec Init value of Ratiomoving

1 1 100 1 0.1

0.2

Number of MNs deployed Speed range

50 200 600 1,000 5–15 m/s

15–25 m/s
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CReg¼
X

Hopsri�Weightri ð88:5Þ

WhereHopsri is the transmission hops of registration message ri andWeightri is the
one-hop transmission cost of ri. In our simulation, Weightri is set to 1.

From Fig. 88.6a, we can see that there exist two conditions in registration cost

comparison. When the number of mobile nodes is small (50 or 200 in our simula-

tion), the total registration cost of COLC scheme is a little higher than threshold-

based load control scheme. It is because that the registration procedure applied with

COLC scheme is a little more complex than the threshold-based load control

scheme, which leads to higher registration cost. However, the total registration

cost of COLC scheme becomes much smaller than threshold-based load control

scheme when the number of mobile nodes increases. It is because COLC scheme

performs better and better in registration admission ratio with mobile nodes

0 200 400 600 800 1000 1200
0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

Number of MNs

R
A

R

COLC
ThrLC

Fig. 88.5 Average

registration admission

ratio (RAR)

0 100 200 300 400 500 600 700 800 900 1000
0

1

2

3

4

5

6

7
x 10

5

Number of MNs

To
ta

l h
an

do
ve

r c
os

t

CoLC
ThrLC

0 100 200 300 400 500 600 700 800 900 1000
0

2

4

6

8

10

12

14 x 10
5

Number of MNs

To
ta

l h
an

do
ve

r c
os

t

CoLC
ThrLC

a b

Fig. 88.6 Registration cost. (a) Speed range [5, 15]. (b) Speed range [15, 25]

88 A Collaborative Load Control Scheme for Hierarchical Mobile IPv6 Network 771



increasing and leads to less invalid registrations and lower registration traffic.

Comparing Fig. 88.6a, b, we can find that the velocity of mobile nodes has a

significant effect on the registration cost. It is obvious that COLC scheme can

perform much better than the threshold-based load control scheme in decreasing

registration traffics for HMIPv6 network, which affords larger number of mobile

nodes with high velocity.

Figure 88.7 illustrates the load balance performance of the two load control

schemes under different load conditions. In our simulation, MAPs are sorted into

three classes, which are identified as MAP1, MAP2, and MAP3, according to the

distance from the MAP to its closest AR. MAP1 is the farthest MAP from AR (three

hops away) and manages the largest domain area. MAP3 is the closest MAP from

AR (one hop away) and manages the smallest domain area. As MAP’s domain has

an important effect on mobile node’s regional registration, mobile nodes will firstly

register with the MAP1 to acquire lowest regional registration ratio, which always

leads load imbalances. Comparing Fig. 88.7a, b, we can see that COLC scheme

performs better on load balance of MAPs than threshold-based load control scheme.

From the simulation results above, we can get a conclusion that the collaborative

load control scheme has a significant improvement on the registration admission

ratio for the large-scale HMIPv6 network, which helps to reduce the registration

traffic in the network. In addition, our scheme performs better on load balance.

88.4 Conclusion

In this paper, we proposed a collaborative load control (COLC) scheme for hierar-

chical mobile IPv6 to improve the registration admission ratio for mobile nodes,

which helps to reduce registration traffics in the network. With COLC scheme,

MAPs are allowed to transfer part of their packet delivery load to neighboring
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MAPs with lower load, and the MAPs accept more registration from MNs without

capacity expansion. In this way, the registration traffic is reduced. The simulation

results show that our scheme markedly reduced the registration flows of HMIPv6

and has a better load balance performance.
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Chapter 89

A High Efficient Selective Content

Encryption Method Suitable for Satellite

Communication System

Yanyan Xu, Bo Yang, Zhengquan Xu, and Tengyue Mao

Abstract Data transmitted by satellite communication system should be encrypted

in order to provide confidentiality. A selective content encryption method suitable

for satellite communication system is presented in this chapter, the key content

information in the compressed stream is extracted and encrypted, and the variable

modulus encryption method is proposed to solve the problem of variable length

code encryption; thereby, the encrypted stream can be format compliant. This

method can improve the efficiency of encryption and achieve fast, secure, and

high efficient encryption of satellite communication system. The experimental

results prove the effectiveness of our method.

89.1 Introduction

With the rapid development of broadband satellite communication system, its

security is becoming an important issue. The data stream transmitted by satellite

links is often very important and cannot be accessed by unauthorized users.

Therefore, the data confidentiality is the most important security requirement of

satellite network [1, 2].

At present, the most common encryption method in satellite communication is to

use secure transmission protocols to do channel encryption, such as IPSec and

TLS/SSL [2, 3]. Although IPSec has been successfully used in the Internet, it
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will cause some special problems when it is used in satellite networks, such as

incompatibility with TCP performance enhancement technologies [4, 5]. SSL and

TLS are only suitable for TCP connections and cannot be used in UDP connections.

Moreover, the cost of secure transmission method using channel encryption is

relatively high, the delay caused by encryption is high [6], and it is unacceptable

to the multimedia service which has high requirement for real-time performance.

An encryption method based on DVB_RCS satellite communication network is

presented in this chapter. A selective encryption method is used to extract key

content information, which has most important effects on data reconstruction, and a

variable modulus encryption method is proposed to solve the difficult problem of

variable length coding codeword encryption; therefore, ciphertext can be format

compliant. The method reduces the amount of data needed to be encrypted and

improves the encryption efficiency. The experimental results prove the effective-

ness of the method.

89.2 The Secure Requirement of DVB-RCS Satellite

Communication System

The DVB-RCS standard can provide real-time multimedia services and it has been

widely used in commercial broadband satellite systems. The structure of traditional

DVB-RCS satellite communication system is presented in Fig. 89.1. The media

streams are encapsulated in IP packet to transmit, while the forward link and the

return link are asymmetric and the transmission delay is high. Data stream between

center station and VSAT needs one-hop link to transmit and the delay is about

600 ms, while data stream between two VSATs needs two-hop links to transmit and

the delay is about 1,200 ms. Thus, the DVB-RCS system has high requirements to

encryption efficiency in order to ensure that data stream can be processed in high

efficiency and satisfies the real-time requirement of multimedia service. At present,

most satellite systems encrypt all data stream to get data confidentiality [7];

however, multimedia information, especially video information transmitted by

satellite communication systems, is massive; if the data is encrypted without

differential, then it will result in time and computing resource consumption and

lead to high delay.

Image and video information are often compressed first before they are trans-

mitted in order to save bandwidth. The compressed media stream is composed of

several kinds of information, such as flag information, padding information, coding

control information, channel encoding information, and source content informa-

tion. There exist some problems if all information is encrypted: (1) Encrypting fixed

format fields will cause the known-plaintext attacks. (2) Most format information

does not consist of real source content information. The encryption of format

information will result in computing resource consumption and lead to unnecessary

overhead. (3) The encryption of some channel information such as synchronization
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fields and fault-tolerant fields will cause the influence of the network adaptability

and fault tolerance. According to these reasons, the encryption of DVB-RCS

satellite communication systems should be format compliant, that is, the structure

and syntax of ciphertext should be compliant with the standard.

Image and video information have the source feature, that is, the proportion of

key data impacting on image reconstruction most is lower than 5 % [8]. A selective

content encryption method is proposed in this chapter, and the high-intensity

encryption method is used to encrypt key data, which has most important influence

on data reconstruction, while the lightweight encryption method is used to encrypt

large amount of the remaining redundancy data. By this method, the data need to be

encrypted is reduced and the computing complexity is low, and the delay caused

by encryption is low, too. At the same time, the difficult problem of VLC codeword

encryption is solved in the chapter. The syntax information in the compressed

streams such as encoding format and channel coding information will not be

changed by encryption so that the encryption will not affect data compress ration

and the ciphertext can be format compliant. The key data is encrypted first, then

returned to original bit streams, and encapsulated to IP packet to transmit. This

method will not have any influences to DVB-RCS satellite communication system

data encapsulation and can be integrated to the whole system seamlessly.
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Fig. 89.1 Model of DVB-RCS satellite communication system
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89.3 A Format-Compliant Selective Content

Encryption Method

A format-compliant selective content encryption method is proposed in this

chapter; only key content information is encrypted; therefore, the encryption

efficiency is high. A variable modulus encryption method is also proposed to

solve the ciphertext format-compliant problem.

89.3.1 The Exaction of Key Information

The exaction of key information is very important in our method. Main content

information is DCT coefficients and motive vector (MV) codeword.

AC coefficients are related to image contour, and DC coefficients are related to

average luminance and chrominance of each MB. Therefore DC and AC coeffi-

cients can be chosen as key information.

MV includes image’s motion information and is used to do motion compensa-

tion. If the MV cannot be decoded correctly, the motion information cannot be

recovered and the image quality will be reduced remarkably. Therefore, MV can be

used as key information.

Except for DCT coefficients and MV, different coding standard of visual media

has different content information. For example, the predict mode codeword and

quantization information in H.263 standard can be treated as key information.

89.3.2 The Encryption of VLC

Keeping encrypted stream format compliant is the difficult issue of VLC encryp-

tion. In image and video compression standards, transformation and quantization

process are followed by the variable length coding process to get higher compres-

sion ratio. The length of VLC codeword is variable and cannot occupy the whole

codeword space, and direct encryption of VLC codeword will result in invalid VLC

codeword and the altering of encrypted stream structure so that the ciphertext will

not be compliant to the syntax of compression standard. Take 3-bit codeword for

example; there are totally 8 different codeword values (000–111) corresponding to

3-bit codeword; however, only 2 VLC codewords are valid: 100 and 101. Because

of the randomness of encryption operation E(), two valid plaintext codeword will

map to the random position in ciphertext space, which includes the grey region and

translucent grey region of Fig. 89.2a. If the valid plaintext codeword is mapped to

the translucent grey region, the ciphertext will not be format compliant. Only

mapping plaintext to the grey region can get valid ciphertext codeword, as shown

in Fig. 89.2b.
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A variable modulus encryption method is proposed in this chapter in order to

solve the problem of VLC codeword encryption. Firstly, valid equal-length VLC

codeword table is constructed. Take AC coefficients for example; after run-length

coding, the data is represented as an event of a combination of (Last, Run, Level).

VLC codeword is found in the table according to (Last, Run, Level). In our method,

VLC codewords having the same length are classified to the same group, and each

group corresponds to an alphabet. Codewords in the same alphabet are sequenced,

each codeword is allocated to a sequence number, and the number of codewords in

the group is the modulus of the alphabet. By this way a new table is constructed,

where two columns including modulus and sequence number are added.

For example, Table 89.1 shows the MPEG4 VLC for intra-luminance and

-chrominance TCOEF, the “s” in the VLC codeword is the sign bit (1 means

negative and 0 means positive), and the first row expressing event (Last ¼ 0;

Run ¼ 0; Level ¼ �1) has 2 3-bit codeword: 100 and 101, and the modulus is 2;

the sequence number of 101 is 1 and 102 is 2. The modulus of the second row is also

2, where the sequence number of 1101 is 1 and 1100 is 2. After the table is

constructed, the plaintext can be encrypted. The theory is shown in Fig. 89.3.
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Fig. 89.2 The valid field and invalid field of encryption mapping. (a) The mapping from plaintext

space to ciphertext space. (b) Grey region-valid VLC region

Table 89.1 MPEG4 VLC codeword

row VLC length(bit) Last Run Level modulus Sequence number

1 10 s 3 0 0 1 2 1, 2

2 110 s 4 0 0 2 2 1, 2

3 1111 s 5 0 0 3 4 1, 2

4 1110 s 0 1 1 3, 4

� � � � � �� � � � � � � � � � � � � � � � � � � � �
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Assuming plaintext sequence P ¼ p1p2. . .pj. . .; the modulus sequence is M ¼
m1m2. . .mj. . .; the plain text P can be mapped to S ¼ s1s2 . . . sj . . ., (sj ∈ [0, Mj

� 1], j ¼ 1, 2, . . ..) according to Eq. (89.1):

sj ¼ S pj
� �

(89.1)

For each sj and its modulus mj, kj is generated in [0,mj�1], j ¼ 1,2,. . ., and by

Eq. (89.2) we get sj’:

s
0
j ¼ sj þ kj

� �
modmj ¼ sj þ kj

� �
%mj (89.2)

According to Eq. (89.3) we get ciphertext C ¼ {cj:j ¼ 1,2,. . .}:

cj ¼ S�1 s
0
j

� �
(89.3)

In the decryption process, with the same mapping rule S(), cj can be mapped to

sj’, as shown in Eq. 89.4:

s
0
j ¼ S cj

� �
(89.4)

With the same key sequence kj using in the encryption, and because 0 � sj,

kj < mj, and sj mod mj ¼ sj, kj mod mj ¼ kj, we get sj by Eq. (89.5):

s
0 � kj

� �
modmj ¼ sj þ kj � kj

� �
modmj ¼ sj modmj ¼ sj (89.5)

Remapping sj to pj we get plaintext sequence P, as shown in Eq. (89.6):

pj ¼ S�1 sj
� �

(89.6)

For the discrete random variable kj, when j is different, the sample space is

different, and the modulus is variable; thus, the K¼{kj:j ¼ 1,2,. . .} is called as

variable random sequence. For each mod mj add operation, the value of mj

is variable, and the mod add operation is called as variable mod add operation.

S
pj sj cj

S Ad
sj pj

mj mj

kj kj

cjsj’ sj’
Ae S- 1 S- 1

a b

Fig. 89.3 The theory of variable modulus encryption. (a) Encryption. (b) Decryption
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For example, the first row in Table 89.1 is the alphabet of 3-bit codeword, and

the valid VLC codewords are 100 and 101. According to the standard VLC

codeword table there are two events: Event 1 (Last ¼ 0, Run ¼ 0, Level ¼ 1)

and Event 2 (Last ¼ 0, Run ¼ 0, Level ¼ �1). If the jth event waiting for coding

is Event 1 and the modulus of this alphabet is 2, then a random number Rj in [0, 1] is

generated. If Rj ¼ 0, we can get(0 + 0)%2 ¼ 0, and then the encrypted VLC

codeword is 100; if Rj ¼ 1, then the encrypted VLC codeword is 101. In the

authorized decryption side, with the same Rj, the plaintext Event 1 can be recov-

ered. Otherwise, the unauthorized user cannot determine which one is the right

result because Rj is unknown.

89.4 Experiment Results

Using our method to encrypt four MPEG4 testing video sequences, the results are

shown in Fig. 89.4. The encrypted video is unrecognizable, and the unauthorized

users cannot get any video information.

The proportion of key information in the whole compressed stream of the testing

video sequences is shown in Table 89.2. We can see that the proportion of key

information is no more than 20 % of the compressed stream, and the information

Fig. 89.4 Encryption results of MPEG4 map of experiment collocation

Table 89.2 The computing complexity of MPEG encryption

Test sequence

Key information/

compressed stream (%)

Time spent in the exaction of key

information (ms/frame)

Time spent in

encryption/coding

(proportion)

Foreman 18.69 2.10 18.47

Mother_daughter 13.72 1.16 15.26

News 11.98 1.38 20.03

Tempete 18.24 2.60 22.27

Mobile 17.28 2.91 21.60

Hallmoniter 15.71 2.12 17.02
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needed to be encrypted only accounts for a small part of the whole compressed

stream. We can also see that the time spent in encryption is only equal to 20 % of

encoding time. By this way the computing complexity is reduced and the high

encryption efficiency is guaranteed. Therefore our method is suitable for real-time

application.

89.5 Conclusion

A high efficient selective content encryption method suitable for DVB-RCS

satellite communication system is presented in this chapter, the key content infor-

mation in the compressed stream is extracted and encrypted, and the variable

modulus encryption method is proposed to solve the problem of variable length

code encryption; thereby, the encrypted stream can be format compliant. The

experimental results prove the effectiveness of our method.
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Chapter 90

Network Design of a Low-Power Parking

Guidance System

Ming Xia, Yabo Dong, Qingzhang Chen, Kai Wang, and Rongjie Wu

Abstract A parking guidance system can help a driver quickly find an available

parking space. Most currently available parking guidance systems require wire

deployment in installation, thus entailing high installation costs. In this chapter,

we discuss the network design of a low-power parking guidance system. We

developed a tiered communication architecture including Wireless Sensor Network

(WSN), General Packet Radio Service (GPRS) network and Internet to realize

wireless parking space availability data transmission, and thus installation com-

plexity can be greatly reduced. In order to reduce the battery replacement frequency

of the WSN, we designed a power-minimized Medium Access Control (MAC)

protocol. The proposed MAC protocol divides one network working cycle into four

dedicated intervals to realize robust network organization and energy-efficient data

delivery. Experimental results showed that the proposed MAC protocol can extend

the battery lifetime of the WSN to more than ten years. Based on the collected

parking space availability data, we built a portable parking guidance terminal to let

drivers locate available parking spaces conveniently.
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90.1 Introduction

Searching for an available parking space in urban areas is becoming more and more

annoying to drivers. This is partly caused by the rapid increase of the number of cars

in large cities, and partly by the lack of parking space availability information. In

order to alleviate the problem, parking guidance systems, which detect and guide

drivers to available parking spaces, were developed in recent years. However, many

currently available parking guidance systems require communication wire to trans-

mit parking space availability information [1], thus entailing high costs in system

deployment. Researchers proposed to use Wireless Sensor Networks (WSNs) to

realize full wireless deployments [2]. A WSN typically consists of a large number

of low-power, low-cost wireless sensor nodes to collect, process and transmit data

collaboratively. As a result, sensor nodes can be battery powered, and the deploy-

ment complexity can be greatly reduced. Current researches on applying WSNs to

parking guidance systems have discussed sensor design [3], vehicle detection

algorithm design [4] and parking space searching policy design [5]. Nevertheless,

we found that communication strategies including communication architecture and

protocols are also critical issues in system design. As a result, we will focus on the

design of efficient communication architecture and protocols for parking space

availability information transmission in this chapter. First, we will introduce our

tiered communication architecture including WSN, General Packet Radio Service

(GPRS) network and Internet to realize wireless and wide-area parking space

availability information transmission. Then, we will present the design of a

power-minimized WSN Medium Access Control (MAC) protocol to maximize

the battery lifetime of parking space sensors. We chose battery lifetime maximiza-

tion as our major optimization object because parking space sensors are installed on

the ground and battery replacement is relatively difficult. In order to reduce

maintenance costs, long battery lifetime is a must. After that, we will discuss

system implementation on customized hardware and a portable parking guidance

terminal based on smartphone to enable drivers to acquire parking space availabil-

ity information at any place and any time. At last, the experimental deployment of

the system at a parking lot verifies the effectiveness of the proposed network design.

90.2 Network Design

We developed a tiered communication architecture which integrates WSN, GPRS

network, and Internet to meet the deployment requirement of parking space avail-

ability monitoring and parking guidance, as shown in Fig. 90.1.

WSN: The communication between parking space sensors and gateway nodes

employs WSN technology. In order to maximize the battery lifetime of parking

space sensors, we designed a power-minimized MAC protocol.
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GPRS network and Internet: The communication between gateway nodes and the

central data server uses GPRS network and Internet to ensure the large coverage

area. At the same time, central data server will send the parking guidance informa-

tion to the portable parking guidance terminal through GPRS network and Internet.

We will then elaborate on the details of the MAC protocol design. One of the

major tasks of our MAC protocol for WSNs is to reduce the power consumption of

sensor nodes. The design principles of WSN MAC protocols can be roughly

categorized as either contention-based or Time Division Multiple Access

(TDMA)-based. We chose to employ TDMA in our MAC protocol design because

it does not suffer from collisions and thus can frequently achieve lower power

consumption.

Generally, the gateway node is responsible for the establishment of the network,

and the parking space sensors will select and join the “best” network established by

one gateway node. The gateway node divides one working cycle into four intervals,

including JOINING, TESTING, COLLECTING and UPLOADING, as shown in

Fig. 90.2. In different intervals, the gateway node broadcasts different types of

beacons periodically to notify parking space sensors.

Fig. 90.1 Communication architecture
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The proposed MAC protocol works as follows:

(1) A gateway node scans all usable channels one by one, and chooses one silent

channel to establish the network.

(2) A parking space sensor scans all usable channels one by one when powered

on. It records all beacons captured in scanning and compares the signal strength

and will try to select the gateway node with the strongest signal strength to

transmit parking space availability information. In order to notify the selected

gateway node, the parking space sensor waits for the JOINING beacon from the

selected gateway node and immediately replies a JOINING_REQUEST after

the beacon. Here we use a simple Carrier Sense Multiple Access/Collision

Avoidance (CSMA/CA) protocol to avoid collision.

(3) The gateway node that receives the JOINING_REQUEST will reply a

JOINING_CONFIRMATION to the parking space sensor if it is able to adopt

more sensors. In the JOINING_CONFIRMATION, the gateway node tells the

parking space sensor the time slot assigned to it in the TESTING interval. If the

gateway node is unable to adopt more sensors, it will reply a

JOINING_REJECTION to the parking space sensor and the sensor will repeat

step (2) and select another gateway node.

(4) A parking space sensor that receives the JOINING_CONFIRMATION will go

sleep and wait for the time slot assigned to it to wake up in the TESTING

interval. It will start testing (i.e., transmitting several packets to the gateway

node and calculating the transmission success rate) immediately once it

receives the TESTING beacon broadcasted by the gateway node. We designed

a dedicated TESTING interval to ensure the communication quality between

the parking space sensor and the selected gateway node because the received

signal strength frequently cannot accurately reflect the link quality. If the

transmission success rate is high enough, the parking space sensor will send a

REGISTERING_REQUEST to the selected gateway node. Otherwise, it will go

back to step (2) and select another gateway node.

(5) A gateway node that receives the REGISTERING_REQUEST will reply a

REGISTERING_CONFIRMATION to the parking space sensor telling it the

time slot assigned in the COLLECTING interval.

(6) A parking space sensor that receives the REGISTERING_CONFIRMATION
will go sleep and wait for the time slot that is assigned to it to wake up in the

COLLECTING interval. Once it wakes up and receives a COLLECTING

beacon, it will transmit parking space availability information to the gateway

node immediately. The gateway node will cache the received parking space

availability information for uploading.

Fig. 90.2 Four intervals of

the proposed MAC protocol
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(7) In the UPLOADING interval, the gateway node uploads the received parking

space availability information to the central data server via GPRS network.

(8) In the next round, a parking space sensor will only wake up in its time slot in the

COLLECTING interval, and the COLLECTING beacon will be the time

synchronization signal to avoid clock drifting. In order to conserve energy,

the sensor will transmit data only if the state of the parking space (occupied/

available) changed. Otherwise, the sensor only reports its state at a low fre-

quency. If the sensor encounters continuous data transmission error, it will go

back to step (2) to re-join a network.

90.3 Hardware Design

In this section, we will discuss the design of parking space sensors, gateway nodes

and parking guidance terminal.

Parking space sensor. Our parking space sensor is directly installed on the ground

of a parking space, and thus we designed a special robust and water-resistant

enclosure for it. The design of the enclosure and its photo are given in Fig. 90.3.

We chose an STMicroelectronics STM32F103 as microcontroller and an Atmel

AT86RF212 as radio chip, which works on 700/800/900 Mhz. We chose a

Honeywell HMC5883L geomagnetic sensor to monitor if the parking space is

occupied. If there is car on the sensor, the earth’s magnetic field will be changed,

and we can monitor this event through measuring the output of the sensor.

Gateway node. The gateway node also adopts an STMicroelectronics STM32F103

as its microcontroller, and it has two radio chips, one is the 700/800/900 Mhz Atmel

AT86RF212 radio chip for the communication between the parking space sensors

and the gateway node and the other is a GPRS modem for the communication

between the gateway node and the central data server. The gateway node uses a

rechargeable battery as its power supply, because the gateway node may be

installed on a street lamp and directly uses the power from the street lamp.

Unfortunately, the street lamp is frequently powered on only at night, and thus

we designed a recharging circuit to charge the battery at night, and the battery will

provide power supply to the gateway node in day time. The gateway node is

Fig. 90.3 Parking space sensor. (a) Sensor design concept (b) The photo of the sensor
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encapsulated in a water-resistant enclosure. The inner structure of a gateway node is

given in Fig. 90.4.

Parking guidance terminal. The parking guidance terminal is built based on an

Android smartphone, as shown in Fig. 90.5, in which the small circle on the screen

indicates the current position of the car, and the blue arrow on the screen indicates

the position of the detected available parking space. We used a Global Positioning

System (GPS) receiver to mark the positions of parking spaces in system deploy-

ment. Because the position measuring error is only several meters, we believe that

user experience will not be affected. The parking guidance terminal generally

works as follows: (1) when a driver arrives at the destination, he just presses the

“search” button on the screen; (2) the terminal communicates with the central data

server to find nearby available parking spaces and then tells the driver; (3) the driver

selects his favourite available parking space and the terminal will guide the driver to

the chosen available parking space.

Fig. 90.4 Gateway node

Fig. 90.5 Parking guidance

terminal
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90.4 System Deployment and Evaluation

We have deployed an evaluation system covering about 12 parking spaces at a

parking lot. Figure 90.6 shows the deployment of a parking space sensor and

a gateway node. In deployment, we let parking space sensors transmit 100 packets

in the TESTING interval and set the transmission success rate threshold to 80 %.

Under these settings, parking space sensors typically spent no more than three

working cycles to establish stable connections to gateway nodes.

Because of the extremely low active time of our parking space sensors after

network joining, the battery lifetime can be extended to several years in deploy-

ment. We estimate parking space sensor’s battery lifetime based on its typical

working parameters. Table 90.1 gives the parameters.

We can estimate the battery lifetime (TB) of parking space sensors according to

(90.1), and the result is about 10.8 years.

TB ¼ WBTD= IATA þ IS TD � TAð Þð Þ (90.1)

Fig. 90.6 System

deployment

Table 90.1 Typical working

parameters of parking space

sensors

Item Value

Active current (IA) 40 [mA]

Maximum active time (TA) 0.05 [s]

Sleep current (IS) 0.03 [mA]

Working cycle (TD) 60 [s]

Battery capacity (WB) 6000 [mAh]
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90.5 Conclusion

In this chapter, we focused on the network design of a low-power parking guidance

system. We developed a tiered communication architecture including WSN, GPRS

network and Internet, and thus the deployment complexity can be greatly reduced.

In order to maximize the battery lifetime of parking space sensors to reduce battery

replacement costs in system maintenance, we designed a power-minimized TDMA-

based MAC protocol for the WSN. Experimental results showed that the proposed

MAC protocol can extend the battery lifetime of parking space sensors to more than

10 years.
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Chapter 91

Strategy of Domain and Cross-Domain

Access Control Based on Trust in Cloud

Computing Environment

Bo Li, Ming Tian, Yongsheng Zhang, and Shenjuan Lv

Abstract Under the current cloud computing environment, a reasonable and

practicable access control strategy is needed, which is a guarantee to protect

cloud computing suppliers to provide services and many cloud users access to

services. In this paper, based on analysis of many cloud computing safety features,

trust management is introduced into the cloud computing service access control,

within the domain of a trust-based access control strategy, in domain, presents a

trust-based access control policy. Credible value will be given through the com-

prehensive treatment of the entity, and then AAC (authentication and authorization

center) authorizes the appropriate access rights to achieve the control of the

monomer in the domain. Combined with the characteristics of the existing cloud

computing environment, in multiple management domains, this paper proposes a

role mapping, with the role mapping relationship between the domain, which can

make the inter-domain access to resources and security shared access between

different domains, in order to avoid the problem of permission penetration and

privilege escalation, this paper presents the mirror role based on role mapping,

ultimately solves the problem.
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91.1 Introduction

Cloud computing era poses a huge shock to the traditional information industry,

changes the traditional IT applications, and has created an enormous change to our

lives. Individual or enterprise users can access to IT services only by a cloud service

provider who provides a simple operation interface; users no longer need to upgrade

and maintain hardware and software. Cloud computing brings great convenience to

our lives, but it also presents some security risks [1]. According to the understand-

ing of the definitions and concepts of cloud computing, the mode of cloud comput-

ing operation is to provide the user data and the corresponding computing tasks to

the server. Storage of user’s data, as well as operations such as handling and

protection of user data, is in the “cloud” to complete. In this way, it will inevitably

make the user’s data in a potentially unsafe state of destruction and theft and also

have more detailed personal information exposed on the network, which is a very

large exposure. Judging from today’s cloud computing development, the security of

user’s data, user privacy information protection, data stored and cloud computing to

their own security and stability, and many other regulatory aspects of cloud

computing issues directly relate to cloud computing user acceptance; thus, security

becomes the most important factor affecting the development of cloud computing

business [2]. A reasonable and practicable access control strategy is needed, which

is a guarantee to protect cloud computing suppliers to provide services and many

cloud users access to services.

91.2 Related Works

Cloud computing acts as a new information service mode, which brings new

security risks and challenges, but has no essential difference with traditional IT

security information service requirements [3,4]. It remains the core requirement of

data and application of confidentiality, integrity, availability, and protection of

privacy, and key technologies to meet these security requirements are access

control technologies [5,6].

The document [7] analyzes dynamic demand for access control in a cloud

computing environment and makes role-based access control (RBAC) model to a

cloud computing environment to meet the need of complex access control man-

agement of cloud computing and dynamic management for access control and

increase the maintainability. But the RBAC model is based on identification and

close, whose access control mechanisms in centralized closed network environ-

ments, and does not apply to large-scale, distributed and open network, especially

unable to meet the security needs of cloud computing environments [8]. In addition,

the RBAC model, in assigning roles to users, only verifies the authenticity of the

identity of a user, without taking into account the user’s credibility.
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RBAC model is used for allocating roles for access authorization, users who

actually use permission do not be supervised and controlled, and insufficient against

the RBAC model to extend it, Blaze’s “trust management”, based on trust intro-

duced the concept of access control mechanisms, proposed a trust-based access

control model TRBAC (Trust Role-Based Access Control Model) [9]. But some of

the above study did not take into account the characteristics of the cloud computing

security management domain, and did not explicitly give access control method for

cloud computing environments.

91.3 The Trust in the Cloud

Human society is a complex system. The interactions between the entities in the

system depend on trust relationships between each other. Cloud computing

researchers now introduce the trust mechanism from the human society into the

cloud computing environment as a basis of the exchange between entities in the

cloud computing environment [10].

Trust in real life is a subjective concept, depending on the person’s experience,

and trust relationships would be difficult to reference to a cloud computing envi-

ronment by using empirical measure.

We can use trust value to determine the degree of trust. The degree of trust

allows the definition of security strategy to be more clear, and for different trust

systems, we can define different security strategies [11].

91.3.1 Access Control Trust Relationship in a Domain

In accessing other entities that are in the same domain security management, trust

can be directly introduced to the access control model for secure operation.

Definition 1 (Domain Trust Value): In the same domain, an entity and another

entity complete an interaction, there will be an assessment for the entity to another

entity. Use T to denote �1 � T � 1. Negative values are not satisfactory; will

reduce the trust, in contrast, expressing satisfaction with the integrity; and will

enhance the trust. Entity nj after the completion of the interaction of ni k times

which gives trust values can formalize for T(ni, nj)
k.

Definition 2 (Service Satisfaction Degree): In the same domain, an entity and

another entity complete an interaction; another entity to the entity’s overall service

satisfaction is denoted by S. After k times services entity nj to nis overall satisfaction

with the formula as follows:
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S ni; nj
� �k ¼ β � S ni; nj

� �k�1 þ 1� βð Þ � T ni; nj
� �k ð91:1Þ

Definition 3 (Direct Trust Degree): An entity’s direct trust degree is related to

domain trust value, the higher assessed value in a domain is, the higher entity

credibility is, also the direct trust value is high, notation DTD. For two entities that

never interact, DTD value is usually set to zero. In the domain entity ni and nj, direct

trust degree after the completion of the k times interaction formula is as follows:

DTD ni; nj
� �k ¼ α� DTD ni; nj

� �k�1 þ 1� αð Þ � T ni; nj
� �k ð91:2Þ

Definition 4 (Credit): The credibility of entities in the domain has to interact with

all other entities within the domain in order to obtain satisfaction, expressed in

Rp. Entity ni in domain A can be expressed as to the credibility of Rp(ni,A); the
specific formula is as follows:

Rp nið Þ ¼

Xk
j¼1, j 6¼i

S ni; nj
� �� Rp ni;Að Þ

k
ð91:3Þ

Definition 5 (Domain Trust Degree): In the domain an entity’s trust degree is the

credibility degree in the field of domain, directly made up by direct trust degree and

credit, represented by symbol TD.

The i-th entity ni trust degree in domain A can be formalized representation for

TD (ni, A); the formula is as follows:

TD ni;Að Þ ¼ γ �

Xk
j¼1, j 6¼i

DTD ni; nj
� �j

k
þ 1� γð Þ � Rp ni;Að Þ ð91:4Þ

Above all, α, β, γ ¼ 0, the value of weight parameter associated with the local

security policy, which is stored in the local domain authentication and authorization

center and, through the definition above, decides the proper policy access control to

the cloud users and the service providers.

91.3.2 Access Control Strategy in the Same Domain

We introduce the trust degree which is the basic property of cloud users and cloud

services or resources into role-based access control; the certification center AAC

(authentication and authorization center) is responsible for access control authen-

tication, authorization, and trust management.
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In the same domain, each time a user requests access to cloud services or cloud

resources, AAC will examine cloud users’ trust degree and ensure that the trust

degree reaches its threshold, and then cloud users’ requests for access will be

permitted. The process is shown in Fig. 91.1.

Domain Access Control Process

1. Under the role-based access control, firstly the user needs to request role

assignments before he/she wants to access control requests, thereby indirectly

obtaining the appropriate access control permissions; in this policy, users can

use access permissions or not as determined by trust management stage.

2. Users send access control requests to the AAC; the request information includes

user ID, password, and the ID of access to resources or services. AAC firstly

certificates user’s authentication information, once passing through, trust man-

agement will authorize user’s rights correspondingly. Authorization process

includes the following:

• Policy library initializes a security policy in this domain.

• Policy implementation which sends user’s access request is passed to the

policy decision port.

• Policy decision side passes the requests to the policy information port.

• Policy information port obtains user’s trust degree and other property infor-

mation, returns to policy decision port.

• In accordance to the user’s information and the current security policy, policy

information port makes decisions and returns the policy to enforcement port.

• Policy enforcement port feedbacks the results to the user entity.

3. User performs the appropriate access control permissions and accesses cloud

services or cloud resources.

4. Following the requests, providers of cloud services or cloud resources make

assessment of the user and feedbacks to AAC.

Fig. 91.1 Access control

strategy in the same domain
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91.4 Cross-Domain Access Control Policy

Because users often need to access different cloud services or cloud resources in

different domain, safe and effective cross-domain access control policy is neces-

sary. This paper proposes a role-based access control model and presents a new role

mapping through a domain relationship, reaching to the result of resources sharing

between domains.

Firstly we define two different security management domains which are Domain

A and Domain B. The two roles Role A and Role B are in the separate domain.

Role A and Role B can access their cloud resources or enjoy the cloud service in

their own domain. Suppose logical domains a and b are two partnership units,

Domain A is an enterprise, and Domain B is a scientific research institute; two

domains are using role-based access control management; now, both the enterprise

and research institute will develop a research project, which needs to achieve the

shared resources. At this time, the Domain A user wants to access the information

of Domain B, which is cross-domain access. Through the relationship of role

mapping, Domain A user by role exchanging can access resources of Domain B.

Cross-domain role mapping is shown in Fig. 91.2; the dotted line represents the

mapping meaning. RA represents role collection within the safe management

Domain B. RB represents role collection within the safe management Domain

B. RARB stands for the role mapping relation from RA to RB. With mapping

relationship any RARB ordered pair (RAn, RBm) from Domain A’s role RAn maps

to the Domain B’s role RBm, Domain B will assign their own domain role RBm to

domain’s role RAn, and then the domain A’s role RAn has the same rights with RBm

to access to resources in the domain B, so RAn can achieve access to some resources

on the domain b. This mapping can be written as RAn ! RBm.

Based on the role mapping, we enable cross-domain resource sharing to become

more convenient. Meanwhile, it may also bring the problem of permission pene-

tration and privilege escalation. For example, Domain A’s role RA1 maps Domain

B’s role RB3; at the same time, RB3 maps Domain C’s role RC1, and then it is

inevitable that RA1 inherits the rights of RC1. This situation is not what we want

to see.

Fig. 91.2 Cross-domain

role mapping relationship
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In order to avoid this situation, we introduce a concept which is called the mirror

role, and the specific circumstance is shown in Fig. 91.3. From Fig. 91.3 we will

know both RB3
0 and RC1

0 are mirror roles which come into being. In such condi-

tions, we can avoid the problem of permission penetration and privilege escalation.

Although RA1 can obtain the same operating authority as RB3 in Domain B and

have the resource access qualifications, RA1 cannot map RC1 which is in Domain C

through the RB3 and cannot get the corresponding authority of RC1 in Domain C as

well. Because the identity that RA1 gets is the mirror role RB3
0 only, RB3

0 cannot
map RC1

0 because of the interrupting of RB3; in other words, there is no mapping

relationship between RB3
0 and RC1

0. Thus it can be seen that the mapping through

the mirror role restricts the role of a bridge played by some roles in the process of

role mapping, so executing the role mapping transfer finally makes some roles

acquiring authority which they should not have. Therefore, the access control based

on the mirror role mapping avoids the problem of permission penetration and

privilege escalation well which appears in the role mapping.

91.5 Conclusion

In this paper, we discuss the current access control issues in the environment of

cloud computing and present an in-domain and cross-domain access control policy

based on trust. In the same domain through the calculation of user’s trust degree,

which reaches to the allocation of their according privileges, accomplishes the

result of an access to resources or the corresponding service. Cross-domain we

provide a role mapping to achieve resource sharing, but it may cause the problem of

permission penetration and privilege escalation, in order to avoid the problem, we

present the mirror role which based on role mapping, ultimately solve the problem.

Through the access control strategy of in-domains and cross-domains, it can

achieve the purpose of the security of cloud computing environment, users, and

platform.
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Chapter 92

Detecting Unhealthy Cloud System Status

Zhidong Chen, Buyang Cao, and Yuanyuan Liu

Abstract In this paper, in order to detect the unhealthy status in the cloud system, a

Basic Detection Strategy and a Threshold Strategy based on mathematic theory and

statistical knowledge is proposed to solve this problem. By introducing unhealthy

status percentage parameter α, both Basic Detection Strategy and Threshold

Strategy are combined to detect and monitor the unhealthy cloud system status.

For illustration, an eBay company example is utilized to show the feasibility of

Basic Detection Strategy and Threshold Strategy. Empirical results show that Basic

Detection Strategy with setting a suitable value to α can pinpoint most of unhealthy

status in the cloud system, however, for some special unhealthy status, it must adopt

the Threshold Strategy to pinpoint. The combination of Basic Detection Strategy

and Threshold Strategy can effectively detect and pinpoint the unhealthy status in

the cloud system and help staff to improve the performance of cloud system.

92.1 Introduction

With the development of the cloud computing, more and more enterprises are

willing to adapt the strategy of deploying services on Cloud Platforms and are

keen to improve the utilization of resource and reduce costs. Cloud Computing

System shoulders an important mission to provide a healthy system environment for

the different server applications and to ensure that each application service request

can timely access required resources (CPU, memory, disk space, network and so

on) [1–3]. In an ideal scenario, Cloud Computing System is able to provide

sufficient resources for application requests to consume while these application
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requests yield the desired results and return them to the clients (service invokers)

[4, 5]. Furthermore, there should be no exception thrown while the requests

are being processed. Although it is not official and not quite accurate, we define

the Cloud Computing System to be in a healthy status if the scenarios described

above are applicable. Unfortunately, these ideal scenarios may never exist. In order

to provide customers with better and more robust services, we need to identify

exceptions in time and be able to take corresponding actions effectively.

The status detection problem comes from one of the world largest e-commerce

companies. The company has several huge data centers worldwide where the

private cloud platforms are hosted. The company has designated technical staff

members or system administrators who monitor the system status, process excep-

tions, and resolve system problems to ensure good services required by large

amount of customers. To monitor the system status and find abnormalities effec-

tively is crucial for this company. In order to find exceptions or abnormalities, the

company had defined the rules of determining the system status (healthy or

unhealthy) and conducting their manual interventions when the Cloud Computing

System malfunction. For an efficient detection of system’s unhealthy status we need

to convert these rules established by this company into an actionable model.

A data center of the company (eBay) keeps the log files recording the number of

errors occurring at different time periods. Figure 92.1 depicts the number of errors

recorded in the log files of a data center over a given time period. The x-axis
represents the time while y-axis indicates the number of recorded errors at different

time points. Upon different scenarios, the company sets the rules below to identify

the healthy status of the system:

• At some time points the curve suddenly rises or falls (we call them spiking
points) and the changing range exceeds the predefined normal range, then these

moments potentially are considered as unhealthy or in unhealthy status.

• When the spiking point in rule 1 is compared with the one point at the same

moment last week and their trends are similar, and then it is considered to be

healthy at the moment.

Fig. 92.1 The data sample

of 2 weeks
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• The number of the recorded errors at a certain time point is above or below the

specified threshold, and then the system could be thought being in unhealthy

status at this moment.

Albeit the rules can be applied to monitor the system status manually, it is an

extremely inefficient way to monitor the system status manually. Here we will

propose a model-based methodology to identify the unhealthy status of the system

effectively. The solution is developed by incorporating a set of algorithms based

upon three rules mentioned. With the help of this approach the unhealthy status

of the system can be detected in time and the corresponding message will be pushed

to the staff members of the data center in time for possible actions. We first

introduce the following two important definitions.

Definition 1. a recorded point Pn(xn,yn) is called a Peak: if (xn � 1 < xn < xn + 1)

&& (yn � 1 < yn & & yn > yn + 1) wherePn � 1(xn � 1,yn � 1), and Pn + 1(xn + 1,

yn + 1)) are left and right adjacent points of Pn(xn,yn).

Definition 2. a recorded point Pn(xn,yn) is called a Valley if

(xn � 1 < xn < xn + 1) & & (yn � 1 > yn & & yn < yn + 1) where Pn � 1(xn � 1,

yn � 1), and Pn + 1(xn + 1,yn + 1)) are left and right adjacent points of Pn(xn,yn).

This paper is organized as follows: The second section proposes two status

detection algorithms. The computational experimental results are presented in the

third section to demonstrate the effectiveness of the algorithms. The paper is

concluded with the summary.

92.2 Status Detection Algorithms

The system status detection approach proposed here employs the recorded number

of errors (the information is usually stored in the log files of the system) over the

given time periods as shown in Fig. 92.1. As it is mentioned above, there are two

curves mirroring the number of recorded errors over two time periods with the same

length, e.g., this week and last week. The technical staff member usually determines

the system healthy status by comparing the values for these two time periods. The

criterion or rule of defining healthy or unhealthy status of the system is formed

based upon the operational experience of the underlying e-commerce company.

According to the rues and his own working experience, the technical staff member

generally focuses on “peak” and “valley” points defined above to find unhealthy

status of the system. A “peak” or “valley” point is usually caused by the exceptions

when the Cloud Computing System is at an unhealthy status. In this case the

number of recorded errors goes up or down sharply. The points where “peaks” or

“valleys” occurs are called spiking points (for the differentiation purpose, one is

called upward spiking where a peak occurs while the other is named as downward

spiking where a valley appears). We might pinpoint the times when the unhealthy

status of the system could occur by checking the spiking points. Nevertheless, it is
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tedious and ineffective to find the potential unhealthy status of the system and take

actions by checking the diagram manually. We are going to propose a method that

is able to detect the unhealthy status automatically.

92.2.1 The Basic Detection Strategy

Basic idea: in order to find a spike (a sudden up or down in the number of recorded

errors) that may represent an unhealthy status, we first compute the slope k of two

adjacent points so that we can collect a new sample including much slope k, and

then for the new sample we will make statistics, meanwhile, though setting a

percent that much larger slope k are filtered out of the new sample and consist

another sub-sample [6–8]. With the help of the measurement described above, we

are able to initially acquire some suspected spikes or potential unhealthy points

according to the sub-sample. After the data is obtained, we will compare them to the

ones of the same time points of last week to find out the tendency. If their tendencies

are the same, then they are considered to be in healthy status otherwise they are in

unhealthy status. An unhealthy status therefore may be identified.

Approach detail description: for a given set of recorded number of errors

occurring in a data center, it can be plotted as shown in Fig. 92.1. The y-values of
a curve may appear up and/or down abnormally and the variances are pretty bigger

that generate different tendencies. The situations with sharp up or down y-values
may reveal that the system encounters some exceptions at certain times.

According to the definitions discussed above it is obvious that the sharp changes

in y-value form peaks and valleys of the curve or functions. For the convenient

purpose these peaks or valleys will be named as local extreme values (or extreme

values for short) of the function. Let one point be Pn(xn,yn) of the function, its left
adjacent point be Pn � 1(xn � 1,yn � 1), and its right adjacent point be Pn + 1(xn + 1,

yn + 1), respectively. If the product of slope Kn for linear segment Pn � 1Pn and slope

Kn + 1 for linear segment PnPn + 1 is less than zero, namely:

ynþ1 � yn
xnþ1 � xn

� yn � yn�1

xn � xn�1

< 0 (92.1)

Then (yn + 1 � yn) � (yn � yn � 1) < 0, because the number of errors is

recorded with the equal time interval, that is xn + 1 � xn ¼ xn � xn � 1. Based on

the definitions for peaks and valleys we conclude Pn is the extreme value since its

y-value is either bigger or smaller than its adjacent ones [9–11]. Using this formula

we are able to define a set of extreme value points and name it as EVS (Extreme

Value Set). Suspected spike points that may indicate abnormal status usually appear

in the EVS.

Apparently in this way we may get a lot of extreme values for the given set of

data while most of their up or down trends are more tempered that can be

considered as healthy status. Therefore we need to focus on these extreme value
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points whose y-values vary sharply while filtering out the points whose y-values
don’t change sharply.

The following methodology will be applied to EVS (Extreme Value Set) sorted

in non-decreasing order of y-value changes. According to the above discussions,

it is conceivable that non-health spike points usually vary severely in terms of their

y-values. Using the definitions presented above we conclude that the value of

jyn � yn � 1j or jyn + 1 � ynj for point Pn is greater than the difference between

y-values of two healthy adjacent points. Furthermore if a threshold T is set properly,

then jyn � yn � 1j < T or jyn + 1 � ynj < T indicates that the y-value of Pn has not

changed that much and the system should be in healthy status. Based upon the real

applications, the probability of system exceptions occurring is relatively small and

therefore unhealthy spike points should occur with low probabilities. The proba-

bility of unhealthy spike points appearing can be defined as follows:

P
��yn � yn�1

�� > T
� �

< α (92.2)

Where is small positive number. Then:

t ¼ Total EVSð Þ � Total EVSð Þ�α½ � (92.3)

Total (EVS) represent the cardinality of jyn � yn � 1j in EVS, variable t is the

time index satisfying:

T ¼ ��yt � yt�1

�� t < nð Þ (92.4)

In this paper the value of α is determined based upon the operational experiences

of technical staff members of the data center.

Provided that the α value is given then the value of T can be obtained

via Eqs. (92.2), (92.3), and (92.4). Furthermore, we define a point Pn for which

(|yn � yn � 1|) is less than T to be a healthy point. Otherwise they are possibly

unhealthy.

After the value of T having been given, the elements in EVS can be classified as

follows.

For a given point Pn if jyn � yn � 1j > ¼ T or jyn + 1 � ynj > ¼ T, then Pn will

be added into the set called EPUHPS (Extremely Possible Unhealthy Point Set).

EPUHPS helps narrow the space to be investigated to find out the real unhealthy

points. The same period of the historical data is also applied to conduct the

analyzing procedure of seeking unhealthy points. The basic idea behind the analysis

is to identify if any point in EPUHPS possesses the same pattern as its historical

records. If the patterns are similar it is considered to be healthy otherwise it is

unhealthy, where the same two time points of current and last week have the similar

pattern if they both either are peaks or valleys.

The following method shows how an element in EPUHPS is identified as an

unhealthy one. In Fig. 92.1 we plot two curves: l1 and l2, where l1 the data (number

of recorded errors) is curve of current week and l2 is the one of last week. Each Pn
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that is in EPUHPS of l1 curve is either a “peak” or a “valley”. If its trend is different
from the trend (“valley” or “peak”) of the same period in l2, then Pn will be added

into Unhealthy Point Set (UHPS), that is, it is an unhealthy point. However if the

trend is similar, we will have to compare their local variance sp (the variance

computed based upon the y-values of the three points: Pn, Pn � 1, Pn + 1 of l1, and
the y-values of the corresponding Pn, Pn � 1, Pn + 1 of l2) and the global variance st
(calculated based upon the y-values of all the points of l1 and the corresponding

ones of l2) described below respectively. If jst � spj < ξ (ξ is a very small positive

number determined by the system administrator or technical staff members of the

data center), then the point Pn is a healthy point; otherwise Pn will be added into

the UHPS.

sp and St are calculated as follows: let V ¼ Pl11 xl11; yl11
� �

, . . . ,Pl2n xl1n; yl1n
� �� �

be the set of the l1 points and V ¼ Pl21 xl21; yl21
� �

, . . . ,Pl2n xl2n; yl2n
� �� �

be the set of

the points of l2 for the give time periods with the same length (1 week, for instance),

then

st ¼

Xn
i¼1

yl1i � yl2i
� �

n
(92.5)

Let y1, y2, y3 be the y-values of points Pn, Pn � 1, Pn + 1 of l1, and y01, y02, y03 be
the y-values of the corresponding points of curve l2, then

sp ¼
y1 � y

0
1

� �2 þ y2 � y
0
2

� �2 þ y3 � y
0
3

� �2
3

(92.6)

The results of the experiments demonstrate the effective filtering ability for

narrowing the searching space of possible unhealthy status.

In addition to the spike points detected by the basic approach, there are some

special cases to be considered. For instance, some point’s y-value is very large and

way above the normal, but the trend is relatively smooth. In order to find this type of

spikes, we propose the following Threshold Strategy.

In this method threshold value T is set by the system administrators or technical

staff members of the data center depending on their experience or the given rules.

The y-value of the observed point Pn(xn,yn) will be compared with T. If the former is

bigger, then the observed point is considered as an unhealthy one and the

corresponding point is added to UHPS.

The set of unhealthy points is therefore formed via methods described above and

the corresponding alerts will be disseminated to the interested subscribers (system

administrators or technical staff members) for taking proper actions.
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92.3 Experiment Results

The experimental data was collected from the data center of one of the largest

e-commerce companies of the world. Three experiments conducted:

experiments A, B, and C. The basic approach are performed in experiment A, and

in experiment B, the combination of basic approach and Threshold strategy is

applied. In both experiments we set up α ¼ 0.05 in the experiment A, B. In the

experiment C, we set α ¼ 0.1 and apply the combination of Basic Detection

Strategy and the Threshold Strategy. The purpose of these experiments is to

investigate the impacts of the combination of the detection methods and the

parameter in addition to the effectiveness of the proposed methods. The results

can provide the guidance of establishing business rules in detecting the system

status.

Based on the obtained results yielded by different methods, we will evaluate

their performances and provide the guideline of applying these methods in

detecting the system status.

The actual unhealthy spike points are listed in Table 92.1:

Experiment A

In this experiment, we will use the sample in Fig. 92.1 and adapt the Basic

Detection Strategy, where α ¼ 0.05.

The result shown in the Table 92.2 demonstrates that the Basic Detection

Method is able to find unhealthy spike points partially. It detects about 45 %

reported unhealthy spiking points shown in the Table 92.1 under the current

parameter setting.

Experiment B

In this experiment, we will use the sample in Fig. 92.1 and apply the combination of

Basic Detection Strategy and the Threshold Strategy, where α ¼ 0.05 the threshold

as 50,000 for the Threshold strategy.

The result in the Table 92.3 shows the improvement in detecting unhealthy

status of the system as it is able to find 54% of reported unhealthy spiking points.

Experiment C

In this computational experiment we set α ¼ 0.1 and the threshold to be 50,000 for

the combination of Basic Detection Strategy and the Threshold Strategy.

The outcome in the Table 92.4 demonstrates the superiority of the combined

strategies with the parameter setting. It is able to obtain much better results

than those in experiments A and B. More than 90 % of the unhealthy spiking points

can be detected that in turn can provide necessary alerts in time to handle the

exceptions.

Based on the experimental results, the combination of the Basic Detection

Strategy and the Threshold Strategy is proven to be an effective procedure to detect

unhealthy spiking points with a proper setting of α. The methods discussed in this

paper provide a solid base to detect the unhealthy status of a Cloud Computing

System.
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Table 92.1 Actual unhealthy

spike points in the Fig. 92.1
Date/time Error count

10/02/2012 10:00:00 AM 0

10/02/2012 02:00:00 PM 0

10/03/2012 08:00:00 AM 31,633

10/04/2012 01:00:00 PM 0

10/04/2012 02:00:00 PM 28,601

10/06/2012 08:00:00 AM 35,103

10/06/2012 10:00:00 AM 0

10/06/2012 11:00:00 AM 33,916

10/07/2012 04:00:00 AM 0

10/07/2012 12:00:00 PM 62,455

10/08/2012 01:00:00 PM 36,509

Table 92.2 Result

in experiment A
Date/time Error count

10/02/2012 02:00:00 PM 0

10/04/2012 01:00:00 PM 0

10/06/2012 08:00:00 AM 35,103

10/07/2012 04:00:00 AM 0

10/08/2012 01:00:00 PM 36,509

Table 92.3 Result

in experiment B
Date/time Error count

10/02/2012 02:00:00 PM 0

10/04/2012 01:00:00 PM 0

10/06/2012 08:00:00 AM 35,103

10/07/2012 04:00:00 AM 0

10/07/2012 12:00:00 PM 62,455

10/08/2012 01:00:00 PM 36,509

Table 92.4 Result

in experiment C
Date/time Error count

10/02/2012 10:00:00 AM 0

10/02/2012 02:00:00 PM 0

10/04/2012 01:00:00 PM 0

10/06/2012 07:00:00 AM 0

10/06/2012 08:00:00 AM 35,103

10/06/2012 10:00:00 AM 0

10/06/2012 11:00:00 AM 33,916

10/07/2012 04:00:00 AM 0

10/07/2012 12:00:00 PM 62,455

10/08/2012 01:00:00 PM 36,509
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92.4 Conclusion

In this paper we first introduce the business background of detecting unhealthy

status of a Cloud Computing system. We conduct the brief analysis on the data

recording the number of errors during the system operation periods to lay the

foundation of detecting algorithm development. A basic detection strategy and a

threshold-based method are proposed, which can help finding the spiking points

where the system could be unhealthy. The computational experiments are

conducted to demonstrate the effectiveness of the proposed methods and impacts

of various parameter settings. A system administrator or technical staff member is

able to adjust the parameter upon his experience/desire to find unhealthy spiking

points. Together with the proposed methods the computational results reveal the

direction of establishing business rules for detecting unhealthy status effectively.

We are planning to collect more real datasets and perform more computational

experiments to seek the further improvements of the algorithms. The topic of

triggering an efficient business process to handle exceptions when unhealthy status

is detected is also one of our future researches.
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Chapter 93

Scoring System of Simulation Training

Platform Based on Expert System

Wei Nie, Ying Wu, and Dabin Hu

Abstract In order to reduce the cost of operation training and improve efficiency

of examination, the development of simulation training platform has achieved very

good results. An intelligent scoring system based on expert system plays the role of

the teacher and gives the student a just assessment. It uses the professional theory

and practical experience as the evaluation criteria and analyzes the operator’s

operation process to realize the automatic scoring through the program algorithm.

The application of scoring system evaluates the operation level of students and

gives students guiding opinions and error analysis.

93.1 Introduction

Simulation training [1, 2] is now used to all walks of life because it is more efficient

and affordable, compared with traditional training methods. In recent years, simu-

lation training is a necessary training tool in many companies. They make simula-

tion training as an important part of job training and a way of identification of

technical and skills contest.

Simulation training platform establishes a virtual ship operation environment to

make the operator with the feel of real boat scene. It can improve the rapid response

capability of ship operation and capacity of safety operation and reduce operation

accident of virtual equipment [3].

How would you assess the level of actual operator? The scoring system uses the

professional theory and practical experience as the evaluation criteria and analyzes

the operator’s operation process to realize the automatic scoring through the

program algorithm. This paper is based on the practical experience of the automatic
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grading system exploitation, and the platform of simulation training is ship power

system. The scoring system [4, 5] uses programming techniques to assess automat-

ically operation ability of candidate, which is based on operation experience of ship

power system of technical personnel that are restored in the database as the

assessment standard. The scoring system has been applied to practical ship power

simulation system and has received a good effect. It not only has improved the

examination efficiency and fairness of the assessment but also has saved a lot of

funding. The basic module and function of composing the system have been

discussed. The key technologies to achieve the system have been described.

93.2 The Principle of Expert System Theory

in the Scoring System

The expert system [6] is one of the main areas of artificial intelligence research. The

expert system is also known as knowledge-based systems. The expert system is

designed to simulate the work of the expert thinking and ways of tackling problems

in certain areas by an intelligent computer program. It takes advantage of the human

expert knowledge and problem-solving approach to solve the problems in the field.

In the traditional way of training and examination, the ability of candidate

operation relies on the coaches’ assessment. The training and examination of

simulation training platform also rely on the coaches. After the candidates finish

the operation of the devices, the coach judges the level of operation of the

candidates and finally gives grades. The professional knowledge and practical

experience of coaches play a decisive role in this process. It is an invisible criterion

in the assessment process. The scoring system is used to replace the role of coaches

and implements the scoring method of coaches through a computer. The realization

of scoring system is combined with expert systems theory and data analysis method.

The expert system theory makes all aspects of specialist expertise and practical

experience as the standard of the automatic scoring. Certain reasoning mechanism

can recognize the operation steps of the candidates and make reasonable judgment

through the computer program. Data analysis is the basis of the scoring system

which obtained candidates operation time steps, instrumentation and indicator of

changes in the situation.

The expert system mainly consists of rules knowledge base, comprehensive

database, inference engine, the interpreter, knowledge acquisition, and

man-machine interface. Figure 93.1 shows the expert system structure of the

scoring system of simulation training platform.

Rules knowledge is the key of quality of the expert system, including the quality

and quantity of knowledge in database. In general, the expert system knowledge

base and expert systems program are independent to each other. The user can

change the content of knowledge base to improve the performance of the expert

system. The inference engine matches rules in the knowledge base to access to new
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conclusions and get the results of problem solving. The inference engine of the

scoring system realizes by programming language. The inference engine is

the organization control mechanism of the expert system. Reasonable inference

engine can make use of the rules of the knowledge base to solve practical problems.

93.3 The Knowledge Base of Expert System

Appropriate knowledge representation could convert the expert knowledge to the

handle expression of computer system. The knowledge base of the scoring system is

expert knowledge and practical experience of technical staff of simulation training

platform operation, which is stored in the database.

93.3.1 Knowledge Acquisition

Knowledge acquisition [7, 8] is one of the main works of the expert system

development, which is the basic technique of artificial intelligence and knowledge

engineering. The most important sources are expert knowledge and practical

experience. In the scoring system, field experts and technical personnel work

together to complete the acquisition of knowledge. The process of development

mainly divided into the following steps.

First, the developer must have the complete mastery of simulation training

platform, including the method of operation, its composition, functions, and train-

ing. They could apply books and operating manual to practice and exchange with

skilled operators.

Second, the obtained knowledge was systematized. The developer must have

actual operating experience and repeat discussions with experts and professors to do

further research on the knowledge of science and rationality.
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93.3.2 Knowledge Representation

Knowledge representation of knowledge is a formal and symbolic process, which

uses a computer language to encode the domain knowledge. It has an important

impact on the performance of the system. Knowledge representation methods relate

to the design of various data structures. The purpose of knowledge representation is

to be able to use this knowledge to reason and make decisions through effective

representation of knowledge. Figure 93.2 shows the basic form of knowledge

representation of the scoring system.

In this paper, the knowledge representation is production rules. The basic form

of rule representation is as follows:

If P then Q

Where P is the premise of the rule and Q is the conclusion. For example, if the valve

of A has not turned on before you the switch B, This situation was recorded as a

medium error. Where, the premise of the rule is a compound condition that

constitutes by two simple conditions. In the mark-reducing method, the conclusion

can be divided into several levels from low to high; the higher the level, the more

the points. If the degree of operation mistake is between the medium fault and the

significant fault, you can introduce the idea of fuzzy mathematics.

The knowledge representation is determined mainly by the following aspects:

knowledge-use efficiency, understandability, and the degree difficulty of knowl-

edge maintenance. The same knowledge can be expressed through a variety of

methods, but the effect will be very different. Every kind of knowledge represen-

tation has its own characteristics, which also have their own advantages and

disadvantages to different areas. Thus, it can combine several representations to

achieve a particular field of knowledge representation.

The form of production rules knowledge is simple to understand and explain.

The rules are independent to the extraction and formalization of knowledge. But

constraints and interactions of production lead to the low inference efficiency. In

the scoring system, each production rule is one of the scoring criteria. The knowl-

edge base of each item consists of a certain rule.
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93.4 The Scoring System of Simulation Training Platform

In the training of simulation training platform, the teacher makes the judgment to

the operational level of students after examination. The teacher’s specialized

knowledge and practical experience have played the decisive role in this process.

Now, we have built a system in which the scoring plays the role of the teacher.

Simulation training platform achieves the purpose of training students through

restoring the operating environment and feel of the real equipment. The simulation

training platform consists of simulation modules, monitoring software, communi-

cation interface, terminal node modules, database, and so on. Figure 93.3 shows the

basic principle of the scoring system of simulation training platform.

Simulation modules can simultaneously perform multiple simulation models,

including the dynamic and steady state simulation of the main equipment of

simulation training platform, the operation simulation of normal and fault condi-

tions of the power system, and the data interconnection with other systems.

Monitoring software can exchange the data with other software and obtain the

data recording the student’s operation information from the terminal node modules.

The function of database is to record the process of students’ operation information.

The scoring system is mainly made up of the database and software program-

ming. The database stored all kinds of data information, including scoring criteria

of expert knowledge, operation information, and basic personal information and

examination results. Those data could exchange with other software and obtain the

data recording the operation information from the consoles. Through analyzing

those data from the database, the system can identify the operation steps of students.

The scoring rules stored in the database can give a reasonable grading of operation

level by programming technology.

The reasoning implementation of the scoring system is forward reasoning, which

is based on the known facts as the starting point of reasoning. The basic idea of

forward reasoning is that the computer identify the current applicable knowledge

from the initial facts, and then constitute a set of applicable knowledge and some

conflict resolution strategies. Figure 93.4 shows the reasoning mechanism of single

armature start-up operation.

C
om

m
unication interface

manmade control
panels

Console n

Simulation
modules

Monitoring
Software

Interactive
interface
modules

Terminal
node

modules

Interactive interface
modules

terminal nodes

database

Fig. 93.3 The basic

principle of the scoring

system of simulation

training platform

93 Scoring System of Simulation Training Platform Based on Expert System 813



In the reasoning process of the scoring system, the key is the entire production

rule. A rule expresses that if the premise is satisfied, you can launch the conclusion

that the conclusions under the operation will be performed. In order to promote the

operation of the scoring system of simulation training platform, the establishment

of a knowledge base must follow the next regulations.

1. All rules constitute the rules knowledge base of scoring system operation judge,

which contains all possible operational errors. Each rule can consist of certain

sliver rules. If any of the operation steps meets this rule, the conclusion of this

rule will be executed.

2. When an operation error may satisfy the two rules processing and trigger by the

two rules, it should get the greater point as the coefficient of operation error.

3. The weights of the scoring system are initially drawn up according to the actual

staff of long-term experience and the advice of experts, which are stored in the

database as the initial default value. According to the reasonableness of the

results of the scoring, those weights can be dynamic changes in the process of

the scoring system debugging, making the weights more reasonable.
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4. In the scoring rules, there are many compound checking rules. It considers

mainly the following two aspects: First, whether is the time of the operation

right which is accordance with the operation instructions. Second, whether is the

steps correct which includes the operation of button and the button in the correct

order. If the student gives a correct operation after drain operation, it is the

operating part of the operating mistakes.

93.5 The Example of Program Algorithm

of Scoring System

After the end of the examination, the operation information of the candidates would be

stored in the database. Automatic scoring system identifies the operation of candidates

through access database data and saves it to an array variable. The most critical of the

data analysis is the algorithm of the recognition process. Each record of discrete

variables in the database corresponds to an operation of the candidates. It can uniquely

identify candidate operation by detecting the changes in the database, such as the

operating button or switch. It is an important foundation of the recognition algorithm.

Figure 93.5 is a simplified schematic of the implementation process.

Analysis of the data is that procedure of the candidates was got from the recorded

data. The steps identified were mainly realized through certain procedure algorithm.

The candidate’s operation identification mainly includes two aspects. First,

combing with the time variable and the value of the operating variables, operating

The begin of recognition

The value data of identification

Getting data 

Matching scoring criteria

The end of recognition
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schematic of the

implementation process
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time of the button or switch was achieved by similar methods of code program.

Second, the problem is how to determine the change direction of the button or

switch operation.

93.6 Conclusion

The development of the scoring system of simulation training platform is a great

help for training and teaching. The design and implementation of the scoring

system involve many fields of knowledge. It is a new way that an expert system

theory was applied to the scoring system of simulation training platform. The

emphasis of system development is the establishment of a knowledge base. The

established methods and guidelines of the knowledge base were particularly intro-

duced. In practical applications, the automatic scoring system also achieved good

results.
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Chapter 94

Analysis of Distributed File Systems on

Virtualized Cloud Computing Environment

Tiezhu Zhao, Zusheng Zhang, and Huaqiang Yuan

Abstract Although various performance characteristics of distributed file system

have been documented, the potential performance efficiency of distributed file

system on virtualized cloud computing infrastructure is not clear. This chapter

focuses on the performance of Hadoop Distributed File System (HDFS) on

virtualized Hadoop. We construct a virtualized Hadoop platform and perform a

series of experiments to investigate the performance of HDFS on the virtualized

Hadoop cluster. Experimental results verify the efficiency of distributed file system

on virtualized Hadoop to process the mass-intensive application.

94.1 Introduction

Distributed file systems can effectively solve the problems of the mass data storage

and I/O bottlenecks in the mass distributed storage system and become the research

hotspot of the storage industry and academia. Distributed file systems are key

building blocks for cloud computing applications. Therefore, the industry is

witnessing distributed file systems for large data center storage [1]. The perfor-

mance of distributed file system directly affects the efficiency of the whole distrib-

uted computing environment. Therefore, the performance of distributed file system

is the key research issue.

Hadoop is a highly scalable compute and storage platform for implementing the

Google MapReduce algorithms in a scalable fashion on commodity hardware. The

core Hadoop project solves two problems with big data: fast, reliable storage

(HDFS) and batch processing (MapReduce) [2]. The HDFS cluster consists of a

single NameNode, a master server that manages the file system namespace and

regulates access to files by clients. In addition, there are a number of DataNodes,
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usually one per node in the cluster, which manage storage attached to the nodes that

they run on. HDFS exposes a file system namespace and allows user data to be

stored in files.

Although the HDFS have been widely studied for several years, there are

relatively few studies on HDFS with the virtualized Hadoop platform. The potential

impact to application performance of distributed file system on the virtualized

Hadoop platform is not clearly understood. In this chapter, we focus on the

performance of HDFS on virtualized cloud computing environment. The main

contribution of this chapter can be summarized as follows (1) A virtualized Hadoop

platform is constructed to investigate the performance of HDFS on the virtualized

Hadoop cluster; (2) We verify the performance characteristics of HDFS in the

context of different application scenarios.

The remainder of this chapter is organized as follows. We begin by introducing

related work in Sect. 94.2. The virtualized Hadoop platform is proposed in

Sect. 94.3. We investigate the performance of HDFS on the virtualized Hadoop

cluster, discuss the experiment results in Sect. 94.4, and conclude the chapter in

Sect. 94.5.

94.2 Related Work

Existing research for distributed file system can be classified into four categories:

(1) Performance analysis of distributed file system with the specific application

scenario. The use of clustered file systems as a backend for Hadoop storage has

been studied previously. The performance of distributed file systems such as Lustre,

PVFS and GPFS with Hadoop has been compared to that of HDFS [3]. Most of

these investigations have shown that non-HDFS file systems perform more poorly

than HDFS, although with various optimizations and tuning efforts, a clustered file

system can reach parity with HDFS [4]. (2) Metadata management and query

optimization. Metadata management is critical in scaling the overall performance

of large-scale data storage systems and a large-scale distributed file system must

provide a fast and scalable metadata lookup service. Wang et al. proposed a

two-level metadata management method to achieve higher availability of the

parallel file system while maintaining good performance [5]. (3) Performance

parameter analysis and tuning. Yu et al. indicated that excessively wide striping

can cause performance. To mitigate striping overhead and benefit collective IO,

authors proposed two techniques: split writing and hierarchical striping to gain

better IO performance [6]. Yu et al. presented an extensive characterization, tuning,

and optimization of parallel I/O on the Cray XT supercomputer (named jaguar) and

characterized the performance and scalability for different levels of storage hierar-

chy [7]. (4) Optimizing data distribution strategy and data access strategies. Li

et al. modeled the whole storage system’s architecture based on closed Fork-Join

queue model and proposed an approximate parameters analysis method to build

performance model [8]. Yu et al. adopted a user-level perspective to empirically

reveal the implications of storage organization to parallel programs running on
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Jaguar and discovered that the file distribution pattern can impact the aggregated

I/O bandwidth [9]. Piernas et al. adopted a novel user-space implementation of

active storage for Lustre and the user-space approach has proved to be faster, more

flexible, portable, and readily deployable than the kernel-space version [10].

94.3 Virtualized Hadoop Platform

94.3.1 Execution Engine of Hadoop

To get an idea of how data flows between the client interacting with HDFS, the

NameNode, and the DataNode, consider Fig. 94.1, which shows the execution

engine of Hadoop. The I/O flow of execution engine consists of four main modules:

Application Launcher module, JobTracker module, Tasktracker module, Hadoop

Distributed File System (HDFS) module. All the four modules cooperate with each

other to implement MapReduce application, using HDFS for storage.

The execution engine workflow is shown as follows: (1) Application Launcher

submits a job to JobTracker and saves jars of the job in the HDFS file system.

(2) JobTracker monitors all jobs’ execution status and makes scheduling decision.

JobTracker divides the job into several map/reduce tasks and schedules tasks to

TaskTracker for execution. According to the implementation situation, JobTracker

reports execution status to JobTracker. (3) TaskTracker runs on every node and

manages the status of all tasks which run on that node. TaskTracker fetches task jar

from the HDFS file system and saves the data into the local file system. (4) HDFS

is responsible for storing data, which come from Application Launcher and

TaskTracker.

Fig. 94.1 Execution engine of Hadoop
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94.3.2 Architecture of Virtualized Hadoop Platform

Figure 94.2 illustrates the architecture of the virtualized Hadoop cluster platform. In

this platform, VM manage module, which manages all virtual resources, is the key

component. It is responsible for monitoring the virtual machine resource status and

tuning the configuration parameters of the virtualized Hadoop cluster. DataNode

VM monitor module is responsible for monitoring the utilization status of

DataNode, including the utilization of CPU, memory, disk, and network status.

By using the virtualization technology, one physical machine can be shared by

several virtual machines. For the performance consideration, NameNode VM and

JobTractor VM are deployed in two physical machines, respectively. Each physical

machine can deploy multiple DataNode VMs, which are monitored by DataNode

VM monitor.

94.4 Experiment Analysis

94.4.1 Experiment Setup and Scenarios Design

The experiment was performed on the Hadoop cluster with nine physical nodes and

the configuration is shown in Table 94.1. The experiment Hadoop cluster is

constructed as: two nodes for severs (one for NameNode, one for JobTracer) and

the remaining nodes are DataNodes.

Fig. 94.2 Architecture of virtualized Hadoop platform
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Our experiment chooses two typical benchmarks to evaluate the performance of

HDFS on virtualized Hadoop platform: (1) TeraSort benchmark, represents one

typical use case, is probably the most well-known Hadoop benchmark that com-

bines testing the HDFS and MapReduce layers of the Hadoop cluster.

(2) TestDFSIO benchmark, an I/O-intensive Hadoop standard benchmark, is used

to test the backend file system performance of HDFS and Lustre in the context of a

Hadoop job. It is helpful for tasks such as stress testing HDFS and Lustre, to

discover performance bottlenecks in your network, and to give you a first impres-

sion of how fast your cluster is in terms of I/O.

The experiment mainly considers three aspects: read/write, datasize scale, and

DataNode scale. The experiment cases are designed as follows:

Case 1: Analyze the read/write running time corresponding to different dataset size

using TeraSort benchmark. The detailed configuration is as follows: 7/28 virtual

DataNodes (vDataNodes) with the configuration of 2 vCPUs and 2,048 MB

vMemory; datasize ¼ 100 MB, 400 MB,. . ., 2,200 MB; blocksize ¼ 64 MB;

replication ¼ 3.

Case 2: Analyze the read/write throughput corresponding to the different number of

vDataNodes using TestDFSIO benchmark. The detailed configuration is as follows:

num. of vDataNodes¼1, 5, 9, 13, 17, 21, 25, 29, 33; each vDataNode with 2 vCPUs
and 2,048 MB vMemory; datasize ¼ 5 GB; blocksize ¼ 64 MB; replication ¼ 3.

94.4.2 Experiment Result Analysis

For all experiment scenarios, the writing/reading performance is tested three times

and a median value will be compared to the other to avoid outliers. In case 1, the

running time is selected as the performance metric. Figure 94.3 plots the read/write

running time for different datasizes, which vary from 100 to 2,200 MB.

As shown in Fig. 94.3, we note that as the number of datasize scales, the running

time increases quickly. When the datasize is small, the time difference is relatively

small. However, when the data size exceeds 1,300 MB, the running time difference

Table 94.1 Configuration of experiment environment

Component Detailed description

Hadoop version Hadoop 0.20.1

Physical machine OS Red Hat Enterprise Linux 5

Virtual machine OS CentOS 5.5

NameNode 6 core Xeon X5650 processors at 2.66 GHz and 48 GB Memory

DataNode 6 core Xeon X5650 processors at 2.66 GHz and 48 GB Memory

Network 10-Gigabit TCP/IP Ethernet

Xen version Xen 3.4.4

Benchmark TeraSort, TestDFSIO
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increases quickly. The read performance of HDFS on the virtualized Hadoop

platform is better than the write performance. The performance of HDFS is better

when the number of vDataNodes is 28.

In case 2, the throughput (MB/s) is selected as the performance metric. Fig-

ure 94.4 shows the performance (throughput) changes with the increase of the

number of vDataNodes.

As illustrated in Fig. 94.4, the read throughput is better than write throughput.

The read throughput continues to rise with the increase of the number of

vDataNodes, and arrives at the maximum value when then vDataNode number is

21. Later, the read throughput is declining as the number of vDataNodes increases.

The main reason is the competition for physical resources when the number of

vDataNodes is too much (>21). The change of the write throughput is similar to the

read throughput. The results clearly indicate that the distributed file system can

maintain better efficiency on the virtualized cloud computing environment.
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94.5 Conclusion

In this chapter, we study the performance and efficiency of distributed file system

on the virtualized computing environment. We first introduce the I/O flow charac-

teristic of HDFS and construct a virtualized Hadoop platform. Then, we perform a

series of experiment to investigate the performance of HDFS on the virtualized

Hadoop cluster platform. The experiment result shows that the distributed file

system can maintain better efficiency on the virtualized cloud computing environ-

ment. It is necessary to study the performance of distributed file system in some

specific application environments.
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Chapter 95

A Decision Support System with Dynamic

Probability Adjustment for Fault Diagnosis

in Critical Systems

Qiang Chen and Yun Xue

Abstract In order to locate and remove the faults in the critical systems where the

faults occur, this paper proposes a three-layer decision support system for fault

diagnosis, in which both static information and dynamic information of the system

are used to find out suspicious components. In the process of locating the faults, a

bipartite graph is applied to describe the relation between the symptom and the

components, on the basis of which a method is proposed to calculate the value of

fault evidence of a component. Then, the components whose values are larger are

chosen as the result. Meanwhile, the decision support system adjusts the data of the

bipartite graph according to the actual situation in order to improve the effective-

ness of the diagnosis. The experiment shows that the fault diagnosis process in the

decision support system can locate the fault more effectively.

95.1 Introduction

The traditional small application system becomes large and critical, which is widely

used in military, defense, finance, and other important areas. Due to the limitation

of time, personnel, and technical conditions, the practical application of the system

is impossible to be developed without defect. Once these important applications

failed and cannot be fixed quickly, that may result in immeasurable loss and serious

consequences.

The traditional fault diagnosis is achieved by experts, which may take a long

time, and the accuracy of the results is closely related to the individual ability.
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Meanwhile, the ascendants may change frequently, so the personal experience in

this analysis is difficult to be shared with the others. Therefore, the traditional

analysis process which emphasizes individual ability obviously cannot meet the

actual requirements.

This paper presents a fault diagnosis decision support system, which applies the

bipartite graph to build a system fault diagnosis model to analyze the possible

reason to the failure. What is more, the model parameters can be adjusted dynam-

ically according to the actual result of the fault. The result of the experiment

indicates that the algorithm in this paper can get a better diagnostic effectiveness.

95.2 Related Work

Fault diagnosis is an analysis process to obtain the final cause of the failure based on

the system through the fault symptoms and related information [1]. The fault

diagnosis process can be taken as a black box, and its input is the information of

the failed system which is organized in a particular way, and its output is the

possible reason.

The existing diagnosis methods usually make use of the certain types of infor-

mation of the failed system. Gunjan Khanna creates a real-time causality diagram

by analyzing the information interaction between the components and analyzes the

possible cause of the fault with the legal sequence of interactions defined according

to the rules [2]. Wen generates a structured system model by calculating the

program dependence graph and then uses the program slice to determine the reason

of the fault [3].

Steinder used heuristic method to create a set of fault hypothesis which can

explain all the events received and calculated the assumptions set of all the

assumptions confidence. Then assumption with the largest confidence is selected

as the results [4]. Zheng proposed a three-layer belief network model and analyzed

the relationship between network events [5]. Zhang improves the accuracy of fault

diagnosis by analyzing the relationship of the alarm information in the adjacent

window of time [6].

There will be inconsistencies in the diagnosis result with the actual system

operation, by reasoning based on the static information or symptoms. For example,

the diagnosis result may indicate that the component A is failed, but A is not

involved in the actual operation and cannot cause the generation of the fault. So the

result greatly reduces the efficiency of diagnosis. If we only use the run-time

information for diagnosis, the set of components which may result in the system

failure can be generated, but it is difficult to analyze which is of the largest

possibility, and it will also reduce the efficiency of diagnosis. Thus, we should

use the two types of information for diagnosis, and the result can meet the actual

needs.
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According to the above analysis, we provide a support system for fault diagnosis,

which makes use of the static information and run-time information for diagnosis,

and can adjust the result in the diagnosis to improve the efficiency.

95.3 Decision Support System for Fault Diagnosis

95.3.1 System Framework

As shown in Fig. 95.1, the decision support system consists of three layers. From

the bottom to the top, the diagnostic information is processed through the three

levels to generate the result.

The capture and abstraction layer injects probes to capture the related informa-

tion and extracts the static information from related documents. Based on this

information, the analysis and diagnosis layer generates the result graphically

displayed in the human–computer interaction layer. After each diagnosis, the

decision support system should adjust the information for diagnosis according to

the actual cause of the fault, in order to improve the efficiency of subsequent

diagnosis.

Fig. 95.1 Framework of

the decision support system
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95.3.2 The Fault Diagnosis Strategy

As shown in Fig. 95.2a, the analysis of a failed system on the actual environment

consists of the internal system environment, system boundary, and the system itself.

Any problem in each part may result in failure. For example, the system is

developed in a lab environment; there are some differences between the simulation

environment and the actual environment, which are likely to cause the system to

fail. If the configuration of each subsystem is incorrect, it will also result in failure.

At the same time, each component of the system may also trigger fault. Therefore,

the diagnosis strategy provided in this paper is to analyze the system from the

outside to the inside.

Diagnosis strategy is shown in Fig. 95.2b. When a fault occurs, we first decide

whether the system is incompatible with the environment. If the answer is no, then

we will judge the correctness of the system configuration. Based on the exclusion of

configuration problems, we will analyze each component and the interaction

between them to find out the cause of the failure, and then the final diagnosis results

are given.

In this paper, we focus on the third part of the diagnosis, and we provide an

algorithm of fault location to achieve the diagnosis in the next section.

95.3.3 Fault Location Algorithm

Because of the spread of fault, the fault which occurs in one component may cause

other component to fail which will generate different symptoms. At the same time,

there are multiple mapping relationships between the symptom and the cause of

the fault, in which multiple faults show the same symptoms or one fault results in

a

b

Fig. 95.2 (a) Schematic diagram of a failed system. (b) Diagnosis process
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some different symptoms. The bipartite graph is competent for describing multiple

mapping between the symptom and the cause, so we use the bipartite graph as the

analysis model.

95.3.3.1 Analysis Step

The fault diagnosis process consists of the following steps:

First, the execution path tr and bipartite graph model GB of the failed system are

extracted. Bipartite graph model can be defined asGB ¼ {C, S, PE, So}. C stands for

the component set C ¼ {(ci,pci)}, in which ci is the ith component and pci is the
probability of the component to be failed. S is the symptom set including all

the possible symptoms in the system. PE is the set of the relationship between

component and symptom, and PE ¼ {pci,sj} ¼ {p(sjjci) jsj2S,ci2C}, in which

p(sjjci) is the probability of component ci to generate symptom sj. If pci,sj > 0,

component ci can generate symptom sj. E(ci) ¼ {sjj pci,sj > 0}is the set of symp-

toms which can be generated by ci. So2S is the set of observed symptoms.

Second, defeat exists in the execution paths tr, so we can focus on the bipartite

graph GB slice GBr according to the tr.
The next step is to find out a set of components which can explain all the

observed symptoms. In this paper, a heuristic greedy algorithm is applied to find

out the suspicious component. In this process, we should calculate the evidentiary

value of the component to select the suspicious component; therefore, the algorithm

of calculating the component failure evidentiary value is important.

95.3.3.2 Algorithm of Calculating the Component

Failure Evidentiary Value

Actually, the failure evidentiary value of the component ci is affected by the

following:

1. In the observed symptom set So, the more the symptoms of the component ci, the
greater the evidentiary value of the component; thus, the evidentiary value can

be defined as

Weo ci; SOð Þ ¼
X

sj∈E cið Þ^sj∈SO

p sj; ci
� � ð95:1Þ

2. Symptom sk can be explained by component ci but has not been observed. Such

symptoms can appear in the following cases. First, other failure symptoms that

make sk cannot be observed, so these symptoms should enhance the evidentiary

value of the ci. PL(sk) is defined as the probability of sk that occurs without

observation, and the evidentiary value can be defined as
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Weuc ci; SOð Þ ¼
X

sk∈E cið Þ^sk∈S�SO

pL skð Þ � p sk; cið Þ ð95:2Þ

Another case is that these symptoms without observation have not been

produced actually. The more such symptoms, the smaller the probability of

failure of ci; thus the evidentiary value can be defined as

Weue ci; SOð Þ ¼ 1X
sm∈E cið Þ^sm∈S�SO

1� p sm; cið Þ ð95:3Þ

3. In the set of the observed symptoms which can be explained by ci, there are some

false symptoms because of the incorrect threshold and inaccurate monitoring

methods and so on. The observed false symptoms may affect the evidentiary

value of ci. So, the value can be calculated as

Wes ci; SOð Þ ¼
X

sn∈E cið Þ^sn∈SO

pS snð Þ � p sn; cið Þ ð95:4Þ

According to the analysis above, the evidentiary valueW (ci, SO) of ci is defined
as follows:

W ci; SOð Þ ¼ Weo ci; SOð Þ þWeuc ci; SOð Þ
Weue ci; SOð Þ þWes ci; SOð Þ

¼

X
sj∈E cið Þ^sj∈SO

p sj; ci
� �þ X

sk∈SU

pL skð Þ � p sk; cið Þ

1X
sm∈E cið Þ^sm∈S�SO

1� p sm; cið Þ þ
X

sn∈E cið Þ^sn∈SO

pS snð Þ � p sn; cið Þ ð95:5Þ

Then, the fault diagnosis algorithm can be provided as follows:

Algorithm GFDA

Input: bipartite graph model GB ¼ {C, S, PE} and the observed symptom set So;
Output: a set of suspicious components H;
GFDA (GB, So){
H ¼ ϕ; Ce¼ ϕ; SD¼ ϕ;

while(So 6¼ ϕ){
analyze each sj2So, compute the Ce ¼ {cij ci2C, sj2E(ci)}; calculate the

evidentiary value W(ci, SO) of each ci in the set of Ce; choose the compo-

nent cm with the greatest value;

H ¼ H[{ cm }; So=¼ So-{ sn j sn2E(cm), sn2So };
SD ¼ SD[{ sn j sn2E(cm), sn2So };
Fe ¼ ϕ;

}

OutPut(H);

}

830 Q. Chen and Y. Xue



95.3.3.3 Algorithm Complexity Analysis

The GFDA outer cycle removes a symptom from the observed symptom set So at
each time until all symptoms are removed. Thus, the outer cycle needed loop jSj
times at most. Calculating the failure evidentiary value of the component ci
executes jCej times, of which the maximum times is jCj. Therefore, the complexity

of GFDA is O (jSj�jCj).

95.3.4 Probability Adjustment Strategy

In the diagnosis process, some probabilities are used to calculate the component

failure evidentiary value. These probabilities are obtained by analyzing the system

historical data and configuration information based on the expert experience, so

there is uncertainty in estimating these probabilities. Thus, it is very necessary to

adjust the probability according to the actual diagnosis result.

Pci is the probability of ci to be failed, and it is in the range [0, 1]. If Pci is 0, it

means that ci does not fail. If Pci is 1, it means that ci will fail. For the component

with a higher failure probability, its growth rate based on a successful confirmation

should be less than the growth of the low probability. Therefore, Pci can be adjusted

as follows:

pci ¼ α 1� pci
� �2

0:1 � α � 0:2ð Þ ð95:6Þ

95.4 Experiment

In this experiment, we randomly generated a system with n components and the set

S and PE, according to the model GB ¼ {C, S, PE, So}. Then, the fault set is

selected, and the set So is also selected from the set S randomly. In order to simulate

the symptom loss, some symptoms in So are removed randomly. In addition, some

of the symptom is not contained in So initially and will be added into So to simulate

the mendacious symptoms. The number of this removed or added symptom is

decided randomly. Finally, the algorithms proposed by Steinde, Zhang, and our

paper will be performed ten times to compare their effectiveness, in which the

number of component is increased gradually.

We use two marks to assess the fault location algorithm: detection rate and the

false-positive rate, which may indicate the effectiveness of the algorithm. And

Fig. 95.3 shows the result of the experiment.

Figure 95.3a shows that the detection rate of our algorithm is higher. What is

more, as the number of component is increased, there are fluctuations in the other

two algorithms. But our algorithm can still maintain a high level due to the

adjustment strategy which can increase the detection rate as the experiment is
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repeated. As shown in Fig. 95.3b, our algorithm is the best in the false-positive rate.

Although incensement of the false-positive rate of the other two algorithms is not

rapid in the later experiments, our algorithm can reduce the rate as the repeat of the

experiment process.

In conclusion, the result of experiment indicates that the algorithm in this paper

can get a better diagnostic effectiveness especially in the multiplication of the

experiment.

95.5 Conclusion

This study constructed a decision support system with three layers to assist the

maintainer to fix the failure. We used the bipartite graph to describe the correspon-

dence relationship between the components and the symptoms. Then the set of

suspicious components which can explain all the observed symptoms was gener-

ated by calculating the probability of component to be failed. The probability

adjustment mechanism was introduced in the support system in order to improve

the efficiency of fault diagnosis.

We focus on the faults caused by the components in the system. These faults

caused by the environment or configuration should be studied further to improve the

comprehensiveness of the fault diagnosis decision support system.
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Chapter 96

Design and Implementation of an SD

Interface to Multiple-Target Interface Bridge

Guoyong Li, Leibo Liu, Shouyi Yin, Dajiang Liu, and Shaojun Wei

Abstract The design and implementation of an SD card controller circuit

architecture for multiple-target interface, suitable for communication function

extension of existing electronic device for UBICOMP, are presented in this paper.

The SD to multiple targets bridge includes an SD memory controller, a ping-pong

FIFO, and a target selectable interface, such as UART, SPI, parallel, and NAND

Flash IO. The bridge follows SD memory card v2.0 specification so that it is fully

flexible in terms of portable device without any special drivers. The ping-pong FIFO

increases the throughput of this system, and the availability of UART, SPI, parallel,

and NAND flash interfaces provides flexibility for implementation of applications

that requires the conversion of data to feed the SD bus. A tidy NAND flash is also

implemented in the multiple-target interface for FTL of NAND flash. The new

design has been verified and implemented in FPGA. It has also been synthesized

and will be taped out through a 0.18 μmCMOS technology. Experiment reveals that

the proposed architecture presents superior performance in platform-independent,

interface-scalability and integrality compared with existing works.

96.1 Introduction

Ubiquitous computing (UBICOMP) [1] is the trend towards increasingly ubiquitous

connected computing devices in the environment. Information processing of

UBICOMP in human–computer interaction has been thoroughly integrated into

everyday objects and activities. Meanwhile, peer-to-peer (P2P) communication [2]
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is needed by electronic devices in UBICOMP system. However, most existing

electronic terminals are not available for P2P communication. Therefore, how to

extend these terminals with function of P2P communication handily is very impor-

tant. Security Digital (SD) protocol is an industry-leading memory card storage

standard that simplifies the use and extends the life of consumer electronics, e.g.,

mobile phones, for millions of people every day. Most of modern computers and

mobile terminals are equipped with SD slots, such as mobile phone and PDA. This

universality makes the SD-based function extensions, especially P2P communica-

tion, become a new and hot research area, where SD interface does not only serve as

a memory access protocol but also becomes a channels of function extensions of

existing mobile terminals.

The SD Memory card slave controller is designed to reside within an SD

memory card. It serves as a bridge between the SD bus and user logic that provides

the actual function of the card. Using the standard SD bus protocol, computers and

mobile terminals could access various application devices such as blue tooth, WiFi,

and ZigBee. Thus, this bridge makes computing devices have the ability of P2P

communication and UBICOMP of existing terminals becomes possible with this

extending bridge.

Currently, most SD controllers support standard SD interface on one side and 8-

bit flash IO on the other side, such as the one introduced by inCOMM [3]. So these

controllers are most used in memory storage card. iWave company shows an SDIO

to UART bridge controller [4], which could convert data only from UART to SDIO

interface. Although it supports SDIO Interrupt feature, SDIO aware host controller

is needed in the mobile terminals, which is much different from the normal SD

memory host controller in hardware and software. Altera company also gives a SD

slave controller IP core [5], SD/SDIO/MMC Slave Controller, whose user inter-

faces are mainly master parallel interfaces, and the common interfaces, such as

UART and SPI, are not included. In addition, microcontrollers would be added to

these SD controllers to implement the flash translation layer (FTL) for NAND flash

management.

Taking all the above considerations into account, the goal of our proposed SD

slave controller is a platform-independent, interface-extensible and function (FTL)-

complete bridge which could convert the data from the common interfaces of

existing mobile terminal’s transceiver to standard SD interface. This bridge con-

tains an SD slave controller with a ping-pong FIFO in it and a multiple-target

interface. The ping-pong FIFO increases the throughput of this bridge and the

multiple-target interface is designed to extend interfaces for various electronic

devices. Moreover, in order to implement the function of SD memory, a tidy

NAND Flash controller, including a flash translation layer (FTL), is designed in

hardware in the multiple-target interface. It will present better performance in

integrality compared with FTL implemented in software in microcontroller. One

application on ZigBee of this bridge is shown in Fig. 96.1, where an SD-ZigBee

card is implemented with this bridge.

The architecture of the remainder of this paper is as follows. The next section

gives a design consideration of our bridge, including the overview of hardware
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architecture, the design of the SD slave controller and the multiple-target interface.

Then the implementation of the bridge, performance analysis, and demonstration

are presented in Sect. 96.3. Finally, conclusion is discussed in Sect. 96.4.

96.2 Design Consideration of Proposed Bridge

The architecture of proposed SD to multiple-target interface bridge, as shown in

Fig. 96.2, consists of an SD card slave controller meeting SD memory card v2.0

specification [6] and a multiple-target interface for various electronic devices. In

this section, structure and functions of main components will be described in

details.

96.2.1 Platform Independent SD Card Slave Controller

The SD card slave controller is designed to comply with SD Physical Layer

Specification Version 2.0. It supports the standard interface of 9-pin and is designed

to operate at a maximum frequency of 50 MHz. The bus interfaces supported are

SD 1-bit and 4-bit modes. The controller hands hot insertion, removal of card. As

shown in the left side of Fig. 96.2, the controller consists of a command handler, a

data handler, a card status state machine, and a ping-pong FIFO.

With this SD memory controller, any terminal that could access SD memory

card is able to access the application cards based on the proposed bridge, such as

SD-ZigBee and SD-WiFi, without any driver or hardware change. Compared with

this, an SDIO device needs an SDIO aware host and a custom driver to support its

operation. Therefore, this proposed bridge is platform independent and could be

applied to various OS, such as Android, WinCE, and Symbian.

Fig. 96.1 Demonstration

of SD-ZigBee card with our

proposed bridge
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96.2.1.1 Command Handler

The command handler receives the 48-bit command and transfers it from serial to

parallel command. All commands are protected by cyclic redundancy check (CRC)

bits. If the CRC check fails, the handler will not respond and the command will not

be executed. Meanwhile, handler will not respond and change its status if an illegal

command is received, such as a command that is not defined, or not supported by

the card controller. The state machine diagram is shown in Fig. 96.3.

In the beginning, the handler is in “IDLE” state. If a command arrives, it

transfers to “RAED CMD” state and starts to read and then checks the command.

If the received command has a response, the handler transfers to “SEND

RESPONSE” state and starts to send a response to host. Otherwise, it will return

to “IDLE” state directly.

The CRC7 check is used for all commands, all response except type R3, and the

CSD and CID registers. The CRC7 is a 7-bit value and is computed as follows:

G xð Þ ¼ x7þx3 þ 1: Generator polynomialð Þ
M xð Þ ¼ 1st bitð Þ � xnþ 2nd bitð Þ � x n-1ð Þ þ ::::þ last bitð Þ � x0:

CRC 6 . . . 0� ¼ Remainder
�
M xð Þ � x7�=G xð Þ� �

:
�

As shown in Fig. 96.4, CRC7 Generator/Checker is composed of seven shift

registers and two adders. Command or response is shifted into the circuit serially.

When all the bits are shifted, the CRC7 check code is presented from the seven

registers.

Fig. 96.2 Architecture of proposed SD to multiple targets bridge
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96.2.1.2 Data Handler

The data handler handles data transactions in the controller, including a transmitter

and a receiver. If a data read command is received, the receiver will get data from

FIFO, convert them into serial with additional CRC check and send it to SD host. If

a data write command is received, the hander will receive serial data from SD

interface and store them in the data buffer for further processing. If all write buffers

are full, and as long as the card is in Programming State, transmitter will send busy

status to host to indicate host the slave card is busy. The state diagram of data

handler is shown in Fig. 96.5. Data access also needs CRC check and it uses a 16-bit

CRC generator and checker for a more accurate data check. The CRC16 circuit is

similar to CRC7 module in command handler.

96.2.1.3 SD Card State Machine

The card state machine handles the card state described in SD 2.0 Physical

specification. It includes Inactive State, Idle State, Ready State, Identification

State, Stand-By State, Transfer State, Sending-Data State, Receiving-Data State,

Programming State, and Disconnect State, where the state transitions depend on the

received command.

Fig. 96.3 Command state

machine diagram

Fig. 96.4 CRC7 generator/

checker
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96.2.1.4 Ping-Pong FIFOs

The card slave controller has two different clock domains, one is SD clock whose

frequency range is 0 to 50 MHz and the other is programming clock with maximal

frequency 50 MHz. To handle the data stream of different clock domains, we use

ping-pong FIFOs [7]. The treatment scheme of ping-pong operation is as below:

The input data stream is divided into two FIFOs via input data multiplexer

(MUX). In the first buffer cycle, the input data fills in FIFO1; In the second buffer

cycle, the input data stream fills in FIFO2, meanwhile, the data stored in FIFO1

in the first buffer cycle outputs to processing unit via an output data multiplexer.

In the third buffer cycle, the input FIFO and output FIFO are exchanged. The

cycle changes like this flow and goes round and round. With the rhythmed

switching of input data MUX and output data MUX, the data via buffer could

be send to processing unit without a pause. The diagram of ping-pong FIFO is

shown in Fig. 96.6.

Fig. 96.5 Data state

machine diagram

Fig. 96.6 Ping-pong FIFO

operation multiple-target

interface
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96.2.2 Multiple-Target Interface

96.2.2.1 Target Selectable Interface

In order to provide flexibility for implementation of applications that require the

conversion of data to feed SD bus, a multiple-target interface is proposed, including

SPI, UART, parallel interface, and NAND Flash interface. As shown in the right

part of Fig. 96.2, this multiple-target interface module is composed of an SPI host

controller, a UART controller, a standard Parallel interface, a tidy NAND Flash

interface, and a multiplexer. With the MUX, one of the target interfaces is selected

at a time. We allocate a different address for each target interface. Generally, we

allocate one sector (512 bytes) for each non-memory target such as ZigBee device

[8], WiFi device, and blue tooth device. Through analyzing the address from SD

memory host, this module decides which target to access.

96.2.2.2 Tidy Flash Controller Including FTL

The NAND Flash controller comprises a control logic module with two buffers and

two different interfaces. One side of the tidy NAND Flash controller is a standard

SRAM interface so that SD controller could access NAND flash as a SRAM

conveniently, the other side is a standardized NAND Flash device interface

which is compliant to the open NAND Flash interface specification (ONFi). The

function block diagram is shown in Fig. 96.7.

Since there is not an MCU in our bridge, the bad block management and address

mapping is performed in hardware in the control logic module. Using a RAM, logic

address to physic mapping is implemented [9], which is shown in Fig. 96.8. A

block-level mapping method is adopted for the sake of memory size. The selected

NAND flash has totally 8,192 physical blocks, where 7,680 blocks are mapped to

user data area and the remaining 512 blocks are mapped to free pool for bad block

management. The bad block mark and logic block number (LBN) are written in the

Fig. 96.7 NAND flash

controller functional block

diagram
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extra space of pages of every physical block. Thus, this proposed bridge could be

adopted to implement the storage function without extra MCU and presents good

performance in integrality.

96.3 Implementation and Analysis

96.3.1 Implementation

This bridge has been prototyped on an FPGA-based verification system [10],

which consists of a Xilinx Spartan-3E FPGA, a Hynix 8 Gb NAND Flash, and a

CC2530 ZigBee SoC. The circuit implementation of the verification system is

shown below (Fig. 96.9).

Fig. 96.8 The address map of NAND flash

Fig. 96.9 Circuit

implementation of

verification system
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The entire bridge architecture has been FPGA verified and implemented. It also

walked through a 0.18 μm CMOS technology and would be taped out. Synthesis

experiments show our bridge reaches 50 MHz with the implementation size of

10 mm2. The equivalent gate count is about 80,000 and the total memory is 47 Kb.

96.3.2 Performance Analysis

Verification on this subsystem is based on simulation except that the wireless

communication interface is verified on FPGA. The programming frequency is set

at 50 MHz and SD clock frequency is set at 50 MHz. Interface-scalability compared

with that of other controllers is shown in Table 96.1.

The results in Table 96.1 give comparisons between our proposed bridge and

other SD controllers. The proposed bridge could support UART, SPI, and parallel

and NAND flash IO for connection to various target devices, while others can just

support part interface. Therefore, it shows superior performance in interface-

scalability.

96.3.3 Demonstration

As Fig. 96.1 shows, with an FPGA implemented bridge, a ZigBee SoC CC2530 and

other basic components, an SD-ZigBee card is made. Communication interface

between our bridge and CC2530 is parallel interface. With other four sensor nodes

(A, B, C, D), we could establish a wireless sensor network. Via the general SD

memory interface, a portable tablet with an upper machine application software

could read environment information instantaneously, which could be recorded in

magnanimous NAND Flash storage at the same time. Some comparisons are shown

in Table 96.2 below.

Table 96.1 Comparison between the proposed bridge and other controllers

Interface IN371AC [3]

iW-SDIO slave

controller [4] EP560 [5] SDZ537 [11]

Proposed

bridge

SD √ √ √ √ √
SDIO √ √
UART √ √ √
SPI √
Parallel master interface √ √
Flash IO √ √
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From the results shown in the Table 96.2, for the approximate power (Voltage

and Current) and performance (Distance and Data Rate), an application card

equipped with this bridge could implement the NAND flash storage function

without extra MCU and an SD memory host controller could access it without

any hardware(SDIO aware) or driver change. The integrality and platform inde-

pendent features would reduce the difficulty and period of system design. Other

SD-based communication devices could be implemented easily with our proposed

bridge such as SD-WiFi card and SD-Blue Tooth card.

96.4 Conclusion

This paper presented an SD interface to multiple-target interface bridge. The bridge

was designed to adapt to different electronic devices and could extend the function

of existing ubiquitous computing devices. A tidy NAND Flash controller was also

implemented in hardware so that an 8 Gb NAND Flash could be connected directly

to build up an SD memory card. The implementation and demonstration showed

that it is very convenient to design various SD-based communication devices using

our proposed bridge, and thus many existing terminals could be extended with P2P

communication functions, which will make the UBICOMP of existing electronic

device possible. Experiment reveals that the proposed bridge presents good perfor-

mance in platform-independent, interface-scalability and integrality.
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Chapter 97

Cloud Storage Management Technology

for Small File Based on Two-Dimensional

Packing Algorithm

Zhiyun Zheng, Shaofeng Zhao, Xingjin Zhang,

Zhenfei Wang, and Liping Lu

Abstract In order to improve storage efficiency of small files in the cloud storage

systems based on HDFS (Hadoop Distributed File System), this paper proposed a

merging process approach based on a two-dimensional packing algorithm, called

TDPHDFS (two-dimensional packing for HDFS). In it the correlations between file

size and arrival time are comprehensively considered to assist the small files to be

merged into large ones. The simulation results demonstrate that the storage effi-

ciency of small files is improved, while the stability remains the same, yet less

resource is consumed. The TDPHDFS algorithm can effectively reduce the perfor-

mance penalty in both storage space and memory consuming while managing

massive small files.

97.1 Introduction

HDFS (Hadoop Distributed File System) is a distributed file system model with

highly fault-tolerant performance [1], which can be deployed on ordinary machine

or virtual machine. It supports Java runtime environment and provides high-

throughput data access. The metadata of the file system is placed in memory by

NameNode [2]; if there are a large number of small files, the system will undoubt-

edly reduce the storage efficiency and storage capacity of the entire storage system.

Therefore, how to solve the problem of small file storage efficiency has been

researched as a popular topic of cloud storage.
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This paper is focused on merging small files before they were uploaded to HDFS,

and it proposes a method of merging small files by draw packing algorithm. The

paper is organized as follows. In Sect. 2 we describe the relevant aspects of HDFS.

In Sect. 3 we give an algorithm to merge small files. In Sect. 4 we describe our

experiments and evaluation, and in Sect. 5 we present conclusions and future works.

97.2 HDFS Basic Framework and Related Research

A typical HDFS cluster is composed of a single NameNode and multiple

DataNodes. The NameNode main function is maintaining file system namespace

and managing all files and directories in the file system tree and the whole tree [3].

As the file system work node, the DataNode stores the actual data block,

retrieves data blocks according to the need, and responds to the command which

includes create, delete, and copy the data block.

The NameNode is the single point and stores the metadata information [4].

When the number of small files increases to a certain extent, the NameNode

resource consumption will become a bottleneck of the system performance.

Currently, the mainstream idea of research is consolidating or combining small

files into large files; there are usually two methods to be used: one is using Hadoop

Archive (HAR) technology to merge small files (file size is less than 10MB) [5]; the

other is approaching a certain method of the small files’ combination for specific

applications.

The research results by using archiving technique to process small files are as

follows: Mackey takes advantage of HAR technology to achieve the merging of

small files, thereby improving the efficiency of HDFS metadata storage [6]. Yu Si

and Gui Xiaolin uses the SequenceFile to combine small files, integrate the multi-

attribute decision theory and experiment, and then obtain an optimal file merging

scheme [7].

The research results by approaching a certain method for specific application are

as follows: Liu combines small files into large files by using the WebGIS access

mode features and establishes a global index for them; the storage efficiency of

small files is improved [8]. Liu L optimizes the concurrent access of small files in

distributed storage system [9].

97.3 Small Files Merging Algorithm

In order to solve the problem of low efficiency for store small files in HDFS, this

paper proposes TDPHDFS (two-dimensional packing for HDFS) algorithm during

pre-merging small files with two stages. In the first stage, sort these files and

generate the optimal solution file sequence. In the second stage, use file stream to

merge small files to ensure the efficiency of the cost of the merger, and then submit

the merged file to the DataNode by client.
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97.3.1 Two-Dimensional Packing Problem

Bin-packing (BP) problem [10] is a combinatorial optimization problem having

very strong application background, and its solution is extremely difficult. In it,

objects of different volumes must be packed into a finite number of bins or

containers each of volume in a way that minimizes the number of bins used

[11]. Treat each block of HDFS as a box, and small file waiting to be merged as

the object; drawing on the idea of bin-packing algorithm can maximize the utiliza-

tion of the HDFS storage space.

One representative part of the two-dimensional packing problem is 2 BP

(two-dimensional bin-packing problem) [12], described as follows: given n rectan-

gular items, F ¼ {1,2, . . . ,n} and the infinite plurality of rectangular boxes with

same size. The width of the ith item is wi, and the height is hi (i ¼ 1, 2, . . ., n). The
rectangular box’s width is W, and the height is H. All items are put into the box with

the least number.

97.3.2 TDPHDFS Algorithm

With the idea of dynamic delay, TDPHDFS does not require users to upload small

files immediately, only packing when there are enough (total file size is greater than

a threshold value such as 64 MB) small files in the buffer. Considering the waiting

time of the file in the buffer, TDPHDFS increases the file’s priority level as the

waiting time increases at speed A (set 2).

TDPHDFS proposes the following definition: there is only one box and the size

of box is set to 63 MB; 1 MB space is reserved as the compressed file index

information.

For case of description, Table 97.1 describes the parameters used in TDPHDFS.

The TDPHDFS algorithm’s description is as follows:

1. Initialization process defines a two-dimensional array named FileArray[MD5]

[key]; the key is initialized as file’s size.

2. Read the size of all files in buffer; update the FileArray[MD5][key]; if the array

already exists, the same MD5 value file, the corresponding weight is multiplied

by 2.

3. Sort the file by weights from the largest to smallest. If total weights are greater

than 63MB,
Xn
i¼1

FileArray i½ � 2½ � � 63M, start packing or else exit the program,

and wait for the next packing scheduling.

4. Begin packing from the maximum weight of the file. If file fi is boxed and the

total size of the files which are boxed already is less than 63 MB, then store fi+1
and delete the fi records from the array. Loop step 4.
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5. Calculate the actual size of the files in the box; if it is less than 62 MB (packing

threshold), go to step 2.

6. Calculate the number of files to be merged, and set y. Generate the index of

ranked files, and attach the index to the post-merger file; combine them.

7. Upload merged file, and go to step 2.

In the fifth step, the reason for TDPHDFS finding and packing files again is

because in step 2, there will be some small files that are not loaded while weights

are increased. After priority loading these small files, there will be some virtual

space occupied. So it is necessary to confirm the actual size after packing. The best

time complexity of the proposed algorithms is T(n) ¼ O(n � logn), and the worst

time complexity is T(n) ¼ O(n2).

97.4 Simulation and Result Analysis

97.4.1 The Configuration of Simulation

In order to verify the algorithm performance on improving the storage utilization

and reducing resource consumption, the following experiments are designed,

detailed experimental environment configuration is shown in Table 97.2.

97.4.2 Simulation Analysis

In the experiment, replication is set to 1; when all the files are uploaded to HDFS,

use “du” command to show the size of all files in HDFS. The results are shown in

Table 97.3. When we use DS1, the total size of files in HDFS is 488 G (upload

directly), which is over 200 times the space cost than when using TDPHDFS. The

DS2 files’ space cost is almost a differential of 60–1.

Table 97.1 The parameters used in TDPHDFS

Symbol Description

fi The ith file to packing

F A collection on files in buffer F ¼ {f1,f2,. . .,fn}

n The number of files in buffer

a The rate change of file priority, set 2

FileArray[MD5][key] File information; the first column indicates the MD5 value of the file,

and the second column indicates the weight of the file

Key The weights of the file

Flevel The priority of the file

y The file number waiting for merge
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As it is shown in Fig. 97.1, when the number of small files increased, the

memory usage in NameNode increases, and compared with the FileSequence, the

TDPHDFS can reduce this consumption more effectively. As the number of small

files increased, TDPHDFS can control the memory usage cost under a very low

level.

A comparison of the memory usage in 4 DataNodes is shown in Figs. 97.2 and

97.3 with or without the use of TDPHDFS algorithm. The average memory

Table 97.2 Experimental

environment
Components Description

Hadoop version 0.2.3

NameNode number 1

DataNode number 7

OS Ubuntu 10.04

CPU NameNode: Intel I3-2130 3.4 G

DataNode: Intel Core Duo T2410 2.0 G

Memory NameNode, 4 G; DataNode, 2 G

Net situation LAN

Table 97.3 The total size of files after upload

Dataset Description Upload way Total size

DS1 8571 files, total size 1.49 G Use TDPHDFS 2.3 G

Directly 488 G

DS2 1000 1MB files, total size 1 GB Use TDPHDFS 1.1 G

Directly 62.5 G

Fig. 97.1 Memory usage in NameNode with three methods

97 Cloud Storage Management Technology for Small File. . . 851



occupancy rate is 56 % when uploading files to HDFS, and if the server is idle, the

average memory occupancy rate could be 21 %. By using TDPHDFS, the average

memory occupancy rate could be 42 and 19.5 % separately. This test shows that

with TDPHDFS, the pretreatment could reduce the consumption of system

resources.

Fig. 97.2 Memory usage

comparisons during upload

files

Fig. 97.3 Memory usage comparisons while HDFS is idle
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97.5 Conclusion

In this paper, we have analyzed the HDFS basic framework and proposed a

TDPHDFS algorithm to solve low storage performance when storing small files

in HDFS. This algorithm uses improved packing algorithm to merge small files to

achieve the maximum usage of HDFS’ default block. There is a greater improve-

ment in time and space to store small files with TDPHDFS compared with the

origin HDFS.
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Chapter 98

Advertising Media Selection and Delivery

Decision-Making Using Influence Diagram

Xiaoxuan Hu and Fan Jiang

Abstract The influence diagram (ID) is introduced into advertising media

selection and delivery strategy making by reducing uncertainty in the process of

decision-making. This paper conducts a survey and selects relevant variables

including product category, advertising budget, target audience, media selection,

authority, and coverage. The topology layer of the ID model is constructed by

distinguishing the causal relationship among variables, and the parameter layer is

defined through the judgment of conditional probability. Empirical results show

that scientific assessments of the various expected utility values in the decision-

making program are put by probabilistic reasoning. Based on it, the larger profit

can be obtained under a smaller cost with the principle of expected maximization.

Therefore, the model does an effective job and provides reference for decision-

makers.

98.1 Introduction

The huge role of advertising is more and more valued by many enterprises as an

important part of corporate marketing activities. At the same time, the effect of

advertising is declining seriously because many audiences respond to it with

intensive indifference and resistance. Thus, how to select the suitable media and

make a right decision are the primary decision-making problems in the corporate

advertising works. However, due to the presence of many uncertainties, it greatly

increases the risk and difficulty of decision-making. Therefore, the use of appro-

priate tools and methods, the quantitative analysis for uncertainties, and having

scientific assessment of the various decision-making programs are all important

issues.
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By now, a large number of researchers do qualitative work to have the adver-

tising media selection and decision-making from the point of view of expert

knowledge and experience. Very small part does quantitative analyzing to get

optimal strategy, such as, mathematical programming, multi-attribute evaluation

method. For example, we can use the dual simplex method of linear programming

problem to select the best combination of advertising media. Buratto made use of

the linear programming model to obtain the maximum profit media solutions and

did research about the advertising channel selection in the market segments

[1]. Viscolani applied nonlinear programming method to solve the general adver-

tising decisions assuming that each market segment demand function was linear

and the function of media advertising cost was quadratic [2]. Jha adopted the same

objective programming method to maximize the total profit in all markets, taking

into account the different characteristics of different markets [3]. Ngai got the best

website for online advertising by making use of AHP [4]. Other researchers applied

constrained goal programming model, multiple criteria decision-making model, or

double goal programming model to solve the problem of advertising decision-

making [5–7]. In a word, these methods are certain specific solutions to advertising

decision-making, however, when facing other similar scenarios, it’s necessary to

re-plan all processes, thus, resulting in large amount of calculation and failure to do

the universal advertising decision-making.

In this paper, we will introduce influence diagram (ID) to construct the model of

advertising media selection and delivery strategy, analyze each factor which will

effect decision-making qualitatively and quantitatively using powerful ability to

describe problems and inference probability, and ultimately, put a sequence for

various decision-making programs by the calculation of ID, thus providing a

reference for policy makers.

98.2 Decision-Making Modeling

Professor Howard proposed the graph model based on uncertain information

expression and solved complex decision problems in 1984 [8], consisting of the

dependencies between variables, conditional independence relationships, and deci-

sion-makers’ preference information. The theory and application are developing

more and more rapidly so that it could build related model for any statistical

analysis problem [9–11]. The generation process of ID is a hierarchical process

and the specific process is shown in Fig. 98.1.
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98.2.1 Selection of Variables and the Corresponding
State Space

To build the graph of ID, determining all variables related is key, usually finished

by the knowledge and expertise of experts. There are a lot of variables during the

process of corporate advertising media selection and delivery; however, not every

variable has an important influence on the final decision-making. So we will

conduct a questionnaire survey, discriminate the importance among variables,

and delete some irrelevant variables. Then, we distribute these questionnaires to

experts in the field and ask them to give their points ranging 1–5, “1” representing

unimportance of variables, while “5” representing a large extent. Ultimately, the

associated variables can be shown in Table 98.1.

98.2.2 Construction of Topology Layer for Advertising ID

According to the variables previously obtained, we begin to build the topology

layer based on consultancies of the experts. In order to reflect accurately the

conditional relationship among these variables, we repeatedly ask the experts,

such as persons of experience in the advertising industry, the media people, and

business owners. The specific information of questionnaire can be seen in Fig. 98.2.

Based on the above questionnaire, we could draw influence relationships among

variables properly, resulting in two network diagrams: media selection and delivery

strategy, as shown in Figs. 98.3 and 98.4, respectively.

Fig. 98.1 The generation process of ID
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Table 98.1 The state spaces of each variable

Variables State space Remark

Product

category

Hotel, food, clothing,

tobacco and alcohol,

computer

For many categories of all kinds of products on the

market, it’s complex to be covered in the

“Product Category” variable, just to pick a few

representative kinds

Advertising

budget

Low Deterministic variable with the lowest cost, hoping

to get a larger income by the lowest budget

Target audience Old man, middle-aged,

youth

It’s a simple division in order to obtain the condi-

tional probability, assuming that they have the

purchasing power

Product life

cycle

Introduction, growth,

maturity

The recession is not the introduction of state space

because of a sharp decline in product sales in

this period, and the profit will fall significantly

so that companies no longer put into advertis-

ing the products, but consider what strategy out

of the market to adopt as soon as possible

Media selection TV, radio, Internet, out-

door, newspaper

It’s a decision node

Delivery

strategy

Centralized, continuous,

intermittent

It’s a decision node

Authority High, middle, low It’s a random variable, indicating that the type of

media has a different degree of authority

Coverage High, middle, low It’s a random variable, representing that the type of

media has a different degree of coverage

Audience

awareness

High, middle, low It’s a random variable. The probability value

would change with the difference among

delivery strategies in a certain stage for differ-

ent products

Audience

preference

High, middle, low Different delivery strategies will lead to different

audiences’ preference

Expected

sub-income

1

High, middle, low It’s influenced by the target audience, audience

preference, and the corresponding coverage

Expected

sub-income

2

High, middle, low Both audience awareness and audience prefer-

ences will affect its conditional probability

value

Total revenue High, middle, low The final state will be decided by two sub-incomes

Media costs High, low The media costs are different due to the diversity

type of media

Delivery costs High, low Choosing different delivery strategies will result in

different delivery costs

Total costs High, low Both the media costs and delivery costs determine

its value
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The overall model should be built by the joint of some intermediate nodes,

connecting the main and common nodes in two sub-modules, such as Total income
and Total cost. Thus, the integrated ID could be built on the basis of sorting out the

logical relationship among variables, as shown in Fig. 98.5.
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-

Fig. 98.2 A simple questionnaire
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98.2.3 Construction of Parameter Layer for Advertising ID

The next step is to quantify conditional relationship among all variables, using the

knowledge and experience of experts and applying historical statistic data usually.

Since there exists some difference between different enterprises, and different types

of data are not homogeneous, so it is difficult to obtain accurate a priori probability

and conditional probability in modeling. Therefore, the conditional probability is

solved by using the first method, consulting experts in the field. We will employ the

easiest but most effective way for description of the probability—the probability

assessment scale [12]—as shown in Fig. 98.6.

The key of building ID properly is to establish an appropriate function. Accord-

ingly, we will also invite experts in the field and some experienced staffs to describe

functions. In order to be able to get the opinions of experts, we will make the

conditional probabilities in the ID into questionnaire, completed by all participating

Media 
selectionProduct 

category

Profit

Advertising 
budget Delivery 

strategy

Target
audience

Authority

Coverage

Media 
costsProduct 

life cycle

Audience 
awareness

Audience 
preference

Delivery            
costs

Total 
costs

Total        
revenue

Expected 
subincome1

Expected 
subincome1

Fig. 98.5 The integrated ID

Fig. 98.6 The probability assessment scale
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experts; finally, all assignments will be updated and stated averagely so that the

conditional probability tables are obtained, as seen in Table 98.2, and the others are

similar to Table 98.2.

For whole ID, since the date of some input node is difficult to get, we temporarily

simplify the processing to have the same probability for each state of all input

nodes, when determining some a priori probabilities.

98.3 Evaluation of Advertising ID

Nowadays, the research of ID has been quite mature and the algorithms are also

very complete. A number of software have been developed to solve the problem of

the calculation and optimization of ID in foreign countries, such as Analytica,

Netica, Pulcinella, Hugin, BayesialLab, Smile, SmileX, and GeNIe. In this paper,

the GeNIe2.0 was applied to help us solve some calculation, which is powerful and

has a wealth of graphic elements and a variety of decision-making tools and user-

friendly interface.

The integrated ID is derived with some a priori probabilities and conditional

probabilities based on the above questionnaire, applying GeNIe2.0 software. The

next step is to verify the ID. For example, there is a kind of wine, which is a mature

brand and whose target audience is middle-aged person, then we input some priori

information based on it—target audience, product category and product cycle and

update the ID, thus, the expected utility values are as shown in Table 98.3.

From Table 98.3, the largest expected utility EU equals 36.697281, meaning that

the enterprise should select the program of TV and intermittent delivery strategy

when there is the smallest advertising budget. By entering different data, the

corresponding maximum expected utility values are obtained by virtue of the ID,

whose classification results are consistent with the actual situation, reflecting the

excellent decision-making function. In the process of choosing kinds of advertising

media by actual corporate, we usually try to combine with other media when there

is sufficient funds in order to bring greater profits. Thus, it is possible to sort the

expected utility values through the ID, and further work may also be needed to

select the programs with larger utility values and to study the specific advertising

media composition problem.

Table 98.2 The conditional

probabilities of “Authority”
Media

Authority

High Middle Low

TV 0.7 0.2 0.1

Radio 0.3 0.4 0.3

Internet 0.3 0.4 0.3

Outdoor 0.5 0.3 0.2

Newspaper 0.6 0.3 0.1
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98.4 Conclusion

Advertising media selection and delivery strategy making are important ways to

promote products in a corporation. This paper proposes the model of ID to analyze

and calculate the process of decision-making, reducing complexity and uncertainty

to a large extent. Applying this model has the following advantages: (1) representing

intuitively the relationships among corresponding factors in the process of choosing

advertising media and increasing data correlation and logic, overcoming some

uncertainty in advertising program; (2) estimating quantitatively the relationships

by virtue of the form of conditional probability; (3) reducing some subjectivity

and macro considerations comparing to some enterprise experience decision-

making and avoiding prejudices made by some leaders; and (4) making the decision

more convenient and more realistic with collection of two-stage decision-making

process in the ID model. Therefore, our results indicate that the approach is a

promising one.
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Chapter 99

The Application of Trusted Computing

Technology in the Cloud Security

Bo Li, Shenjuan Lv, Yongsheng Zhang, and Ming Tian

Abstract For the lack of safety and reliability of the information in the cloud

computing environment, in order to create a more flexible and adaptable security

mechanism, the combination of cloud computing and credible concept is a major

research direction in today’s security. Based on the view mentioned above, this

paper strengthens the research of trust computing technology to solve the security

issues in cloud and cloud-based trust transfer, on the basis of the practical work of

the experts and scholars on the trust transfer technology, and expands the theoret-

ical model of the trust chain. This paper uses the stochastic process algebra and

Petri nets as a modeling tool to build two trust chain models, demonstrates the

credibility of certain behavioral characteristics of the chain, analyzes several

constraints of credible chain, and provides a valuable reference for engineering

practice of the credible chain.

99.1 Introduction

Cloud computing obtains much of the industry’s attention since its birth, and with

the increasing globalization of the world economy and the development of infor-

mation technology, cloud-based applications can be promoted in all areas of society

[1]. At the same time, the advantages of cloud computing can reflect in all walks of

life in society, from business to science to many key sectors of national security,
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and can see the trail of cloud computing. However, with the development of

information technology, people give more importance on the information security

and cloud data security, and privacy protection is generally considered to be an

important aspect of cloud computing. So far, however, the customer does not have

any means to prove the integrity and confidentiality of the applications and the

upload of their own data, resulting in the issue of trust between the client and

the cloud service provider, which will become the biggest obstacle to hinder the

development of the cloud computing world. Currently, cloud computing technology

is facing many security technology crises [2, 3], such as counterfeiting electronic

signature, electronic signature repudiation, Trojan attacks, and viruses’ damage,

which seriously threatens the Internet cloud computing trust and cloud security.

For a range of issues, the combination of trust computing technology and cloud

computing and of the application of trust computing technology in the cloud

security is the direction to solve this problem; therefore, it’s important to strengthen

the trust technology [4].

99.2 Related Works

In recent years, many experts and scholars use different theories and methods in

cloud security issues and achieve certain results.

Today, the most active organization on cloud security is Cloud Security Alliance

(CSA). CSA as an industry-recognized research on Cloud Security Alliance do

more in-depth cloud security research. According to the CSA on cloud security

research, other organizations of international numbers, such as CAM (Common

Assurance Metric beyond the cloud) [5], Microsoft and Green League, and other

institutions also do some research on the field of cloud security and put forward the

framework of computing security and cloud security technology solutions research.

But overall, the international research on cloud security issues is not deep enough.

In connection with cloud security issues, this paper will begin with trust computing

technology and strengthen the research of trust computing technology to solve the

security issues in cloud and cloud-based trust transfer as the research object, at the

conclusion on the basis of the practical work of the experts and scholars in the trust

transfer technology; expand the theoretical model of the trust chain; analyze several

constraints of credible chain; and provide a valuable reference for engineering

practice of the credible chain [6].

99.3 Trusted Computing Technology

Nowadays, implementation of the trusted computing platform is trusted PC; the

module TPM (Trusted Platform Module) is an SOC chip, which is the root of trust

of the trusted computing platform. TSS (TCG Software Stack) is the TPM support
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software of a trusted computing platform [7]; its main function is to provide the

environment of application software development compatible with heterogeneous

trusted platform module. TNC (Trusted Network Connect) ensures the integrity of

the website visitor through the network to access, collect, and verify the requester’s

integrity information. We evaluate this information according to certain security

policy and then decide whether to allow the requester and the network connection

[8, 9]. Trusted computing system is shown in Fig. 99.1.

99.4 The Research of Trusted Computing Technology

in Cloud Security

99.4.1 The Data Model

Definition 1: The activity of atomic component is a four-tuple as shown in

Eq. 99.1:

Activity ¼ α; Ip; r; t
� � ð99:1Þ

Among them, α ∈ Act, p ∈ P, when component p executes behavior α,
Ip expresses the integrity property; Ip ¼ true represents component p is complete,

The core 

System process model 

Application program The local application The remote application

Service provider TSP Service provider TSP

RPC client

RPC serviceThe user process patterns 

The TSS core services layer

Device driver library (TDDL)

TPM device driver

Trusted platform module(TPM)

Fig. 99.1 Trusted computing system. TPM: Trusted Platform Module, it is a security chip. OS:

Operating system, it is the system software collection which manages hardware resources

of computer, controls the other program’s running and provides interactive operation interface

for users
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Ip ¼ false represents that component p is incomplete, r represents the integrity

metric size of component p, and t represents the duration of the activity.

Definition 2: The operator refers to the relationship between atomic components,

such as synchronization, concurrency, and competition, and structure composite

components by operator. Operators are expressed as in formula 99.2:

P ::¼ α; Ip; r; t
� � � P��Pþ Q

��PLQ
��Nil��A ¼def P ð99:2Þ

Among them, (α,Ip,r,t) � P expresses performing (α,Ip,r,t) before operation P;
P + Q expresses performing activities of P andQ; PLQ expresses components p and
Q performing together; L expresses communication between P andQ; Nil expresses
computing platform deep in a deadlock situation and stop the transfer of trust; at

present, the platform is in an incredible state;A¼def Pexpresses performing activity P

in a circle.

Definition 3: Define two trust transfer rules in trust transfer process as follows:

Rule 1 The prefix operator transfer rules

(α,Ip,r,t) � P occurred prefix operation and migrated to P after (α,Ip,r,t) as shown
in 3:

α; Ip; r; t
� � � P�!α;Ip;r;tð Þ

P ð99:3Þ

The state transition of trusted chain is shown in formula 99.4:

ITC ! ITC � Ip; r
� � ð99:4Þ

Among them, ITC represents the state of trusted chain, ITC ¼ true expresses

platform is in a credible state, and ITC ¼ false expresses the transmission of trust is

stopped and platform is in an incredible state. The initial value of ITC is true. �
expresses extending trusted chain with integrity metric size r. The calculation

method is shown in formula 99.5:

ITC ¼ ITC and Ip under rð Þ
ITC otherwiseð Þ

�
ð99:5Þ

The trust transfer rule is shown in formula 99.6:

ITC ¼ true

α; Ip; r; t
� � � P�!α;Ip;r;tð Þ

P

ITC ! ITC � Ip; r
� � ð99:6Þ
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Rule 2 Select operator transfer rules

P + Q migrate to P0 under the premise of P!
α;Tp;r;tð Þ

P
0
. Its trust transfer rule is

shown in 7:

ITC ¼ true&P�!
α;Ip;r;tð Þ

P
0

Pþ Q�!
α;Ip;r;tð Þ P

0
ITC ! ITC � Ip; r

� � ð99:7Þ

Under the premise of Q�!
α;IQ;r;tð Þ

Q
0
, we measure the integrity of Q with

integrity metric size r; its trust transfer rule is shown in formula 99.8:

ITC ¼ true&Q!
α;IQ;r;tð Þ

Q
0

Pþ Q!
α;IQ;r;tð Þ Q

0
ITC ! ITC � IQ; r

� � ð99:8Þ

99.4.2 Semantic Model Design

In accordance with the transmission process of trust in TPM, OS(Operating System)

and the user mode process, this paper establishes semantic model of TPM, OS and

the user mode process, after which, we link each model, making them become

trusted chain model.

99.4.2.1 The Semantic Model of TPM

In the process of trust transfer, activities which need to be completed by TPM are

extending and extended; if the two atomic behaviors are completed, then platform is

in an idle state. The semantic model of TPM is expressed in formula 99.9:

TPM ¼def extending; ITPM; r; tð Þ � extended; ITPM; r; tð Þ � TPM idle, ITPM, r, tð Þ � TPM
ð99:9Þ

99.4.2.2 The Semantic Model of OS

OS is an important part in the process of trust transfer. First we should complete

integrity measuring of OS and then extend the results to trusted chain by extending.

Its semantic model is expressed in formula 99.10:

OS ¼def run; IOS; r; tð Þ � mean; IOS; r; tð Þ � extending; IOS; r; tð Þ � OS idle, IOS, r, tð Þ � OS
ð99:10Þ
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99.4.2.3 The Semantic Model of the User Mode Process

The user mode process starts to run after it gains scheduling and finally gets into the

waiting queue. The semantic model of the user mode process is expressed in

formula 99.11:

U ¼def schedule; IU; r; tð Þ � run; IU; r; tð Þ � U idle, IU, r, tð Þ � U ð99:11Þ

99.4.2.4 The Semantic Model of Trusted Chain

Based on the above semantic model, we can build the semantic model of trusted

chain. It is expressed in formula 99.12 as follows:

TC ¼def U1U2� � �Unð Þ schedulef gOS extendingf gTPM ð99:12Þ

In this model, the interaction between user and OS is realized by schedule; the

interaction between OS and TPM is realized by extending.

99.5 The Simulation Results and Analysis

In this paper, we compare the performance of the algorithm in two aspects through

the simulation experiments:

1. The analysis of credibility’s accuracy.

2. Efficiency analysis of computing reliability.

In the same situation, if the value of untrust is bigger, the confidence probability

is smaller and the accuracy is lower; if the value of pratio is bigger, the shorter the

trust transfer time and the higher the efficiency.

The experimental environment is Pentium(R) Dual-Core 2.1 GHZ CPU, 2 G

memory, 500 G hard disk and Windows 7 ultimate operating system; experimental

data analysis software environment is MATLAB 7.11.

If the value of untrust is not equal to zero, set a different value of pratio and

untrust, comparing transmission efficiency and accuracy probability of credibility

under different conditions. The experimental results are shown in Fig. 99.2.

From Fig. 99.2, we can find when values of pratio are equal; if the value of

untrust is bigger, the less the number of completed activities are and the shorter trust

transfer time is; when values of untrust are equal, if the value of pratio is bigger, the

less the number of completed activities are, and the shorter trust transfer time is.
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99.6 Conclusion

This paper defined some transfer rules, and on the basis of trust, we designed a new

semantic model for TPM, OS, the user mode processes and trusted chain; overcame

the shortcomings of the original transfer rules and semantic model; and strength-

ened the research and application of trusted computing in the cloud security,

solving some problems related to trust decision in the cloud security effectively.

Simulation results showed that the model has certain advantages in the accuracy

and efficiency of trust degree. In addition, the research work of cloud security based

on trusted technology is still in its primary stage. For the direction, we also need to

do a lot of research work.
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Chapter 100

The Application Level of E-commerce

in Enterprises in China

Yinghan H. Tang

Abstract Based on the process of corporate value formation and performance

system, this chapter extracts key factors indicating E-commerce application level

in enterprises and has established a set of E-commerce measurement indicator

system. In addition, this chapter uses Delphi method and Analytic hierarchy process

to identify the coefficients of various factors. By applying this model to measure the

E-commerce application level in 23 heterogeneous enterprises in Chinese domestic

market, this study proves that the proposed model can yield a relative accurate

measurement of E-commerce application level in enterprises. The results also

indicate that there are strong individual differences among different enterprises in

China. The E-commerce application level in individual enterprises is affected by

corporate strategy, informatization level, E-commerce application performance.

and human resources. The nature and the size of enterprises have significant

correlation with E-commerce application level. The study also finds that the

big-sized enterprises will become stagnant when they develop to a certain level,

which is known as a “trap”.

100.1 Introduction

In the era of network economy, E-commerce has gradually penetrated into every

economic and social aspect. It is becoming obvious that E-commerce is useful in

saving costs, improving efficiency, increasing market share and enhancing corpo-

rate competitiveness advantages. But there exist great differences in E-commerce

application among different enterprises due to some factors of the individual

enterprises themselves. Then how to compare the E-commerce application level

among enterprises? So far, there is no universally accepted measure method. Many
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enterprises think they are E-commercialized when part of their business is done

online. The answer to this question lies in some indicators to measure the

E-commerce level in enterprises so as to compare the differences among them. Is

the next questions are how to measure the E-commerce application level in

enterprises?

100.2 The Definition of Enterprise E-commerce

Application Level

E-commerce application level of enterprises reflects the situation when the enter-

prise applies E-commerce at a certain time point. Different definitions are given

from different perspectives of study in this field. From the viewpoint of corporate

value creating process, E-commerce application level is a process to manipulate

modern network technology, information technology, and computer technology to

manage and control people, possessions, materials, and information so as to create

value for the enterprise [1]. It is a dynamic process. But from the perspective of

corporate production, it involves taking advantage of E-commerce technology to

efficiently exploit and utilize various resources, to improve operation, management,

and production, to lower cost and enhance quality as well as to strengthen the

innovation ability and competitiveness. No matter from which perspective to define

E-commerce application level in enterprises, one point is clear: it is the degree that

E-commerce application has on the enterprise final performance and the actual

outcome that drives companies to adopt E-commerce.

From the above discussion, it can be concluded that the E-commerce application

level in enterprises is a measurement tool to estimate E-commerce level in the

operation and development process of enterprises as well as a contribution degree

that E-commerce has to the development of enterprises. In the following para-

graphs, E-commerce indicator is used to replace the phrase “the E-commerce

application level.”

The studies on how to measure E-commerce started from researches on the

measurements of information economics. Mark Lupe is said to be the first in this

field. In 1960s, Mark Lupe first used The Final Demand Method (also called the

Expenditure Approach, the Final Product Approach) to measure American knowl-

edge industry; the second scholar in this field is Borat who studied the measurement

of American information economy. Many international organizations and research

institutions, such as OECD, APED, and IDC, have made studies on E-commerce

indicator system. Starting from the 1990s [2], EU began researching on how to

analyze and compare E-commerce level between countries and to predict its future

trend by means of indicator system and methodologies. UNCTD have released

many editions of E-commerce and its development report since 2001. UK, USA,

and Japan also published their respective E-commerce study reports successively

[3]. Among these studies, the one made by a Japanese scholar who proposed the
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Social Informatization Index is widely adopted because this measurement approach

is easy to use.

Apart from official organizations, some consultancies and investigation firms as

well as the academic circle also get involved in this field. For instance, the two

biggest Internet investigation firms, Forrester Research and Jupiter Communica-

tions, Stanford University and University of Minnesota have all established their

own E-commerce centers or projects to do relative researches. In 2002, PWC

Consulting cooperated with Carnegie Mellon University to study measurement

methods of E-commerce level and have proposed an E-commerce maturity

model [4].

The network economic research center in Peking University has also made a

series of studies on network economy and released a report involving IT develop-

ment, E-commerce, E-government, etc. In a word, the measurement studies made in

China are about informatization or network economy. Few studies are done exclu-

sively on E-commerce application level in enterprises.

In conclusion, in order to develop E-commerce and drive it forward, a lot of

countries have already made studies on E-commerce application and development

as to how to set data collection, to make quantitative analysis, to evaluate, and to

make predictions. But none of these studies have adopted a universally accepted

measurement approach. Some studies already done both home and aboard are about

how to measure information, rather than E-commerce; others do measure

E-commerce level, but they are merely at a national or regional level. There are

no studies in a strict sense that have measured it at a micro and medium level.

However, these studies have great significances in providing references for further

researches about the measurement of E-commerce application level in enterprises.

100.3 Constructing the Index System and Measurement

Approaches of E-commerce Application Level

in Enterprises

100.3.1 Selection and Determination of Major Indicators

There are various factors that have an impact on E-commerce application level.

Many of them are interconnected and highly correlated, making it difficult to

choose. According to the operation performance flow in E-commerce enterprises,

E-commerce can be divided to six fundamental parts, e.g., [5] Nature and scale of

the enterprise, business strategy, network informatization level, human resources,

operation performance, E-business, and customer management. Then the key

indicators are chosen from the six parts just discussed. (see Fig. 100.1) [6].

From the process shown in Fig. 100.1, the measurement indicators of

E-commerce application level in organizations can be identified from Table 100.1.
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100.3.2 Determining the Indicator Weight of E-commerce
Application Level in Organizations

In the comprehensive evaluation of many indicators, the determination of weight is

the most fundamental but important task because it affects the outcome of com-

prehensive evaluation. Currently, there are many ways to determine indicator

weight [7]. Generally speaking, there are two categories. One is called subjective

method of weighting. The second is called objective method of weighting. Subjec-

tive method of weighting determines, from a qualitative perspective, the

corresponding weight value of indicators according to their meaning and effects

they show. It involves Delphi Method (also called Experts Grading Method) and the

Analytic Hierarchy Process (AHP). Objective method of weighting belongs to a

quantitative analysis, including Entropy method, Principal Component Analysis,

and Factor analysis method. Generally speaking, Delphi Method is commonly used.

Though it is somewhat subjective, it can usually reflect the real situation.

The studies discussed above on the evaluation index system of E-commerce

application level have explained from various perspectives definitions and features

of E-commerce application in organizations. In order to test the rationality of

evaluation index systems and to explore the rules of E-commerce application

level, the author of this chapter tries to construct an evaluating model of

E-commerce application level in organizations.

100.3.3 Evaluating Model Constructing

This chapter uses the Simple linear weighting method (that is part of the compre-

hensive scoring method) to construct the index model of E-commerce application

level in enterprises.

Endogenous force

Fig. 100.1 The process showing impact of E-commerce application on organization performance

876 Y.H. Tang



T
a
b
le

1
0
0
.1

W
ei
g
h
t
v
al
u
e
an
d
st
an
d
ar
d
v
al
u
e
o
f
in
d
ic
at
o
rs

T
ar
g
et

la
y
er

C
ri
te
ri
o
n
la
y
er

E
v
al
u
at
in
g
in
d
ic
at
o
r

U
n
it

S
ta
n
d
ar
d

v
al
u
e

In
d
ex

p
ro
p
er
ty

In
d
ex

w
ei
g
h
t

E
-c
o
m
m
er
ce

ap
p
li
ca
ti
o
n
le
v
el

in
en
te
rp
ri
se
s

E
-c
o
m
m
er
ce

st
ra
te
g
y

B
u
si
n
es
s
st
ra
te
g
y

–
1

+
0
.0
5
4
9

G
o
al
s

–
1

+
0
.0
3
9
5

N
et
w
o
rk

p
ro
je
ct

te
am

w
o
rk

–
1

+
0
.0
4
2
4

S
y
st
em

re
ad
y
st
at
u
s

%
7
0

+
0
.0
2
0
4

S
y
st
em

el
as
ti
ci
ty

%
6
0

+
0
.0
3
8
5

E
-c
o
m
m
er
ce

ap
p
li
ca
ti
o
n

p
er
fo
rm

an
ce

R
at
io

o
f
an
n
u
al

ex
p
en
se
s
to

tr
ai
n
em

p
lo
y
ee

e-
b
u
si
n
es
s
te
ch
n
o
lo
g
y
an
d
sk
il
ls
to

to
ta
l

ed
u
ca
ti
o
n
tr
ai
n
in
g
ex
p
en
se

%
8

+
0
.0
2
6
8

R
at
io

o
f
in
fo
rm

at
io
n
in
fr
as
tr
u
ct
u
re

in
p
u
t

ex
p
en
se

to
fi
x
ed

as
se
ts

%
1
2

+
0
.0
3
1
3

R
at
io

o
f
v
al
u
e
ad
d
ed

b
y
E
-c
o
m
m
er
ce

to
to
ta
l

v
al
u
e
cr
ea
te
d

%
5
0

+
0
.0
3
2
8

R
at
e
o
f
p
ro
fi
t

%
2
4

�
0
.0
1
2
5

C
o
n
tr
ib
u
ti
o
n
ra
te

o
f
n
et
w
o
rk

as
se
ts

%
2
5

+
0
.0
2
8
1

E
-c
o
m
m
er
ce

b
u
si
n
es
s

si
tu
at
io
n

R
at
e
o
f
n
et
w
o
rk

cu
st
o
m
er

%
3
5

+
0
.0
3
1
2

R
at
e
o
f
n
et
w
o
rk

p
ro
cu
re
m
en
t

%
7
5

+
0
.0
2
9
1

R
at
e
o
f
n
et
w
o
rk

b
o
o
k
in
g

%
8
0

+
0
.0
3
9
1

S
al
es

ra
te

o
n
li
n
e

%
5
0

+
0
.0
4
4
2

S
al
es

ra
te

o
ffl
in
e

%
3
0

�
0
.0
3
3
8

C
u
st
o
m
er

re
la
ti
o
n
sh
ip

m
an
ag
em

en
t

%
1
0
0

+
0
.0
3
0
1

R
at
io

o
f
b
u
si
n
es
s
o
n
li
n
e
to

o
ffl
in
e

%
1
0
0

+
0
.0
3
2
1

N
et
w
o
rk

in
fo
rm

at
iz
at
io
n

st
at
u
s

R
at
io

o
f
E
-c
o
m
m
er
ce

in
v
es
tm

en
t
to

in
fr
as
tr
u
ct
u
re
,

u
p
g
ra
d
in
g
an
d
re
co
n
st
ru
ct
io
n

%
2
5

+
0
.0
2
2
0

N
u
m
b
er

o
f
co
m
p
u
te
rs
p
er

1
0
0
p
eo
p
le

%
7
5

+
0
.0
2
3
1

N
u
m
b
er

o
f
te
le
p
h
o
n
es

p
er

1
0
0
p
eo
p
le

%
9
0

+
0
.0
1
2
6

R
at
e
o
f
In
te
rn
et

ac
ce
ss

to
co
m
p
u
te
rs

%
8
0

+
0
.0
3
1
3

R
at
e
o
f
o
n
li
n
e
in
fo
rm

at
io
n
re
le
as
e

%
8
0

+
0
.0
3
0
4

(c
o
n
ti
n
u
ed
)

100 The Application Level of E-commerce in Enterprises in China 877



T
a
b
le

1
0
0
.1

(c
o
n
ti
n
u
ed
)

T
ar
g
et

la
y
er

C
ri
te
ri
o
n
la
y
er

E
v
al
u
at
in
g
in
d
ic
at
o
r

U
n
it

S
ta
n
d
ar
d

v
al
u
e

In
d
ex

p
ro
p
er
ty

In
d
ex

w
ei
g
h
t

R
at
io

o
f
E
-c
o
m
m
er
ce

p
er
so
n
n
el

to
to
ta
l

em
p
lo
y
ee
s

%
5
0

+
0
.0
3
1
4

A
v
er
ag
e
b
an
d
w
id
th

o
f
In
te
rn
et

ac
ce
ss

p
er

ca
p
it
a

*
1

2
0

+
0
.0
2
3
1

M
o
d
es

o
f
In
te
rn
et

ac
ce
ss

*
2

1
+

0
.0
1
9

T
o
ta
l
ca
p
ac
it
y
o
f
W
eb

se
rv
er

–
2

+
0
.0
2
0
2

A
v
er
ag
e
o
f
d
ai
ly

o
n
li
n
e
ti
m
e/
w
o
rk

ti
m
e

o
f
fr
o
n
t
li
n
e
st
af
f

%
6
0

+
0
.0
3
9
1

D
eg
re
e
o
f
g
et
ti
n
g
in
fo
rm

at
io
n
th
ro
u
g
h
In
te
rn
et

%
6
5

+
0
.0
2
1
8

D
eg
re
e
o
f
ex
ch
an
g
in
g
in
fo
rm

at
io
n

th
ro
u
g
h
In
te
rn
et

%
9
0

+
0
.0
3
1
4

H
R
co
n
d
it
io
n

N
u
m
b
er

o
f
p
ro
fe
ss
io
n
al

te
ch
n
ic
ia
n
s

p
er

1
0
0
p
er
so
n

%
6

+
0
.0
3
0
7

N
u
m
b
er

o
f
st
u
d
en
ts
p
er

1
0
0
p
eo
p
le

%
1
3

+
0
.0
2
6
1

R
at
io

o
f
th
e
am

o
u
n
t
o
f
la
b
o
r
d
o
n
e
o
n
li
n
e

to
th
at

o
f
o
ffl
in
e

%
1
0
0

+
0
.0
2
7
0

E
n
te
rp
ri
se

co
n
d
it
io
n

In
d
u
st
ry
/s
ec
to
r

–
1

+
0
.0
2
1
8

E
n
te
rp
ri
se

si
ze

–
1

+
0
.0
2
2
2

N
o
te

1
:
B
u
si
n
es
s
st
ra
te
g
y
,
b
u
si
n
es
s
g
o
al
s,
n
et
w
o
rk

p
ro
je
ct

te
am

w
o
rk
,
an
d
w
ay
s
o
f
In
te
rn
et

co
n
n
ec
ti
o
n
ar
e
g
iv
en

co
ef
fi
ci
en
t
b
y
le
v
el
s

N
o
te

2
:
T
h
e
re
fe
re
n
ce

st
an
d
ar
d
v
al
u
e
co
m
es

fr
o
m

co
n
cl
u
si
o
n
s
d
ra
w
n
fr
o
m

st
at
is
ti
cs

an
d
an
al
y
si
s
o
f
o
rg
an
iz
at
io
n
s
[1
]

N
o
te

3
:
*
1
¼

M
/1
0
0
p
eo
p
le
,
*
2
¼

A
D
S
L
/fi
b
er
(0
.6
/1
)

878 Y.H. Tang



I ¼
X

p � ωi ð100:1Þ

In formula (100.1), I refers to E-commerce index; p means the value of the ith
evaluation index after dimensionless treatment. ω means the ith weight of evalua-

tion index. In order to make it easy to calculate p,after comparing the real value and

standard value in enterprises, this model choose the value after dimensionless

treatment. That is, p ¼ pi/τi where τi is a standard value . Then formula (100.1)

can be changed into:

I ¼
X

p � ωi ¼
X pi

τi

� �
�ωi ð100:2Þ

This is the E-commerce index of enterprises. It can be used to measure the

E-commerce application level in enterprises and also can be made to compare

the E-commerce application level in one enterprise with that of others.

100.4 A Case Study of Applying E-commerce Application

Level and Its Analysis

To apply the above index system model to practice, we randomly choose 23

enterprises (mainly located in Shenzhen) for interview to get the data we want

(Table 100.2).

From Table 100.2, it is obvious to see that there are striking differences in

E-commerce application level of enterprises. In some enterprises, the E-commerce

application level is relatively quite high. In those enterprises, E-commerce is

adopted in every business transactions and has significant impact on organization

performance; while in some other enterprises, E-commerce application level is

quite low. Mean 50.15 indicates that the overall E-commerce application level of

Chinese enterprises is rather low.

Table 100.3 indicates the differences in E-commerce application level among

enterprises of different industries. The manufacture industry shows generally low

E-commerce application level while the information software industry has an

E-commerce application level that is obviously above the average. From the view-

point of enterprise size, those super large and medium-sized enterprises are reported

to have high level of E-commerce application. Nevertheless, the small-sized ones

have relatively low levels. This investigation finds out that there is a “trap” in

E-commerce application level of enterprises, that is, when the application level

Table 100.2 E-commerce application index of Chinese enterprises

Mean Maximum Minimum Std deviation No. of samples

E-commerce application index 50.15 110.15 8.00 46.52 23

Source: Data comes from the result of questionnaire with managers in 23 enterprises
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in the super large and large-sized enterprises develops to a certain degree, it will

become stagnant, while once the small-sized enterprises achieve a breakthrough,

their E-commerce will develop into its maximum extreme.

100.5 Conclusions and Suggestions

Firstly, there exist sharp differences in E-commerce application among Chinese

enterprises. Large organizations generally have a higher level of E-commerce

application than small and medium-sized enterprises. A main reason to this lies in

the fact that large enterprises tend to invest more to infrastructure facilities, such as

network information. Moreover, large enterprises have relatively more advantages

over human resources. However, when the application level comes to a certain

stage, it will fall into stagnation. Therefore, to look for a new breakthrough in

E-commerce application is an urgent issue that most Chinese E-commerce enter-

prises face to tackle.

Secondly, the development strategy of E-commerce specialization has substan-

tial effect on E-commerce application in enterprises. No matter what industry the

enterprise belongs to, the degree of importance it attaches to E-commerce decides

the level of E-commerce application. Without a long-term development strategy,

some small-sized enterprises get lost in the wave of the current E-commerce tide.

Though the quality of human resources occupies only a small proportion of weight,

it is an inherent factor that is critical to E-commerce application level index of

enterprises because it drives their endogenous growth of E-commerce. Besides,

some enterprises are difficult to survive just because they have no sufficient

compounded talents in the field of E-commerce.

Table 100.3 Distribution of the E-commerce application index of enterprises

Mean Maximum Minimum

No. of

samples

Nature of the enterprise Manufacture 31.19 76.43 8.00 6

Information software service 72.56 110.15 59.67 5

Business, trade 55.36 90.21 50.16 6

Service 41.49 95.13 17.32 6

Scale of the enterprise Super large 74.06 82.14 65.98 2

Large 51.11 65.22 35.26 3

Medium 61.04 75.2 38.43 6

Small 19.38 88.86 8.00 12

Note: there are 23 enterprises in this survey. Scale of enterprises is divided according to the

number of people in an enterprise, e.g., 500 people or more is super large; 100–499 is large; 30–99

is medium; 30 or fewer is small
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Finally, the nature of industry decides the E-commerce application level of

enterprises. For manufacturing industry, their need for E-commerce application is

not as strong as other industries because it is still a traditional industry and its modes

of production are also traditional. However, in the long run, it should lay some

emphasis on E-commerce as E-commerce will help it for transformation and

upgrading, and also for better competitiveness. Many indicators of the

E-commerce application level index have close relationship with the online and

offline businesses, but the final enterprise performance directly decides whether the

enterprise will continue with E-commerce and reinvest in E-commerce or not.

However, this kind of “circle” needs adjusting based on the development strategy

of the organization. After all, E-commerce application in enterprises is still in a

process of exploration. Our investigation shows that the current combination of

online and offline business mode is a main approach to apply E-commerce in

enterprises. This mixed management model is a product of traditional industry

combined with new technology and new services. The new development of

E-commerce application in enterprises is an innovation of E-commerce application

model for organizations.
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Chapter 101

Toward a Trinity Model of Digital Education

Resources Construction and Management

Yong Huang and Qingchun Hu

Abstract This chapter aims to solve the problem of how to construct and manage

digital educational resources effectively. It puts forward a trinity mode based on

system architecture, workflow, and technology system. The trinity model consists

of “Pre-Stage, Mid-Stage, Post-stage,” “Theory, Practice, Regulation” and

“Approach, Tool, Rule.” By combining the trinity mode with case studies, the

issues concerning construction and management of digital educational resources

are to be analyzed, including topic selection, relationship between quantity and

quality, implementation. Over the past year, results have showed that the trinity

model could shorten more than 50 % of the development cycle of the project. The

model could greatly help improve the construction and management of digital

educational resources.

101.1 Introduction

With popularity of the mobile storage technology and equipment, the digital

teaching and learning would play a prominent role in the future. A number of

e-learning materials have been made. The traditional teaching and e-learning

materials will coexist in current classrooms [1, 2]. There has been researches

focusing on the effect of digital-integrated education on national innovation sys-

tems [3, 4]. Our study is based on the project of “To Carry Out the Construction of

Digital Curriculum and Learning Environment Change” supported by the Shanghai

Municipal Education Commission [5]. In the past 10 years, we have done a lot to
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build Shanghai Education Resource Center (http://www.sherc.net). Now, we need

to summarize and reflect on our past 10 years’ work. We find that the following

three aspects should be improved.

The first aspect goes with topics selection. Most resources in Shanghai Educa-

tion Resource Center are not fully used. The contents in the textbooks are updated

frequently, such as the learning contents in Chinese and English for instance have

been updated by more than 50 %. However, some digital materials in the Shanghai

Education Resource Center are not updated subsequently [5].

The second aspect is the relationship between quantity and quality. The huge

number of resource in Shanghai Education Resource Center makes users difficult to

search for their favorite resources. And also, the poor quality of some resources

reduces the usability of resources.

Thirdly, there is a point at implementation and publishing. With the popularity of

electronic equipment, digital teaching and learning will become a mainstream in the

future [6, 7]. The importance of efficient construction and management of high-

quality digital education resources grows with increasing government investment

on educational resources [8, 9]. It is worthy to have a study on how to improve the

quality and the usability of the digital education resources. It is quite complex, for it

involves many factors, such as storages [10], materials, applications [11], teachers’

views [12], marketing reports, copyright [13], and so on [14].

For the past 2 years, our focus has gradually shifted from the construction of the

repository to the development of digital educational resources. Till now, we have

issued 10 digital textbooks and more than 200 APPs (Nada Online http://www.

ndapk.com). Our work of digital education resources construction and management

usually start from the perspective of education or engineering, but we are often at a

loss in this way.

Currently, we had a lot of successful cases, but there still exist a lot of problems

and cases of failures. It is time to summarize and study on more effective methods

to construct and manage the resources. On basis of the past years’ research and

development activities, this chapter discusses a digital education resources con-

struction management model—a Trinity Model.

101.2 The Components and Meanings of the Trinity Model

The word “trinity” is commonly used to describe three individuals, three things, or

aspects in a tight inseparable whole. The concept of trinity is to be used, and more

appropriate in our practices of constructing and managing digital education

resources.

In our practice, digital education resources construction and management consist

of three parts: workflow, system architecture, technology.

Furthermore, the construction and management of digital education resources

can be seen as a big project. Workflow in the project could be divided into “Pre-

stage, Mid-stage, and Post-stage,” these three stages are whole inseparable.
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The system architecture of construction and management can be divided into a

threesome “Theory, Practice, Regulation.” The technology used in the construction

and management can be divided into an inseparable “Approach, Tool, Rule.”

The workflow, system architecture, and technology combine to form a unity,

named as a trinity development model together (Fig. 101.1).

101.2.1 Pre-stage

Pre-stage is the first stage of the project. It includes mainly literature review of the

relative theory, preparation of topics, the top-level designs, data collection, feasi-

bility analysis, copyright issues, regulations, methods, and tools. This stage should

start from the users’ demand to consider which topics to be designed. Only those

topics what can really improve the users’ learning interest, should be worthy to be

done. The key points during the first stage include the following:

Pre-stage is a continual and iterative process, focusing on data accumulation,

analysis and research. The work during the pre-stage builds library that benefits the

following work, including cases library, theoretical library, methods library, rules

library, tools library, Apps library. All these six libraries provide decision-making

managers with effective help.

Pre-stage is a decision-making process. The aim of decision-making is to reach a

certain goal. It is an analysis and judgment process, which adopts scientific

methods, selecting a feasible method among two or more. The decision-making

process chooses the best in the process of the optimal solution through analysis and

comparison.

101.2.2 Post-stage

There is no little thing after finishing resource construction. In fact, work during

post-stage is also very important and rich. It includes collecting students’ or

Pre-stage Mid-stage Post-stage

Theory

Practice

Regulation

Approach

Tool

Rule

Fig. 101.1 A trinity model

101 Toward a Trinity Model of Digital Education Resources Construction. . . 885



teachers’ feedback; revision and updating; products issued online; customer ser-

vice; research activities; information dissemination; developing new topics; and

project evaluation. The work in post-stage is to improve the education resource,

such as three-round assessment activities, discussion, performance, regular meet-

ings of assessment by experts, and feedback mechanisms.

101.2.3 Mid-stage

Mid-stage is in the mid-term in workflow, including content, technology, evalua-

tion, application, feedback, releases, and upgrade. The development process

involves a lot of methods, tools, and rules, including technical level, education

level, government level, and resources on ecology. If the members in a project team

do not communicate and collaborate well, it could lower the development effi-

ciency and the quality.

We need to systematically deal with pre-stage, mid-stage, and post-stage of the

project, and deal them with theory, practice, regulations, techniques (methods,

tools, rules) in order to improve usability of the digital resources.

101.2.4 The Relationships

Communications among the three stages is very important.

From Pre-stage to Mid-stage, there should be documents of requirements spec-

ification, bidding, experts’ assessments, project contracts, etc.

The documents from Mid-stage to Post-stage involve experts’ position paper,

usability testing reports, project inspection reports, products backup, etc.

Documents from Post-stage to Pre-stage should be evaluation reports, new

project proposals, seminars, etc.

The advantage of this model lies in two aspects.

1. It helps to find the reason of inefficiency. In order to develop digital resources

better, beside a focus on Mid-stage of a project, we need to have an in-depth

research and attention to the relationship among these three stages. Sometimes,

one project is inefficient because of ignoring the key role of the Post-stage to

Pre-stage. And, there is no good technology system and relevant theories

at hand.

2. It helps to find the right way to solve the problem. The practice of optimization

methods organized into libraries is very valuable and reused. A comparative

study of different tools for decision-making and different methods for develop-

ing efficiently has a significant impact. With establishment and update of rules

library and methods library, it is easy to form a coordination mechanism.
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101.3 Implementation of Trinity Model

We have developed a lot of digital resources. And some are still in development.

The implementation of “Theory, Practice, Regulation” and “Approach, Tool, Rule”

reflects past practices, as shown in Tables 101.1 and 101.2.

We cannot reach the essence of the technology if we view technology only as a

tool or means. The technology is composed of a variety of methods; tools and rules

of the systemwork together for a purpose. In the past 2 years’ practice, we frequently

encounter three typical problems: topics, quality and quantity, implementation.

101.3.1 Selecting Topics

Some APP topics, such as learning English APPs, are expected to be popular;

however, the download record is poor. On the other hand, sports APPs, which seem

to be less-popular topics, came out with many downloads. This phenomenon can be

analyzed with Long Tail theory, which is a new theory appearing in the Internet

Age proposed by Americans Chris Anderson [15]. APPs are virtual products, as

Google Adwords, iTunes. They are consistent with the Long Tail theory. All of

their payment and delivery cost is close to zero. It can be said that the virtual

products’ sales are inherently suitable for the Long Tail theory. The products of

online retail giant Amazon are all-inclusive, rather than just a few commodities that

can create high profits. Result shows that the Amazon model is successful, and the

Table 101.1 Implementation of “Theory, Practice, Regulation”

Theory Practice Regulation

Pre-stage T1: the long tail theory P1: topics R1: topics regulation

Mid-stage T2: game theory P2: quality and quantity R2: elevate regulation

Post-stage T3: computational thinking P3: implementation R3: publish regulation

Table 101.2 Implementation of “Approach, Tools, Rules”

Practice Approach Tool Rule

Pre-stage P1: selecting

the topics

A1: brainstorm T1: converter R1: if average down

per day >5 then

upgrade APP

Mid-stage P2: improving the

quality and quantity

A2: project T2: iBook author R2: if the score of

efficient <3 then

redesign

Post-stage P3: implementation A3: group T3: feedback tool R3: if the score of

user <3 then

redesign
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profit is not ideal if we ignore the Long Tail and focus only on a few bestsellers

products.

In market analysis, we should concentrate on specific target markets, to create a

new product and service. Our suggestions are listed below:

(a) Checking the products we have developed and analyzing the available

resources. We need to know which of them is a success or failure? What is

the reason? Is there any possibility of “redevelopment” for those products?

(b) Analyzing market demand, to clarify the nature of the issues. What are the

specific issues that need to be addressed? What are the key problems to be

resolved? Why is it necessary? What are the difficulties? What are the existing

resources? Are there any especially good methods to solve the problem? What

is the significance to solve the problem?Whether there exists a similar product?

(c) Spending more time on the topics’ selection. It is the basis of the publishing

business that decides whether the follow-up work is a success or failure. The

successful topics can help the digital publishing institutions form and establish

a good follow-up development cycle.

(d) Establishing rules for developing activities. For instance, if downloads are over

five items per day in a whole month, then these products should be worthy to be

updated and improved.

101.3.2 Improving Quality and Quantity

In practice, quality and quantity are often on contrary. In general, quality is difficult

to guarantee if focus is on pursuit of the quantity. In this case, most products are

with a small number of download. The Game Theory helps to solve this contradic-

tion. One solution is pursuit of quality with the rise of the number; pursuit of

quantity with the improvement of quality.

We have a wealth of APPs resources online. To our disappointment, we have

only a small number of download with poor usability. The phenomena make us to

refine our current products and publications; establish a three-round assessment

system for digital publishing.

101.3.3 Implementations

It is better to understand the problem and seek prompt solution to the problem based

on the concept of “Computational Thinking” [16, 17]. Computational thinking

means the method to solve problems using the computer technology. We do not

study digital terminal when we face to the digital terminal implementation of digital

teaching and learning, just like the astronomy is not a research of the telescope. We

need to solve the problem like computer scientists do, to understand the trans-

formations of digitized teaching and learning.
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Our suggestions include the following: improving digital educational resources

evaluation criteria; collecting data continually for future development after issue of

a product. After an assessment activity, a summary report is needed for next-stage

revision and improvement.

Based on our actual situation and through the trinity model, we argue: on road of

digital publishing, teacher training, and supplementary teaching resource pack.

101.3.3.1 On Road of Digital Publishing

From professional views in the industry, the most important factor in “digital

transformation of teaching and learning” is teaching and learning materials. Cur-

rently, at least 70 % of domestic publishing companies in China rely on textbooks

and tutorial resources to survive. There would be crises in the current digital age. In

addition, the textbooks are varied in different provinces, and their update speed is

not faster. There are many issues to be addressed if the “digital transformation of

teaching and learning” project plan is launched all around our country by the

government. With regard to e-textbooks, how much does it cost and how to resolve

copyright issues involve the three departments: education, publishing company and

the market. The form and content of the “digital transformation of teaching and

learning” would pose a challenge to education and publishing industry, but there

exists great opportunities.

101.3.3.2 Teacher Training

In the teaching system, for the intervention of the new media, there is an urgent

need to train teachers. There are many good platforms in teacher training and

research activities. We can collect a large number of practice cases, such as the

digitized teaching and learning application in different schools.

The reform of information technology in education is irresistible. Children

would be left behind if he/she is less trained by “transformation of digital teaching

and learning resource.” The research towards transformation includes physiological

and psychological impact of its students, the applications model in education and

teaching and education management.

In 2013, Chinese government plans to launch a number of e-learning materials

projects for primary and secondary schools in the city of Shanghai. The massive

digital resources accumulated over the past decade in Shanghai Distance Education

Group. In the project, all these resource are grouped by the “cloud platform” for

sharing among all schools in Shanghai.

Using the trinity model, we propose to speed up the research on digitized

transformation of teaching and learning office institutional settings, such as the

establishment of data centers, research centers, training centers, technical centers,

and service center.
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101.3.3.3 Supplementary Teaching Resource Pack

The key to the effective implementation of digital teaching and learning should

have two sides, including developing resources and teaching mode. We need to

consider how to provide supplementary teaching resource pack. First of all, we

should make full use of educational resources and our publishing resources rather

than let teachers search on internet. These resources are valuable and useful. It is

very important to consider how to conduct secondary development, and how to

deliver them to the hands of teachers and students.

101.4 Conclusion

In early 2011, in the project “Reform of Digital Teaching and Learning,” we had

developed digital resources for three courses involving mathematics, information

literacy, and the English language. It took 6 months to discuss and organize. The

result, however, is not satisfactory.

It fails in five parts. Requirement analysis is not enough in the Pre-stage, such as

selecting tools, designing ideas, and copyright issues. There is less collaboration

among developers. There is less education theory to guide the process. And there

are less evaluation and feedback mechanisms.

In late 2011, we analyzed our work from the three levels: workflow, system

architecture and technology. And the trinity model was proposed and used at that

time. In 2011, in our projects, it generally cost 6 months to finish an e-textbook or

an APP project without the trinity model. Now, we can develop it within 2 months

under the model. The number of download and the amount of our APPs products in

2012 rise ten times more than in 2011. The result shows that the model could

shorten the development cycle of a project by more than 50 %. The model could

greatly help improve the construction and management of digital educational

resources.

The trinity model makes digital education resources construction and manage-

ment more effective. The Pre-stage and Post-stage work of digital education

resources construction in practice is most likely to be ignored, although they are

very important. We usually deal with the digital education resources construction

and management with conventional thinking and theoretical support in practice.

But lack of system construction and support results in a lot of disorder and

inefficient activities. It will be more economic, scientific, and logical to make a

decision in construction and management of the digital educational resources,

based on the construction of theoretical library, method library, rule library, tool

library, and case library.
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Chapter 102

Geographic Information System in the Cloud

Computing Environment

Yichun Peng and Yunpeng Wang

Abstract Cloud computing has became a very popular vocabulary in recent years.

The combination of cloud computing and GIS (geographic information system) can

improve the performance of GIS. By analyzing the technology of cloud computing,

this paper introduces the concept of GIS based on cloud computing; based on the

current major GIS application development trends, key technologies of cloud GIS

are proposed; finally four application modes of cloud GIS are presented. Cloud GIS

can improve stability and efficiency services to end users by optimized network

resource allocation of underlying data and services.

102.1 Introduction

At present, in the field of GIS, there exist two questions: firstly, in data aspect,

because of widely data sources, which could cause the following question, coor-

dinates and formats are not interchangeable, the data is not compatible, semantics

are not uniform, and difficult to share, difficult to interoperate and so on, moreover,

how to store, manage, update and analyze these massive data is also difficult to

achieve. Secondly, in application, with the development of society, people’s

demand for geographical information service also continues to grow; however,

Y. Peng (*)

Guangzhou Institute of Geochemistry Chinese Academy of Science,

Guangzhou 510640, China

City College of Dongguan University of Technology, Dongguan 523106, China

University of Chinese Academy of Sciences, Beijing 100049, China

e-mail: yichunpeng678@hotmail.com

Y. Wang

Guangzhou Institute of Geochemistry Chinese Academy of Science,

Guangzhou 510640, China

e-mail: wangyp@gig.ac.cn

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_102,

© Springer International Publishing Switzerland 2014

893

mailto:yichunpeng678@hotmail.com
mailto:wangyp@gig.ac.cn


data production unit is relatively less and a single system is also hard to own all the

resources and the ability of processing, therefore, users unable to get their required

data from a single source too. In addition, large-scale concurrent access and high

cost of upgrading are the main factors that hinder the development of GIS. Service-

based “cloud computing” has the advantages of massive data storage, large-scale

computing, and in-depth data mining, which is very suitable for GIS development;

in addition, GIS service provider can deploy flexibly GIS applications on cloud

computing platforms and can dynamically adjust the system’s software and hard-

ware requirements. GIS end user may gain the service on demand. Therefore, GIS

based on cloud computing can not only simplify system deployment and manage-

ment and reduce the cost of investment, operation, and maintenance but also

improve the flexibility of GIS applications and infrastructures. In this paper, the

concepts of GIS based on cloud computing are introduced; based on the current

major GIS application development trends, key technologies of cloud GIS are

proposed; finally four application modes of cloud GIS are presented.

102.2 Cloud Computing Technologies

Since Google puts forward to the concept of cloud computing in 2006, Amazon’s

“Elastic Computer Cloud” service, IBM’s “Blue Cloud” plan, Microsoft’s Internet

operating system “Midori,” Sun’s “Black Box” plan, SAP, Yahoo, and some other

large companies have developed their own “Cloud” plans or have launched their

“Cloud” products. In early 2008, IBM cooperated with the Wuxi municipal gov-

ernment and established Wuxi Software Park Cloud Computing Center, which

began commercial applications of cloud computing in China. A number of indus-

tries and localities also have launched some cloud computing plans, such as

Rising’s “Cloud Security” plan, Beijing’s “Auspicious Cloud Computing,” Shang-

hai’s “Yunhai Plan,” Suzhou’s “Fengyun Online,” Guangzhou’s” Tianyun Plan,”

China Mobile’s “Tianyun Plan,” China Unicom’s “Woyun Plan,” and China Tele-

communication’s “Nebula Plan.”

What is cloud computing? Nowadays, cloud computing is still an evolving

paradigm. Its definitions, use cases, underlying technologies, issues, risks, and

benefits will be refined in a spirited debate by the public and private sectors.

These definitions, attributes, and characteristics will evolve and change over time.

The NIST definition of cloud computing is as follows [1]: “Cloud computing is a

model for enabling convenient, on-demand network access to a shared pool of

configurable computing resources (e.g., networks, servers, storage, applications,

and services) that can be rapidly provisioned and released with minimal manage-

ment effort or service provider interaction. This cloud model promotes availability

and is composed of five essential characteristics, three service models, and four

deployment models.” The cloud computing industry represents a large ecosystem of

many models, vendors, and market niches. This definition attempts to encompass

all of the various cloud approaches.
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In 2008, Lamia Youseff, a doctoral student of the University of California Santa

Barbara, Maria Butrico, and Dilma Da Silva, researchers of New York IBM

T.J. Watson Research Center, published a research report entitled “Toward a

Unified Ontology of Cloud Computing.” This report established a five-layer

model [2] as shown in Fig. 102.1.

At present, there are mainly three kinds of cloud computing service model, IaaS

(Infrastructure as a Service), PaaS (Platform as a Service), and SaaS (Software as a

Service) [3].

IaaS: one service of the closest underplayed in cloud computing, its output

products are some resources of computing, storage, and network, such as VM,

Storage, CDN and DNS. SaaS and PaaS will be created on the IaaS. IaaS provides

cloud computing and cloud storage services for high availability, flexible expan-

sion, on-demand billing, easy to use, low cost, and other advantages favored by

many domestic and foreign companies. At abroad, such as Amazon AWS, IBM

Smart Cloud, Microsoft Windows Azure, Rackspace, and NASA open source

products: Open Stack, in addition, VMware, BlueLock, CSC, GoGrid, Savvis also

launched its own IaaS technology or products; domestic such as Aliyun, Grand

Cloud, and HUAWEI Single Cloud.

PaaS: in addition to providing computing, storage, and network infrastructure

hardware resources, and PaaS also provides the basic framework for software

development. Application developers must develop and host applications according

to language and specification of platform, independent software vendors, or other

third parties for vertical industries to create new solutions, but do not have to

purchase the development, control the quality, or build the server. At present,

there are some cloud computing platforms such as Google Application Engine,

Sina Application Engine, Salesforce.com’s Force.com, and Microsoft’s Azure.

SaaS: is a software layout model, is a completely innovative software applica-

tion model, its application is designed for network delivery, and is convenient for

the user to host, develop, and access through the Internet; its output is information

system, such as OA, CRM, ERP, and CMS. SaaS providers put up the network

infrastructure and software hardware operating platform of which requirement in

realizing enterprises informatization and will be responsible for implementation

and maintenance of the system; enterprises do not need to purchase software and

hardware, build a computer room, or recruit IT staff, but can use information system

Fig. 102.1 Five-layer

model of cloud computing
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via the Internet. The main products are alesforce.com, NetSuite, Google Gmail,

Zimbra, Zoho, the IBM Lotus Live and SPSCommerce.net, Ali software, etc.

With the deepening of cloud computing, database technology has been changing

from the traditional relational database memory data grid to NoSQL, Database

technology transformation has produced the fourth kind of cloud computing mode:

DaaS, Data as a Service.

DaaS is a strong complement to SaaS model, a service model of web-based

virtual storage; it can be for business users and business intelligence users to

simplify the process of information retrieval, the user according to the actual

storage capacity to pay. The benefit of which database migrate into cloud is data

integration, usually in large enterprises; database needs to be shared across different

departments; cloud services can be integrated into a single custody DBMS, so DaaS

can reduce the problem of interior database expansion. The main products are

Amazon’s SimpleDB, VMware’s vFabric the Data Director, Google’s AppEngine

and China Telecom Shanghai branch in collaboration with EMC “e cloud,” etc.

IaaS is the foundation of cloud computing; DaaS is based on IaaS; SaaS can be

deployed on PaaS or deployed directly on IaaS; and PaaS can be built on IaaS or be

directly built on the physical resources. SaaS, PaaS, and IaaS combined with DaaS

can build a complete cloud computing environment.

102.3 The Key Technology of Cloud GIS

Cloud GIS is the result of the combination of cloud computing and GIS; it is no

longer a single GIS software platform, but provides storage, software, and content

which can be virtually flexible, deployed, or rented, as long as through the PC

desktop, mobile phone, and a web browser; the user can access on-demand data,

map, spatial analysis, and Geoprocessing services which are provided by cloud

GIS. At present, there have some GIS products based on cloud computing at home

and abroad. At abroad, there are, such as, Google’s Google Earth, Google Moon

and Google Mars, ESRI’s ArcGIS Online and ArcGIS10.1 etc. At home, there are,

such as, SuperMap’s SuperMap GIS 6R, MapGIS’s MapGIS K9 SP3, GeoStar’s

GeoCloud etc.

Corresponding to the four-service models of cloud computing, cloud GIS also

has some related concepts and technologies: cloud computing infrastructure

belongs to IaaS, GIS application, cloud GIS platform, GIS cloud service platform,

and GIS cloud application platform; all that belongs to PaaS; cloud GIS software

belongs to SaaS; data services belong to DaaS; the composition system of cloud

GIS is shown in Fig. 102.2 [3, 4].

Cloud GIS must run through data, software, and development; the user can really

get the GIS resources at any time, so cloud GIS has its own unique technology in

cloud computing platform and data interoperability, GIS spatial data storage,

management, analysis and processing, and terminal access.
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102.3.1 Technology of Cloud Computing Platforms and Data
Interoperability

Cloud GIS to realize cross operating system (Linux/Unix/AIX/Windows), cross

GIS platform, support and synchronize with a variety of hardware architectures, can

meet the private cloud and public cloud environments as a set of unified architecture

and realize integrated connectivity and interaction of private cloud and public

cloud, and its application fields including desktop, LAN, and Internet. It can support

single release, automatic synchronization, frequency statistics and automatic opti-

mization, support cloud internal data interoperability, private and public cloud

interoperability, and interoperation between cloud center. In order to achieve the

above operation, we must establish interoperation and integration standards of

cloud computing, cloud computing service interface standards and application

development standards, cloud computing interface standards between the different

levels, cloud computing service catalog management, seamless migration between

different cloud portability standards, cloud computing standards of business indi-

cators, cloud computing architecture management standards, and cloud computing

security and privacy standards, etc. Cloud computing technology use the multilevel

structure framework, from top to bottom: business logic layer, application layer,

distributed file and operating system layer, virtualization layer, hardware layer and

data center infrastructure layer.

102.3.2 Technology of GIS Spatial Data Storage,
Management, Processing, and Analysis

Cloud GIS uses virtual storage technology to establish a highly efficient, seam-less,

multi-source, multi-scale, multi-spatio-temporal data model, which realize massive

spatial information storage, management [5, 6].
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Storage technology: the development of spatial data storage from the file system

to a distributed file system and cloud storage system based on Internet technology

entirely; spatial database has developed from enterprise database to distributed

spatial database and will support for BigTable, HBase, and NoSQL to store and

manage data in the future and support uniform access to it through the spatial

database interface standard and REST interface. There are two main technologies at

present: Google’s non-open source GFS (Google File System) and Hadoop’s open

source HDFS (Hadoop Distributed File System). Most of the IT companies, includ-

ing Yahoo’s and Intel’s “cloud” plans, adopt the data storage technology of HDFS.

The future development will focus on large-scale data storage, data encryption, and

security guarantee and continue to improve the rate of I/O.

Data management: uses virtualization technology to realize the unified manage-

ment of spatial database; support for rapid migration and automatic synchronization

of data between systems, departments, levels, etc.; has off-line application and

online update technology; and achieves distributed, multilevel, and supporting

multi-terminal spatial data security process. This method that the table divided by

column and then stores it to storage is usually used for the data management. There

are two main technologies at present: Google’s BigTable data management tech-

nology and Hadoop’s open source data management module that is similar to

BigTable.

Data processing: a task-oriented asynchronous spatial data processing architec-

ture, supports concurrent processing and process control in large clusters, supports

long-time running and long transaction processing, supports for mobile terminal

handling large spatial databases, has those functions of visualized design for

processing flow and monitoring real-time running status of system, can cross-

platform, cross-regional integrate spatial data processing, and immediately release

the processing result.

Spatial analysis: has unified spatial analysis framework and rich spatial analysis

model, establishes a standardized analysis model library, and supports for rapid

construction and automatic operation of spatial analysis process and the immediate

release of the analysis results.

102.3.3 Technology of Terminal Access

The final purpose of GIS platform based on cloud computing is to let the user access

all the GIS functions through a browser. To meet smooth transmission of the

massive data in a different network, it is requested that the system has unified

kernel and interface, and its services can be accessed by various types of desktop,

web, and mobile client, ultimately achieving those effects such as data synchroni-

zation access, consistent processing results, and elegant user experience.
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102.4 The Application Mode of Cloud GIS

According to the four models of cloud computing, cloud GIS also put forward four

kinds of GIS application services, namely [7, 8], GIS Software as a Service

(namely, SaaS), Geographical Information Platform as a Service (namely, PaaS),

Geographic Information Infrastructure as a Service (namely, IaaS), and Geographic

Information Content as a Service (namely, DaaS). Figure 102.3 shows the cloud

application structure of ArcGIS [9].

102.4.1 GIS Software as a Service

Also known as the “cloud of geographic information services,” this service refers to

the use of the Internet to provide online geographic information processing ser-

vices, including map publishing, data format conversion, spatial analysis, and other

services. Generally use the development of multi-tier architecture: the upper adopts

SOA architecture pattern; geographic information services are packaged into stan-

dard web services and are incorporated into the management and use of the SOA

system, its contents, including service interface, service registration, service search,

and service access; the middle layer realizes the billing of the user using geographic

information, takes charge of the load balance and map tile service; data layer is the

underlying data service provided by the GIS server. This service mode, the GIS

system developers, can build their own solutions, such that they can develop their

own GIS solutions by using GIS platform firm’s PaaS services; use cloud

Fig. 102.3 The cloud application structure of ArcGIS
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computing model to provide services for their customers, such as ESRI Business

Analyst Online; it also allows user to combine GIS technology with thematic data,

consumer data, and business data to achieve on-demand analysis and report and

map web services, but Business Analyst Online is maintained by ESRI; users do not

have to worry about data management and technical updates.

102.4.2 Geographical Information Platform as a Service

This service provides the whole GIS development environment to the user as a

service. From AreGIS9.2, ESRI began to promote its ArcGIS Online, and to

provide GIS services by a series of API, GIS developers can develop GIS software

in the Google App Engine platform and run on Google’s cloud computing infra-

structure. At home, GIS platform providers are basically only using the cloud

computing model to provide services for their customers and partners, for example,

GIS platform provider can create PaaS service from their own GIS platform, then,

when its partners develop their various GIS, they do not need to buy the GIS

platform license but only need to rent the platform even; don’t install or deploy

the GIS platform in local server but be able to directly carry out the development of

GIS on the Internet; all that will bring great convenience and save a lot of cost for

GIS partners. The cloud services platform of SuperMap GIS consist of geographic

information cloud services, navigation product and spatial data processing. This

platform is open to the third-party, they can add some applications and provide

SaaS services to those end users.

102.4.3 Geographic Information Infrastructure as a Service

Geographic information infrastructure as a service is the basis of the “cloud” model,

which is the foundation of geographical information software as a service and

geographic information content as a service; therefore, this infrastructure environ-

ment and service mode are indispensable parts of cloud GIS geographic information

services deployed in the cloud; then cloudGIS users can pay amonthly fee to rent the

commercial cloud computing platform software and hardware resources. At present,

these are the main companies: Amazon, IBM, and some of telecommunications,

which provide the cloud infrastructure. Amazon provides two rent modes: Elastic

Compute Cloud (namely, EC2) and Simple Storage Service (namely, S3). ESRI’s

ArcGIS cloud applications are built in Amazon’s EC2 and S3; it provides cloud

map slice services which can be uploaded to the cloud and establishes the data center

in the clouds; users can put the map cache in the data center of Amazon cloud.

900 Y. Peng and Y. Wang



102.4.4 Geographic Information Content as a Service

Geographic information content as a service provides data, map information, and a

simple query service for GIS end-user online; the user can access the content on

demand, without the need to establish and maintain data, which is the lowest level

of cloud GIS application. ESRI’s ArcGIS Online Map and GIS Server is a typical

SaaS model, users can configure service on demand, and be able to quickly produce

thematic maps, access seamless based map, etc. In addition, Baidu Map, Google

Maps, Bing Maps, Yahoo Maps, etc., generally provide API for developers to use

their cloud services; this API is a set of JavaScript or Flash language application

programming interface, which can help users to build some function-rich, interac-

tive map applications in their website.

102.5 Applications

Figure 102.4 shows the Geographic Information Society Service Platform of Jilin

province based on SuperMap GIS cloud services platform.
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102.6 Conclusion

With the development of cloud computing technology and the gradual and further

application of GIS, cloud computing and GIS will be further fused, which can

improve stability and efficiency services to end users by optimized network

resource allocation of underlying data and services. But the cloud computing-

based GIS in a real sense is required to a deep study; cloud GIS still has a long

way to go and GIS rushes up high in the clouds also still to face great challenges.

However, the arrival of the cloud era was an irresistible trend of development;

cloud computing-based GIS is bound to be one of the GIS main development trends

in the future.
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Chapter 103

Memory Controller Design Based on

Quadruple Modular Redundant Architecture

Yuanyuan Cui, Wei Li, and Xunying Zhang

Abstract For space application to improve the reliability of the memory operation,

quadruple modular redundant (QMR) architecture is used in all registers of the

memory controller. The QMR architecture in this paper can correct one-bit faults,

detect two-bit faults, and also tolerate single event transient (SET). By modifying

finite state machine (FSM) of the memory controller, when one uncorrectable fault

is checked, the memory operation can be terminated in time and return the error

information. Compared with triple modular redundancy (TMR), although the area

overhead is increased by 47,530.59297 μm2, the single event upset (SEU) failure

rate is lower by 6 orders of magnitude. Experimental results show that when

1 bit-flip or 2 bit-flips are injected in QMR registers, they can be corrected or

detected in time, respectively. Memory controller using QMR architecture

increases the area overhead, but the advantage is the higher reliability valuable

for safety system.

103.1 Introduction

Dependability issues are the most important for space application. Due to the

continuous increase in the integration level of electronic systems, an acceptable

degree of reliability is increasingly difficult to be guaranteed. It is necessary to

design fault-tolerant memory controller which is the important interface between

the processor and the memory. To protect against SEU errors, the registers of the

key modules in the system can often be implemented using TMR, for example, the

LEON-FT processor [1], the SCS750 single board [2], and the Virtex FPGAs [3].
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For the TMR architecture, any 1 bit-flip can be corrected, but the faults with

multiple bit-flips can generate false results. The probability of multiple bit-flips is

increasing as integrated circuits continue to scale into the deep micron regime. The

system using TMR will not meet the requirement of reliability.

To improve the dependability of access memory, the QMR architecture is

adopted in this paper. In recent decades, QMR has been successfully used in a

wide variety of fields such as aviation and railroad [4–6]. Compared with TMR,

although the area overhead is increased by 47,530.59297 μm2, the SEU failure rate

of memory controller using QMR is lower by 6 orders of magnitude. By using

separate clock trees to QMR registers, memory controller has the ability to tolerate

SET. For QMR, any correctable error will be removed automatically within a clock

cycle. When a group of QMR have 2 bit-flips, the detected error cannot be

corrected. So in every clock cycle, the error detection signals of all QMR need to

be examined. Using SMIC 130 nm standard CMOS process to synthesize, the error

detection circuit’s delay is 1.10 ns, meeting the design timing. By modifying FSM,

any memory operation having a non-corrected error can be terminated in time and

return the error information. Experimental results show that when 1 bit-flip or

2 bit-flips are injected in QMR registers, they can be corrected or detected in

time, respectively. Memory controller using QMR increases the area overhead,

but the advantage is the higher reliability valuable for safety system.

103.2 QMR Fault-Tolerant Technique

103.2.1 QMR Architecture

Figure 103.1 shows the QMR architecture. Every harden module needs to add three

same ones. Every two modules constitute a group, namely, A group and B group. At

the same time, one is a host group, another is a standby group. At the beginning, we

assume the A group is the host group. If outputs of two modules from A group are

the same, comparison circuit A12 will send a control signal to the output multi-

plexer and the output is from A group. If A12 always shows the results of A group

are the same, the output is still from A group. When the results are different, B

group will switch to the host group. In the same cycle, if the results from B group

are the same, the output will be from B group; otherwise, the error detection signal

will be set. Thus, QMR can correct and detect errors. The QMR is usually used in a

subsystem which can self-repair. Because registers may be updated every cycle,

they have the ability of restoring themselves naturally. So in Fig. 103.1, A1, A2, B1,

and B2 can be registers.

Figure 103.2 shows the proposed circuit structure of the QMR. To simplify the

design, we assume A group is still the host group, only if the results of the A group

are different and that of the B group are the same; the output will be from the B

group. When there are 2 bit-flips, the error cannot be corrected, but the error
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detection signal chk_errr will be set. Compared with TMR, the delay of one “xor”

logic is increased.

Due to SET faults, a signal from combinational circuit can have a glitch. When

the glitch is clocked in a register, the register will have an error. To avoid it being

captured into all four registers, each of the four lanes can have separate clock trees.

Compared with the clock tree of register A1, phase differences are Δt1, Δt2, and
Δt3, respectively. In the space environment, the width of the glitch is often

0.35~1.3 ns [7]; thus, the phase difference Δt is usually 1~1.5 ns. If Δt1 ¼ Δt,
Δt2 ¼ 2Δt, and Δt3 ¼ 3Δt, the glitch whose width is less than Δt can be captured

only by one register; the error can be corrected. When the glitch can be captured

only by two registers, the error will be detected.

Compared with TMR, 3Δt is too large; system performance is reduced. A

tradeoff scheme can be used; let Δt1 ¼ Δt, Δt2 ¼ 0, and Δt3 ¼ 2Δt; parts of

glitches whose widths are less than Δt can be captured by A1 and B1 at the same

time. This kind of errors cannot be corrected but can be detected. QMR with

separate clock trees can protect against SEU errors and SET errors.

103.2.2 QMR Reliability

When the QMR registers have no error, or one bit-flip error, the output is correct;

when two bits are flipped, the error information can be output, so this case is safe

too. Let the reliability of single modular be R, so that QMR will be RQMR ¼ 6R2

� 8R3 + 3R4. To make sure RQMR > R, R > 0.23 must be satisfied. That means

Fig. 103.1 QMR block

diagram

Fig. 103.2 QMR circuit

structure
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when R > 0.23, the QMR architecture will just be valid. Reliability is a function of

time. Commonly used reliability functions have exponent distribution function,

normal distribution function, and Weibull distribution function. Exponent distribu-

tion function is often adopted, because exponent distribution is a single parameter

distribution type and has broad applicability. So we suppose that reliability function

obeys exponent distribution, R(t) ¼ e�λt; λ is SEU failure rate, and here, let

λ ¼ 10�6 error/(bit∙day). Therefore, RQMR(t) ¼ 6e�2λt � 8e�3λt + 3e�4λt; the

mean time between failures (MTBF) of QMR is

MTBF ¼
Z 1

0

RQMR tð Þdt ¼
Z 1

0

6e�2λt � 8e�3λt þ 3e�4λtdt

¼ 13= 12λð Þ > 1=λ ¼
Z 1

0

R tð Þdt ð103:1Þ

Formula (103.1) shows the integral result of RQMR is greater than that of R(t) in

0 � t < 1. Because R(t) is a descending function, if t > �ln0.23/λ, then R(t) is

less than 0.23, and RQMR(t) is less than R(t). In fact, due to limited battery life,

undated life-span for the satellite system is impossible. The life of low Earth orbit

satellites is about 3~10 years; that of geostationary Earth orbit and middle Earth

orbit satellites is about 12~15 years. When t < �ln0.23/λ ¼ 4,027 years,

RQMR(t) is still greater than R(t), so it is feasible to use the QMR architecture.

For the TMR, when 3 registers have no error or one bit-flip, the output can be the

correct value. Thus, TMR reliability is RTMR ¼ 3R2 � 2R3. To guarantee RTMR

> R, R must be greater than 0.5. Let R(t) ¼ e�λt and RTMR(t) ¼ 3e�2λt � 2e�3λt;

the MTBF of TMR is

MTBF ¼
Z 1

0

RTMR tð Þdt ¼
Z 1

0

3e�2λt � 2e�3λtdt ¼ 5=6λ < 1=λ

¼
Z 1

0

R tð Þdt ð103:2Þ

Formula (103.2) shows the integral result of RTMR is less than that of R(t) in

0 � t < 1. But when t < ln2/λ ¼ 1,899 years, using TMR is also feasible. Fig-

ure 103.3 shows the relation of R(t), RTMR(t), and RQMR(t). The horizontal axis

represents time, the vertical axis represents reliability. With the time growing, R(t),

RQMR(t), and RTMR(t) are all decreasing. When 0 < t < ln2/λ, R(t) > 0.5, so RQMR

and RTMR are all greater than R(t), namely, using TMR and QMR can all improve

reliability. But when ln2/λ < t < �ln0.23/λ, 0.23 < R(t) < 0.5, RQMR(t) > R(t),

but RTMR < R(t), that is to say, using QMR is still feasible, but using TMR, the

reliability is even lower than that of single modular. As Fig. 103.3 shows, the

reliability of QMR is always greater than that of TMR.
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103.2.3 QMR SEU Failure Rate

The failure rate function subjecting to exponential distributions is λ(t) ¼ λ. To
simplify the analysis, we assume SEU failure rate of every memory element is the

same. Let SEU failure rate of single modular be λ; thus, that of TMR is λTMR ¼
3λ2 � 2λ3, and that of QMR is λQMR ¼ 4λ3 � 3λ4. The memory controller

contains 464 registers; SEU failure rate of memory controller is λmemctrl ¼ 1 �
(1 � λ)464 ¼ 4.64e � 4 error/(bit∙day), which cannot meet the requirement of

reliability. When using TMR, λmemctrl_TMR ¼ 1 � (1 � λTMR)
464 ¼ 1.39e � 9

error/(bit∙day); when using QMR, λmemctrl_QMR ¼ 1 � (1 � λQMR)
464 ¼ 1.86e �

15 error/(bit∙day). Compared with TMR, using QMR to all registers, using SMIC

130 nm standard CMOS process to synthesize, the area overhead of the memory

controller is increased by 44,892.833344 μm2, but the SEU failure rate is lower by

6 orders of magnitude.

103.3 Design Implementation

Using QMR, there are two implementation modes. One is the memory controller as

a subsystem; in Fig. 103.1, A1, A2, B1, and B2 are all memory controller modules.

Another mode is all registers of the memory controller can be implemented using

QMR. About area consumption, the front mode adds the area of combinational

circuit, and the after mode adds the area of the comparison circuit and multiplexer

of QMR for all registers. But SEU failure rate of the front mode is λmemctrl_QMR’

¼ 4λmemctrl
3 � 3λmemctrl

4 ¼ 3.99e � 10 error/(bit∙day) and is greater by 5 orders

of magnitude. So we select the after mode.

Figure 103.4 shows timing control of accessing memory operation. In an idle

state, the request from the processor is still detected. When there is a read operation,

RQMR(t)

R(t)

RTMR(t)

t

R
1

0

0.5

0.23

λ
−ln 0.23ln 2

λ

Fig. 103.3 Comparison of reliability of QMR and TMR
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switch to read1; the address will be given, chip select signal and read enable signal

will be valid. In read2, the data from the external memory will be locked. To protect

external memory using edac (error detection and correction) circuit, an edac state is

added. In the edac state, if the decoder result is no error, the data will be propagated

to the processor and will switch to idle. If there is a correctable error, switch to

write2; the corrected data will be written back memory and will be sent to the

processor. If there is a non-corrected error, switch to error state; memory error

information will be propagated to processor. When there is a write operation, switch

to write1; the address will be given, chip select signal will be valid, and the data and

corresponding checksum will be prepared. In write2, write enable signal is still

valid, and when write operation is completed, switch to idle state.

The QMR has error detection function; all error detection signals need to be

checked every cycle. The memory controller contains 464 flip-flops, namely,

464 error detection signals do “or” operation and become a final error detection

signal. This combinational circuit’s delay is 1.10 ns; for the system of clock

frequency no more than 909 MHz, the delay meets design timing and the area

overhead is 2,637.759626 μm2. By modifying FSM, when the final error detection

signal is set, in whichever state the FSM is, it will switch to error state. In

Fig. 103.4, broken lines indicate timing control modification. When some faults

are checked, the operation of a memory can be terminated in time and can return the

error information, improving the reliability of the accessing memory.

103.4 Experimental Results

To evaluate the reliability of our approach, it is necessary to inject faults in QMR

registers and to code relevant test cases. Figure 103.5 shows simulated structure.

Access memory simulator simulates operation timing from AHB bus. When a test

case (an access memory operation) is running, the correlative fault can be injected,

test case list and fault injection (FI) list are corresponding, and every group of QMR

Fig. 103.4 FSM with fault-

tolerance design
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registers has 4 bits FI signals RegN_err[3:0] corresponding to A1, A2, B1, and B2

respectively. These signals are input of memory controller. When one FI signal is

valid, the relevant register will have 1 bit-flip. Comparator receives the FI infor-

mation and the number of cycles of the current operation; if the fault is 1 bit-flip, the

ending timing of the corresponding test case is checked whether it matches the

“okay” ending timing of AHB bus. If the fault is 2 bit-flips, the ending timing is

checked whether it matches the “error” ending timing.

In this experiment, read access and write access use 3 cycles and 2 cycles,

respectively, by configuration. Table 103.1 lists the various categories of registers

and provides a description for each, as well as the number of bits of registers.

One test case is coded for every group of QMR registers of every category. When

the faults injected to the registers are only correlative with read access, test cases

use read operation; otherwise, to save simulation time, write operations are used.

The number of different types of test cases is given in the fourth and fifth columns.

Each test case is executed twice; 1 bit-flip is injected for the first time, 2 bit-flips is

injected second time, and FI time is shown in the sixth column. The 1 bit-flip can be

self-repaired, the timing of access memory is not affected, and the cycles of running

test cases are indicated in the seventh column. The 2 bit-flips are injected in

the QMR registers at FI time; after one cycle, the test case would be finished; the

simulated cycles are shown in the last column. The earlier the FI time is, the less

the cycles of fault detection are. To correct the 2 bit-flips fault, except for the

simulated cycles in the last column, accessing memory operation must be executed

again, so more cycles are needed, but the compensation is higher reliability desired

for the high-safety system.

FI list

comparator

memory controller

test cases listaccess memory
simulator

Fig. 103.5 Simulated

structure

Table 103.1 The simulation results

Category Description Bits

Case type

FI time

1 bit-flip

cycles

2 bit-flips

cyclesRead Write

Rw_ctrl Read and write control 79 9 70 read1/

write1

167 158

addr Read/write address 32 0 32 write2 64 96

data Read/write data 64 32 32 edac/write1 160 192

fsm_state FSM state 4 0 4 write2 8 12

ahb_ctrl Ahb control signals 14 0 14 write1 28 28

config Config registers 102 0 102 write2 204 306

en_dec Encode and decode info 169 160 9 edac/write1 498 658
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103.5 Conclusion

Instead of TMR, all inner registers of memory controller are implemented using the

QMR architecture; the area overhead is increased by 47,530.59297 μm2, but SEU

failure rate of the memory controller is lower by 6 orders of magnitude. Although

the error detection signal of every QMR needs to be examined every cycle, using

SIMC 130 nm standard CMOS process to synthesize, this error detection circuit’s

critical path delay is 1.10 ns meeting design timing that is at most 909 MHz. By

modifying FSM, when some faults are checked, the operation of a memory can be

terminated in time, error information can be returned, and the reliability of the

system can be improved. For the hardware system with high safety, if the overhead

of area and power meet the design requirements, the QMR architecture can be used

to reduce the failure rate of the key components.
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Chapter 104

Computer Power Management System

Based on the Face Detection

Li Xie, Yong He, Yanfang Tian, and Tinghong Yang

Abstract In order to reduce the unnecessary power waste of computer system, the

working principle of earlier Windows power management program and the new

face recognition function of Windows 8 are analyzed in this paper. And the conflict

between the convenience of use and the effects of energy conservation and envi-

ronmental protection is given attention to. We put forward a new method based on

the detection of frontal face in front of the monitor instead of the events of keyboard

or mouse. Experimental results show that the method is a fast and effective one.

Particularly, when user is leaving for a moment, this method is better than the work

of Windows power management program. The results tell us that this method can

save electrical energy about 4.28 % than windows power management program.

104.1 Introduction

With the development of society, there is a growing demand for energy. So the

energy conservation and emission reduction will undoubtedly become a very

noteworthy subject nowadays. However, due to the huge increase in the number

of computer users, the lack of existing power management program, and many

other factors, a great waste of energy is made on the use of the PC.

According to the data released in 2008 by the market research firm Gartner Inc.,

the global PC had been more than ten million, and the number still kept a steady
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improvement in the growth rate of 12 % each year. If this improving speed

continues, the number of global PC will reach 20 billion in 2014. For a so large

number, a little waste on each computer will be unforgivable.

When using a computer, we often encounter emergencies which need a tempo-

rary leave such as answering phones, receiving express, and taking printed state-

ments. For convenience, we generally do not turn off the computer. Occasionally

once cannot result in much waste of energy, but the cumulative number of all the

world’s computers should not be ignored.

But the earlier system comes with power management program usually requires

a relatively long reaction time (usually at least a few minutes) to enter a power-

saving mode [1]. The traditional criterion to determine whether the system enters

power saving mode is: “Is there keyboard click or mouse click?” It brings us some

trouble to determine the response time. If the threshold of response time is set too

long, the power saving effect is not obvious. But if it is too short when we just use

the computer to read some documents and information, and do not use the keyboard

and mouse for a long while, the system will in turn affect our work.

Recently, Microsoft’s latest release of Windows 8 system provides a face

recognition function. But this function is mainly focused on the management and

login of user’s accounts, and this way is found not safer than the early password

security. Only needing a certain account user’s photo, anyone can illegally log on to

the system. In addition, the Windows 8 system’s functions of detecting the user’s

arrival with the distance inductive sensor and automatically booting must obtain the

support of sensor hardware. But for PC in current extensive use, this kind of sensor

does not yet exist.

Therefore, according to the technical level of existing computer hardware, to

develop a highly intelligent computer power-saving system will be of great signif-

icance for energy conservation.

104.2 Working Principle and System Structure

104.2.1 Working Principle

“Is there a keyboard or mouse action” obviously has its limitations as a decision

standard to enter the power-saving state, since it is difficult to obtain the compro-

mise between the energy-saving effect and the normal using of users. In order to

resolve this contradiction, we must find a way that gives a more accurate and clear

description of these two states.

We find that the face is often positive facing on the monitor when someone is

normally using a computer. Based on this premise, we can determine whether

someone is using the computer according to if some positive face is in front of

the monitor or not.
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We use camera, a kind of commonly used external equipment, to collect the

image in positive front of the monitor. Then, we detect faces through a face

detection algorithm and control the computer’s power-saving state according to

the test results. In certain detection period (off-screen time, in seconds), the system

will immediately turn off the monitor into the primary power-saving state when the

computer does not sense the face because of the user’s temporary leave. And once

the user is back to the computer, it will immediately turn on the monitor and return

to normal. Further, if no human face is detected for a very long time (standby time,

in minutes), the system will go into a better state of power-saving standby. In this

way, if there is a temporary or a long-term leave of user, the computer will give a

quicker and more accurate judgment and turn off the monitor or enter system

standby in time. All those come to our purpose of power saving.

104.2.2 Feasibility Analysis

The face detection is a complex pattern recognition process. Its main difficulties are

the inner face changing and the environmental impact on face to be detected. More

details:

1. Very complex details in changing of faces, different physical characteristics

such as face shape and color, and different expressions such as opening and

closing of eyes and mouth

2. The blocking of other objects on the face, such as glasses, hair, head ornaments,

and other external objects

3. The influence of light, such as image brightness, contrast variation, and shadow

All those set up obstacles for people to solve the problem of face detection [2].

In order to remove those difficulties, in this paper we take an existing approach

with better robustness in the field of face detection, i.e., approximate Haar charac-

teristics method, to classify the targets, better dealing with adverse factors such as

light and color [3].

In addition, we find that the monitor power is about 30–100W, the total power of

a desktop computer is about 350 W, and the notebook is about 100 W. Compared

with all those, the camera’s working power is around 90 mW, which is negligible

and does not increase the load on system with any operation. So our method is of a

better feasibility.

104.2.3 System Structure

This system mainly consists four parts: “system tray,” “parameter setting module,”

“video processing module,” and “hardware control module.” The working principle

is shown in Fig. 104.1.
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The “system tray” is the input interface of all commands and parameters. In

special cases, such as watching videos or listening to music, you can suspend or

cancel the running of the system through this module. In most cases, the module is

mainly used to set and modify the system parameters.

“Parameter setting module” is primarily responsible for the gaining and saving

of system parameters, including the settings of power-saving parameters, video

capture devices, and acquisition parameters. Through setting power-saving param-

eters, the system can control when the monitor should be turned off after the face

detection fails and when the system enters standby mode. Through the setting of

video capture devices and parameters, one can control the frequency of system

detection and then control the sensitivity of face detection.

“Video processing module” is the core of this system, which is mainly respon-

sible for detecting image in front of the monitor and examining whether there is

user’s frontal face in image detected by face detection algorithm. If the system

cannot detect the front face, and cannot reach the turning-off time threshold set by

“parameter setting module” to tell “hardware control module” to turn off monitor,

the “video processing module” will keep working before the system gets into

deeper power-saving state. If the face is detected sometime later, the system will

tell “hardware control module” to turn on the monitor. But if the face data is still not

detected until it reaches the standby threshold, the “hardware control module”

should be told to enter deeper power-saving state. The flow chart of video

processing is shown in Fig. 104.2.

“Hardware control module” is for controlling monitor’s turning on and off,

according to the system state informed by parameter setting module and the relevant

parameters of video processingmodule. It also examineswhether the systementers the

standby and is responsible for the interaction with computer hardware.

Fig. 104.1 Working principle of the system
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104.2.4 System Implementation

In actual using, we develop the system with cross-platform programming language

QT. Its core part is the face detection using a face detection algorithm supported by

OpenCV (Open Source Computer Vision Library). Since it only works on examin-

ing whether there is a frontal face in all video images, but does not have to deal with

face recognition, the algorithm is simple and is easy to handle with [4].

Face detection program completes three-part work, i.e., loading classifier, load-

ing the image to be detected, as well as detecting and marking.

The target detecting classification of “haarcascade_frontalface_alt2.xml” file

storage supported by OpenCV is used in this system [5]. The test results show

that it basically meets the actual requirement, without the tedious steps of their own

training classifiers.

The loading classifier program is as follows:

QString cascade ¼ QCoreApplication::applicationDirPath().
replace("/","\\")+
"\\haarcascade_frontalface_alt2.xml";

Fig. 104.2 Flow chart of video processing
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if( !cascade.load( cascadeName.toStdString()) )
{

cerr << "ERROR: Could not load classifier cascade" << endl;
return -1;
}

“Loading the image to be detected” and “detecting and marking” are two

periodically performed steps. They are mainly based on the refresh time of system

parameters setting to periodically collect image in front of the screen through the

camera and to give the appropriate backup for calling of system detection part.

IplImage* iplImg ¼ cvQueryFrame( capture );
frame ¼ iplImg;
if( frame.empty() ) return -1;
if( iplImg->origin ¼¼ IPL_ORIGIN_TL )
frame.copyTo( frameCopy );
else
flip( frame, frameCopy, 0 );
int r¼detectAndDraw( frameCopy, cascade, scale ,disp);
where the“detectAndDraw” function codes are:
int Facedetect::detectAndDraw( Mat& img, CascadeClass ifier&

cascade, double scale, bool disp)
{
int i ¼ 0;
vector<Rect> faces;
const static Scalar colors[] ¼
{
CV_RGB(0,0,255),

CV_RGB(0,128,255),
CV_RGB(0,255,255),
CV_RGB(0,255,0),
CV_RGB(255,128,0),
CV_RGB(255,255,0),
CV_RGB(255,0,0),
CV_RGB(255,0,255)

} ;
Mat gray, smallImg( cvRound (img.rows/scale),
cvRound(img.cols/scale), CV_8UC1 );
cvtColor( img, gray, CV_BGR2GRAY );
resize(gray,smallImg,smallImg.size(),0,0,INTER_LINEAR);
equalizeHist( smallImg, smallImg);
cascade.detectMultiScale( smallImg, faces, 1.1, 2, 0, Size

(20, 20));
int radius¼0;
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for( vector<Rect>::const_iterator r ¼ faces.begin(); r !¼
faces.end(); r++, i++ )

{

Point center;
Scalar color ¼ colors[i%8];

center.x ¼ cvRound((r->x + r->width*0.5)*scale);
center.y ¼ cvRound((r->y + r->height*0.5)*scale);
radius ¼ cvRound((r->width + r->height)*0.25*scale);
if(disp¼¼true)
{

circle (img, center, radius, color, 3, 8, 0);

}
}
if (disp¼¼true)
{
cv::imshow( " Face detection results ", img );
}
else
{
cvDestroyWindow("Face detection results ");
}
return radius;
}

104.3 System Testing

In order to test the performance of the system, we use a laptop to do a power

discharging test, respectively, under normal operating conditions (programming

and Internet) to use the software and not to use until the system naturally turns off.

The test data is shown in Fig. 104.3. Obviously, the power-saving effect is signif-

icantly superior to the effect of not using the software. This advantage comes

mainly from power saving of closing the screen system standby while there is

temporary leave.

The system chooses the power-saving strategy of turning off monitor to deal

with temporary leave. In actual test, there are temporary leaves about six times in

former 1,540 s, each time about 5 s to 5 min (due to the density of coordinate, the

display is not obvious after screen-off, but the cumulative power discharging trend

after multiple screen-off is more gentle). And at the time 1,540 s, the measured

remaining power is, respectively, 64.39 and 60.11 %, i.e., there is a saving approx-

imately 4.28 % of electricity.

104 Computer Power Management System Based on the Face Detection 919



For user’s longtime leaving, the system chooses standby. Shown at the

1,541–2,742, 3,371–3,771, and 4,189–4,861 s in Fig. 104.3, power consumption

is almost negligible.

104.4 Conclusion

The “computer power management system based on face detection” works on the

condition of existing computer hardware level. And in addition to the long system

standby strategy of conventional power management system, when the user is

temporarily away, this face detection system can more quickly give the accurate

judgment, shut down themonitor, and save power. Therefore, using of face detection

and recognition technology can solve the problems of slower response time and

inaccurate judgment. It also can save unnecessary energy consumption of a com-

puter system, and is of high practical value and promoting significance.
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Chapter 105

Twist Rotation Deformation of Titanium

Sheet Metal in Laser Curve Bending

Based on Finite Element Analysis

Peng Zhang, Qian Su, and Dong Luan

Abstract Laser sheet bending is a new metal forming process realized by thermal

stresses resulted from the irradiation of laser beam scanning. Laser forming is a new

type of sheet metal forming process. The sheet metal is formed by asymmetrical

thermal stresses. The three-dimensional elastoplastic thermomechanical coupled

finite element model of laser bending for Ti-6Al-4V plates was established with

nonlinear finite element analysis software ANSYS. The bending properties of sheet

metal with different processing parameters were simulated. The results show that

the twist rotation deformation of sheet metal can be influenced by laser power, spot

diameter, scanning velocity, scanning path curvature, and the distance between

scanning path and free end.

105.1 Introduction

The laser is a kind of tool, and common light source cannot be compared with it

because of high purity, high brightness, high coherence, and high directivity, so it is

used widely. Laser processing technology is greatly used in the area of cutting,

welding, and surface treatment with the features of high energy injection rate, low

hot influence area, easy guidance, being not affected by electromagnetism, high

speed machining, no tool wear, and noise pollution [1–3]. Based on the character-

istic of thermal expansion and contraction, laser sheet bending is a new metal

forming process realized by thermal stresses resulted from the irradiation of laser

beam scanning. Compared with other conventional machine forming methods, laser

sheet bending has many advantages such as on die molding, noncontact molding, no

external force molding, hard-to-deformation thermal normal cumulative forming,

and laser beam mode without specific requirements [4, 5].
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When trajectory of the laser beam is linear compared with sheet, V-shape parts

are obtained; when trajectory is non-repeated or curve, composite curved special-

shaped parts are obtained, such as cylindrical parts, disc-shaped parts, spherical

part, and a variety of complex shapes three-dimensional shaped pieces [6]. The

deformation process of sheet metal is very complicated, especially the residual

stress of preorder deformation and the influence of geometry for deformation after

unloading; with the curve scan path and because of the thermal effect of laser beam,

the sheet also produces torsional deformation in addition to the bending deforma-

tion in author’s previous studies [7]. Therefore, studying the torsional deformation

of the sheet in the process of laser radiation, analyzing influence law of the sheet

torsional deformation’s laser processing parameters can lay a foundation for the

implementation of the sheet laser thermal stress precision forming.

105.2 Finite Element Model of Laser Bending

Laser bending is a complex process of interaction of many factors, such as sheet

performance parameters, geometric parameters, and laser processing parameters,

and designing the processing technology by experimental method will spend much

time and human and material resources. With the rapid development of computa-

tional mathematics and computer technology as well as the improvement and

perfect of finite element algorithm, using the numerical simulation method to

simulate practical production has been proved that it is an effective way and has

a huge potential [8–12].

105.2.1 Physical Model

In view of the fact that laser bending process is complex and influenced by many

factors, it is difficult to establish the model to accurately reflect the actual situation,

so this paper makes hypothesis to simplify calculation model as follows: (1) The

freedom of all nodes of one end of the sheet should be restricted to avoid the sheet

occurring rigid body displacement, and this is consist with the actual situation;

(2) the laser beam moves at equal speed and irradiates the surface of the sheet

vertically; (3) the material is isotropic, and the thermal physics and mechanical

properties change with temperature; (4) the thermal absorption coefficient of

material is constant; and (5) the process of scanning is carried out under the melting

point of the material.
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105.2.2 Movable Heat Source Based on Scanning Path

The three-dimensional elastoplastic thermomechanical coupled finite element

model of laser bending is established with nonlinear finite element analysis soft-

ware ANSYS, and the model uses three-dimensional eight-node hexahedral ele-

ments. Through ANSYS secondary development, subroutine of Gauss heat source

based on scanning path is established, and laser thermal load is applied to the

respective units in the form of heat flux. Scanning path uses parametric curve

designing, and cubic B-spline curve can describe the scanning path easily and

accurately.

Figure 105.1 shows the scheme of laser curve scanning. Select the displacement

of the free end of the sheet on the sideline three-point z to calibrate the influence of
technical parameters for laser bending. The material of the sheet is Ti-6Al-4V, its

performance parameter comes from literature [13], and geometry size is

50 � 40 � 0.8 mm.

105.3 The Twist of Sheets During Laser Curve Bending

Figure 105.2 shows how the displacement field of sheets laser curve scanning

distributes. Figure 105.3 shows how the movement of three points demarcated on

sheets varies. It can be seen that the movement of Point 1 on x-direction always

belongs to stretch deformation, and the movement of Point 3 on x-direction always

belongs to compression deformation. And Point 2 hardly deforms on x-direction,
only when laser beam goes by the region near Point 2 does it generate tiny

deformation. There are different degree y-direction movements on the three points

demarcated. Because the beginning of the laser beam scanning is asymmetric, the y-
direction movement of Point 1 is minor than Point 2 and Point 3.

Point 1

Point 3

Point 2Laser beam

Curve scanning

Restrained end

x

yz
Fig. 105.1 Sketch of laser

scanning scheme
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105.3.1 Laser Power

Figure 105.4 shows how the laser power influences the twist of sheets. It can be seen

that with the increasing of the laser power, the x-direction movement and y-
direction movement of sheets increase. The main reason is that the thermal expan-

sion increases when the input energy increases.

105.3.2 Spot Diameter

Figure 105.5 shows how the spot diameter influences the twist of sheets. It can be

seen that with the increasing of the spot diameter, the x-direction movement of
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Fig. 105.2 Displacement of laser curve scanning at t ¼ 0.6 s. (a) Displacement of x (b) Dis-

placement of y
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sheets decreases, while there is no significant change about y-direction movement

of sheets. It can explain that y-direction movement of sheets is not sensitive to the

spot diameter changes.

105.3.3 Scanning Speed

Figure 105.6 shows how the scanning speed influences the twist of sheets. It can be

seen that with the increasing of the scanning speed, both the x-direction movement

and the y-direction movement of sheets increase at first then decrease. When other

progress parameters are certain, there is some scanning speed, which makes the x-
direction movement and y-direction movement of sheets maximum.
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105.3.4 The Curvature of Scanning Paths

Figure 105.7 shows how the curvature of scanning paths influences the twist of

sheets. It can be seen that with the increasing of the curvature of scanning paths, the

x-direction movement of sheets decreases at first then increase, while the y-direc-
tion movement of sheets decreases at first then does not change significantly.

105.3.5 The Distance Between Scanning Paths and Free End

Figure 105.8 shows how the distance between scanning paths and free end influ-

ences the twist of sheets. It can be seen that with the increasing of the distance
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between scanning paths and free end, the x-direction movement of sheets decreases

at first then increase, while the y-direction movement of sheets decreases.

The laser power, the spot diameter, and the scanning speed are energy factors,

and the increase of input energy leads to increasing in thermal expansion of sheets.

The curvature of scanning paths has influence on the input energy and the size of

heat-affected zone. The distance between scanning paths and free end has influence

on the effect of the material between scanning line and free end on stiff constraint of

heating zone.

105.4 Conclusion

1. Based upon the three-dimensional elastoplastic thermomechanical coupled finite

element model of laser bending for Ti-6Al-4V plates, the bending properties of

sheet metal with different processing parameters were simulated.

2. This study analyzed how the different processing parameters influence the twist

of sheets. The increase of laser input energy would lead to an increase in thermal

expansion of sheets, and the curvature of scanning paths can influence both the

input of energy and the size of heat-affected zone, while the distance between

scanning paths and free end can influence the effect of the material between

scanning line and free end on stiff constraint of heating zone.
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Chapter 106

Voltage Transient Stability Analysis

by Changing the Control Modes

of the Wind Generator

Yu Shao, Feng Shi, and Xiang Li

Abstract The chapter studies voltage transient stability when the wind generator

changes its control modes. The chapter studies the influence caused by connection

with wind farms based on simulation and makes comparison between different

control modes, then gives the conclusion. The chapter takes the real grid model and

the result of the study has some means to the relative study.

106.1 Introduction

Problems on voltage stability have the direct bearing on the safe operation of the

grid, and it hopes that the wind turbine itself could regulate the reactive power.

Most studies are always using ideal models. The chapter used the real model of a

regional grid to simulate transient stability under two control modes, which had

great persuasion to the study of the modern grid.

The structure of the chapter is as follows: The classification of the control modes

is described in Sect. 106.2. Section 106.3 presents the problem of voltage stability

with the connection of wind farms. Section 106.4 presents the simulation.

Section 106.5 concludes the whole chapter.

106.2 Classification of the Control Modes

The chapter compared the two control modes, such as the power factor constant mode

and voltage constant mode. The characteristic of the power factor constant mode is

that wind turbine follows the change of the power in transient process, regulating the
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relative power to keep the power factor constant. The characteristic of voltage

constant mode is that wind turbine follows the change of the voltage in transient

process, regulating the relative power to keep the power factor constant [1].

106.3 Voltage Stability with the Connection of Wind Farms

106.3.1 Capacity Effect of Wind Farms

The combination of the large and small wind farms takes different problems. There

are two circumstances. One is that a large wind farm connects with EHV grid and

the other is that several small wind farms connect with grid intensively. Small wind

farm would affect the grid in several parts. Large wind farm would induce voltage

vibration in the grid sometimes [2].

106.3.2 Influence Caused by Characteristics of Wind Farm

1. Type of wind turbine. The types of wind turbine widely used in the grid are

constant speed turbine based on asynchronous motor and turbine based on DFIG

(Double-Fed Induction Generator).

2. Pneumatic power control technology. The technology mainly includes fixed

pitch control, non-fixed pitch control, and active stall control. Pitch angle control

technology could strengthen voltage stability in a fault.

3. Level penetration. It means the proportion of the whole wind capacity connected

to the grid with the load. High level means large capacity of wind was connected

to the grid and the proportion of conventional generators was low [3].

106.3.3 The Influence Caused by Reactive Power
Compensator

The asynchronous motor needs more reactive power when it is on operation and

reactive power compensator is needed to be installed. The control of condenser

bank is discrete and the need of reactive power raised by the change of active power

on every compensator stage still be provided by the grid. Switches of condenser

bank would cause jumps of voltage. Besides, the characteristics of condenser bank

cut lots of reactive power when the voltage depressed, which made the need of

reactive power raise in wind farm and worsen the voltage to collapse.
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106.4 Simulation

106.4.1 Models of DFIG

Dynamic models of DFIG are composed of generator model, rotation control

model, and reactive power model. The voltage equation based on d, q axes is

shown in formula Eq. (106.1) [4]:

Uds ¼ pΨds �Ψqs þ rsIds
Uqs ¼ pΨqs þΨds þ rsIqs
Udr ¼ pΨdr � sΨqr þ rrIdr
Uqr ¼ pΨqr þ sΨdr þ rrIqr

8>><
>>:

ð106:1Þ

In equations, Uds, Uqs are voltage on stator and Udr, Uqr are voltage on rotor. Ids,
Iqs are current on stator and Idr, Iqr are current on rotor. Ψds, Ψqs are magnetic

linkage on stator andΨdr, Ψqr are magnetic linkage on rotor. p ¼ d/dt is differential
operator. Let pΨds ¼ pΨqs ¼ 0, rs ¼ 0; the dynamic equation is

Uds

Uqs

Udr

Uqr

2
664

3
775 ¼

0 �Xss 0 �xm
Xss 0 xm 0

pxm �sxm rr þ pXrr �sXrr

sxm pxm sXrr rr þ pXrr

2
664

3
775

Ids
Iqs
Idr
Iqr

2
664

3
775 ð106:2Þ

Represent the dynamic equation on axes d and q:

dE,
d

dt
¼ � xm

Xrr
Uqr þ sE,

q �
1

T ,
d0

E,
d þ Xss � x,ð ÞIqs

� �
dE,

q

dt
¼ � xm

Xrr
Udr þ sE,

d �
1

T,
d0

E,
q þ Xss � x,ð ÞIds

h i

8>>><
>>>:

ð106:3Þ

E,
d ¼ x, Iqs

_Us

�� ��� E,
q ¼ x, Ids

�
ð106:4Þ

Under the influence of magnetic field on stator, Uds ¼ 0 and Me are decided by

voltage and current on stator: Me ¼ _Us

�� ��Iqs. And _Us

�� �� represents amplitude of

voltage.

The regulations of reactive power output are realized by current of axes d and q

on rotor, called vector control. Current on rotor is regulated by Udr and Uqr. In order

to get the relation between voltage and magnetic linkage on rotor, equations of them

are shown [5]:
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Udr ¼ pΨdr � sΨqr þ rrIdr
Uqr ¼ pΨqr þ sΨdr þ rrIqr

�
ð106:5Þ

Ψ dr ¼ XrrIdr þ xmIds
Ψ qr ¼ XrrIqr þ xmIqs

�
ð106:6Þ

When X, ¼ xrr � x2m
Xss
:

Udr ¼ rr þ X,pð ÞIdr � sX, Iqr

Uqr ¼ rr þ X,pð ÞIqr þ sX, Idr þ rrIqr þ sxm
Xss

_Us

�� ��
8<
: ð106:7Þ

Equation (7) is an electromagnetic transient equation. And the dynamic equation

of rotor is ds
dt ¼ 1

TJ
Mm �Með Þ. s is slip of generator. TJ is inertia time constant of

rotor. Mm is machine torque. Me is electromagnetic torque.

Electromagnetic transient equation showed that rotate speed could be changed

by regulating electromagnetic torque. The control system could regulate the reac-

tive power according to the aforementioned. The article used BPA software, and

typical parameters of GE1.5MW were used in the simulation.

106.4.2 Simulation Under Different Control Modes

A small wind farm was connected to a 220 kV grid. The capacity of wind farm was

90 MW. The capacity per turbine was 1.5 MW. The wind farm was connected by a

single line. A one-phase short-circuit fault happened on a 220 kV line in the grid.

The fault happened at the 10th cycle; breakers at both ends of the line acted at the

16th cycle and reclosed at the 56th cycle successfully. Voltage of connection point

and turbine are shown in Figs. 106.1 and 106.2. The reactive power of turbine is

shown in Fig. 106.3. The red line represents for constant power factor control and

the purple one represents for constant voltage control.

According to Figs. 106.1, 106.2, and 106.3, voltage of the grid could recover

under two kinds of control. Differences are as follows: (1) For voltage of connec-

tion point and turbine, constant voltage control could make the level of voltage

higher. (2) For reactive power of turbine, constant voltage control distributed more

to the voltage by letting turbine made more reactive power output. In sum, constant

voltage control is more positive to the voltage stability.

Reactive power made by turbines is far less than the shortage of the grid, and the

reactive power made by automatic field forcing is 0.6 Mvar without other compen-

sators, which distributes less to the grid voltage. So in process of a fault, automatic
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field forcing could not improve voltage of connection point and turbine obviously,

and low voltage protection would cut turbines, which could cause vibration of

the grid.

Installation of SVC could improve voltage transient stability. There would be a

same simulation with the wind-farm-installed SVC, checking the effects of SVC.

With the installation of SVC, the simulation waves are shown in Figs. 106.4, 106.5,

106.6, and 106.7. The red line represents for constant power factor control and the

purple one represents for constant voltage control.

Fig. 106.1 Voltage

of connection point

Fig. 106.2 Voltage

of the turbine
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According to Figs. 106.4, 106.5, 106.6, and 106.7 and Tables 106.1 and 106.2,

voltage of connection point and turbine is same under two types of control with

SVC. The reason is that the reactive power generated by turbines is 0.3 Mvar, which

is far less than 23 Mvar generated by SVC, and the recovery of voltage is mainly

determined by SVC. When constant voltage control is used, the level of voltage is

higher after recovering from the fault. Besides, time of voltage under 0.9 p.u is short

and reduces the probability of cutting turbines.

Fig. 106.3 Reactive power

of turbine

Fig. 106.4 Voltage

of connection point
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106.5 Conclusion

With the study on voltage transient stability, by changing the control modes of the

wind generator, it gives the following conclusions: (1) In comparison with constant

power factor control, wind farm with constant voltage control is positive to the

voltage stability of the grid. (2) The installation of SVC could improve voltage

transient stability effectively and the simulation of two control types is the same.

Fig. 106.5 Voltage

of the turbine

Fig. 106.6 Reactive power

of turbine
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Fig. 106.7 Reactive power

of SVC

Table 106.1 Voltage of the turbine

Control mode

The original The minimum The stable

Without

SVC

With

SVC

Without

SVC

With

SVC

Without

SVC

With

SVC

Constant voltage control 0.985 0.985 0.868 0.868 0.986 0.985

Constant power factor

control

0.985 0.985 0.868 0.868 0.985 0.984

Table 106.2 Voltage of connection point

Control mode

The original The minimum The stable

Without

SVC

With

SVC

Without

SVC

With

SVC

Without

SVC

With

SVC

Constant voltage control 1.022 1.022 0.89 0.89 1.023 1.022

Constant power factor

control

1.022 1.022 0.89 0.89 1.019 1.02
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Chapter 107

The Generator Stator Fault Analysis

Based on the Multi-loop Theory

Yu Shao, Feng Shi, and Xiang Li

Abstract Interturn short circuit is a common kind of fault in generator. The chapter

takes multi-loop theory to analyze the theory of fault on generator stator and puts

the math model of the generator. Changes of main parameters are analyzed sepa-

rately when fault happens. According to the result, the chapter analyzes the

influence on the main parameters caused by the fault of generator stator and

summarizes the factors of parameter changes.

107.1 Introduction

Synchronous generators are the main force in thermal power generation, which are

the most important in power system. The condition of synchronous generators

decides the stability of the power system directly. The monitoring system of

generators comprises local thermal insulation monitoring apparatus, partial dis-

charge monitoring apparatus, palladium barrier leak detectors [1], etc.

In order to ensure the accuracy of operation parameters, the math models are

used. For the reason that the magnetic field of generator is whirling in space and the

structure of stator and rotor is very huge and the convert between magnetic energy

and electric energy is abstract, it is possible to use the math model to study, which

makes online monitoring meaningful [1].

The common inner faults are unsymmetrical faults, such as single-phase earth

fault and phase-to-phase fault. When a fault happens, the harmonic rate is high in

three phases, which can generate a different rotate speed and rotate orientation of

the magnetic field. The winding EMF caused by unsymmetrical current is also

confused. These are all marked features of inner faults of synchronous generators,

which need an exact math model to deal with.
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The structure of the chapter is as follows. The math models of inner faults in

synchronous generators are described in Sect. 107.2. Section 107.3 presents the

multi-loop theory. Section 107.4 presents equations of voltage and magnetic link-

age. Section 107.5 presents simulation and analysis. Section 107.6 concludes the

whole chapter.

107.2 Math Models of Inner Faults

Interturn short circuit, interphase short circuit, and open-phase short circuit are the

main faults of synchronous generators. When faults are analyzed, current and

voltage are set to be status-variable.

Math models are set to describe inner faults of stator windings based on multi-

loop theory, analyzing the connections between stators and rotors. Multi-loop

theory helps make voltage equations and magnetic linkage equations. Models of

transformer and grid are made according to reality [2].

107.3 The Multi-loop Theory

The multi-loop theory makes winding to be a study unit, which breaks the ideal law

that themotor seems to be the ideal onewhen analyzing inner faults of stator winding.

Stator windings are seen as one-phase winding of three-phase winding, and rotor

windings are dealt with in non-salient pole machine or salient pole machine. Wind-

ings are seen as an independent unit to be used in making magnetic equations.

In the procession of analysis, the motor is seen as many mutual sportive circuits.

When the theory is used to study winding faults, influences caused by harmonic

magnetic fields should be taken into account, so does the space structure of stator

winding, connection shapes, etc. [3].

107.4 Equations of Voltage and Magnetic Linkage

107.4.1 Branch Equations

Any branch equations of voltage and magnetic linkage can be made according to

multi-loop theory, such as branch Q:

uQ¼ pYQ�rQ iQ

YQ ¼ -
XN1

S¼1

MQS iS þ
Xd
i¼1

X2P
g¼1

MQgi igiþMQf if

8><
>: ð107:1Þ
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In formula (107.1), uQ, iQ, YQ, rQ represent for voltage, current, magnetic

linkage, and resistance of branch Q in the stator, respectively.

iS, igi, if represent for current of branch S in the stator, current of damping

branch “i” in pole “g,” and field current of generator. MQS, MQ gi, MQ f represent

for the mutual inductors. N1 represents for the number of branches in stator. d

represents for the number of resistance branches, and P the number of poles. p is

differential operator. Q¼1,2,. . .. . . N1.

If there are no interturn faults of stator branches and voltage of three phases is

uA, uB, uC, uQ would meet the relation that [4]

uQ ¼
uA Q ¼ 1, 2, � � �, a
uB Q ¼ aþ 1, aþ 2, � � �, 2a
uC Q ¼ 2aþ 1, 2aþ 2, � � �, 3a

8<
: ð107:2Þ

When there is an interturn fault in the “i” branch of phase A in stator, the

expression of uQ is shown next:

uQ ¼

uA Q ¼ 1, 2, � � �, i� 1, iþ 1, � � �, a
uB Q ¼ aþ 1, aþ 2, � � �, 2a
uC Q ¼ 2aþ 1, 2aþ 2, � � �, 3a
uA � uk Q ¼ i

uj Q ¼ 3aþ 1

uk � uj Q ¼ 3aþ 2

8>>>>>><
>>>>>>:

ð107:3Þ

107.4.2 Loop Equations

According to the above, the “i” loop equation of “g” pole is shown in formula

(107.4):

0 ¼ pΨ gi þ rgi igi � rC ig, i�1 þ ig, iþ1

� �

Ψgi ¼ �
XN1

S¼1

Mgi,S iS þ
Xd
j¼1

X2P
k¼1

Mgi, jk ijk þMgi f if

8><
>: ð107:4Þ

In formula (107.4), igi, Ψgi, rgi represent for voltage, current, magnetic linkage,

and resistance of loop “i” in pole “i,” respectively.
ig,i � 1, ig,i + 1, rC represent for voltage, current of loop “i-1,” and loop “i+1” in

pole “g,” respectively. Mgi,S, Mgi,jk, Mgi f represent for mutual inductors between

the resistance loop and other branches. And i¼1, ig,i � 1 ¼ ig � 1,d, i¼d, ig,
i + 1 ¼ ig + 1,1.
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107.4.3 Equations of Field Winding

According to the forward direction in Fig. 107.1, equations of voltage and magnetic

linkage in field winding are shown in formula (107.5):

uf ¼ pΨf þ rf if

Ψf ¼ �
XN1

S¼1

Mf S iS þ
Xd
i¼1

X2P
g¼1

Mf gi igi þ Lf if

8><
>: ð107:5Þ

In formula (107.5), Ψf, rf, uf, if represent for magnetic linkage, resistance,

voltage, and current of field winding, respectively. igi, iS represent for current of

the loop “i” and stator winding “s” in pole “g.” MfS, Mf gi, Lf represent for mutual

inductance and self-inductance of field windings [5].

107.5 Simulation and Analysis

The inner interturn faults of stators are familiar in normal operation, especially in

synchronous generators with large capacity. The windings of synchronous genera-

tors with large capacity are in the same channel, which increase the probability of

interturn faults.

In can be seen that the analysis of reason and theory of interturn faults has great

value, which proves the matter to seek the discipline of the interturn faults. The

simulation used PSCAD software to make models of generator and simple grid,

simulating the operation of full-load generation. The simulation focused on

one-winding and two-winding faults and looked for the discipline of faults through

interturn faults. A 10 kW generator model was used in the simulation, which was

made of PMVR, field system, etc.

ω

Kd

q

Fig. 107.1 Forward

direction of current in stator

and rotor
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107.5.1 Simulation of Interturn Faults in Stator
on Full-Load Generator

The chapter uses the typical parameters of generator in PSCAD. And parameters

are shown in Table 107.1.

The model of magnetic field was the IEEE-1968 model, which could represent

the typical generator. The full-load operation means generator operates with rated

load, which is the most familiar working condition.

One of the features when the full-load generator is on operation is that the

current is heavy. The long-time operation of full-load generator has great harm to

the isolate winding, which makes it meaningful to study interturn faults under the

condition when the generation is full load.

107.5.2 One-Winding Fault of Phase A on Stator

When one-winding short circuit happens on phase A of the generator, the simula-

tion occurs, as shown in Figs. 107.2 and 107.3.

As shown in Figs. 107.2 to 107.3, current of three phases is heavier when the

generator is on normal operation.

There would be an obvious change when a fault happens. On the contrary, field

current has an obvious change and the amplitude is about 0.1 A, for which the field

current is chosen to be the criterion of faults.

107.5.3 Two-Winding Fault of Phase A on Stator

When two-winding short circuit happens on phase A of the generator, the simula-

tion occurs, as shown in Figs. 107.4 and 107.5.

Table 107.1 Parameters of generator

Parameters Range

Kinetic energy of generator EWMS > 0

Original active power (pu) 0 � P � 1.0

Original reactive power (pu) 0 � Q � 1.0

Active power on a node (pu) ΣP ¼ 1.0

Reactive power on a node (pu) ΣQ ¼ 1.0

Direct axis transient reactance X,d > 0, Xd > X,d > X,,d

Quadrature axis transient reactance Xq ¼ X,q > X,,q(T,q0 ¼ 0)

Damping reactor XL � X,,d
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Fig. 107.2 Current wave

of three phases when

one-winding short circuit

happens

Fig. 107.3 Field current

wave when one-winding

short circuit happens

Fig. 107.4 Current wave

of three phases when

two-winding short circuit

happens



As shown in Figs. 107.4 to 107.5, current of three phases are heavier when the

generator is on two-winding short circuit. The change of field current is obvious and

the amplitude is about 0.4 A.

107.6 Conclusion

The chapter used PSCAD software to prove multi-loop theory could be used to

study inner faults of motors, checking the validity that current variation and voltage

variation of stator could be used to analyze the stator faults.

The math models of stator windings are with commonality when used to analyze

faults, which are adapted to be used in analysis of non-salient pole machine and

salient pole machine. The whole simulation has some meanings to the analyzation

of real motor faults.
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Fig. 107.5 Field current

wave when two-winding

short circuit happens
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Chapter 108

An Improved Edge Flag Algorithm

Suitable for Hardware Implementation

Lixiang Wang and Tiejun Xiao

Abstract The traditional edge marking algorithm cannot fill the elongated polygon

and a polygon with local points correctly. After doing a lot of research and analysis

about polygon fill algorithms, this paper presents a new improved algorithm, which

is suitable for hardware implementation, to meet the need for high-quality graphic

display in the embedded system. The new algorithm makes full use of the charac-

teristic that the local point or elongated point is accessed repeatedly when it meets

local points and elongated points. We can define a measurement variable named

FLAG, which is used to mark the boundary point of the polygon. The flag of the

present point will add one when it is accessed. This method can conveniently and

simply distinguish singular points and elongated points from ordinary points.

What’s more, the improved algorithm solves the previously mentioned problems

effectively. In the new algorithm, we only use the addition operation so it is easy to

be implemented by the hardware.

108.1 Introduction

With the wide application of embedded systems, polygon filling has been exten-

sively used in the field of embedded systems gradually. The traditional display of

the embedded graphics depended largely on the microprocessor. However, to

satisfy the high-quality and high-efficiency requirements, using only software to

do the complex process of polygon filling has become a bottleneck in the graphics

display, so it is a feasible scheme to meet the high demand with the hardware. The

problem of polygon filling [1] is one of the basic issues in computer graphics.

Polygon fill algorithm mainly includes edge marking algorithm [2, 3], scan line fill

algorithm [4], and seed fill algorithm. For the seed fill algorithm [5], it has to call
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stack time and time again, so the efficiency of the filling is reduced greatly. For the

scan line fill algorithm, it has to build edge tables and rank them when filling the

polygon, so the efficiency is also restricted. When scan line fill algorithm and edge

marking algorithm are implemented in software, their efficiency is quite good;

however, the edge marking algorithm doesn’t need to build edge tables and

maintain them, so its efficiency is greater by one to two orders of magnitude than

that of the scan line fill algorithm. But the traditional edge marking algorithm will

not fill normally when the polygon has elongated points and singular points. So a lot

of papers have already been submitted to provide many solutions to improve it, such

as Xiaohua Wang who proposed an improved edge marking algorithm in 2004 that

successfully resolved the problem of the singular points. Unfortunately the intro-

duction of the edge table, which is used in the scan line fill algorithm, made the data

structure complex. Guodong Ye [6] presented a designed edge marking algorithm

aiming at elongated polygon, but the efficiency of this algorithm isn’t high while

using the operation of intersection. This paper presents an improved algorithm that

uses a measurement variable as the flag of boundary, whose initial value is 0. In the

process of rasterizing the boundary, the flag of the current point will add one when it

is accessed. The method distinguishes the normal boundary points from singular

points and elongated points is very easy and it not only keeps the advantage of the

traditional edge marking algorithm but also solves the anomalies when filling the

special point effectively.

108.2 The Traditional Edge Marking Algorithm

The traditional edge marking algorithm is very easy to be understood as follows:

first, marking the boundary and, second, filling the polygon, pixel by pixel in

accordance with the order from the left point to the right for each scanning line

intersecting with the boundary of the polygon. It is judged whether the pixel point is

in the interior of the polygon or not. If the pixel point is in the interior of the

polygon, fill it with filling color; otherwise, fill it with background color. But an

abnormal phenomenon will appear when the polygon has local points and elongated

points. In this process, a Boolean variable INSIDER marks whether the point is in

the polygon or not. If the initial value of the INSIDER is FALSE, then the value of

the INSIDER will be negated when the scanning line encounters the boundary

point, and if the value of the INSIDER is TRUE, then the color of the point is set

with filling color.

108.2.1 Singular Point

The general method to judge whether a local point is a singular point is as follows:

assuming an intersecting point of A, if the two sides of another vertex are located on
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the same side of the intersection of A, the intersection is a singular point. Otherwise,

it isn’t a local point. In Fig. 108.1, point A is a singular point; when the scanning

line encounters point A, the value of the INSIDER is TRUE, and then the pixels

after point A will be filled, resulting in abnormal filling. Such a polygon (10, 10),

(50, 120), (90, 10), (50, 70) which has local points and is filled by traditional edge

marking algorithm is shown in Fig. 108.2. And so, we make mistake for it strongly.

108.2.2 Elongated Point

The problem of the elongated polygon is that when the slope of the two edges of the

polygon is so close, the polygonal area is too thin and narrow to fit in this region at

any point. In Fig. 108.1, point B is an elongated point. Then the pixels will be filled

after point B, resulting in abnormal filling. Such an elongated polygon (50, 25),

(50, 225), (90, 225), (90, 125), (55, 125) is shown in Fig. 108.3. The points near the

highest point of the polygon should not be filled, but they are filled by traditional

edge marking algorithm. Obviously, we also make mistake for it.

Fig. 108.1 The map of the

local point and elongated

points

Fig. 108.2 Filling of local

point in polygon
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108.3 The Improved Edge Marking Algorithm

and Flow Diagram

Based on the above descriptive analysis, the improved edge marking algorithm is

explained in this section. The reason of the abnormal filling phenomenon is that the

traditional algorithm can’t make the distinction between the ordinary points and the

local points and elongated points. It presents an easy method to distinguish them.

And what’s more, in the system we use a memory to store the flags of the boundary

points.

As shown in Fig. 108.4, the main processes are as follows: Firstly, we can get the

pixels of the polygon. Secondly, when scanning the boundaries of the polygon, we

can get the maximum and minimum values of the transverse and longitudinal

coordinates of the vertices of the polygon; they are defined as xmin, xmax, ymin,

and ymax. Thirdly, in the process of rasterizing, read the flag of the memory, get the

flag of the current point, and add one before storing it again in the memory. So when

we begin to scan the polygon, we must initialize the scanning line-scan_y with

ymin, and scan_y increases by 1 from ymin to ymax. If y is less than y_max, then

set the value of the INSIDER to FALSE and then initialize x with x_min. In the next

step, if the value of the flag is greater than one, then set the color of the point with

filling color and the value of the INSIDER remains unchanged; otherwise, if the

value of the flag of the current pixel is 1, then judge the values of the prior and next

pixels. If both of them are 1, then the value of the INSIDER remains unchanged;

otherwise, invert the value of the INSIDER. If the value of the INSIDER is TRUE,

then set the color of the current pixel with filling color; otherwise, set the color of

the current pixel with background color. Take point A as an example. When the

scanning line encounters A, because the value of flag of A is two, greater than one,

we can set the color of A with filling color and the value of the INSIDER remains

unchanged; the points at the back of A are not filled.

Fig. 108.3 Filling of

elongated polygon
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108.4 Result

The improved algorithm has been verified by the software. The software tool is

VC++ 6.0. The filling effect of the algorithm, which has been improved, is shown in

Figs. 108.5 and 108.6.

From the effect of the polygon filling with improved algorithm, we can see that

the improved algorithm is correct. Take point A as an example. When the scanning

line meets with A and B, as shown in Fig. 108.1, the value of the INSIDER remains

unchanged, so the colors of the point at their back are filled with background color

and their colors are filled with filling color because their flags are greater than 1.

Fig. 108.4 The flow chart

of the improved algorithm
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108.5 Conclusion

The traditional edge marking algorithm is simple and easy to be implemented by

hardware, and it has the advantages of needless to build, keep and order the edge

tables. What we can see from the implementation of this new improved algorithm is

that not only does it avoid the complex data structure called edge table, which is

always used in the scan line fill algorithm, but also it avoids abundant intersection

operation. All of them can take up a lot of CPU time, and in this algorithm, we only

use the addition operation, so a conclusion can be made that this improved algo-

rithm put forward by this paper is suitable for hardware implementation.

Fig. 108.5 Filling of

elongated polygon with

improved algorithm

Fig. 108.6 Filling of local

point in polygon with

improved algorithm
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Chapter 109

A Handheld Controller with Embedded

Real-Time Video Transmission Based

on TCP/IP Protocol

Mingjie Dong, Wusheng Chou, and Yihan Liu

Abstract Cross-platform video transmission is of vital importance in industrial

applications. In this paper, we introduce a method for transmitting video from the

computer with Windows system to the ARM11 board with embedded Linux system

using the Ethernet based on the TCP/IP protocol. The ARM11 board is used as the

server to receive video information using its Qt GUI, while the computer on the

bank is used as the client that receives video information from the remote-operated

underwater vehicle showing with its MFC (Microsoft Foundation Classes) interface

and then sends the video information to the handheld controller. The image gained

from the computer MFC is JPG format, and after coding, the images are transmitted

to the server on the handheld controller continuously. Then the Qt GUI receives the

data and decodes the JPG images before displaying them on the screen. The

transmission is based on TCP/IP protocol and an image parsing protocol made by

us. After testing, the video image can successfully conduct real-time transmission

and can meet the industry application.

109.1 Background Information

The project comes from the national 863 project—miniature underwater subma-

rines. Because of the complex underwater environment of the nuclear power plant,

the ROV (remote operated vehicle) must be controlled on the bank, and the

information of the reactor pool gained by the camera attached to the ROV will be

transmitted to the control box made of an IPC (Industrial Personal Computer) with

Windows operation system on the bank. Considering the big size of the control box,

we need to develop a portable handheld controller which can replace the control

box to a certain extent. The video image information will be transmitted to the
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system box from the camera on the ROV, and then the control box will transmit the

video image information to the handheld controller directly. The latter is just what

we will talk on this paper.

The video transmission is based on the TCP/IP protocol [1]. The control box will

be the client, while the handheld controller will be the server during the video

transmission. The transmission is through Ethernet using network cable, so the

transmission is very fast and can be real time after a certain optimization.

109.2 Introduction of the Hardware Platform

The handheld controller is made of an ARM11 development board with an

S3C6410 platform. The S3C6410, whose CPU can be up to 667 MHz, is a 32-bit

RISC microprocessor which is designed by Samsung to provide a cost-effective,

low-power capabilities and high-performance processor solution for mobile devices

[2]. During the research, a Linux operation system with kernel number 2.6.38 is

transplanted to it. After cross-compiling using arm-Linux-gcc cross-compiler with

version number 4.5.1, the program written on the host machine can run successfully

on the development board [3]. Given its excellent property, the development board

is right for video transmission (Fig. 109.1).

109.3 Software Application Platform Building

The software application platform is composed of two different parts, the software

on the Windows system and the software on the embedded Linux system.

Fig. 109.1 The hardware

platform of the handheld

controller
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109.3.1 Software on the Windows System

The software on the Windows system refers to the platform using MFC built on the

control box with the Windows system. This part shows the video image transmitted

from the camera attached on the ROV. The MFC program uses the SDK functions

of the image capture card to display the images. Meanwhile, it is used as the client

of the network video transmission through socket based on TCP/IP protocol.

109.3.2 Software on the Embedded Linux System

In the ARM11 development board, a Linux system is transplanted with the kernel

version number 2.6.38, and then we successfully setup the cross-compiler

arm-linux-gcc with the version number 4.5.1 on it. With all above settled, we set

up Qt/E (QT embedded) on the development board in order to use its convenient

GUI to decode the JPG image and display the video information on the screen.

Qt/E is an open-source software development kit provided by the software

developer Trolltech, with C++ program language as its development tools.

Qt/Embedded has a lot of simple class libraries and interface modification tools.

Especially, it has unique signals and slots mechanism [4]. It is across platforms and

can be easily transplanted. The simple Qt/E mechanism is showed in Fig. 109.2.

109.4 Application of TCP/IP Protocol

Based on the TCP/IP protocol, we use socket as the application programming

interface. The socket programming is based on the system call of the socket. At

first, we use the function socket () to create a new socket, and then we connect the

socket address with the socket we just created using bind (). In order to build the

socket connection between the client and the server, we should use connect () and

accept () functions. The function connect () is used to build connection, while the

function accept () is used by the server, waiting for the connection request from the

client. Meanwhile, the server uses the function listen () to monitor whether there is a

Fig. 109.2 Qt/E

mechanism structure

diagram
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client request. Once a connection between the client side and the sever side is built

successfully, we can exchange data from the client and the server [5]. The socket’s

working procedure is in Fig. 109.3 [6].

109.4.1 Socket on the Server Side

The server is built on the development board with embedded Linux operation

system using the Qt/E GUI. We use QTcpServer, a Qt class, to build a sever

class. Then, we use the function listen () to monitor the port we set at the beginning

[7]. Because of the high encapsulation of Qt, we can save a lot of trouble. Once the

server side gets the connection request from the client, the server will accept the

request and the Qt function readyread() will be called, and then in our program,

the function dataReceived() written by us will run according to our settled signals

and slots mechanism. The data from the client will be gained successfully.

109.4.2 Socket on the Client Side

On the client side, as we use the MFC in the visual C++6.0 environment, we should

use the Windows socket API to build the socket and build the connection with the

server in the Linux operation system. At first, we use socket (AF_INET,

SOCK_STREAM, 0) [8] to create a new socket based on the TCP/IP protocol.

Then we give the address variables a certain value to make sure the socket address

is connected with the socket we created. Lastly, the client will send a connection

request to the server using the function connect (). When the server accepts the

request, the connection is finished.

Fig. 109.3 The socket’s working procedure
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109.5 Protocol Development of the Video Transmission

For the data to be transmitted in the form of binary, so after capturing the images

information from the camera attached to the ROV, we will change the image format

from JPG to binary streams. In order to get the images streams coded in the client

side and decoded in the server side securely and to accept the whole image streams

in the development board smoothly, we should set up our own video transmission

protocol.

109.5.1 Image Acquisition and Coding on the Client Side

Every time we capture an image, the image will be saved in the form of binary with

a temporary name given by us. Then we make a protocol for the whole image

transmission, using the format”AA:file name*length:EE” in order to identify that

we get a whole image all the times. The file name is the temporary name we give

after an image is captured, while the length is its length of binary form. Using a

while structure loop, the images will be sent to the server continuously.

109.5.2 Image Receiving and Decoding on the Server Side

In the server written by us using Qt GUI, a lot of data will be received. At first, we

estimate whether a set of data the server received is a whole image through the image

transmission protocol we made. If the data meet the format”AA:file name*length:

EE”, the video transmission protocol made by us, we can make sure that the data the

server received is a whole image transmitted from the client, and then the image will

be displayed on the screen. Just as before, using a while structure loop, we decode

and display the images continuously. Because of the fast flow of the continuous

images using network cable and the excellent property of the development board, we

can watch the video information smoothly (Fig. 109.4).

109.6 Experimental Verification

After building the environment on both the Windows system and the embedded

Linux system, we programmed in the client side and the server side, respectively,

based on the video transmission protocol made by us and the TCP/IP protocol. Then

we test the program, and the result is very satisfying. The video information

captured from the client side can be transmitted to the server side on the ARM11

development board smoothly.
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In order to test whether the video transmission is stable and to gain the

transmission speed, we set up the function frame_test() in the Qt GUI. By calling

the Qt class libraries with the function, we find that the transmission is very stable

and the speed can be up to 24 frames per second. It is real time and can meet the

industry application perfectly. The effect picture of the video transmission is shown

in Figs. 109.5 and 109.6.

Fig. 109.4 The video

transmission procedure

Fig. 109.5 The video information running in the client side on the control box
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109.7 Conclusion

Summarily, this paper describes an effective method to transmit video image

information across the different operation system based on the TCP/IP protocol.

The images transmission protocol we made is simple and useful, while the cost of

the whole handheld controller is very low and the video transmission is real time; it

can easily meet the needs of the project.
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Chapter 110

Evaluating the Energy Consumption

of InfiniBand Switch Based on Time Series

Huifeng Wang, Zhanhuai Li, Xiaonan Zhao, Qinlu He, and Jian Sun

Abstract Recently, energy consumption has emerged as a critical factor in

designing storage system. In order to test the energy consumption of InfiniBand

switch (IB switch), we establish an energy consumption model for IB switch and

formulate the test cases. Using the method, you can obtain the energy consumption

of the IB switch scientifically and efficiently. Empirical results illustrate the cor-

rectness of the energy consumption and reflect the distribution laws of the energy

consumption of the IB switch clearly. The scheme can solve the problem of testing

and analyzing the energy consumption of the IB switch efficiently. It has positive

practice significance to reduce the cost of storage system.

110.1 Introduction

With the development of modern information technology, energy consumption

accounts for a significant fraction of cost of data centers. As demonstrated by the

successful emergence of the Green500 list [1], energy consumption has become as

important as performance. Storage subsystems alone represent roughly 10–25 % of

the power consumed by the data center [1]. Energy consumption of storage system

can become a greater problem. So it is very meaningful to study on the energy

consumption in order to reduce the cost of storage system.

In recent years, high-speed communication protocols and their supporting hard-

ware have emerged, which can provide very low latency and very high bandwidth.

As a result, they have become increasingly popular in the areas of high-

performance computing (HPC) and enterprise computing where communication

is critical to application performance [2]. InfiniBand switch (IB switch) is one of the
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central devices, which is capable to interconnect a large amount of nodes (large port

count). The entire data transfer between servers and storage devices through IB

switch. The energy consumption of IB switch is one of the most important sources

the storage system consumes. Calabretta et al. [3] study on the relationship between

energy consumption and latency. Fu et al. [4] propose a novel router architecture to

allow each of its modules to adjust frequency according to traffic loads in order

to gain energy efficiency. Vishwanath et al. [4, 5] explore buffer usage of routers

and develop a buffer adapting algorithm for letting SRAM and DRAM buffers sleep

while not being used.

We can see that the existing studies focus mainly on how to reduce the energy

consumption of the storage system. There is little study on how to test the energy

consumption of switch. This paper provides a solution to test the energy consump-

tion of the IB switch and make a detailed analysis about the test results. Everyone

can use the solution to obtain the distribution of the energy consumption of the IB

switch. The test scheme we designed makes the test case ordered. The former test is

the condition of the latter test case. The order not only can finish the test the energy

consumption of the IB switch but also can make the test data easily and scientif-

ically. The research on energy consumption of InfiniBand switch has positive

practice significance on the construction of storage system. In order to describe

easily, we abbreviate the InfiniBand switch as IB switch.

The rest of this paper is organized as follows. In Sect. 110.2, we introduce the

test content and test methodology. In Sect. 110.3, we describe our test environment

and make a detailed analysis on the experiment data of energy consumption of IB

switch. We conclude and describe our future work in Sect. 110.4.

110.2 Methodology

In this section, we mainly introduce test contents and present the methodology we

use. The paper mainly discusses the energy consumption distribution of the IB

switch and investigates whether the workload on servers can make some effect on

the energy consumption of IB switch. In order to collect the data correctly, we

design a brief solution to test the energy consumption of the IB switch.

110.2.1 Test Topology Graph

We briefly introduce the topology graph about connection between the devices.

Figure 110.1 shows that servers connect to the IB switch through IB line and the

power the IB switch uses must pass the power analysis tool to provide power supply

for IB switch. The power analysis tool has three ports to connect with other devices.

The first port of the power analysis tool ties to power supply. The second port is

connected to the terminal pc which is used to collect data of the energy consump-

tion. The third port ties to the IB switch.
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110.2.2 Energy Consumption Model

In order to make a quantitative analysis, we establish an energy consumption model

for IB switch, which relates to the construction and working process of the IB

switch. It describes as follows:

Esw ¼ Ebase þ Eworkload þ
X

Eport ð110:1Þ

The energy consumption of IB switch derives from three parts, which are the

base energy consumption, the energy consumption of transferring data, and the

energy consumption of IB cards. The three parts are described as Ebase, Eworkload,

and ΣEbase, respectively.

Although the model roughly describes the distribution of the energy consump-

tion of IB switch, we need to study the proportion of every part to the total energy

consumption of IB switch. The proportion is very helpful to evaluate the total

energy consumption of IB switch.

110.2.3 Test Case

In order to make the test scientifically and efficiently, we design the test cases as

described in Table 110.1. The design not only can save test time but also can make

the test data more accurate. The former test case is the precondition and the basis of

the latter test case. Using the results of former test case, we can only calculate the

subtraction of the consecutive test cases. It need not test the starting value of every

test case and also can make the change of two consecutive test cases to not too

largely influence the experimental precision.
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Fig. 110.1 The topology

graph of the test system
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We design eight test cases to complete the test task. The test cases are in order. If

you conduct the test cases in order, you can easily obtain the energy consumption of

IB switch and make a detailed analysis.

Test case 1 is the basis test for the energy consumption of IB switch. The method

is to power on the IB switch which is not connecting any IB card. The result of the

test case is the energy consumption of the idle IB switch. Other test cases draw their

conclusions through comparing with the result of the basis energy consumption.

The mission of test case 2 is to test the energy consumption of IB switch in full-

switched. In test case 2, the internal ports transfer data mutually all the time. The

result of the full-switched test reflects the energy consumption of switching data.

In test case 3, we connect 20 IB cards to the IB switch and stop the fully

switching the data. The purpose of this test case is to collect the energy consump-

tion of the IB cards.

Test cases 4–8 are a series of test cases. Its task is to inspect the influence of

workloads of servers to the energy consumption of IB switch. In these five test

cases, we connect some servers to the IB switch through IB cards. These servers are

divided into groups. At any test case, we make any group switch data between two

servers through the IB switch.

Through conducting basis test and full-switched test, we can obtain the energy

consumption of full-switched in the IB switch. We can gain the energy consump-

tion of the IB cards by comparing test case 1 and test case 3. Through conducting

test cases 4–8, we can obtain the discipline about the energy consumption of

workloads to the IB switch.

110.3 Experiment and Analysis

The IB switch we study is used by Inspur Corporation. The switch has 324 ports.

The server connected to the IB switch is the model of AS300N. The test equipment

of energy is Chroma Digital Power Meter 66202. The tool can easily collect power

of the tested object in real time. In order to describe easily, we abbreviate average

power as ap.

Table 110.1 Test cases

Test

case Abbreviation Description

1 Basis test Test the energy consumption of the idle IB switch

2 Full-switched

test

Test the energy consumption of IB switch in full-switched

3 IB cards test Test the energy consumption of the IB cards

4–8 Workloads test Test the influence of workloads of servers to the energy consumption of

IB switch
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As described in Sect. 110.2.3, the energy consumption of IB switch derives from

three parts. We conduct the eight test cases to calculate the Ebase, Eworkload, and

ΣEbase, respectively, to obtain the distribution law of the energy consumption of the

IB switch.

110.3.1 Test Case 1

We power on the IB switch which is not connecting any IB card to test the Ebase.

Figure 110.2 shows the result of test case 1, which is the energy consumption of the

idle IB switch. We get the Esw1 which is the average power of test case 1. It is about

1499.3w. The Esw1 is equal to Ebase. It is very simple but indispensable and very

important because it is the standard basis of the other test cases. Other test cases

draw their conclusions through comparing with the result of the basis energy

consumption.

110.3.2 Test Case 2

The difference between test case 1 and test case 2 is that whether the IB switch is

full-switched or not. We conduct test case 2 with the similar method of test case 1.

The Esw2, which is the ap of test case 2, is about 1757.6w. Based on the energy

consumption model, we can get the largest energy consumption of switching data as

follows:

Esw2 ¼ Ebase þ Eworkload max ð110:2Þ
Eworkload max ¼ Esw2 � Ebase ¼ Esw2 � Esw1 ¼ 258:3w ð110:3Þ

Under normal circumstances the energy consumption is usually smaller than the

value.

Fig. 110.2 The result of

test case 1
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110.3.3 Test Case 3

In test case 3, we connect 20 IB cards to the IB switch. We obtain that the Esw3,

which is the ap of test case 3, is about 1528.6w. So we can get the energy

consumption of each IB card as follows:

Esw3 ¼ Ebase þ
X20
1

Eport ¼ Esw1 þ
X20
1

Eport ð110:4Þ

Eport ¼ Esw3 � Esw1

20
¼ 1:465w ð110:5Þ

We can see that the energy consumption of each IB card is a small proportion of

the total energy consumption of IB switch. However, when we insert all the IB

cards to the IB switch, the energy consumption of IB cards cannot be ignored.

110.3.4 Test Cases 4–8

Figure 110.3 demonstrates the energy consumption of the IB switch when trans-

ferring data between the servers connected to the IB switch. In each experiment we

add a group to transfer data. Each group has four servers and transfers data through

the IB switch. We can find out the ap is a little changeable in the serials of

experiments. The ap is about 1530w. It reflects that the energy consumption of

transferring data is a small proportion of the total energy consumption of IB switch.

In other words, transferring data has little impact on the energy consumption of the

IB switch.

According to the empirical results, we can evaluate the energy consumption of

IB switch. If n IB cards connect to the IB switch, we can obtain the Esw as follows:

Esw ¼ Ebase þ
Xn
1

Eport ¼ 1499:3þ 1:465n ð110:6Þ

Fig. 110.3 The result

of test cases 4–8
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We also can evaluate the largest energy consumption of the IB switch as follows:

Esw ¼ Esw2 þ
X324
1

Eport ¼ 1757:6þ 1:465 � 324 ¼ 2232:26w ð110:7Þ

Using themethod, we also test the IB switch provided by the Chinese Academy of

Science. The energy consumption of the idle IB switch is about 1196.3w. When

inserting six IB cards to the IB switch, the energy consumption grows to 1210w. As

described in Fig. 110.4, when conducting full-switched test case, the ap of the IB

switch is about 1393.03w. Empirical results show the same distribution law of the

energy consumption of the IB switch. So adopting the solution to study on the energy

consumption of IB switch has positive practice significance to reduce the cost of

storage system.

110.4 Conclusion and Future Work

The series of experiments draw generally two conclusions. Firstly, the energy

consumption of IB switch is mainly from three aspects, respectively, the energy

consumption of normal run, the energy consumption of IB cards, and the

energy consumption of communicating between internal ports. Secondly, the

energy consumption of transferring data between servers connected to the IB switch

is a small proportion of the total energy consumption of IB switch.

In the future, we will change the place where the IB ports connect to the IB

switch to observe the law whether the port the server connect to the switch can have

some effect on energy consumption. We plan to collect a long-term data of energy

consumption of IB switch to observe the law of the IB switch energy consumption.

1391.5
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1392.5
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1393.5
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W

Time

W

15:49:10---15:51:39

ap:1393.03w

Fig. 110.4 The result of

energy consumption IB

switch provided by the

Chinese Academy of

Science
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Chapter 111

Real-Time Filtering Method

Based on Neuron Filtering Mechanism

and Its Application on Robot Speed Signals

Wa Gao, Fusheng Zha, Baoyu Song, Mantian Li, Pengfei Wang,

Zhenyu Jiang, and Wei Guo

Abstract In order to implement the real-time filtering and tracking of robot signals

with high efficiency, a novel real-time filtering method based on neuron filtering

mechanism is developed in this paper. By considering the ubiquity of resonance in

mammal and combining the mechanism of neural information processing, the

derived details and the feasible parameter criterion under minimum error variance

condition are given. For illustration, the application on quadruped robot is

discussed. The quadruped robot feet speed signals are processed by developed

real-time filtering method and Kalman filtering algorithm, respectively, and the

computation time of both methods is tested. Experiment results show that the

performance of developed real-time filtering method is better than that of Kalman

filtering algorithm, not only in filtering and tracking performance but also in

filtering speed. The novel real-time filtering method based on neuron filtering

mechanism can effectively implement the real-time filtering and tracking with

regard to robot signals.

111.1 Introduction

Themechanism of biological neuron filtering is being a subject of intense study since

several years. Since the work of Hubel et al. [1], the filtering properties of single

neurons in auditory cortex have been known and attract the interests of professionals

[2, 3]. Recently, it is well known that biological neurons produce temporal filtering

property and exhibit responses to vibration stimuli in neuron [4, 5]. It is a real-time
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information transferring process in mammal. Accordingly, it can inspire us to

develop a novel filtering approach from the physiological standpoint.

Besides, vibration is ubiquitous in mammal and resonance phenomena can be

widely found in vibrations such as the beating of a heart, the conveying of a sound,

and the breathing of mammals [6, 7]. Resonance, which refers to the tendency of a

system to oscillate with greater amplitude at some frequencies than at others, pro-

vides filtering ability by generating vibrations of a specific frequency or picking out

specific frequencies from a complex vibration containing many frequencies [8, 9].

Hence, it is available to probe real-time filtering method starting from vibration.

In this paper, we are interested in developing a real-time filtering method by

using biological neuron filtering mechanism. The paper is organized as follows.

Firstly, the derived details and the feasible parameter criterion under minimum

error variance condition are presented. Secondly, experiments of quadruped robot

feet signals are given, and comparisons between developed real-time filtering

method and Kalman filtering algorithm are discussed. Then, the paper is completed

with some concluding remarks.

111.2 Real-Time Filtering Method Based on Neuron

Filtering Mechanism

111.2.1 Methods

Generally, the single-degree-of-freedom vibration system can be seen as a typical

and basic unit in vibration domain, and its mathematical expression is

f}þ αf 0 þ βf ¼ F ð111:1Þ

where f is the system displacement output, F is the external excitation, and α, β are
the system parameters, respectively. Denote F ¼ βu, Eq. 111.1 can be rewritten as

f}þ αf 0 þ βf � βu ¼ 0 ð111:2Þ

where u represents the system input. We can solve Eq. 111.2 by the following form:

f0 ¼ x

x0 ¼ βu� βf � αx

�
ð111:3Þ

where x represents the system velocity. Equation 111.3 represents the state

function of single-degree-of-freedom vibration system. Define n∈N, and N repre-

sents the set of integers. Denote the sampling instant tn and the sampling interval

Δt ¼ tn�tn�1. When the sampling interval Δt approaches zero, Eq. 111.3 can be

discretized as Eq. 111.4.
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fnþ1¼ xn
xnþ1¼ βun�βf n�αxn

�
ð111:4Þ

Then, we can obtain the numerical solution of Eq. 111.4 as follows:

fnþ1¼ fnþΔf n
xnþ1¼ xnþΔxn

�
ð111:5Þ

where

Δf n¼
�
K1þK2

�
=2

Δxn¼
�
L1þL2

�
=2

�
and

K1¼ xn
K2¼ xnþhL1

L1¼ βun�βf n�αxn
L2¼ 1� αhð ÞL1�βhK1

8>><
>>:

ð111:6Þ

where h > 0 is the step of numerical solution.

Information in neuron is transferred by synapses. The generations of temporal

filters are shown among different synapses, and there exist information exchange

processes while neural information transferring [10, 11]. As referred in ref. [12], we

assume that Eq. 111.5 is a neural information delivery system, Δfn and Δxn are

information segments transferred by different synapses. Hence, Δfn and Δxn shall
exchange to complete the information transferring process. Thus,

fnþ1¼ fnþΔxn
xnþ1¼ xnþΔf n

�
ð111:7Þ

Define

a ¼ �βh2=2
b ¼ h� αh2=2

�
ð111:8Þ

Substituting Eqs. 111.6 and 111.8 into Eq. 111.7 yields

fnþ1¼ 1� βbð Þfnþ a� αbð Þxnþβbun
xnþ1¼ afnþ 1þ bð Þxn�aun

�
ð111:9Þ

Equation 111.9 is the kernel filtering function of developed filtering method.

α, β, a, and b are the parameters. Its derivation mainly depends on the principle

of neuron filtering mechanism, and it is quite different from common filtering

theory.
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111.2.2 Preferences Under Minimum Error Variance
Condition

Considering the filtering process and the observing process, we have

Xnþ1¼ ΦnXnþBnUn

Znþ1¼ Hnþ1Xnþ1þVnþ1

�
ð111:10Þ

Denote

Φ ¼ 1� βb a� αb
a 1þ b

� �
, B ¼ βb

�a

� �
ð111:11Þ

where Xn+1 ¼ [fn+1 xn+1]
T is the state sequence, Zn+1 is the observation sequence,Φ

is the state transfer matrix, H ¼ [1 0] is the observation matrix, and V is the white

noise caused by observation equipment with the expectation E[V] ¼ 0 and the

variance value σ[V] ¼ r. Then, we can obtain the system step prediction equation:

X̂ nþ1,n¼ Φnþ1,nX̂ nþBnþ1,nUn

Ẑ nþ1,n¼ Hnþ1X̂ nþ1, n

�
ð111:12Þ

where X̂ nþ1,n and Ẑ nþ1,n are the step predicted state value and the step observed

value, respectively. Define the observed error as eZ nþ1,n, and eZ nþ1,n¼ Znþ1�; Ẑ nþ1,n.

It can be used to upgrade the step predicted state value X̂ nþ1,n. Thus, we have

X̂ nþ1¼ X̂ nþ1,nþeZ nþ1,n¼ X̂ nþ1,nþGnþ1 Znþ1�Hnþ1X̂ nþ1,n

� � ð111:13Þ

where Gn+1 is the undetermined filtering gain matrix.

According to the linear minimum variance estimation method, the system error

variance matrix function can be defined as follows:

Jnþ1¼ E eX nþ1
eXT

nþ1

h i
ð111:14Þ

where eX nþ1 is the state error, and eX nþ1¼ Xnþ1�X̂ nþ1. Hence,

Jnþ1¼ I� Gnþ1Hnþ1½ �Jnþ1,n I� Gnþ1Hnþ1½ �TþGnþ1Jnþ1G
T
nþ1 ð111:15Þ

where Jn + 1,n ¼ Φn + 1,nJnΦT
nþ1;n is the step error variance matrix.

Minimizing the system error variance matrix Jn+1, we can obtain the optimized

gain matrix G ¼ Jn+1H
Tr�1. When the filtering process is stable, the error variance

is constant value, i.e., Jn+1 ¼ J. Thus,
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J ¼ �
I� Jr�1

�
ΦJΦT ð111:16Þ

Substituting Eqs. 111.8 and 111.11 into 111.16, we can yield the feasible

parameter criterion as follows:

2a3h2þ4a2 hþ 1ð Þ þ 2ah2 hþ 2ð Þ þ h4 ¼ 0 ð111:17Þ

where h is the step of numerical solution. The relationship between parameter a and

h can be seen clearly in Fig. 111.1a. According to the value of h, the acceptable

parameter combinations under minimum error variance condition can be obtained

by Eqs. 111.8 and 111.17, and h depends on different scenarios.

The data in Table 111.1 is one of the feasible parameter combinations which

meet Eqs. 111.8 and 111.17, and the corresponding amplitude-frequency figure is

shown in Fig. 111.1b. The parameter combination is selected by the motion

properties of quadruped robot, and the details will be given in later section. Then,

the above-proposed real-time filtering method (consists of Eqs. 111.8, 111.9, and

111.17) will be substantially testified.

111.3 Experiments

To validate the developed real-time filtering method, we compare it with the

Kalman filtering algorithm by using speed signals of quadruped robot feet which

are sampled by accelerometers. And then, we test the computation time of both

methods in LPC2148.
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Fig. 111.1 (a) The relationship between parameter a and h. h is the step of numerical method. (b)

The amplitude-frequency figure of developed real-time filtering method when the parameter

combination is selected as Table 111.1

Table 111.1 The parameter

combination
a b α β

�0.002 0.003 10 350
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The measured quadruped robot feet speed signals are shown by different color

lines in Fig. 111.2a. The sampling points are 20,000, and the sampling frequency is

200 Hz. The interference noises caused by robot natural vibration and signal

mensuration process can be seen clearly from local enlarge figures, and the fre-

quencies of interference noises are uncertain. Towards the sampled quadruped

robot feet speed signals, the useful signals generated by the motion of quadruped

robot feet are quite small, and the frequencies are less than 10 Hz due to the

dynamic balance and self-weight of quadruped robot. It is an extreme narrow

band-pass width of frequency. Hence, in order to acquire the useful signals and

track accurately, h is demanded to select a small value. Here we choose h ¼ 0.1.

The corresponding parameter combination obtain by Eqs. 111.8 and 111.17 is listed

in Table 111.1, and the amplitude-frequency figure is shown in Fig. 111.1b.

For the motor behaviors of robot feet are similar, we take one foot as an example.

The filtering comparisons are shown in Fig. 111.2b. The black, the red, and the blue

represent the measured robot foot speed signal, the filtering result of developed

real-time filtering method, and the filtering result of Kalman filtering algorithm,

respectively. Obviously, the filtering and tracking performance of developed real-

time filtering method is better than that of Kalman filtering algorithm, and the wave

form of filtered signal is much smoother. It indicates that the developed real-time

filtering method implements filtering and tracking functions at the same time, while

the Kalman filtering algorithm tends to track.

We also compare the computation time of two filtering methods in LPC2148

whose main frequency is 60 MHz. For 5,000 sampling points, the comparison result

is shown in Table 111.2. It indicates that the computation time of developed real-

time filtering method is about 3 times than that of Kalman algorithm under the same

condition.
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Fig. 111.2 (a) The sampled quadruped robot feet speed signals. Different color lines represent

different robot feet. Figures on the right show local enlarge parts of the left figure. (b) The

comparisons between the developed real-time filtering method and the Kalman filtering algorithm.

The black, the blue, and the red represent the measured speed signal, the filtering result of Kalman

filtering algorithm, and the filtering result of developed real-time filtering method, respectively.

Figures on the right show local enlarge parts of the left figure
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From Fig. 111.2 and Table 111.2, the real-time filtering method based on neuron

filtering mechanism, which shows better performance than Kalman filtering algo-

rithm towards robot signals, meets higher real-time and better tracking and filtering

requirements.

111.4 Conclusion

A real-time filtering method based on neuron filtering mechanism was proposed and

applied to quadruped robot speed signals. Filtering function and preferences under

minimum error variance condition are given, and the filtering and tracking perfor-

mance are discussed compared with Kalman filtering algorithm. Besides, the

computation time of the two methods are measured in LPC2148, and the results

show that the filtering speed of developed real-time filtering method is several times

faster than that of Kalman filtering algorithm.
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Chapter 112

Multiple-View Spectral Embedded

Clustering Using a Co-training Approach

Hong Tao, Chenping Hou, and Dongyun Yi

Abstract It is a challenging task to integrate multi-view representations, each of

which is of high dimension to improve the clustering performance. In this paper, we

aim to improve the clustering performance of spectral clustering method when the

manifold for high-dimensional data is not well defined in the multiple-view setting.

We abstract the discriminative information on each view by spectral embedded

clustering which performs well on high-dimensional data without a clear

low-dimensional manifold structure. We bootstrap the clusterings of different

views using discriminative information from one another. We derive a co-training

algorithm to obtain a most informative clustering by iteratively modifying the

affinity graph used for one view using the discriminative information from the

other views. The approach is based on the assumption that the clustering from one

view should agree with the clustering from another view. Comprehensive experi-

ments on four real-world multiple-view high-dimensional datasets are presented to

demonstrate the effectiveness of the proposed approach.

112.1 Introduction

In many important data mining applications, an instance may have multiple repre-

sentations (views) from different feature spaces [1]. For example, a document can

be translated to multiple languages, an Internet webpage can be represented as

page-text as well as the hyperlinks pointing to it [2]. The phenomenal impact of

multiple-view data in many applications has raised interest in the so-called multi-

ple-view learning. Although each single view of the data might be sufficient for a

given learning task, the complementary information of different views is ignored by

learning from each view separately. So the main challenge of multiple-view
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learning is to develop algorithms that can integrate complementary information of

different views to improve the learning performance [3].

Co-training is the first algorithm to deal with multi-view data. It assumes each

view of the data is sufficient for learning and the two views are conditionally

independent. In the original co-training algorithm, a separate classifier for each

view is learned using any labeled examples. The most confident predictions of each

classifier on the unlabeled data are then used to iteratively construct additional

labeled training data. This process should slowly drive the two classifiers to agree

with each other on labels [1].

In this paper, we focus on multi-view clustering particularly in multi-view

spectral clustering (SC). The available literature for this topic is growing with

encouraging results [4–7]. However, the success of traditional SC methods is

largely dependent on the manifold assumption, and this assumption does not always

hold on high-dimensional data. When the data do not exhibit a clear

low-dimensional manifold structure (e.g., high-dimensional and sparse data), the

clustering performance of SC degrades. The spectral embedded clustering (SEC)

[8] solves this problem in the single-view setting, but little work takes this issue into

consideration in the multiple-view setting.

We propose a new approach named co-trained multi-view spectral embedded

clustering (CoSEC) to solve the problem mentioned above. We assume that the

clustering from one view should agree with the clustering from the other view and

bootstrap the clusterings of different views using information from one another by

co-training. In particular, we use the cluster assignment matrix obtained by the SEC

algorithm on one view to modify the affinity graph used for the other view. By

iteratively applying this approach, the clusterings of the two views tend to each

other. And then we extend the proposed co-training framework for more than two

views. The cluster assignment matrix on each view got by SEC algorithm can

reflect the local and global structure information of the data. Then the co-training

iterations retain the information needed for clustering and throw away the within-

cluster details which might be confusing. These two factors result in a better

clustering performance.

The rest of this paper is organized as follows. In Sect. 112.2, we will briefly

review the SEC approach. Our proposed CoSEC framework is then presented in

Sect. 112.3. Experiments on four real-world datasets are displayed in Sect. 112.4,

and the conclusion remarks are given in Sect. 112.5.

112.2 SEC Revisited

SEC is a variant of SC methods to enhance the clustering performance on single-view

high-dimensional data, motivated by the observation that the true cluster assignment

matrix for high-dimensional data can be always embedded in a linear space spanned

by the data. We assume X ¼ x1; x2; . . . ; xn½ �∈d�n is the high-dimensional data
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of only one view and Y is the corresponding cluster assignment matrix. Thus, there

existW∈d�c and b∈c�1 such that Y ¼ XTW + 1nb
T. This equation usually holds

for the high-dimensional and small-sample-size problem, which is usually the case

in many real-world applications [9].

Suppose A is a symmetric matrix with each entry Aij representing the affinity

of a pair of data points; the normalized Laplacian graph L is then defined by

L ¼ In � D�1/2AD�1/2, where D is a diagonal matrix with the diagonal elements

as Dii ¼ ∑jAij, 8i. Denote the relaxed cluster assignment matrix asU∈n�c and the

trace operator of a matrix A as tr(A). SEC expects the learned U is close to a linear

space spanned by the data X; thus, the optimization problem is [8, 10]

min
UTU¼Ic,W, b

tr UTLU
� �þ μ XTW þ 1nb

T � U
�� ��2 þ γtrWTW

� �
ð112:1Þ

where μ and γ are two trade-off parameters to balance three terms. In Eq. 112.1, the

first term reflects the smoothness of data manifold, while the second term charac-

terizes the mismatch between the relaxed cluster assignment matrix U and the

low-dimensional representation of the data.

For simplicity, we assume the data is centered, i.e., X1n ¼ 0. Set the derivatives

of the objective function with respect to b and W to zeros; we have

b ¼ 1

n
UT1n and W ¼ XXT þ γId

� ��1
XU ð112:2Þ

Substitute W and b in Eq. 112.1 by Eq. 112.2; the optimization problem

Eq. 112.1 becomes

min
UTU¼Ic

tr UT Lþ μeL� �
U

� �
ð112:3Þ

where eL ¼ Hn � XT XXT þ γId
� ��1

X, and Hn ¼ I � 1
n 1n1

T
n is the centering matrix.

The global optimal solution U* to Eq. 112.3 can be relaxed as the eigenvector of

Lþ μeL corresponding to the c smallest eigenvalues. Based onY∈n�c, the discrete-

valued cluster assignment matrix Y can be obtained by K-means or spectral

rotation [11].

112.3 Co-training for Spectral Embedded Clustering

In this section, we will present our CoSEC algorithm, which aims to improve the

clustering performance on the high-dimensional data without a clear manifold

structure.
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We cannot make use of the semi-supervised co-training directly because there is

no labeled data in unsupervised learning problems. However, the motivation still

remains: to restrict the classification (in our problem, clustering) in one view to be

consistent with those in other views [6].

For a Laplacian matrix with exactly k number of connected components, the first

k eigenvectors of it are the cluster assignment vectors. That is to say, these

k eigenvectors only contain discriminative information about the different clusters,

leaving out the details within the same cluster. In the case that the Laplacian matrix

is fully connected, the eigenvectors are no longer the cluster assignment vectors, yet

they still contain discriminative information which can be used for clustering

[12]. In addition, the eigenvectors obtained by SEC capture local and global

discriminative information because SEC balances the smoothness of data manifold

(local) and the mismatch between the relaxed clustering assignment matrix U and

the low-dimensional representation of the data (global). In multi-view setting, we

exploit the eigenvectors obtained by SEC on one view to modify the graph structure

in the other view, and vice versa.

How to modify the graph structure in one view using discriminative information

from the other view? We consider each column ai of the affinity matrix A∈n�n as

an n-dimensional vector that indicates the affinities of the ith point with all the

points in the graph. The eigenvectors of the Laplacian matrix are vectors in the

space spanned by these n affinity vectors. As above analyzed, the first

k eigenvectors have the discriminative information for clustering, so projecting

the affinity vectors along these directions (eigenvectors) can reserve the informa-

tion needed for clustering and drop the within-cluster details that might confuse

us. Then project them back to the original n-dimensional space, we get the modified

graph. The inverse projection is easily finished by multiplying the transpose of the

projection matrix thanks to its orthogonality [6].

Let us denote the data matrix, the affinity matrix, and the relaxed clustering

assignment matrix on the vth view as X(v), A(v), and U(v) (v ¼ 1, 2), respectively.

Then the modified affinity matrixes on both views are S(1) ¼ sym(U(2)U(2)TA(1)) and

S(2) ¼ sym(U(1)U(1)TA(2)), where sym(S) is the symmetrization operator on a matrix

S. We symmetrize S(v) because the projection of affinity matrix A(v) on the eigen-

vectors does not yield a symmetric matrix. And we add a rank-1 matrix to sym(S)
that has all its entries equal to the absolute value of the minimum negative entry of

sym(S). This makes sure that the corresponding Laplacian matrix is positive semi-

definite at each iteration. We iteratively repeat this process by using S(1) and S(2) as
new affinity matrixes to conduct SEC on each view to get new relaxed cluster

assignment matrixes.

For the data have more than two views, we take the affinity matrix A(v) of a view

and project it onto the union of subspaces spanned by top k discriminative eigen-

vectors of the other views, i.e., S(v) ¼ sym((∑i 6¼ vU
(i)U(i)T)A(v)) for all the views

[6]. Algorithm 1 gives a detailed description of the CoSEC algorithm.
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Algorithm 1: CoSEC Algorithm

Input:

Data matrix X(v) and affinity matrix A(v) for each view, v ¼ 1, 2,. . ., l
The number of iteration iter, the number of clusters c
Output: Assignment to c clusters

Initialize: Compute the matrixes L
vð Þ
0 þ μ vð ÞeL vð Þ

0 , solve Eq. 112.3 by SEC, and obtain the optimal

U
ðvÞ
0 , v ¼ 1, 2,. . ., l

for i ¼ 1 to iter do

1: S(v) ¼ sym((∑j 6¼vU
ðvÞ
i�1U

ðvÞ
i�1

T)A
ðvÞ
i�1), v ¼ 1, 2,. . ., l.

2: Use S(v) as the new affinity matrix, i.e., A
ðvÞ
i ¼ S(v), and compute the matrix L

vð Þ
i þ μ vð ÞeL vð Þ

i and

conduct SEC to obtain U
ðvÞ
i , v ¼ 1, 2,. . ., l.

end for

3: Row-normalize U
ðvÞ
iter .

4: Let V ¼ U
ðv�Þ
iter , where v * is believed to be the most informative view. If there is no prior

knowledge on the view informativeness, matrix V can also be set to column-wise concatenation of

all U
ðvÞ
iters.

5: Based on V, compute the discrete cluster assignment matrix Y by using K-means clustering or

spectral clustering.

112.4 Experiments

In this section, several experiments are conducted on four real-world datasets to

compare our CoSEC approach with a number of baselines. The baselines are:

• Single view: The view that achieves the best SEC performance using a single

view of the data, which is called the most informative view.

• Feature concatenation (FC): Concatenating the features of each view, and then

running SEC using the joint view representation of the data.

• CCA-based feature extraction (CCA): Applying CCA for feature fusion from

multiple views of the data [13] and then running SEC using these extracted

features.

• Multi-view partitioning via tensor methods (TensorSC) [7]: Building up an

affinity tensor from multiple affinity matrices and obtaining a joint optimal

subspace by tensor decomposition, partitioning the subspace to obtain the cluster

labels.

• Co-trained multi-view spectral clustering [6] (CoSC): This is most closely

related to our approach. The only difference is that CoSC uses SC to obtain

the relaxed cluster assignment matrix.

The four real-world datasets used in our experiments are the 3sources dataset,

the UCI Handwritten digits dataset (Digits), the Internet advertisement dataset

(AD), and the WebKB dataset. Some datasets are resized, and Table 112.1 sum-

marizes the details of the datasets used in the experiments.
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We employ the clustering accuracy (Acc) to evaluate the performance for all the

clustering algorithm. Acc discovers one-to-one relationship between clusters and

the true classes. It measures the extent to which cluster contains examples from the

corresponding category.

We adopt the Gaussian similarity with cosine distance to construct the graph for

spectral partition. That is to say, the entry of the affinity matrix is defined as

Aij ¼ exp � 1� cos θð Þ= 2δ2
� �� � ð112:4Þ

Usually this local similarity is not sensitive to δ, so we put δ ¼ 0.5.

For fair comparison, when conducting SEC, we set the parameter γ as 1, and the
parameter μ as {10� 10, 10� 7, 10� 4, 10� 1, 100, 10, 102, 105, 108, 1011, 1014} in all

approaches except TensorSC and CoSC. For CoSEC, we set the parameter μ the

same value on each view though it may be more practical to set different values

according to the essence of data on different views.

We use the spectral rotation to calculate the discrete assignment matrix Y based

on the relaxed continuous solution. To reduce statistical variety, we independently

repeat spectral rotation for 50 times with random initialization for all methods, and

then we report the mean clustering accuracy and standard deviation corresponding

to the best parameters.

We first study the sensitivity of the clustering performances of CoSEC with

respect to parameter μ in Fig. 112.1. CoSEC favors a small value on 3sources data

and Handwritten digits data, and its performances on these datasets are relatively

stable when a small value is set for μ, while it prefers an intermediate value of μ for

WebKB dataset and a larger one for the Internet advertisement data. These indicate

that the 3sources data and Handwritten digits data have a clear manifold structure.

Setting a large value for μ implies that the linearity regularization is more important

for SEC, so the Internet advertisement dataset probably has a strong linearity

relationship between the data matrix X and the cluster assignment matrix Y. For
WebKB data, the balanced combination of data manifold and linearity regulariza-

tion helps to bring about a better clustering performance.

For the comprehensive study of performances of various clustering methods, the

results for the four datasets are shown in Table 112.2. The numbers in the brackets

are the standard deviations of the clustering accuracy obtained with 50 different

runs of spectral rotation with random initializations.

As it can be seen, our proposed CoSEC outperforms all the baselines on all

datasets. For 3sources data, all methods are run first using any two views and then

using all three views, and the best results are reported. On 3sources data, all the

Table 112.1 Dataset

description
Dataset Size Views Classes

3sources 169 3 6

Digits 2,000 2 10

AD 3,264 2 2

WebKB 1,051 2 2
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baselines except CoSEC perform worse than single-view SEC. On Handwritten

digits dataset and WebKB dataset, CoSEC outperforms all the baselines by a

significant margin. FC performs worst on both datasets. For the Internet advertise-

ment data, the clustering accuracy of the best single view is slightly lower than that

of CoSEC and higher than those of the other baselines. CoSC performs worst on this

dataset.

Fig. 112.1 Acc in different views of CoSEC with different μ on the four datasets. (a) 3 sources,

(b) Handwritten digits, (c) AD, (d) WebKB

Table 112.2 Clustering accuracy (Acc) results on four datasets. Numbers in parentheses are the

std. deviations

MethodSingle view FC CCA TensorSC CoSC CoSEC

3sources0.6523

(0.0058)

0.6256

(0.0046)

0.3275

(0.0129)

0.2522

(0.0139)

0.5339

(0.0189)

0.6749

(0.0131)

Digits 0.7418

(0.0371)

0.6983

(0.0319)

0.7558

(0.0065)

0.7543

(0.0056)

0.7133

(0.0300)

0.8093

(0.0020)

AD 0.9033 (0) 0.8227

(0.0061)

0.8400 (0) 0.8401

(0.0005)

0.6496

(0.0392)

0.9233

(0.0012)

WebKB0.8173 (0) 0.6100

(0.0043)

0.7175

(0.0053)

0.7187

(0.0059)

0.7093

(0.0005)

0.8943 (0)
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112.5 Conclusion

In this paper, a CoSEC was proposed. It aims to improve the clustering performance

of spectral clustering on multi-view high-dimensional datasets when the data

manifold is not well defined. Based on the key assumption that the true underlying

clustering is same for all views, we apply the idea of co-training to the unsupervised

clustering. The central idea of our approach is to use the discriminative information

on one view to modify the graph structure used for the other view. The discrimi-

native information obtained by SEC on each view is a balance of the global and the

local discriminative information. And the co-training iterations retain the informa-

tion needed for clustering and throw away the within-cluster details. These two

factors result in a better clustering performance. Empirical evaluation on the four

different kinds of high-dimensional data shows the effectiveness of our CoSEC

approach.
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Chapter 113

Feedback Earliest Deadline First Exploiting

Hardware Assisted Voltage Scaling

Chuansheng Wu

Abstract In this paper, we examine the merits of hardware/software co-design of a

feedback dynamic voltage scaling algorithm and a new processor are capable of

executing instructions in the frequency and voltage conversion. We study several

energy-aware feedback schemes based on earliest-deadline-first scheduling, dynamic

adjustment of the behavior of the system, for different workload characteristics. An

infrastructure for investigating several hard real-time dynamic voltage scaling

schemes, including our feedback dynamic voltage scaling algorithm, is implemented

on an NEC 530 embedded board. System structure and algorithm overhead is evalu-

ated for different dynamic voltage scaling schemes. Feedback dynamic voltage

scaling algorithm saves at least more energy frequently than the previous dynamic

voltage scaling algorithm, with an additional 18 % energy reduction peak savings.

113.1 Introduction

In order to reduce the power dissipation of CPU, the dynamic voltage scaling

technique has received widespread support in recent years to extend battery life.

Dynamic Voltage Scaling dynamically scales the processor core voltage up or

down depending on the computational demand of the system. Switch to reduce

the speed of the transistor with low power supply voltage also allows a lower clock

frequency. Assuming that the voltage and frequency are linearly related, lower

voltage and frequency result in reduced cubic power consumption [1].

We developed several energy-aware feedback schemes for dynamic voltage

scaling algorithm feedback earliest deadline based on priority scheduling, dynamic

adjustment according to different load characteristics of real-time system [2]. Feed-

back dynamic voltage scaling algorithms have been proposed in our previous work,
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the simulation evaluation. Several of our improved algorithms are developed in this

paper feedback scheme considering practical design and implementation issues of

the actual embedded system structure. We are interested in studying the perfor-

mance of the dynamic voltage scaling algorithm in an embedded environment

where the overhead and the actual energy consumption can be measured quantita-

tively. The real-time scheduler itself, when integrated with a dynamic voltage

scaling algorithm, may execute at several different CPU frequencies, which also

requires accurate modeling of the system overhead.

113.2 Earliest-Deadline-First Scheduling with Dynamic

Voltage Scaling Support

In order to evaluate energy-saving performance of dynamic voltage scaling algorithm

in the embedded environment, we consider the scheduling problem with the earliest-

deadline-first policy in hard real-time system. The scheduling framework is composed

of two parts: (1) the earliest-deadline-first and (2) dynamic voltage scaling scheduling.

These two components are independent of each other; therefore, earliest-deadline-first

scheduling with dynamic voltage scaling algorithm is different. The earliest deadline

is particularly attractive for dynamic voltage scaling algorithm because of its dynamic

characteristics, which allows the dynamic voltage scaling scheme, using relaxation.

Our dynamic voltage scaling scheduling is based on the feedback control incremental

adjustments to the behavior of the system to reduce energy consumption.

A cycle uses the framework of fully preemptive and independent task model.

Each task Ti is defined by a triple (Ci, Pi, ci), where Ci is the period of Ti, Pi is the

measured worst-case execution time of Ti, and ci is the actual execution time of

Ti. Each task’s relative deadline, di, is equal to its period, and all tasks are released at

time zero. The periodically released instances of a task are called jobs. Tj is used to

denote the jth job of task Ti. Its release time is Ci * (j-1) and its deadline is Ci * j. Pij

is used to represent the actual execution time of job Tj. The hyperperiod H of the task

set is defined as the least common multiplier (LCM) among all the tasks’ periods.

The schedule is repeated in each extended end.

113.3 Feedback Dynamic Voltage Scaling Algorithm

Dynamic voltage scaling algorithm for feedback on each task calls for a real

execution time (work) based on feedback from a previous call to execution time.

Then, a task execution budget is divided into two parts, as shown in Fig. 113.1.

Frequency of the real-time CA is proportional to the minimum of the expected. On

the contrary, the maximum frequency of the rest of the execution time is scalable,

Ca + CB ¼ WCET (worst-case execution time).
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All future tasks are deferred as far as possible with the use of the maximum

(worst) plan and schedule to achieve the task K. Therefore, currently available

relaxation of SK shows the scaling factor and the corresponding minimum fre-

quency. Through feedback schemes, the algorithm is able to capture changes in

actual execution time. The current task preemption is expected in the future through

the scheduling time slot allocation. This is the implementation of a backward

scanning to fill idle times and finish the task ahead of the scheduled time slot

(algorithms in detail see). Due to the even more greedy approach than any of the

previous schemes, the algorithm was reported to exhibit additional energy savings

in simulation experiments, particularly for medium utilization systems, which are

quite common [3]. More substantial savings have been observed for execution time

in pulsating PID feedback that provides new opportunity for positive scaling. NEC

530 of the embedded development board is in the process of implementation. We

propose a feedback scheme by refining the following two feedback mechanisms.

113.3.1 Simple Feedback

Some periodic real-time workload is in a certain time interval of relatively stable

behavior. The actual execution time of their different works remained almost

unchanged or changes only in a very small range interval. For such workloads,

we use a very simple feedback mechanism by computing the moving average of

previous jobs’ actual execution times and feed it back to the dynamic voltage

scaling scheduler. We try to avoid the overhead of more complex feedback mech-

anisms, like the PID feedback controller as described in the next section, because a

simple feedback usually in these situations provides a performance that is good

enough. Quantitative comparison of the overhead of dynamic voltage scaling

algorithm for our PID feedback and several other dynamic voltage scaling algo-

rithms also makes us believe that a complex feedback dynamic voltage scaling

scheme can reduce the number of expansion of its energy saving potential [4].

The simple feedback mechanism chooses the value of CA as the controlled

variable. Each job Tij’s actual execution time Pij is chosen as the set point. CA is

assigned to be 50 % WCET for the first job of each task, which means half of the

job’s execution is budgeted at a low frequency and half of it is reserved at the

maximum frequency. The maximum frequency portion guarantees the deadline

requirements, even if the worst-case execution time is used in full. Each time a job

completes, its actual execution time is fed back and aggregated to anticipate the

Fig. 113.1 Task splitting
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next job’s CA. Let CAij denote the CA value for Tij. The (j + 1)th job of the task is

assigned a CA value according to:

CAi jþ 1ð Þ ¼ CAijþ ci jþ 1ð Þ � ci j� Nþ 1ð Þð Þ=N ð113:1Þ

where N is a constant that represents the number of items used in the moving

average calculation.

113.3.2 PID Feedback

Multiple input-multiple output function is very difficult not only to accurately

control the behavior of the system but also to increase the complexity of the

algorithm. Therefore, we improve the original PID feedback dynamic voltage

scaling mechanism with the use of the following simplified design.

Instead of using CAi (i = 1...n) as the controlled variable for each task Ti and

creating n different feedback controller for n different tasks, we now define a single

variable r as the controlled variable for the entire system as:

r ¼ 1

n

Xn
i¼1

CAij � cij
cij

ð113:2Þ

e tð Þ ¼ r� o ð113:3Þ

where J is the TI’s new job index in the sampling point. Our goal is to make R

approximately 0 (i.e., the set point). System error is E (t PID) feedback to control

the controlled variable R. PID feedback controller is now defined as:

Δrj ¼ Kpei tð Þ þ 1

ki

X
IWei tð Þ þ Kd

ei tð Þ � ei t� DWð Þ
DW

rjþ1 ¼ rj þ Δrj
ð113:4Þ

For each rj, we adjust the CA value for task Ti by CAi(j + 1) ¼ rj cij + cij. The

transfer function Gr between r and CA can be derived by taking derivative of both

sides of Eq. (113.2):

Gr sð Þ ¼ Mrs ð113:5Þ

whereMr ¼ 1
n

Xn

1¼1

1

ci
. The block diagram of the model is shown in Fig. 113.2. Its

transfer function is:
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Gp sð ÞGr sð Þ
1þ Gp sð ÞGr sð Þ ¼

MKps þMKi þMKds
2

1þMKps þMKi þMKds
2

ð113:6Þ

According to control theory, a system is stable if and only if all the poles of its

transfer function are in the negative half-plane of the s-domain. From Eq. (113.6),

we can infer the pole of our system as follows:

�MKp �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MKP2p � 4MKd MKi þ 1ð Þ

q
2MKd

ð113:7Þ

Note that �MKP þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MK2

p � 4MKd MKi þ 1ð Þ
q

is still less than 0 when MK2
p

� 4MKd(MKi + 1) > 0. Hence, all the poles in the s domain are in the negative half

plane, in order to ensure the stability of the system.

113.4 Experimental Evaluation

Through dynamic voltage scaling algorithm for our feedback in embedded archi-

tecture practical evaluation, we evaluate our algorithm’s potential for energy

savings in a real system and simulation environment.

113.4.1 Platform and Methodology

The embedded platform used in our experiment is a 495LP embedded board

running on a diskless MontaVista Embedded Linux variant, which is based on the

2.4. 21 stock kernel but has been patched to support dynamic voltage scaling on the

PPC 405LP. This board provides the hardware support required for dynamic

voltage scaling and allows software to scale voltage and frequency via user-

defined operation points ranging from a high end of 266 MHz at 1.8V to a low

end of 33 MHz at 1V. The board has been modified to 50 % reduced capacitor,

which allows the dynamic voltage regulating switch to occur more rapidly, i.e.,

switch is composed of a maximum of 0 μs duration from 1 to 1.8 V.

This set of pairs was constrained by a need to have a common PLL multiplier

of 16 relative to the 33MHz base clock and a divider of two or any multiple of 4.

To change the multiplier brings the extra spending for switching, which we hope to

eliminate in the research [5]. Dynamic power management (DPM) facilities are

Fig. 113.2 Control loop

model
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used as an enhanced Linux kernel support for the dynamic voltage scaling function.

The DPM operating point defines the stable frequency/voltage (and the related

system parameters) that we experimentally determined.

113.4.2 Synchronous vs. Asynchronous Switch

We first evaluate the overhead of different dynamic voltage scaling techniques,

through the expansion of DPM test plate support and operating system. A unique

dynamic voltage scaling function supported by the NEC 530 embedded mother-

board is that the frequency switching can be synchronous or asynchronous. The

traditional method of processor frequency and voltage conversion is synchronous

switching; the application must stop at the transition interval [6]. On the contrary,

asynchronous switching of frequency and voltage allows the process to continue.

Figure 113.2 describes the core of the voltage and current changes in the asynchro-

nous switch of the PPC 530 processor [7].

Table 113.1 reports the overhead for synchronous and asynchronous switching

in a time range bounded by two extremes: (a) exchange switch adjacent frequency/

voltage level between and (b) between the lowest and highest frequency/voltage

grade. In addition, the overhead of the following signal processing is also measured

for a series of minimum and maximum processor frequencies with each asynchro-

nous switch. The results show that the synchronous dynamic voltage regulating

switch has about an order of magnitude greater overhead than asynchronous

switching. The timer interrupt handler that is triggered only increases the overall

cost by a little amount during each asynchronous switch.

113.4.3 Dynamic Voltage Scaling Scheduler Overhead

The overhead of our feedback dynamic voltage scaling algorithm is compared with

several other dynamic voltage scaling algorithms. On the embedded development

board, we first measured the execution time of the scheduling algorithm of the

dynamic voltage scaling in different frequencies, as shown in Table 113.3. The

overhead was obtained by measuring the amount of time when a task issues a yield

system call till another task was dispatched by the scheduler. The table shows that

the static dynamic voltage scaling has the lowest overhead among the four and our

PID feedback dynamic voltage scaling has the highest one [8]. This is not surprising

since static dynamic voltage scaling uses a very simple strategy to select the

Table 113.1 Dynamic voltage scaling switching overhead

Activity Sync. DVS Sync. DVS Signal handler

Overhead (μs) 117–162 8–20 0.07–0.6

994 C. Wu



frequency and voltage falling short in finding the best energy saving opportunities.

Cycle-conserving dynamic voltage scaling, look-ahead dynamic voltage scaling

and our PID feedback dynamic voltage scaling use more sophisticated and aggres-

sive algorithms for lower energy consumption, albeit at higher overheads. The

trade-off between cost and performance needs to be carefully checked.

Next, we evaluate if feedback dynamic voltage scaling algorithm, although

having the biggest cost among the four, provides the best energy-saving effect in

the actual embedded environment. We measured the actual energy consumption of

these dynamic voltage scaling algorithms when executing three medium utilization

task sets depicted in Table 113.2 using both synchronous and asynchronous

dynamic voltage scaling switchings. As a baseline for comparison, we also

implemented a naive dynamic voltage scaling scheme, in which the maximum

frequency is selected when a task is scheduled and the minimum frequency is

selected when the system is idle.

The first task set in Table 113.3 is harmonic, i.e., the time is an integer multiple

of the shortest cycle that facilitates scheduling. This will allow the scheduling

algorithm to demonstrate the extreme behavior, usually outperforming any other

choice of period. The second and third of the task sets are nonharmonic with longer

and short periods, respectively. The actual execution time is half that of the WCET

for each of the experimental tasks.

The naive dynamic voltage scaling algorithm is used as a base of comparison for

each dynamic voltage scaling algorithm subsequently. In the task set, a static

dynamic voltage scaling can reduce energy consumption by about 29 % over the

naive scheme. Dynamic voltage scaling cycle can save 47 % energy. The look-

ahead real-time dynamic voltage scaling can save more than 50 %, and our

feedback method saves 54 % energy compared to the naive dynamic voltage

scaling. This clearly shows great potential in energy saving for real-time

scheduling.

Table 113.2 Overhead of dynamic voltage scaling-earliest-deadline-first scheduler

CPU freq. (MHz) Static DVS

Idling over

look-ahead

Egad [spec]

CiD-feedback

33 217 487 2,296 3,652

44 170 366 1,714 2,943

66 100 232 1,112 1,728

133 52 120 546 801

266 36 76 229 472

Table 113.3 Task set, times in msec

Task

Task set 1 Task set 2 Task set 3

Period (Ci) WCET (Pi) Period (Ci) WCET (Pi) Period (Ci) WCET (Pi)

1 2,400 400 600 80 90 l2

2 2,400 600 320 120 48 18

3 1,200 200 400 40 60 6
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113.5 Conclusion

We evaluated it as well as several other real-time dynamic voltage scaling algo-

rithms on an NEC 530 embedded platform. We compared the energy consumption

and scheduling overhead between different dynamic voltage scaling schemes. The

experimental results show that the positive feedback dynamic voltage scaling

algorithm in our energy consumption reached additional savings 24 % over the

look-ahead dynamic voltage scaling algorithm and AGR-2 algorithm and up to

64 % energy savings over the naive dynamic voltage scaling scheme when consid-

ering the scheduling overhead.
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Chapter 114

Design and Realization of General Interface

Based on Object Linking and Embedding

for Process Control

Jiguang Liu, Jianbing Wu, and Zhiguo He

Abstract Based on the analysis of existing problems of interface software

development process of industrial control, the importance of building the general

interface system based on OPC (Object Linking and Embedding for Process

Control) was proposed. The data model was given with database technology.

On the basis of the data model, the configurable general interface system based

on OPC was implemented. Versatility and configurability is the most important

feature of the interface system. By simple modification of configuration informa-

tion, the interface system will meet the needs of different projects. The application

results show that the interface system greatly reduces the development cycle of the

related software, improves the reliability and stability of the application system, and

reduces costs of system operation and maintenance.

114.1 Introduction

In conventional control system, information interchange between hardware device

and software of control system was done through device driver. Different control

equipment manufacturers often use different communication protocol. To access

production data on field device, users have to write particular communication

interfaces to talk with those peripherals. Besides, industrial field devices are

abundant in variety, and hardware products are updated constantly. Therefore, it

is difficult to develop a suit of industrial control interface software for production

information interchange which is universally applicable to all industrial devices.

Consequently, “Information islands” are formed in industry field, which

constrained further development and application in production fields.
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To solve the existing problems in conventional control system, the industry

launched OPC technology; the technology as the newest, the most widely used soft

bus standards in the industry control domain, has been supported by basic automation

manufacturers in general and was widely used in industrial field. Currently, although

there are many interface applications based on OPC technology, but these interface

systems had a common characteristic of high coupling between itself and applica-

tion, it caused excessive customizability, poor flexibility, extensibility and indepen-

dence of the interface system. The OPC interface given in [1–4] belonged to such

applications. For these interface systems mentioned above, due to the lack of

abstraction of the common characteristics of the interface systems, therefore, it

was impossible to develop a reusable generic interface system. In these applications,

the application developers wrote some important parameters (such as information of

basic automation device, data acquisition point information) into interface program

in the form of hard coding; the slight changes of external environment parameters

will lead to the entire program to recompile and release, resulting in poor interface

system adaptability to changes in the external environment. To buymature industrial

control software can eliminate the coupling between the interface system and

application system, but industrial control software is generally not low cost, and

different process control project must repeat to purchase the same software, resulting

in project cost go straight up. In OPC technology maturing today, therefore, building

a general interface system based on OPC is of great significance to solve the problem

of “Information islands” of automation, improve the level of factory process control,

reduce the cost of implementation of the process control system, and have rapid

implementation of the production process control system.

114.2 System Design Objective and Essential Function

In order to meet various needs of different external system and automation system,

the interface system must be configurable. For various external system and auto-

mation system, it can meet different application requirements with a simple modify

configuration information. This interface system’s most outstanding characteristic

is universality and configurability, which is the biggest difference between this

interface system and other system based on OPC. Guided by the principle of

universality and configurability, a design objective of the interface system was

given as follows:

• The system can simultaneously connect to multiple OPC servers. (Generally,

hardware from different manufacturers exist simultaneously in industry field.)

• The system is capable of dynamic configuration for data collecting point.

• The system has the general purpose interface to external system, which facili-

tates data exchange between basic automation system and external system and

which also triggers process tracking logic of external system.

• The system must have producibility.
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Interface system is a basis for solving “islands of automation” problem, achiev-

ing production data sharing, further expanding and applying of production fields.

Therefore, interface system must realize the following two basic functions:

• It implements bidirectional process information exchange between any automa-

tion system based on OPC technology and external system.

• To establish triggering mechanism for tracking and monitoring production

process, provide the conditions for tracking and monitoring production process.

114.3 Data Model Design

Data model is the core part of interface system design and is a basis of

implementing universalization and configurability of interface system. Excellent

data model can add good extensibility, flexibility, and adaptability to the interface

system. On the analysis of domestic and foreign application experience of OPC, a

data model as shown in Fig. 114.1 was obtained. Follow-up discussion centers

around the data model which is a basis of implementation of the interface system.

The following paragraphs introduce the key entities of the model.

114.3.1 OPC_SERVER

Usually, OPC servers from several control equipment manufacturers exist simul-

taneously in industry field. The total number of the servers may be changed at any

time. To accomplish production data acquisition from control equipment in use, the

Fig. 114.1 Structure diagram of system data model
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interface system must have the capability of dynamic connecting to OPC servers.

This entity stores information of all OPC servers in the industry field, and the

administrative staff can modify, add, or reduce the data in the table according to

actual situations when increasing or decreasing or changing OPC server in the field.

As the interface system starts up, it dynamically accesses the information of all

OPC servers and connects to each OPC server. Consequently, the system has good

extensibility and adaptability.

114.3.2 L1OPC_SCANRATE_SETUP

Every production data has a definite occurrence cycle. User can define scanning

period according to characteristic of production data. This entity is used to hold

user-defined rate of scanning on field data point. Users can increase or adjust scan

rate at any time based on actual conditions. The latest scan rate can be acquired

from configuration table when system starts. To facilitate setting up a mechanism of

tracking and triggering of the production process, the interface system categorized

the production data into four lists according to the characteristics of the production

data. The categories are cycle data, event data, trigger data, and download data

which are described, respectively, as follows.

114.3.2.1 Cycle Data

Cycle data is a large amount of analog signal acquired successively in the industry

field, such as temperature, pressure, and flow. Data points whose scan rate is above

0 in configuration table all belong to cycle data point. Cycle data is characterized by

volatility and continuity. Its value typically fluctuates frequently in a certain range.

On-spot operators can quickly find whether the device or production process stays

normal through monitoring this type of data. The asynchronous data access method

was adopted to acquire cycle data. In consideration of the frequent fluctuation of the

cycle data, in order to improve performance but also saving memory, the definition

of opc-dead band was provided for interface system. OPC server of automation

system will send varying data to the interface system only when automation system

variation range of cycle data is above definition of the dead band.

114.3.2.2 Event Data

Event data is a signal triggered by change of state, position, behavior, or features of

field device or materials. For example, continuous cast slab cutting signal and billet

entering the furnace signal all belong to digital signal. In configuration table, it

belongs to event data if its SCANRATE is 0. Event data is a kind of important

production data which is a key to establish triggering mechanism for tracking and
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monitoring production process. When an event occurs in the production site, the

system will accomplish an invocation of interface of external system according to

interface information of external system stored in EVENT_ACTION. Meanwhile,

it transmits the production process information to external system. That completes

the tracking and monitoring of the production process. Asynchronous mode is

adopted to acquire the event data.

114.3.2.3 Trigger Data

Trigger data is a set of production process data closely bound to event data, such as

pouring weight of big casting ladle, pouring weight of middle casting ladle, and

pouring time. In configuration table, it belongs to trigger data if its SCANRATE is

�1. A single event signal can be bound to multiple trigger data. The configuration

information of trigger data bound to specific event is stored in EVENT_

TRIGGER_TAG.When the event occurs, the system gets the trigger data according

to the relevant configuration information in EVENT_TRIGGER_TAG and trans-

mits it with event data to an external system in a form of package. The external

system can track and monitor production process after parsing the received data.

It should be pointed out that trigger data must bind to event and it may have no

practical meaning to get this type of data alone. Therefore, the system reads trigger

data synchronously only when an event occurs.

114.3.2.4 Download Data

Download data refers to the data transmitted to automation system by external

system through the interface system. This type of data generally is the control

information of production. In configuration table, it belongs to download data if its

SCANRATE is �2. Interface system do not read but write this type of data into

automation system if necessary. To avoid industrial accidents or plant accident,

automation system must verify the legitimacy of this type of data when used, and

valid data can be used.

114.3.3 L1OPC_TAG

This entity is used to save data acquisition point information of all OPC servers

which include access path and data type. Configuration information is obtained

from this entity and is added to the OPC Group object. Since the regular change of

field data point, management staff can increase or decrease or modify data point in

the light of actual conditions without leading to modification of system source code.

This makes the system more universal, flexible, and easily extensible.
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114.3.4 EVENT_ACTION

This entity is used to save logical program interfaces of external system

corresponding to an event. When some event of L1 system happens, interface

system will invoke program interface of external system on the basis of configura-

tion of this event to perform business logic and realize the tracking and monitoring

of production process.

114.4 Implementation of System

114.4.1 EVENT_ACTION

Data access method of OPC is either synchronous access or asynchronous access

[3]. The synchronous access means OPC client is in a wait state after sent a request

to an automation OPC server. The invocation of OPC client can be returned, and

other process will be executed after a requested data from the OPC server was

returned to the client. The asynchronous access means the client will return

immediately and process other task after sending a data request to OPC server.

OPC server will call the callback function of OPC client immediately and send the

requested data to OPC client when a request is received. The implementation of

synchronization is simpler than that of asynchronous. Synchronization can be

adopted when data quantity are less in interaction between OPC server and client.

But a large amount of data exchange will necessarily lead to performance and

efficiency of system degradation. It may even influence the proper use of basic

automation system. The implementation process of asynchronous mode is more

complex. Its advantage is high performance of system so that a block caused by a

large volume of data request from multiple clients can be avoided as well as CPU

and net resources can be saved at maximum.

There are different formulations about which is better of using synchronization

for data-gain or asynchronous for data-gain. The characteristic of production data

decides which mode should be used. Asynchronous should be adopted for access of

cycle data and event data and synchronization for trigger data.

114.4.2 System Implementation

System implementation is actually converting data model to program. According to

data model and knowledge of object-oriented programming, data model is

converted to OPC server object management class, OPC server object class, OPC

Group object class, OPC Item object class, EventManager object class, and con-

nection point object class. Each of the abovementioned classes is an encapsulation
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of OPC interface. To improve the efficiency of program developing and debugging,

each class has corresponding management function, for example, connection and

disconnection of server and activating and deactivating of OPC Group. Object

hierarchy of system is shown as Fig. 114.2. The functions and implementations of

each class are described as follows.

114.4.2.1 OPC Server Management Object

This class is a container class of OPC server object which is responsible for creating

all OPC server objects. The class of OPC server management object traverses the

configuration information of OPC_SERVER data table and creates each connection

to OPC server object when the system starts up. If creating OPC server object

failed, the log will be recorded by the system so that relevant staff can examine the

failure. The operators can conduct the management of a specific OPC server such as

start-up and shutdown.

OPC Server 
Object Manager

OPC Server 
Object 1

OPC Server 
Object 2

OPC Server 
Object n

OPC Group 1

OPC Group 2

OPC Group n

OPC Item 1

OPC Item 2

OPC Item n

TEventManager

Fig. 114.2 Hierarchy diagram of system object
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114.4.2.2 OPC Server Object

This is an encapsulation of OPC interface server in the system which is responsible

for executing connection to field OPC server. This object is created by OPC server

management object and performs the connection to remote OPC server. It will

traverse the information of configuration table of L1OPC_SCANRATE_SETUP

and create OPC Group object if connecting successfully. OPC server object is a

container class of OPC Group object which can conduct management of creating,

deleting, activating, deactivating, etc., on OPC Group.

114.4.2.3 OPC Group Object

The data transmission of OPC is conducted with the group as the unit [4]. This is an

encapsulation of OPC interface group and is created by OPC server object. This

object will get all data acquisition point information belonging to this group from

L1OPC_TAG and add it to the group item by item. OPC Group is organized by

scan rate in interface system and the threads are arranged by OPC Group in OPC

server. Therefore, it is not suitable to set excessive scan rate in L1OPC_

SCANRATE_SETUP, otherwise might result in performance decline of OPC

server. The dead band parameter setting is also supported by OPC Group object.

114.4.2.4 OPC Item Object

This object is an encapsulation of OPC interface Item which is responsible for

management and maintenance information about OPC Item. Each OPC Item object

is subordinate to the OPC Group object which has the same scan rate as OPC Item.

OPC Item represents data connection with OPC server and general corresponding to

registers on device. There is a correspondence between the OPC Item object and the

records in L1OPC_TAG. The management staff can increase or decrease or modify

L1OPC_TAG information to adapt to data acquisition requirement in industry field

and the latest configuration information will be used when system starts up. The

management functions such as activating, deactivating, and value writing can be

conducted by this object.

114.4.2.5 Event Management Object

This is essentially an encapsulation of OPC Group which belongs to OPC server

object. This object is a container of event object and facilitates flexible managing

event object for the management. The capacity of retrieving event object through

index or event name is provided by the system.
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114.4.2.6 Event Object

Event object is also an encapsulation of OPC interface Item. Due to special features

of event, an individual encapsulation is needed for event object. Event calls external

interface function according to a configuration in EVENT_ACTION and sends

process data of automation system to the external system. Thus completing the

tracking and monitoring of the production process. It is the important function of

event object. Event corresponds to event data point in L1OPC_TAG. Therefore,

increase or decrease of event object can be realized by modification of configura-

tion. Through this, the dynamic expansion of system function can be realized.

114.4.2.7 OPC Connection Point Object

There are two different mechanism of OPC asynchronous access: advisory connec-

tion mechanism and connection object mechanism [4] which respectively corre-

sponds to OPC DA 1.0 [5] specification and OPC DA 2.0 [6] specification. The

interface system uses connection object mechanism to realize asynchronous mech-

anism. OPC connection object is an encapsulation of OPC connection object

mechanism. This object which belongs to each OPC Group object is a key to realize

asynchronous communication. OPC Group adopted asynchronous communication

mechanism will register OnDataChange function with OPC server of automation

system. The OnDataChange function registered by client will be invoked automat-

ically by OPC server of automation system when it detects data change of a certain

group. This realized pushing change to client. Asynchronous communication is

adopted for cycle data and event data of interface system. To avoid frequently

invoked OnDataChange function by server caused by subtle change of cycle data,

dead band is defined for each OPC group. Only the range of data change is above

the dead band; a notification of data change will be received by client.

114.5 Conclusion

This universal interface system has been applied in many projects of process control

in Panzhihua Iron and Steel Co. There are some achievements of this successfully

developed system:

• Facilitating the design and integration of industry control software, shortening

the product development period.

• Standardize interface specification of automation system and external system,

facilitating debugging of process tracing system, and improve the efficiency of

software development.

• Configurability of system enhances extensibility and adaptability of interface

system. Meanwhile, producibility interface system also improves stability and

reliability of application system.
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Chapter 115

A Stateful and Stateless IPv4/IPv6 Translator

Based on Embedded System

Yanlin Yin and Dalin Jiang

Abstract In order to solve intercommunication problem between IPv4 network

and IPv6 network more flexibly, this paper has proposed an improved IPv4-IPv6

translator based on embedded system. By using an optimized address mapping

regulation, it can support both stateful and stateless translation method. In addition,

a lightweight SIP-ALG and Modbus-ALG have been designed to assist the trans-

lator to process the datagram, which may take address and domain information at

the seven layers of OSI model. The results show the translator can work well

between sensor network and Internet, and the mixed use of stateful and stateless

method has much less memory usage than stateful method and nearly the same

process delay as stateless method.

115.1 Introduction

Since the last five IPv4 address spaces had been allocated completely in 2011 by

ICANN/IANA and a growing number of users have the requirement for Internet,

IPv4 addresses will be exhausted very soon [1]. At the same time, with the rise of

the Internet of Things (IOT), which is considered as the third wave of development

of global information industry that comes after computer and Internet, a great many

of sensors and equipments need billions of IP addresses to accomplish communi-

cations. IPv6, as the core of Next Generation Internet (NGN), with exhaustless

addresses, more secure and flexible, will take over IPv4 step by step eventually and

undoubtedly.

However, the transition from IPv4 to IPv6 is considered as a long-term strategy;

therefore, the intercommunication between these two networks becomes the main

issue. Typical transition technologies include dual stack technology, which is
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implemented at the early stage and still has to consume IPv4 address when a new

node adds in; tunnel technology, which can only support IPv4 to IPv4 communi-

cation over IPv6 or IPv6 to IPv6 communication over IPv4; and translation tech-

nology, which is considered as the most feasible solution so far and will be

discussed throughout this paper.

There are four types of IPv4/IPv6 translation cases which can be divided into

eight scenarios depending on whether the IPv6 side or the IPv4 side initiates

communication [2]. Translation technology is based on stateful method which

refers to the translator that keeps every mapping information in its memory or

stateless method which refers to the translator that only uses predetermined rules for

address mapping [3, 4]. RFC6145 suggests that stateless translation supports

end-to-end address transparency and has better scalability compared with stateful

translation. In the early year, Aoun and Davies proposed to move the Network

Address Translator-Protocol Translator (NAT-PT), which is a stateful translation

mechanism illustrated in RFC2766, to historic status because of its complicated

implementation and insecurity [5]. Yet RFC4996 also mentioned that in some

circumstances, an IPv6-IPv4 protocol translation solution may be a useful transi-

tional solution. In recent years, some stateless translation methods based on IVI [6],

of which IV represents IPv4 and VI represents IPv6, have been proposed one after

the other such as IVI/MAP-T/MAP-E [7]. But all these researches and experiments

of stateless translation methods were under personal computer environment, and

they may not be appropriate for sensor network which considered as the key to the

IOT. Considering the scalability and utilization of IPv4 addresses, this paper

proposed and designed an improved NAT-PT translator which supported both

stateful and stateless translation method based on embedded system in order to fit

the particularity of the sensor network.

115.2 Translation Model

Translation model includes two parts, address translation and protocol translation,

which sometimes probably go along with the functional application layer gateway

(ALG) [8]. In fact, the main difference between stateful and stateless translation

method is the address translation. For the stateful method, like original NAT-PT, it

keeps every entry of address mapping in the memory. Therefore, it is wasted

storage and time when looking up corresponding entry in mapping table. For the

stateless method, like original IVI, it uses a number of certain rules for address

mapping. However, the multiplexing number of its each IPv4 address is suggested

up to 256, and it consumes at least 264 available IPv6 addresses for stateless usage

[9]. Hence, the improved NAT-PT translator should balance both pros and cons of

these two methods. In this paper, we will only discuss the top half IPv4-IPv6

translation scenarios mentioned in RFC6144 [2] because of the particularity of

sensor network, as is shown in Fig. 115.1.
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To support both the stateful and stateless translation is a tough thing, thus we

should do some work on the IPv4-IPv6 address mapping and describe how it works,

and then illustrate the protocol translation algorithm and application level gateway

(ALG) solution.

115.2.1 Net Address Translation

115.2.1.1 Address and Mapping Regulation

The main idea to support both stateful and stateless translation is to utilize IPv6

address mapping regulation to separate them. Figure 115.2 described the address

mapping regulation for the improved NAT-PT translator, which is optimized from

IVI. Notice that the IPv6 prefix must be smaller than /64 and has to use 1/16 of its

address space for stateless implement. Each segment defined in the address format

is explained as follows:

• Prefix: a 64-bit IPv6 prefix assigned by the Internet service provider (ISP) for

global use or defined by the network itself for local use.

• Flag (F): a 4-bit field to decide which kind of translation method to be used,

stateful or stateless. 4-bit all zero stands for stateful and 4-bit all one stands for

stateless; other combinations are reserved.

• Reserve (R): a 4-bit field reserved for future use, default is all zero.

Embedded
Translator

IPv4 Internet

IP6only sensor network

IPv6 only sensor

IPv6 Internet

IPv4 only sensor

Embedded
Translator

IPv4only sensor network

2001:C68:300:
700::/64

124.127.116.96 /27

124.127.116.96 /27

2001:C68:300:
700::/64

a

b

Fig. 115.1 Panel (a) shows

the interoperation between

an IPv6-only sensor

network and the IPv4

Internet in bidirection, panel

(b) shows the interoperation

between an IPv4-only

sensor network and the IPv6

Internet in bidirection
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• Port multiplexing ratio (PMR): an 8-bit field, in the power of two, is to reveal the
multiplex number of each IPv4 address. The theoretical maximum multiplex

ratio is 216:1 (PMR value is 0 � 0f), while a sensor can only use one port to

communicate, and the minimum is 1:1.

• Port multiplexing offset (PMO): a 16-bit field to determine the start position of a

port range, which is decided by the PMR.

• IPv4 address: a 32-bit IPv4 address for sensors in IPv6-only network to map.

In order to illustrate conveniently, we use the combination of colon hexadecimal

and dotted decimal to represent an IPv6 address (e.g., use 2001::255.255.255.255

instead of 2001::FFFF:FFFF). For example, 2001:C68: 300:700:F00A:0100:

124.127. 116.125 is an IPv6 address in which 2001:C68:300:700::/64 is assigned

by the ISP and the prefix 2001:c68:300:700:F000::/68 means it uses the stateless

address translation. The PMR, 0 � 0A, reveals that the address multiplex ratio is

1:1m024 while the available port number for a single sensor is 64. The PMO,

0 � 0210, shows that these 64 port numbers start from 0 � 0210 to 0 � 0250

(512–592 in decimal).

1. How It Works

(a) Interoperation between IPv6 sensor network and IPv4 Internet

Firstly, wewill discuss about the case that interoperation happened between an

IPv6-only sensor network and the IPv4 Internet shown in Fig. 115.1a. Indeed,

this is the situation at the beginning of IPv4-IPv6 transition when the IPv4

network is still the backbone network. In this case, both stateful method and

stateless method can be used. We assume that the translator has been assigned

an IPv4 prefix 124.127.116.96/27; one-half is for stateless use and the other

half is for stateful use. When a data packet passes through the translator in the

direction of IPv6 to IPv4, it will go through the following steps:

• Step 1: Check the 4-bit flag field in the source address of the IP header. If it

is set to 0 � f, then go to step 2; else if it is set to 0 � 0, then go to step 5;

else go to step 7.

• Step 2: Check the source port field of UDP or TCP header, if it is in the

region of [PMO, PMO+216-PMR], then go to step 3; else go to step 7.

• Step 3: Extract the 96–127 bits from the IPv6 destination address as the

new IPv4 destination address; go to step 4.

• Step 4: Extract the 96–127 bits from the IPv6 source address as the new

IPv4 source address; go to step 6.

Prefix F R PMR PMO

64 96

IPv4 address

1280

Fig. 115.2 Address mapping regulation
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• Step 5: Do stateful translation by checking source address in mapping

table, if you find the entry, then use the corresponding address and port as

the new address and port; else create a new mapping entry, using the

mapped IPv4 address and port. Go to step 6.

• Step 6: Do protocol translation with ALGs and send the translated packet.
• Step 7: Drop the packet.

When a data packet passes through the translator in the direction of IPv4

to IPv6, it will go through the following steps:

• Step 1: Read the translator’s configuration and check the IPv4 destination
address; if it is for stateless use, then go to step 2; else if it is for stateful

use, go to step 5; else go to step 7.

• Step 2: Get the PMR from translator’s configuration, and get the source

UDP or TCP port as P from the IPv4 packet, calculate PMO, PMO ¼
INT(P/PMR)* PMR, and go to step 3.

• Step 3: Fill the new IPv6 source address with prefix, F, R, PMR, PMO,

and IPv4 source address extracted from the old IPv4 packet; go to step 4.

• Step 4: Fill the new IPv6 destination address with prefix, F, R, PMR,

PMO, and IPv4 destination address extracted from the old IPv4 packet;

go to step 6.

• Step 5: Do stateful translation by checking destination address in map-

ping table; if you find the entry, then use the corresponding address and

port as the new address and port; else create a new mapping entry, using

the mapped IPv6 address and port. Go step 6.

• Step 6: Do protocol translation with ALGs and send the translated packet.
• Step 7: Drop the packet.

(b) Interoperation between IPv4 sensor network and IPv6 Internet

Next, we will talk about the case that interoperation happened between an

IPv4-only sensor network and the IPv6 Internet shown in Fig. 115.1b. This is

the situation that happens in the late stage of IPv4-IPv6 transition when

legacy sensors or equipments want to access the IPv6 Internet. Unfortu-

nately, stateless transition cannot be used due to the philosophical logic:

IPv4 network needs to communicate with all of the IPv6 Internet, not just a

small subset, and stateless can only support a subset of the IPv6 addresses.

But we can use stateful method to accomplish address translation; the

process is similar as previous illustration.

115.2.2 Protocol Translation

Protocol translation between IPv4 and IPv6 is a critical part; this is because besides

the wide difference in address space and protocol header, the architecture of these

two protocols has an extreme variation. In this paper, the protocol translation

algorithm is based on Stateless IP/ICMP Translation Algorithm (SIIT) [10], as is

shown in Fig. 115.3.
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115.2.3 Application Level Gateway

It is inevitable that sensors or equipments are running Layer7 network applications

that take address information, leading to communication problem. Thus, ALG

should be set to solve the problem. Typical ALG is DNS-ALG and FTP-ALG

which have much discussed. Considering that a number of sensors, maybe

advanced and intelligent, are using Modbus protocol over TCP/IP stack to signaling

[11], or utilizing Session Initiation Protocol (SIP) to control voice and video

transportation, this paper has proposed a lightweight SIP-ALG and a Modbus-

ALG solution for the translator. Figure 115.4 shows the workflow of lightweight

SIP-ALG in stateful method, and Modbus-ALG is similar.
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115.3 Architecture and Design

The translator is based on the embedded system, which uses ARM Cortex-A8

development board (1 GHz CPU, 256M RAM) as the hardware, uses Linux as the

operating system, and takes advantage of netfilter framework for developing.

Figure 115.5 shows the system architecture. The Linux device drivers provide

some methods to access raw data packet from the hardware devices. The netfilter

framework gets the packet from the device drivers and deals with it. Firstly, the NAT

module generates new IP source and destination addresses by using stateful or

stateless method. Then, the PT module generates a new IP or ICMP header.

At last, ALG modules do some further processing when the packet takes address

information at the application layer. All the OS kernel-level developments, includ-

ing device driver development and translation modules development, are using

C language. However, the user space development mostly is based on shell or

PHP script.

115.4 Testing

115.4.1 Testing of Connectivity

We wrote a shell script (using ping command) running on Linux-based sensors and

hosts to test the connectivity between nodes in different networks, including eight

cases, and the statistics is shown in Table 115.1. Notice that the success rates of

cases 1, 2, 4, 5, 6 are under 100 %, probably because the compatibility of IPv6 stack

in some sensors is not very good. Generally, the translator works well.

Ethernet based 
network card RS-232/485

Linux device drivers

IPv4 stack IPv6 stack

Netfilter framework

Net address translation (NAT)
Stateful

Protocol translation (PT)

Stateless

DNS-ALG Modbus-ALG SIP-ALG

User interface and system configuration

Wi-Fi based 
network card

OS kernel

User space 

HardwareFig. 115.5 Architecture

of the translator
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115.4.2 Testing of Pressure

In this test, we wrote a shell script running on the translator to monitor memory

usage, processing delay while network traffic is changing under different translation

methods (MTU is set to 1,460). The statistical results are shown in Fig. 115.6,

ignoring the flow direction. We can infer that the mixed use of stateful and stateless

method has a lot less memory usage than stateful method and nearly the same

process delay as stateless method.

115.5 Conclusion

This paper has proposed an improved IPv4-IPv6 translator that can support both

stateful and stateless translation for sensor network accessing Internet. Then we

implemented it on the ARM Cortex-A8 based on embedded system and did some

Table 115.1 Results of connectivity testing

Method Case Total Success Rate (%)

Stateful v6 sensor Pings v4 host 10,000 9,989 99.89

v4 host Pings v6 sensor 10,000 9,973 99.73

v4 sensor Pings v6 host 10,000 10,000 100

v6 host Pings v4 sensor 10,000 9,999 99.99

Stateless v6 sensor Pings v4 host 10,000 9,980 99.80

v4 host Pings v6 sensor 10,000 9,987 99.87

v4 sensor Pings v6 host 10,000 10,000 100

v6 host Pings v4 sensor 10,000 10,000 100

Fig. 115.6 Panels (a) and (b) show the relationship between network traffic and memory usage or

processing delay, respectively, in three modes (stateful, stateless, and mixed)
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system testings. Although stateful method is resource wasting and time-consuming,

it is still the only solution under some certain circumstances. Surely, this translator

is useful but maybe not perfect in architecture, translation algorithms, connectivity

of software modules, table search algorithm, C code efficiency, etc. And these will

be optimized gradually in our future researches.
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Chapter 116

A Novel Collaborative Filtering Approach

by Using Tags and Field Authorities

Zhi Xue, Yaoxue Zhang, Yuezhi Zhou, and Wei Hu

Abstract Traditional collaborative filtering is widely used in social media and

e-business, but data sparsity and noise problems have not been solved effectively

yet. In this chapter, we propose a novel approach of collaborative filtering based on

field authorities, which achieves genre tendency of items by mapping tags to genres

and simulates a fine-grained word-of-mouth recommendation mode. We select the

nearest neighbors from sets of experienced users as field authorities in different

genres and assign weights to genres according to genre tendency. Our method can

solve sparsity and noise problems efficiently and has much higher prediction

accuracy. Experiments on MovieLens datasets show that the accuracy of our

approach is significantly higher than traditional user-based kNN CF approach in

both MAE and precision tests.

116.1 Introduction

Collaborative filtering (CF) is the most popular technology in current recommender

systems. The basic idea is to recommend items to active users based on the opinions

of other users who have similar tastes. CF approach achieves a great success in

research and practice, such as Google News, Netflix, and Amazon [1].

A typical collaborative filtering approach, k-Nearest Neighbor (kNN) [2, 3], for

example, is a way to find the “nearest neighbors” of the active user. The items will be

recommended to the active user only if they are most liked by the neighbors.

However, because of the limitation of data, this approach has data sparsity and

noise problems, which cause failures in neighbor searching. In order to solve these

problems, a CF approach based on expert opinions has been proposed [4] (ECF).

Rather than applying a nearest neighbor algorithm to the user-rating data, predictions
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are computed by using a set of expert neighbors from an independent dataset.

Compared to traditional kNN method, this approach can effectively solve the prob-

lems of data sparsity and noise but leads to several other problems, such as prediction

accuracy declination, and more than that, it is hard to find external experts normally.

In this chapter, we present a novel collaborative filtering algorithm based on field

authorities. We define field authorities as experienced user sets in different areas.

The genre information of items is from an experience-decision dataset, and genre

weights are calculated by user-generated tags. We use MovieLens dataset to

experiment and find the following results: (1) the prediction accuracy of our

approach is significantly higher than traditional user-based CF and ECF; (2) there

is no need to use external data, so our approach has good expansibility.

116.2 Genre Resolution Model Based on Tags

In order to describe the reality more fine-grained, we model the genres of items by

using tags marked on the content. Using tags to model genres can solve the

credibility problem of items for us, because the nominal and the real are always

not consistent and undoubtedly the most authoritative judgments are from the

choice of users.

The performance of a single tag can be very unstable, but if we observe the

statistical significance from the macrostructure, we can find obvious corresponding

relations between tags and genres. We use the associated characteristics between

tags and genres and can judge the tendency of each item on different genres.

As shown in Fig. 116.1, we use this relationship to associate the tag and the

genres, by mapping the number of times to the genres. It is reasonable because we

can treat the tagging behavior as a vote to the item. From statistical sense, a few

individual, local views will be erased by the majority of user mainstream view, and

individual differences in statistical sense are irrelevant. By focusing on the vote

results, we can achieve maps from tags to genres and get the frequency of it, which

is shown in Fig. 116.2.

For tagi, the number of labeled times to genrej is Fij, and the number of labeled

times to itemm is fim:

Fij ¼
X

genrej∈itemm
f im

ItemTag

Genre1

Genre2

Genre3

f

f

f

f
Fig. 116.1 The

relationship of tag, item,

and genre
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Then we can calculate the ratio of tagi on genrej:

ratioij ¼ FijX
j
Fij

Now we have the tendency of each tag on different genres. We calculate the

tendency of each item on different genres by using the tag tendency as a bridge,

shown in Fig. 116.3.

We calculate the frequency of itemk on different genres using the matrix shown

in Fig. 116.4.

For genrej, the equivalent frequency FGjk on itemk is:

FGjk ¼
Xm
i¼1

f ik � ratioij

Item1Tag1

Genre1

Genre2

Genre3

f
f

f
f

Item2Tag1

Genre2

Genre3

Genre4

g

g

g
g

Item3Tag1

Genre1

Genre3

Genre5

h

h

h
h

Tag1

Genre1

Genre2

Genre3

Genre4

Genre5

f+h

f+g

f+g+h

g

h

Fig. 116.2 The vote from the tag to genres

Item k

Tag1 Genre1

Genre2

Genre n

Tag2

Tag m

f1k

f2k

fmk

Fig. 116.3 Calculate item

tendency via tag tendency
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Finally we get Tendencyjk between genrej and itemk:

Tendencyjk ¼
FGjkX
j
FGjk

In order to facilitate the comparison between different items, we have to

normalize the tendency of different genres on the same item.

Tendencyjk
0 ¼ Tendencyjk

maxj Tendencyjk

116.3 Field Authority Nearest Neighbors

On the basis of genre resolution model, we design our collaborative filtering

approach based on field authority (FACF), and our core tasks are to predict ratings

for blank “user-item” pairs. Figure 116.5 shows the algorithm process. Traditional

CF usually predicts rating using user-based [5–7] or item-based [1, 8] mode. Since

our algorithm is based on field authorities, we use the user-based mode in the

calculating process.

For user u and item i, we predict rui step by step as follows. First we have got the

genre tendency of item i. In each genre involved, we use FACF to calculate a

prediction rating and use genre tendency as weight to sum the ratings of different

genres to get the final result rui.

The most important aspect of FACF is to find field authority nearest neighbors.

Here we require that field authorities are in the top 100 sorted by rating numbers and

at least rate 10 movies in a certain genre. For user u and Fak, which stands for field

authorities on genre k, we calculate the similarities between u and member v of Fak,

and there are K field authorities who are the most similar with user u as his nearest

neighbors. We use the cosine similarity here:

wui ¼
X

i∈I
rui � ruð Þ � rvi � rvð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

i∈I
rui � ruð Þ2 �

X
i∈I

rvi � rvð Þ2
q

1

1 1 11 1 1 1 1

1

1 1

j n

k k j k n

i ik i ik ij ik in

m mk m mk mj mk m

genre genre genre
tag f ratio f ratio f ratio

tag f ratio f ratio f ratio

tag f ratio f ratio f ratio

⋅ ⋅ ⋅

⋅ ⋅ ⋅

⋅ ⋅ ⋅

� �
� �

� � � �
� �

� � � �
� �

Fig. 116.4 The matrix

for calculating frequency
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where I stands for the set that items are co-rated by u and v; r u and r v are the average

ratings in current genre for u and v.

We can predict rating by using the similarity as a weight. This is done by means

of a similarity-weighted average of the ratings input from each field authority [9]:

r̂ ui ¼ ru þ
X

v∈S u;Kð Þ\N ið Þwuv � rvi � rvð ÞX
v∈S u;Kð Þ\N ið Þ wuvj j

where r̂ ui is the prediction rating for genre k. r v is the average rating for Fak member

v on item i. r u is the average rating of user u. After we get the prediction rating of

each genre, we use weighted summation of predicted ratings to get the final

prediction result:

rui ¼
Xk
e¼1

re � tendencyie

In summary, the core idea of FACF is to predict ratings for user-item pairs from

different genre perspective and then use user’s preferences of each genre as weights

to get the final result. The results are able to take the preferences between the user

and field authorities in common into account and reflect the item tendency on

different genres quite suitable.

rui

User u
Item i

Genre 1 Genre 2 Genre k

Fa 1 Fa 2 Fa k

r1 r2 rk

+

User- based 

tendencyi1
tendencyi2

tendencyi3

Fig. 116.5 FACF

algorithm process
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116.4 Experiments

We test our algorithm on MovieLens dataset. We can verify FACF performance in

prediction accuracy obviously by contrasting with kNN CF and localized ECF. The

MovieLens dataset is a subset of MovieLens community, which contains 544 thou-

sand ratings on 4,988 movies rated by 1,000 users. Each user rates 20 ratings and

each movie has 1 rating at least.

In order to evaluate the accuracy of predictions, we divide our data set into 80 %

training – 20 % testing sets and calculate the average results of a 5-fold cross-

validation.

116.4.1 Mean Absolute Error

For each user-item pair in the test set, rui is its actual rating, and r̂ ui is its prediction

rating. MAE is defined as follow:

MAE ¼
X

u, i∈T
rui � r̂ uij j
Tj j

To test the performance of our algorithm under different conditions, we take the

number of nearest neighbors K as a variable. We also run the same experiment on

user-based kNN CF (U-kNN) and ECF as a comparison.

Figure 116.6 shows the MAE results of three approaches. FACF has the best

performance on MAE test. We can see details in Table 116.1. FACF has a reduction

of MAE from 3.6 to 10.8 % compared to U-kNN and from 2.4 to 6.0 % compared to

ECF. It is strong evidence that FACF is significantly more accurate than U-kNN

and ECF.

Fig. 116.6 MAE of

U-kNN, ECF, and FACF
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116.4.2 Precision of Recommendation Lists

Even though MAE is a good indicator, users do not consider it the way as MAE

does in real life. We are more concerned with whether users feel good to what we

recommend, like a top-N recommendation list [10]. Here we observe the prediction

accuracy by setting a threshold to distinguish a movie between “recommended” and

“not recommended” [4].

We set a threshold τ as a criterion. When our predicted rating is higher than τ, we
think this movie is recommendable, otherwise is not recommendable. So if the

actual rating on this movie is also higher than τ, we consider it as a successful

recommendation. By calculating the success rate, we can compare the performance

of user-based kNN CF, ECF, and FACF.

Figures 116.7 and 116.8 show the precision under different threshold conditions.

When threshold τ¼3, the precision of FACF has been around 87 %, which is much

higher than that of U-kNN and a little higher than that of ECF. When threshold τ¼4,

the precision of FACF is 3 % higher than both U-kNN and ECF. We can see that

when we need a high standard recommendation by using a tough condition, FACF

can give us a much better result.

Table 116.1 MAE and reductions of U-kNN, ECF, and FACF

U-kNN ECF FACF

Reduction

(1-FACF/U-kNN)

Reduction

(1-FACF/ECF)

K¼5 0.809 0.799 0.751 7.1 % 6.0 %

K¼10 0.811 0.764 0.731 9.8 % 4.3 %

K¼20 0.799 0.739 0.713 10.8 % 3.5 %

K¼40 0.762 0.723 0.703 7.7 % 2.6 %

K¼80 0.726 0.717 0.699 3.6 % 2.4 %

Fig. 116.7 Precision when

threshold ¼ 3
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116.5 Conclusion

We propose a novel CF approach by using tags and field authorities. By mapping

tags to genres of each item and introducing field authorities based on genre

information, we simulate the word-of-mouth recommendation mode properly. We

perform experiments on MovieLens dataset. Compared to kNN CF and localized

ECF, (1) we have a much higher accuracy than user-based kNN CF and ECF;

(2) there is no need to use external data, so our algorithm has a larger scope than

ECF. Besides, because of using the concept of field authorities, the inherent

characteristics, such as high degree of participation and consistent tendency, can

ameliorate the data sparsity and noise problems existing in traditional collaborative

filtering naturally.
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Chapter 117

Characteristics of Impedance for Plasma

Antenna

Bo Yin and Feng Yang

Abstract Impedance analysis is very important for antenna design. In this chapter,

the internal impedance of the plasma antenna is analyzed by building the model of

high-frequency electromagnetic waves acting with plasma. At the same time, a

model of surface current for plasma antenna is developed in accordance with the

eigenvalue equation of guided mode, and the radiation resistance of plasma antenna

is analyzed according to the method of Poynting vector. From the results, we find

that the internal impedance and the radiation resistance of the plasma antenna are

affected distinctly by the plasma density and electron-neutral collision frequency.

The internal resistance could be reduced, and the radiation resistance would be

added efficiently by increasing the plasma density and decreasing the collision

frequency.

117.1 Introduction

More and more people are interested in plasma antenna which is based on plasma

elements instead of metal conductors in recent years. Plasma antenna’s behavior is

determined by a circular plasma column in which a surface wave is propagating

along it. A plasma antenna may work immediately once it is energized through

using of an RF source, and will stop instantly with the source removed. When

de-energized, the plasma antenna becomes a dielectric tube filled with inert gas, and

B. Yin (*)

School of Electronic Engineering, University of Electronic Science and Technology of China,

Chengdu 611731, China

College of Electronic Engineering, Chongqing University of Posts and Telecommunications,

Chongqing 400065, China

e-mail: byin0520@163.com

F. Yang

School of Electronic Engineering, University of Electronic Science and Technology of China,

Chengdu 611731, China

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_117,

© Springer International Publishing Switzerland 2014

1027

mailto:byin0520@163.com


it reflects little return wave signals to radar [1]. Reconfiguration is another advan-

tage of plasma antenna in which its radiation characters can be changed conve-

niently by electrical rather than mechanical control [2].

In the past years, many scientific or technical documents concerning plasma

antenna have been reported. Kumar [3] investigated the radiation properties of a

plasma column as a reconfigurable plasma antenna by controlling the operating

parameters, such as drive frequency, input power, and argon gas. Zhu [4] presented

the characteristics of the AC-biased plasma antenna by experimental observations.

Wu [5] analyzed radiation pattern of plasma antenna through a model for a plasma

antenna of beam-forming, and results indicated a good performance in the aspects

of beam-forming, beam-scanning, and radiation efficiency. However, from these

studies it is very difficult to infer the information of impedance of plasma antenna.

As we all know, the impedance of a plasma antenna is important for impedance

matching and efficiency analysis in the antenna design. In this chapter, the internal

impedance and radiation resistance of plasma antenna are analyzed through the

theory of impedance and the method of Poynting vector, respectively. Since physics

property of plasma varies as the signal frequency due to a disperse material, the

plasma density and the collision frequency have obviously influence on the imped-

ance of plasma antenna, and results show that the internal resistance could be

reduced and the radiation resistance be increased efficiently by adjusting the plasma

density and the collision frequency properly.

117.2 The Internal Impedance of a Plasma Antenna

Plasma is a collection of free charged particles moving in random directions which

consists of electrons, ions, and neutrons; in general, it is neutral in the steady state.

When the density of ionized gas is very high enough, the electromagnetic wave

cannot go deep into the plasma; the skin depth is quite small, and then plasma

exhibits properties of a conductor [6]. The electric conductivity determines the

ohmic power dissipation, which is an important mechanism for electron heating in

discharges.

A plasma column antenna is modeled in Fig. 117.1, assume that its density is

homogeneous in axial and radial directions, and the length and radius of the plasma

column are 1.2 and 0.0125 m, respectively. Then the wave vector propagating in the

plasma column is a complex quantity, and it can be expressed as

k ¼ ω
ffiffiffiffiffiffiffi
μεp

p ¼ k0
ffiffiffiffi
εr

p ¼ β � jα ð117:1Þ

where εr ¼ 1 � ω2
pe/ω(ω � jv) is the plasma relative dielectric constant [7], ω is

the frequency of propagation signal, and vm is the electron-neutral collision fre-

quency. The quantity ω2
pe ¼ nee

2/meε0 is the electron plasma frequency, where ne
and me are the plasma density and quality, respectively [7]. As the relative
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permittivity of plasma is complex, so it can be expressed as εr ¼ ε1 � jε2. Then the
attenuation constant and phase constant are

β ¼ ω

ffiffiffiffiffiffiffiffiffi
μ0ε0
2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε21 þ ε22

qr
ð117:2Þ

α ¼ ω

ffiffiffiffiffiffiffiffiffi
μ0ε0
2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ε1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε21 þ ε22

qr
ð117:3Þ

So we can obtain skin depth of the plasma column δ ¼ 1/α.
For a plasma column with certain density, it shows conductive properties like a

conducting column. So the internal impedance of plasma antenna can be counted as

the following:

When δ < a,

R1 ¼ Rs ¼ l

σS
¼ l

σS
¼ l

2πaδσ
ð117:4Þ

When δ > a,

R1 ¼ Rs ¼ l

σS
¼ l

σS
¼ l

πa2σ
ð117:5Þ

The internal impedance of the plasma antenna is plotted in Fig. 117.2a, b at

different plasma densities, when the electron-neutral collision frequency is

5 � 108 Hz. From Fig. 117.2a, the internal resistance of the plasma antenna

becomes bigger slowly as the signal frequency rises, and increases rapidly in the

low-frequency band. And if we enhance the plasma density, the internal resistance

can be decreased observably, which is the results of the plasma conductivity

increasing with the increase of the plasma density. In Fig. 117.2b, the internal

reactance of plasma antenna increases linearly with the increase of signal fre-

quency. And for a higher plasma density, the internal reactance becomes smaller,

and the slope is smaller too.

It is the collision frequency that is relevant to plasma’s conductive and dielectric

properties, which impact antennas’ characteristics with using plasma as a

conducting column. The internal impedance of the plasma antenna is plotted in

Fig. 117.3a, b at electron-neutral collision frequencies, when the plasma density is

ne ¼ 1 � 1018 m�3. As shown in Fig. 117.3a, the internal resistance of plasma

a

l

Fig. 117.1 Structure of

plasma column antenna
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antenna becomes bigger as the signal frequency increases, and arises rapidly in the

low-frequency band. At same time, if we enhance the collision frequency of plasma,

the internal resistance can be increased evidently. This is easily understood on the

basis of the collision model for plasma. Electromagnetic (EM) waves propagating in

plasma will cause oscillation of electrons. If no collision, the plasma will show

characteristics of a lossless medium. However, electrons will collide with each other

and with neutral particles and their kinetic energy is generally exchanged between

particles. And the energy transfer is critically dependent on the electron’s oscillation

cycle when the collision occurs [8]. So the higher collision frequency is, the greater

plasma resistance will be. In Fig. 117.3b, the results indicate that the internal

reactance of the plasma antenna increases linearly with the increase of signal

frequency, and the internal reactance is almost not affected by collision frequency

of plasma.
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117.3 The Radiation Resistance of a Plasma Antenna

When frequencies of incident EM waves are far lower than the plasma frequency,

the surface wave will appear on the interface between the plasma and the surround-

ing dielectric just like traveling on the surface of a metal column. However, the

wave vector of surface wave should vary with the plasma density. For a uniform

density, we may obtain the plasma surface wave dispersion relation by Helmholtz’s

wave equation and the boundary condition [9, 10], that is,

εrT0I1 Tpa
� �

K0 T0að Þ þ TpK1 T0að ÞI0 Tpa
� � ¼ 0 ð117:6Þ

where T2p ¼ k2 � εrk20 and T20 ¼ k2 � k20, a is the radius of the plasma column,

k0 ¼ ω/c is the wave number in free space, Ii(�) and Ki(�) denote modified Bessel

function of the first and second kind, respectively, and εr is the plasma relative

dielectric constant.

It is through the mechanism of the radiation resistance that power is transferred

from the guided wave of the plasma antenna to the free-space wave. The greater the

radiation resistance is, the higher will be the power radiated for a given electric

current. In order to find the radiation resistance of plasma antenna, the Poynting

vector is formed in terms of the electric field and magnetic field radiated by the

antenna. By integrating the Poynting vector over a closed surface (usually a sphere

of very large radius), the total power radiated by the source is found. As approx-

imation, the current distribution of monopole for plasma column is

I zð Þ ¼ I0 ejkpz � ejkp 2l�zð Þ
� �

ð117:7Þ

and the current in the fed end of plasma column is

I1 ¼ I0 1� ej2kpl
� � ð117:8Þ

where kp is the propagation constant of surface wave and can be got from Eq. 117.6.

The far-zone field of electric current element is given by [11]

dEθ ¼ j
60πIdz

λR
sin θe�jk0R ð117:9Þ

where λ and k0 are the wave length and the wave number in free space, respectively,

and R is the distance between field point and source point.

So the far-zone electric field of the plasma antenna with a length l is

Eθ ¼
Z l

0

j
60πIz
λr1

sin θe�jk0r1dz ð117:10Þ
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As shown in Fig. 117.4, a plasma column antenna, l ¼ 1.2 m and a ¼ 0.0125 m,

is placed along the z axis. r0 is the distance between the origin to the field point, and
r1 is the distance between the electric current element (Idz) to the field point in far

region. Consider l � r0, so that we take 1/r0 � 1/r1. Due to r0kr1 in the far field, as
the first approximation, we can take r1 ¼ r0cosθ, then

Eθ ¼ j
60π

λr0
e�jk0r0 sin θ

Z l

0

Ize
jk0z cos θdz ð117:11Þ

The power radiated by the plasma antenna is

Pr ¼ ∮Ω S
!��� ���dA ð117:12Þ

where Ω is a sphere surface of its radius in the far-field region. Poynting vector

S
!
¼ 1

2
Re E

! � H
!�� 	

.

Finally, the radiation resistance can be obtained by the principle of the equiva-

lent circuit.

Rr ¼ Pr=I1
2 ð117:13Þ

When the electron-neutral collision frequency is 5 � 108 Hz, the radiation

resistance of the plasma antenna is plotted in Fig. 117.5a at different plasma

densities. In the figure, we get that the plasma antenna displays resonance charac-

teristic similar to that of the metal one, the curve is moved to the right, and its peak

values become bigger with the increase of concentration for plasma. For a plasma

column, the increasing plasma density will cause a good conductivity, and this leads

to a stronger ability to radiate EM wave. On the other hand, the peak value of

radiation resistance is approximately periodic, which will help us select a frequency

band to realize a high-efficiency plasma antenna. Figure 117.5b shows that the

radiation resistance of the plasma antenna varies with different electron-neutral

z

r1

r0dz

l

Fig. 117.4 Plasma antenna

placed along the z axis
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collision frequencies, when ne ¼ 1 � 1018 m�3. The results tell us that the plasma

antenna displays resonance characteristics too and the peak values of the curve with

the increase of collision frequencies of plasma. As mentioned previously, the power

is consumed in the plasma column, which reduces the EM power radiation, so the

radiation resistance becomes smaller.

117.4 Conclusion

Since high-frequency electromagnetic waves act with plasma and charged particles

collide with each other, a plasma column not only shows the ability of EM power

radiation but also demonstrates ohmic loss characteristics. In this chapter, the

internal impedance and radiation resistance of plasma antenna are analyzed through

the theory of impedance and the method of Poynting vector respectively. The

results indicate that the internal resistance could be reduced and the radiation

resistance be increased efficiently by adjusting the plasma density and the collision

frequency properly; accordingly, the efficiency of the antenna is improved too. It is

very useful for the analysis and design of plasma antenna.
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Chapter 118

A Low-Voltage 5.8-GHz Complementary

Metal Oxide Semiconductor Transceiver

Front-End Chip Design for Dedicated

Short-Range Communication Application

Jhin-Fang Huang, Jiun-Yu Wen, and Yong-Jhen Jiangn

Abstract A 5.8-GHz transceiver front-end applied in dedicated short-range

communication (DSRC) systems which is developed in public traffic transportation

to improve the safety is fabricated on a chip using TSMC 0.18-μm CMOS process.

The proposed prototype includes an asymmetric T/R switch, a current-reused LNA,

and a class A power amplifier (PA) on the low-voltage operation in order to

minimize the power consumption. Measured results achieve the power gain of

11 dB, the NF of 4.9 dB, the third-order intercept point (IIP3) of �5.4 dBm, and

the power consumption of 3.9 mW in the receiving (Rx) mode. On the other hand,

the power gain of 12.4 dB, the output 1 dB compression point (OP�1dB) of

11.4 dBm, the PAE of 14.7 % at P�1dB, the IMD3 of �15.8 dBc at 1 dB compres-

sion level, the output power of 2.6 dBm with a 50 Ω load, and power consumption

of 116.3 mW are obtained in the transmitting (Tx) mode. The overall chip area is

1.5 (1.32 � 1.14) mm2. This RF CMOS transceiver front-end includes all matching

circuits and biasing circuits, and no external components are required.

118.1 Introduction

For mobile wireless communication, handheld sets of small size and light weight

are more attractive, and the battery endurance plays an important role in the market.

In order to minimize the required power consumption, operating the circuit at a

reduced supply voltage is apparently an effective approach. ITS communication

system can effectively improve the mobile safety and traffic efficiency in vehicle

transportation. The DSRC protocol is defined in the physical layer of ITS and
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supports both public safety and private operations in vehicle to roadside commu-

nications and provides a high-speed radio link between the roadside unit (RSU) and

onboard unit (OBU). Meanwhile, the DSRC protocol has been developed world-

wide and practically applied for electronic toll collection (ETC) system. Further-

more, the 5.8-GHz band is located in the unlicensed industrial, scientific, and

medical (ISM) bands and is widely applied for medium distant communication

applications.

A fully integrated 0.25-μm SiGe-BiCMOS transceiver for DSRC applications is

presented, but this chip is more expensive than CMOS one [1]. In addition, larger

power consumption is unpractical for OBU’s application under the supply voltage

of 3.3 V. A series-shunt T/R switch is integrated with transceiver front-end ampli-

fier, but its power-handling capability is too low for Tx path [2]. A fully integrated

transceiver front-end is proposed with the T/R switch, LNA, and PA devices, yet

this chip is unpractical due to larger power consumption [3]. A fully integrated

high-efficiency linear CMOS class E PA for 5.8-GHz ETC applications is presented

[4]. Class E PA has high efficiency, but it is only suitable for nonlinear modulation

communication systems. For DSRC systems, it is not suitable. Hence, with those

considerations, a low-voltage 5.8-GHz CMOS transceiver front-end chip design for

DSRC applications is presented in this paper.

118.2 Transceiver Front-End Circuit Design

Figure 118.1 shows the structure of the proposed prototype which includes a T/R

switch, an LNA, and a PA. The T/R switch is a key block for a time division duplex

(TDD)-based radio system, and it connects radio transmitter and receiver alterna-

tively to a shared antenna. It receives the radio signal from antenna to the LNA or

transmits the radio signal from the PA to antenna. In Rx mode, the LNA appropri-

ately amplifies the weak radio signal from the antenna through the T/R switch but

not adding too much noise to it. In Tx mode, the PA amplifies the radio signal from

the up-converter to appropriate signal power level through the T/R switch to the

antenna.

Fig. 118.1 The structure

of the proposed transceiver

front-end
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118.2.1 An Asymmetrical T/R Switch Circuit

The proposed T/R switch is an asymmetrical architecture shown in Fig. 118.2. In

the Tx path, a series switch, M1, is used, whereas a shunt switch, M2, is employed in

the Rx path. A digital control signal, VC, is applied to the gates of the switches to

select Tx or Rx mode operation. Series gate bias resistors, Rg1 and Rg2, are used, so

the gate potential is bootstrapped to the source and drain. The size of M1 is

determined based on the trade-off of the on-resistance, Ron which affects insertion

loss, and Csd in cutoff region, which affects isolation. The on-resistance can be

evaluated as

Ron ¼ 1

μnCoxW
�
Vgs � VTH

�
=L

: ð118:1Þ

It is desired to keep Ron small to reduce the insertion loss. This can be achieved

by choosing large mobility, μ; increasing transistor aspect ratio, W/L; and keeping

Vgs � VTH large where VTH is the threshold voltage.

One criterion uses NMOS transistors rather than PMOS transistors in the design.

The other rule designs transistors with minimum allowable channel length,

L. Because the minimum value of L is limited by the process, low Ron eventually

requires large W. However, broadening a transistor definitely increases its junction

and parasitic capacitances proportionally. The source and drain voltages (VS/D) of

M1 and M2 are biased by the inverted VC through large bias resistors (Rsd1 � Rsd3).

In Tx mode, VC is set at 1.8 V, so VSD of M1 and M2 is at 0 V. The Rx path presents

a parallel resonant tank with L1 and C1 shortened through M2. The large bias

resistor Rsd3 causes the source terminal of M2 to be floating. This keeps the

impedance between M2’s source and drain small in spite of large signal swings at

the antenna node. As a result, the quality factor (Q) of the L1C1 tank remains

sufficiently high to effectively block out leakage power from the Tx branch.

Fig. 118.2 The proposed

asymmetric T/R switch

circuit
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118.2.2 A Current-Reused Low-Noise Amplifier

To reduce power consumption, a two-stage cascade amplifier is folded into a single-

stage cascode amplifier. Applying this idea obtains the proposed current-reused

LNA circuit which comprises an input matching network matched to 50, and

an on-chip transformer-degenerated cascode amplifier shown in Fig. 118.3a.

Figure 118.3b illustrates this transformer layout. The two inductors Ld1 and Ls1

forming this transformer are connected at the source terminals of M1 and M2 for

reducing chip area. The transformer has turn ratio of 1:3, 9-μm metal width, 2-μm
space, 30-μm inner length, 188-μm outer length, and a chip area of 188 � 230 μm2.

This LNA provides higher gain than the common cascode amplifier since when

operating in a 5.8-GHz frequency band, Cg2 is shortened and the LNA acts as a

cascade amplifier. On the contrary, when operating in lower frequency band, Cg2 is

open and the LNA acts as a cascode amplifier. Obviously, the power consumption of

this circuit will keep the same as a cascode amplifier. The input series gate matching

inductor actually comes from the L1 used in Fig. 118.2. The chip area can then be

reduced. The capacitive coupling Cg2 is needed to achieve DC isolation between

the active devices of both transistors M1 and M2. Lg2 is added to optimize interstage

matching with Cg2, the effective parasitic capacitance of the active device M2 and

the on-chip transformer.

Neglecting the effect of the bias resistor, Rb1, the LNA input impedance Zin is

solved by writing Kirchhoff’s voltage law in its phasor form across its input loop:

Zin ¼ gm1Ls1
Cex

þ j ω Ls1 þ Lg1
� �þ� 1

ωCg1
� 1

ωCex

�� �
, ð118:2Þ

Fig. 118.3 The proposed current-reused LNA: (a) schematic and (b) transformer layout
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where gm1 is the transconductance of the transistor M1 and the added Cex contains

Cgs1, the parasitic capacitance between the gate and source nodes.

For input matching, Zin ¼ Rs ¼ 50Ω, from Eq. 118.2, the input matching occurs

at the frequency ωc as

ωc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

Ls1 þ Lg1
� Cg1 þ Cex

Cg1 þ Cex

s
: ð118:3Þ

At this frequency, the input impedance becomes

Rs ¼ Re Zinð Þ ¼ gm1Ls1
Cex

, ð118:4Þ

where Re(Zin) means the real part of Zin.

118.2.3 Class A Power Amplifier

The proposed PA circuit is shown in Fig. 118.4. It is a two-stage cascade common

source amplifier. Both the drive stage and the power stage are biased on class A

operation to achieve high linearity. To evaluate the PA function, power-added

efficiency, PAE includes information on the driving power for the PA and is

more commonly used than power conversion efficiency. PAE is defined as

PAE ¼ Pout � Pin

PDC
, ð118:5Þ

where Pin and Pout are input power and output power, respectively, at the frequency

of interest. PDC is the DC supply power.

Fig. 118.4 Schematic

of the proposed power

amplifier circuit
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118.3 Measured Results

The proposed transceiver front-end is fabricated in TSMC 0.18-μm CMOS process.

The die photograph is shown in Fig. 118.5, and the chip area including pads is 1.5

(1.32 � 1.14) mm2. Measurements have been performed with a GSG probe bench

with an HP 8510C network analyzer, an Agilent 8975A NF analyzer, and an Agilent

E4407B spectrum analyzer. The power consumption is 3.9 mW with 1�V supply

voltage in the Rx mode and 116.3 mW with 1.8�V supply voltage in the Tx mode.

Figure 118.6a, b shows the measured power gain and noise figure, respectively,

in the Rx mode. The measured power gain is 11 dB somewhat below the simulated

value about 6 dB at 5.8 GHz, but their data curves are pretty matched. The

measured NF is 4.9 dB at 5.8 GHz. Figure 118.7a, b shows the measured P�1dB

in the Rx mode. The measured P�1dB is �15 dBm. Figure 118.8 shows the

measured IIP3 in the Rx mode. The measured IIP3 is �5.4 dBm. The P�1dB of

Fig. 118.5 Die

photomicrograph of the

transceiver front-end with

a chip area of 1.32 � 1.14

(1.50) mm2

Fig. 118.6 Measured power gain and noise figure vs. frequency in the Rx mode
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output power at the linear region of operation can also be verified by

P� 1dB ¼ IIP3 � 9 (dBm).

Figure 118.8 shows the measured power gain in the Tx mode with a value of

12.4 dB at 5.8 GHz. Figure 118.9a shows that the measured result exhibits an

OP�1dB of 11.4 dBm with a PAE of 14.7 % in the Tx mode. The maximum PAE of

21 % is achieved at an output power of 13.7 dBm, where the power gain is greater

than 12 dB.

Figure 118.9b depicts themeasured IMD3 and output power as a function of input

power in the Tx mode, and the measured IMD3 is�15.8 dBc at P�1dB ¼ �15 dBm.

The measured output power at single port with no buffer circuits is 2.6 dBm at the

frequency fo of 5.8 GHz with input power of �10 dBm. The measured performance

of the proposed transceiver front-end is summarized and compared to recently other

reported works in Table 118.1. The proposed transceiver front-end achieves the

smallest chip area, the lowest NF, and the lowest power consumption while attaining

very good performances compared to other features.

Fig. 118.7 (a) Measured power gain and output power vs. input power in the Rx mode with

P�1dB ¼ �15 dBm and (b) measured IIP3 in the Rx mode with an IIP3 value of �5.4 dBm

Fig. 118.8 Measured

power gain vs. frequency

in the Tx mode with a power

gain of 12.4 dB at 5.8 GHz
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118.4 Conclusion

A 0.18-μm 5.8-GHz CMOS fully integrated transceiver front-end for DSRC appli-

cations was presented. A T/R switch of asymmetric topology is advantageous for

handling high power since it takes into account the asymmetrical power level in the

Tx and Rx branches of a typical transceiver. The T/R switch in Rx side is merged

with the LNA architecture consuming very small chip area and is almost with no

Fig. 118.9 (a) Measured PAE and output power vs. input power in the Tx mode with a measured

PAE of 14.7 % at P�1dB of 11.4 dBm and (b) measured IMD3 and output power vs. input power in

the Tx mode with a measured IMD3 of �15.8 dBc at P�1dB ¼ �15 dBm

Table 118.1 Comparison of some transceiver front-ends in recent publications

[5] 2005 [6] 2010 [7] 2006 This work

Process (μm) BiCMOS 0.35 CMOS 0.13 CMOS 0.18 CMOS 0.18

fRF (GHz) 5.2 5.8 5.5 5.8

Chip area (mm2) 2.86 6.24 NA 1.5

Rx mode

VDD (V) N/A 1.2 3.0 1

DC current (mA) 9.8 52a 40b 3.9

Conver. gain (dB) 21.9 48 NA 11

NF (dB) N/A 5 NA 4.9

IIP3 (dBm) N/A 1.1 N/A �5.4

Tx mode

VDD (V) N/A 3.3 3.0 1.8

Current (mA) 59.1 150 40b 64.6

Power gain (dB) 12.1 NA NA 12.4

OP�1dB (dBm) N/A �41 NA 11.4

PAE @ P�1dB (%) N/A 9.2 N/A 14.7
a52 mA includes Rx RF front-end, Rx baseband analog circuits, and Rx LO buffers. 150 mA

includes Tx RF front-end, Tx baseband analog circuits, and Tx LO buffers
bBoth Tx/Rx modes
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power consumption. On-chip T/R switch is built in the transceiver front-end chip,

allowing for reduced signal loss in the whole architecture. This integrated CMOS

transceiver front-end includes all matching circuits and biasing circuits, and no

external components are required. Our work can provide a compact, low-power,

and low-cost solution to DSRC payloads.
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Chapter 119

A 5.8-GHz Frequency Synthesizer

with Dynamic Current-Matching Charge

Pump Linearization Technique

and an Average Varactor Circuit

Jhin-Fang Huang, Jia-Lun Yang, and Kuo-Lung Chen

Abstract A 5.8-GHz frequency synthesizer is implemented in TSMC 0.18-μm
CMOS process. This paper proposes a dynamic current-matching charge pump

linearization technique and uses a current-switching differential Colpitts VCO to

lower the phase noise and an averaged varactor circuit to increase the linearity of

the VCO tuning range. At the supply voltage of 1.8 V, measured results achieve the

locked tuning frequency from 5.55 to 5.94 GHz, corresponding to 6.8 % and the

phase noise of �105.83 dBc/Hz at 1 MHz offset frequency from 5.8 GHz. The

overall power consumption is 21.6 mW. Including pads, the chip area is 0.729

(0.961 � 0.761) mm2.

119.1 Introduction

Frequency synthesizer is an important component used in wireless transceiver

front-end to perform signal up- and down-conversion. The integer-N frequency

synthesizer is considered to be well understood and less complicated to design.

Several multiband frequency synthesizers have been published [1–3]. A 5-GHz

frequency synthesizer utilizes injection-locked frequency divider (ILFD) in the first

divider stage to save power found, but it may cause the frequency synthesizer

becoming unlocked due to the narrow locked range of ILFD and consuming more

chip area due to the inductor of ILFD [1]. A 1-V frequency synthesizer for
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low-voltage applications is presented, but it consumes large chip area of 0.988 mm2

and much power of 27.5 mW [2]. A locking detector to detect the locking situation

of the PLL is adopted, but it is more complex as illustrated in [3]. In the phase/

frequency detector (PFD) and charge pump (CP) circuits, the nonlinearity is mainly

attributed to the up/down current mismatch and the gain (slope) variation around

the region of phase error; while in the dividers, the circuit timing jitters modulate

the zero-crossing points of a signal and cause the system to exhibit nonlinear

behavior. Hence, considering those factors of power consumption, phase noise,

tuning range and chip area, a low-phase noise, wide tuning range, and small chip

area, frequency synthesizer is proposed and fabricated in TSMC 0.18-μm CMOS

process.

119.2 Architecture of Frequency Synthesizer

The proposed frequency synthesizer consists of a PFD, a CP, an off-chip 3rd-order

passive loop filter and a VCO in the feed-forward path and a programmable

frequency divider in the feedback path as shown in Fig. 119.1. An accurate VCO

with low noise is essential in designing a quality frequency synthesizer. The PFD

detects the phase error between the reference signal FREF and the feedback signal

FDIV. The digital output signals of PFD control the VCO through the CP and filter

circuits. The locked frequency synthesizer output frequency fVCO is expressed as

follows:

f VCO ¼ 4� NMMFD � FREF, ð119:1Þ

where NMMFD is the programmable divider ratio and FREF is the reference

frequency.

Fig. 119.1 Architecture

of the proposed frequency

synthesizer
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119.3 Frequency Synthesizer Functions

119.3.1 Gm-Boosting Voltage-Controlled Oscillator

The cross-coupled VCO in CMOS has attracted considerable interest due to its easy

start-up and good phase noise characteristics. Colpitts VCO features superior phase

noise because noise current from active devices is injected into the tank during

minima of the tank voltage when the impulse sensitivity is low. Unfortunately, the

conventional Colpitts VCOs suffer from poor start-up characteristics; i.e., higher

power consumption is needed to ensure reliable start-up.

In order to resolve the poor start-up characteristic, and improve the phase noise,

the current-switching differential Colpitts VCO shown in Fig. 119.2 where the

differential oscillator is built with symmetry around the resonator tank is modified

from [4]. The phases of gate voltages of M1 and M3 and M2 and M4 are the same as

the phases of drain voltages of M2 and M1, respectively. Connecting them together

will have the effect of Gm-boosting scheme. The negative resistance �2/gm where

gm denotes the transconductance of each transistor generated by the cross-coupled

pMOS transistors is to compensate for the loss with the LC-tank. The differential

outputs of the VCO connect to the common source amplifiers which function as

analog buffers. This proposed balanced VCO consists of two single-ended

LC-tanks and two pairs of pMOSFETs so that their gate-source voltages become

small. To enhance the start-up oscillation condition of the balanced Colpitts VCO,

the pMOSFET core is chosen to reuse the dc current. Therefore, the proposed

balanced VCO uses four MOSFETs, and the consumed current still remains very

small; therefore, low power dissipation can be achieved.

The capacitance Cvar1, 2, realized from a high-Q MOSFET capacitor, in parallel

with the inductors forms the LC-tank resonator which determines the oscillating

frequency. The oscillating frequency is given by

f o ¼
1

2π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L1Cvnet

p : ð119:2Þ
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Fig. 119.2 The gain-boosting Colpitts VCO: (a) the overall circuit; (b) an averaged varactor

circuit by using distributed bias voltages of 1.0, 1.5, and 0.5 V; and (c) linear property of the

averaged capacitance
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where Cvnet is the effective capacitance of the VCO. Three MOS varactors are

connected in parallel with dc bias voltages VG1, VG2, and VG3. Rather than using a

fixed dc bias voltage (i.e., VG1 ¼ VG2 ¼ VG3) in the traditional varactor design, the

averaged varactor circuit uses distributed voltage values for VG1, VG2, and VG3

which are 1.0, 1.5, and 0.5 V, respectively, as shown in Fig. 119.2b [5]. The tuning

capacitance of the combination of the three varactors is approaching linear shown

in Fig. 119.2c and is therefore insensitive to the varactor errors. The resonant

frequency of the LC-tank will become more stable and the nonlinearities of

the varactors are averaged, but at the sacrifice of the chip area of 0.15 mm2. The

averaged varactor increases the linearity of VCO tuning range. Therefore, the phase

noise is lowered and this feature is applied to these VCO varactors.

119.3.2 Phase Frequency Detector

Important techniques to design PFD operating at high frequency with minimum

dead zone are adopted to reach the minimum phase offset and to reduce the dead

zone in the circuit. With these considerations, a domino-logic PFD shown in

Fig. 119.3 is presented [6]. On the reset path, the reset delay cell is inserted to

reduce the minimum UP and DN pulse widths and then to improve the dead zone in

the PFD. When the input and output frequencies are sufficiently close, the PFD

operates as a phase detector, performing phase lock. The loop locks when the phase

difference drops to zero and the charge remains relatively idle.

119.3.3 Dynamic Current-Matching Charge Pump

A charge pump consists of two switched current sources that pump charge into or

out of the loop filter according to logic inputs. The main objective is to design a

reasonably sized CP circuit to achieve the performance of a large-sized one for area

efficiency and minimizing the unwanted transient corruptions. Figure 119.4 illus-

trates the proposed CP PLL driven by a PFD, such an implementation senses the

transitions at the input and output, detects phase or frequency differences, and

activates the charge pump accordingly [7].

This CP is based on a switches-in-source architecture. The feature is that two

extra feedback transistors, MfbN and MfbP, are added to compensate for the channel-

length modulation effect of the up/down current mirrors via negative feedback. The

amount of compensation is dynamically adjusted according to the CP output

voltage (VCP). The technique reduces the current error between charge up and

charge down due to the mismatch of charge-sharing effects when the switches are

turned ON and hence improves the in-band phase noise.
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119.3.4 Low-Pass Filter

The low-pass filter eliminates noise from the tuning voltage. The VCO output

signal is altered by the control data inputted into the filter which follows some

parameter specs in the PLL, including reference frequency (FREF), divide ratio (N),

loop bandwidth (K), charge pump current (ICP), slope of VCO (KVCO), and phase

margin (ϕP). The filter suppresses spurs introduced by the reference frequency.

VDD VDD

FREF

VDD VDD

FDIV

UP

UP

DN

DN

M1 M 4

M7 M10

M11

M 5M2

M 3

M8

M9 M12

M 6

VDD

VDD

Fig. 119.3 The proposed

PFD circuit with minimum

dead zone

Fig. 119.4 Dynamic

current-matching charge

pump circuit
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Figure 119.5 shows the schematic of the third-order low-pass loop filter which

provides more attenuation of spurs by placing a series resistor R2 and a shunt

capacitor C3. VCTRL(s)/Icp(s) will become

Z sð Þ ¼ sR1C1 þ 1

s3R1R3C1C2C3 þ s2 R1C1C2 þ R1C1C3 þ R3C2C3 þ R3C1C3ð Þ þ s C1 þ C2 þ C3ð Þ :

ð119:3Þ

Resistor R1 and capacitor C1 generate a pole at the origin and a zero at 1/(R1C1).

C2 and the combination of R2 and C3 generate extra poles at frequencies higher than

frequency synthesizer bandwidth of interest to reduce the feedthrough at reference

frequency and decrease spurious harmonics of the reference frequency. The com-

ponent parameters used in this 3rd low-pass loop filter with consideration of

CP currents, VCO tuning range gain, frequency divider ratio, loop filter bandwidth,

phase noise, etc., are listed as follows: FREF ¼ 50 MHz, K ¼ 350 kHz, ICP ¼ 100

μA, KVCO ¼ 216 MHz/V, phase margin ¼ 62o, C1 ¼ 271 pF, C2 ¼ 18 pF, C3 ¼
1 pF, R1 ¼ 6.8 kΩ, and R2 ¼ 13.6 kΩ.

119.3.5 Multi-Modulus Frequency Divider

Figure 119.6a shows the programmable MMFD circuit which contains 2/3 true-

single-phase-clock (TSPC) divider and traditional logic gate circuits, and

Fig. 119.6b shows the 2/3 TSPC divider architecture which contains two traditional

DFFs [8]. The MMFD has to treat frequency division over large continuous range

and can be programmable.

In this design, the 16-modulus divider is chosen to deal with all of integer divide

ratio values from 16 to 31. The divide ratio of MMFD is defined in Eq. 119.4. When

the frequency synthesizer oscillates at 5.8 GHz, the divide ratio must be 29, and

then the control code, MC0-MC3, is set to be (1, 1, 0, 1):

NDivide Ratio ¼ 16þ 23 �MC3
� �þ 22 �MC2

� �þ 21 �MC1
� �

þ 20 �MC0
� �

: ð119:4Þ

Fig. 119.5 The third-order

low-pass loop filter circuit
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119.4 Measured Results

The proposed frequency synthesizer was implemented in TSMC 0.18-mm CMOS

process. Figure 119.7 shows the die microphotograph including the wire-bound

pads. The overall chip area is 0.729 (0.961 � 0.761) mm2 including measured

pads. Under the supply voltage of 1.8 V, the power consumption is 21.6 mW.

Measurements have been performed with an Agilent E4446A spectrum analyzer

and an HP 8110A 150-MHz function generator which provides 50 MHz for

reference frequency used to perform the measurement. The plot of the tuning

characteristic of the locked frequency synthesizer versus the controlled voltage

varying from 0 to 1.8 V is shown in Fig. 119.8a. From it we can find the much

linearity of using average varactor circuit. The VCO output frequency is tunable

from 5.5 to 5.94 GHz by varying the controlled voltage Vctrl. Figure 119.8b shows

the measured output power of �13.33 dBm of the prototype after locking at

5.805 GHz. The reference spur is about 50 dBc and appears exactly at the reference

frequency of 50 MHz.

Figure 119.9 shows both the measured phase noises of free-running VCO and

the phase-locked VCO. According to the measured results, the phase noise of the

locked VCO is �105.83 dBc/Hz at 1 MHz offset frequency from 5.805 GHz. The

measured performances of the proposed frequency synthesizer are summarized in

Table 119.1 in comparison with other recently published papers. The proposed

prototype achieves the highest output frequency, the widest tuning range, the least

chip area, and lower phase noise, comparing to the other three references. The phase

noise is �111 dBc/Hz @ 1 MHz, but with a power consumption of 27.5 mW and a

larger chip area of 0.988 mm2 shown in [2]. Our prototype only needs power of

21.6 mW and chip area of 0.729 mm2.

119.5 Conclusion

In this paper, a 5.8-GHz frequency synthesizer was fabricated in TSMC 0.18-mm

CMOS process. To improve phase noise, a cross-coupled Colpitts VCO with an

average varactor circuit was adopted. The CP employed dynamic current-matching

Fig. 119.6 (a) The MMFD circuit containing 2/3 dividers and logic gates, and (b) the schematic

of the proposed 2/3 divider circuit
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Fig. 119.8 (a) Measured tuning range versus varying the control voltage, with average varactor

circuit; the tuning frequency range is much linear, and (b) output spectrum of the locked frequency

synthesizer with VDD ¼ 1.8 V and Vctrl ¼ 0.9 V

Fig. 119.7 Die micrograph

of the proposed frequency

synthesizer with a chip area

of 0.761 � 0.961 mm2

Fig. 119.9 Measured phase

noises of VCO and

locked PLL



circuit to compensate for the channel-length modulation effect. The measured

phase noise and power consumption are �105.83 dBc/Hz and 21.6 mW, respec-

tively, and the locked tuning frequency is from 5.55 to 5.94 GHz and the chip area is

only 0.729 mm2.
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Supply voltage (V) 1.8 1 1.8 1.8

Tuning range (GHz) (%) 5.15~5.35 (3.8) 5.45~5.65 (3.6) 5.1~5.35 (3.8) 5.55~5.94 (6.8)

Phase noise @ 1 MHz offset
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Loop bandwidth (kHz) 200 N.A. 200 350

Power consump (mW) 18 27.5 18 21.6

Chip area (mm2) 1.05 0.988 1.045 0.729
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Chapter 120

Full-Wave Design of Wireless Charging

System for Electronic Vehicle

Yongxiang Liu, Yi Ren, and Yi Wang

Abstract This chapter studies magnetic resonance based on wireless power

transmission (WPT) system for electronic vehicle (EV). In this system, the two

resonant coils mounted on the bottom of the vehicle and on the ground were

simultaneously analyzed by the method of moments (MoM), an accurate and

efficient full-wave electromagnetic analysis method. Then, compared with tradi-

tional WPT in ideal circumstance, the different performance of WPT in wireless

charging system of EV is studied. Finally, a new design of the WPT integrated with

circumstance is proposed, which achieves 90 % energy transmission efficiency at

the resonant frequency of 13.56 MHz with the distance between two resonant coils

varying within 15–25 cm.

120.1 Introduction

Higher power delivery through electromagnetic wave transmission is a fantastic

technology after Tesla’s hypothesis, which has been a topic of continued interests

since the last several decades. This technology is not achieved until the electro-

magnetic inductance-based wireless power transmission (WPT) occurred [1]. The

inductance-based WPT can only work in short range as several centimeters, which

is far apart from industry’s requirements. Meanwhile, another WPT was proposed

as the radio-frequency WPT, which can transmit higher power energy by micro-

wave in long distance. However, the ultra-high-gain antenna array is required

which is usually not easy to achieve and very expensive. Besides that, many other
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shortages hampered this technology to apply and develop [2]. Recently, André Kurs

proposed a new WPT based on nonradiative near-field magnetic resonant which is

called magnetic resonant WPT [3]. Compared to the former two WPT systems, this

new one worked in middle range, typically 2 m with energy transmit efficiency as

high as 40 %. The high performance generates great interests in industry and

scientific research, which is thought to have broad application prospects.

Nowadays, many potential applications of magnetic resonant WPT are pro-

posed, typically in EV, mobile communication system, implant medical devices,

etc. Specially, considering the shortage of fossil energy in the future and the

convenience of WPT in EV, many research institute and company pay much

more attention on its application research in EV [4]. To author’s best knowledge,

most of those researches relied on experimental tests and equivalent circuit theory

analyses, in which the electromagnetic circumstance is usually simplified. Typi-

cally, most of the WPT design in EV system is not considering the affluence of the

metallic car chassis and the ground. However, according to the knowledge of

electromagnetic theory, the circumstance will strongly affect the performance of

WPT. As a result, the design considering electromagnetic environmental integra-

tion is required for stability and higher-efficiency performance of magnetic reso-

nant WPT in EV application.

In this work, the method of moments (MoM) [5, 6], an accurate and efficient full-

wave electromagnetic analysis method, is applied to simulate the performance of

WPT in our design. Furthermore, a new structure of WPT design is proposed, in

which the chassis and the surface of the ground is set as perfect electronic conductor

(PEC) and the circuits of WPT is mounted in the cavity on PEC ground. Our

simulation results show that the power delivery efficiency is higher than 90 %

when the distance of transmit and receive ports varied by 15–25 cm, which is the

distance between the ground and the majority of car’s chassis.

120.2 Wireless Power Transmission System

120.2.1 Power Transmission with Nonradiative Near-Field
System

A typical nonradiative near-field WPT system consists of 2 or 4 circles, and the

4 circles system is considered much more efficient than the 2 circuits system.

Therefore, in this paper, the 4 circles WPT system is analyzed as shown in

Fig. 120.1.

Usually, this structure is analyzed with the equivalent circuit theory, and the

details can be found in reference [3]. This method can only work in ideal circum-

stance where the WPT is applied without considering the influence of electromag-

netic circumstances. Namely, this model cannot be applied in the EV circumstances

analysis, where the chassis and ground will affect WPT strongly. Therefore, the best
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way will be the full-wave electromagnetic simulation method. Finally, in this work,

MoM is introduced to simulate the WPT in EV application.

120.2.2 Method of Moments

MoM is deduced from the time-harmonic Maxwell’s equations and the boundary

conditions, which is thought as the most accurate and efficient method in electro-

magnetic simulation method. Usually, MoM can be classified as several kinds of

forms for the different applied circumstance and integral function core. Given the

WPT is usually constructed as PEC, the electric field surface integral equation

(EFIE) is applied in this simulation. According to the boundary integral equations,

the EFIE is expressed as

jωAþ∇Ψð Þ tan ¼ Esou
tan , r∈S ð120:1Þ

where A is the magnetic vector potential, Ψ is the electronic scalar potential, ω is

the angular frequency, and Esou
tan is the imposed voltage source on port 1. A and Ψ

can be expressed as

A rð Þ ¼ μ0

ð
S

J r
0

� � e�jk
��r�r

0 ��
4π

��r� r
0 �� ds0 ð120:2Þ

Ψ rð Þ ¼ 1

ε0

ð
S

σ r
0

� � e�jk
��r�r

0 ��
4π

��r� r
0 �� ds0 ð120:3Þ
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where J(r0) and σ(r0) are the induced current and charge, respectively. Usually, J(r0)
and σ(r0) can be contacted with the charge consistent law as J + jωσ ¼ 0. Finally,

J(r0) is the wanted solution which can be solved by the matrix method. The readers

can find more details about MoM in reference [5]. Furthermore, the application

property of MOM in the designing of WPT is proved in reference [7].

120.3 The Designed New WPT System

The purpose of this work is introducing MoM to design a new WPT system in EV

application, and the key point is that the design should be integrated with circum-

stance in which the influence of the background should be considered. As this

purpose, a typical model of the PWT is shown in Fig. 120.2. Here, in order to

express clearly, only the transmit port on the ground is shown in Fig. 120.2, where

the ground is modeled as the PEC surface will be easily achieved in the engineering.

It is noted that the receive port on car’s chassis is symmetrical with the transmit port

in our design. In our design, the size of rectangular PEC ground is set to

4.6 � 1.8 m, which is the typical size of a small car’s chassis. We proposed that

the WPT should be mounted in the backed cavity which is in the middle of the PEC

plate. In order to display more clearly, the WPT with backed cavity is enlarged in

Fig. 120.3.

Fig. 120.2 The structure of

the WPT in EV application

(transmit port)

Loop d

∆dLateral View

Rd

R1

R2n

R2w

Top View

Port 1 or 2
Resonant 

Loop

Drive or Load 
Loop

PEC Plate

PEC Plate
Fig. 120.3 The detailed

structure of WPT with

backed cavity
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Fig. 120.4 The energy

transmission efficiency

versus frequency and d. (a)

d ¼ 15 cm; (b) d ¼ 20 cm;

(c) d ¼ 25 cm
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This WPT is constructed as drive loop, load loop, and resonant loop. All of the

loops are mounted in the backed cavity. The drive loop and resonant loop are

mounted in the same plane and the same thing is the load loop and resonant loop in

Rx. Given the versatility, the distance d between Tx and Rx should vary by

15–25 cm, which is the distance of most small car’s chassis to the ground.

Therefore, the design should make sure that the resonant frequency is fixed at

13.56 MHz and the efficiency is higher than 85 % in the variable range. Therefore,

the appropriate parameter should be set to satisfy this target. In this work, the

genetic algorithm (GA) [8] combined with MoM is applied in parameter optimiza-

tion. Given the limited space of this literature, GA will not be detailed here. Finally,

the optimized parameter is R1 ¼ 16.2 cm, d1 ¼ 1 mm, R2n ¼ 5 cm, R2w ¼ 15 cm,

d2 ¼ 3 mm, Rd ¼ 20 cm, Δd ¼ 1.5 cm, and n ¼ 14.515 (n is the number of turns

of the resonant loop). Finally, with the optimized parameters, the simulated effi-

ciency with different d is shown in Fig. 120.4. It is obvious that the resonant

frequency is fixed at 13.56 MHz and the efficiency is higher than 85 %, which

achieves the designing requirements.

120.4 Conclusion

In this work, the MoMwas introduced to design the WPT system in EV application.

This new structure consisted of four loops which are mounted in the backed cavity

on a large PEC plate, and the PEC plate was used to offset the effect of the ground

and chassis. Furthermore, the structure was improved by setting the drive loop

around the resonant loop to decrease the sensitivity of the resonant frequency within

the distance. Finally, the MoM and GA were combined to optimize the related

parameters. The optimized results showed that the designed structure can fix the

resonant frequency at 13.56 MHz and the energy transmission efficiency can be

kept higher than 85 % when the distance varied within 15–25 cm.
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Chapter 121

A Hierarchical Local-Interconnection

Structure for Reconfigurable Processing Unit

Yujia Zou, Leibo Liu, Shouyi Yin, Min Zhu, and Shaojun Wei

Abstract Reconfigurable computing is beingwidely used inComputation-intensive

applications. With the rapid development of applications, we have higher require-

ments for the computational efficiency of reconfigurable computing. In order to

improve the computational efficiency, the array size gradually increased for appli-

cations that are more complex. With the upgrade of the array size, the hardware

overhead of traditional interconnection structure used for reconfigurable processing

unit (RPU) increases significantly. This paper proposed a new interconnection

structure called hierarchical local interconnection for RPU. Comparing to traditional

full-mesh structure used inMorphoSys, the hierarchical local interconnection greatly

enhanced the area efficiency while retaining the flexibility of interconnection.When

the array scale is 8 � 8, hardware overhead of new structure is 28.6 % of the

traditional structure.

121.1 Introduction

In the past 2 decades, the reconfigurable computing technology developed rapidly.

Now it is more and more popular in computation-intensive applications, such as

media processing [1] and communication [2]. In order to handle the more complex

applications, the structure and size of reconfigurable processor is becoming more

and more complex. With the improvement of the array size, the proportion of

interconnection structure is gradually increasing and the interconnection structure

is also changing gradually.
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This paper proposes a method with which we can maintain the area efficiency of

the interconnection, increasing the array scale and computing capability. When the

array scale is 8 � 8, the ratio of processing unit hardware overhead and intercon-

nection hardware overhead in our structure is 3.22 compared to 0.536 in

MorphoSys. When the array scale increases to 128 � 128, the ratio in our structure

can maintain 0.345 compared to 0.002 in MorphoSys.

121.2 Related Work

The RaPiD [3] of Washington University and the Garp [4] of Berkeley used a

one-dimensional interconnection. This structure is simple for wiring and widely

used for early reconfigurable processor. The MorphoSys [5] of University of

California Irvine and the ADRES [6] of IMEC used a traditional full-mesh struc-

ture. The full-mesh structure is more flexible than the one-dimensional intercon-

nection. Good flexibility is conducive for mapping algorithm on the array.

However, with the expansion of the array scale, traditional full-mesh structure

will bring more hardware overhead. With the rapid development of applications,

larger array is required to enhance the computing capacity. If the traditional full

mesh structure is used in a large reconfigurable architecture, the interconnection

hardware overhead will be significantly enhanced. The area efficiency of the array

will drop sharply. Therefore, we must develop a new interconnection structure for

large-scale reconfigurable processor, which is flexible enough for algorithmic

mapping and with less hardware overhead.

REMUS [7] is a reconfigurable processor mainly used for multimedia system,

which can be dynamically configured as the H.264, AVS, or MPEG2 video decoder,

as well as other multimedia applications.

The architecture of REMUS processor is shown in Fig. 121.1a, which consists of

an ARM, two reconfigurable processing units (RPUs), an entropy decoder (EnD),

and some assistant modules. The ARM is a RISC CPU with two tightly coupled

memories to accelerate the specific loaded codes and is used as the host processor

mainly to handle control application and generate the configuration information

for RPU.

RPU is a coarse-grained dynamic reconfigurable computing module and is the

core element for computation-intensive task in the system (Fig. 121.1b). Each RPU

consists of four units of reconfigurable computing array (RCA). Each RCA consists

of an 8 � 8 PE array (Fig. 121.2), an internal memory for the temporarily storage,

and some control modules. In RCA, reading external data may require multiple

cycles, or when the RCA is processing, the input and output data need cache. We

design input FIFO and output FIFO for data cache. The depth of FIFO is designed

by simulation results of the algorithm mapping.
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121.3 Analysis of Interconnect Structure

121.3.1 Traditional Full-Mesh Structure

The traditional full-mesh structure has a great deal of flexibility, which is adopted in

MorphoSys [5]. The traditional full-mesh structure contains three parts: (1) the

interconnection between input FIFO to processing unit, (2) the interconnection

between processing units, and (3) the interconnection between processing unit to

output FIFO. The basic traditional full-mesh structure is shown in Fig. 121.3.

Fig. 121.1 (a) REMUS

architecture, (b)

architecture of RPU

Fig. 121.2 (a) PE 8 � 8 arrays, (b) architecture of PE, and (c) PE functions
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We assume that the width of the input FIFO is 2m1 data, the depth of data

required for a single operation is 2n1 rows. The data required by a task may be larger

than the width of input FIFO. So we suppose that the scale of the arrays is

2m2 � 2n2, and the direction of data flow is shown as Fig. 121.2. The scale of

output FIFO is 2m3 � 2n3. The processing unit may obtain the data from any layer

of the input FIFO. The output data from the processing unit may be transferred to

any layer of the output FIFO.

In order to illustrate the interconnection of the hardware scale more clearly, we

give a simple example: there are two rows of data interconnected by the full-mesh

interconnection structure, the first row is the source with 2m data and the second row

is the target with 2n data. Firstly, the MUX overhead of transfer one from 2m data to

target address is 2m�1 + 2m�2 + . . . + 20 ¼ 2m � 1. Then repeat the operation

(2n � 1) times, making 2n data transfer from the source to the target. By multipli-

cation principle, we can derive that all the MUX overheard is (2m � 1)*2n.

Then we calculate the hardware scale of traditional full-mesh structure in three

parts:

1. The interconnection between input FIFO and processing unit:

2m1 � 2n1 � 1
� �

2m2 � 2n2
� � ð121:1Þ

2. The interconnection between processing units:

2m2 � 1
� �

2m2 2n2 � 1þ 1
� �

=2� 2n2 � 1
� �

¼ 2m2 � 1
� �

2n2 � 1
� �� 2m2 � 2n2�1 ð121:2Þ

3. The interconnection between processing unit and output FIFO:

2m2 � 2n2 � 1
� �

2m3 � 2n3
� � ð121:3Þ

We assume that m and n increase in equal proportion, so the hardware scale is in

direct proportion to 2m*2n.

Input FIFO
2m1x2n1

Processing Unit
2m2x2n2

Output FIFO
2m3x2n3

2m1

2n1

2m2

2n2

2n3

2m3

Data FlowFig. 121.3 Traditional

full-mesh structure

1066 Y. Zou et al.



121.3.2 New Local-Connection Structure

Although the traditional full-mesh structure has such a great deal of flexibility, the

hardware overhead and configuration information of the traditional full-mesh

structure is too large for reconfigurable array. The huge hardware overhead of

traditional full-mesh structure leads to the number of RPUs decrease in the same

area of a chip. It may not meet the scale of processing units required by the

application.

Under the premise of ensuring the flexibility of reconfigurable array as much as

possible, we develop a hierarchical local-interconnection structure for

reconfigurable array. Generally, the adjacent data in DFG are stored in adjacent

memory. The input data position of processing unit array can adjust by passing

through the idle processing unit in array. By using the localization of data in the

algorithm, hierarchical local interconnection meets the requirement of the algo-

rithm mapping.

The structure of our hierarchical local interconnection is shown in Fig. 121.4. In

the hierarchical local interconnection, one row is selected from 2n1 rows of the input

FIFO connected to Joint 1, the structure between Joint 1 and Joint 2 is full mesh, and

one row is selected from 2n2 rows of processing unit connected to Joint 2, thus

completing the interconnection between input FIFO and processing unit array. In

the same manner, we complete the interconnection between the processing unit

array and output FIFO. In processing unit array, only the two adjacent rows are full-

mesh structure.

The calculation of hardware overhead of the hierarchical local-interconnection

structure is a little different from 3-D traditional full-mesh structure. Firstly, selecting

one row with 2m1 data from 2n1 rows needs (2n1 � 1)*2m1 MUX. Secondly, achiev-

ing full mesh between 2m1 and 2m2 needs (2m1 � 1)*2m2 MUX; finally, selecting

one row with 2m2 from 2n1 rows needs (2n1 � 1)*2m2 MUX. So the hardware

overhead of hierarchical local-interconnection structure is in three parts:

Data Flow

Input FIFO
2m1x2n1

Processing Unit
2m2x2n2

Output FIFO
2m3x2n3

2n1

2m2

2n2

2n3

2m3

Select 1 row

Joint 1
Joint 2

Select 1 row

2m1

Fig. 121.4 Hierarchical

local-interconnection

structure
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1. The interconnection between input FIFO and processing unit:

2n1 � 1
� �

2m1 þ 2m1 � 1
� �

2m2 þ 2n2 � 1
� �

2m2 ð121:4Þ

2. The interconnection between processing units:

2m2 � 1
� �

2m2 2n2 � 1
� � ð121:5Þ

3. The interconnection between processing unit and output FIFO:

2n2 � 1
� �

2m2 þ 2m2 � 1
� �

2m3 þ 2n3 � 1
� �

2m3 ð121:6Þ

Then, we will compare the traditional full-mesh structure to hierarchical local-

interconnection structure.

121.3.3 Area Optimization

In the section of area optimization, we compare the three parts of interconnection

between two structures. Firstly, we compare the interconnection between input

FIFO and processing unit in two structures. In order to compare the area overhead

of two structures, we use Eq. 121.1/Eq. 121.4 ffi 2m1+n1+m2+n2/(2m1+n1 + 2m1+m2

+ 2n2+m2); under normal circumstances, n1 is smaller (because of the width of the

input FIFO is larger, the number of rows in FIFO is less in one circulation); we

derived the Eq. 121.1/Eq. 121.4 ffi 2n1 � 2m1+n2/(2m1 + 2n2). Secondly, we com-

pare the interconnection between processing units in two structures. We derived

Eq. 121.2/Eq. 121.5 ¼ 2n2�1. In the same way, we could derive Eq. 121.3/Eq. 121.6

¼ 2n3 2m3þn2

2m3þ2n2
. When the scale of array is 16 � 16, that is, n2 ¼ 4, the hardware

overhead of hierarchical local interconnection is 1/8 of the traditional full-mesh

structure. The hierarchical local-interconnection structure greatly reduce the hard-

ware overhead of array.

121.3.4 Configuration Optimization

Since each MUX needs to be configured, the configuration of two interconnection

structures is different. The configuration of input terminal, output terminal, and

processing units is, respectively, (m1 + n1)*2m2*2n2, (m3 + n3)*2m2*2n2, and

(m2 + n2)*2m2*2n2 in traditional full-mesh structure. The configuration of input

terminal, output terminal, and processing units is, respectively, n1*2n2 + m1*2m2,

n3*2n2 + m3*2m2 and m2*2m2*2n2 in hierarchical local-interconnection structure.
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Comparing the configuration of two structures, we could derive the equation as

follows:

1. The input terminal:

m1þ n1ð Þ2m2þn2

n1� 2n2 þ m1� 2m2
� 2n2 ð121:7Þ

2. The output terminal:

m3þ n3ð Þ2m2þn2

n3� 2n2 þ m3� 2m2
� 2n2 ð121:8Þ

3. The array:

m2þ n2ð Þ2m2þn2

m2� 2m2þn2
¼ m2þ n2

m2
ð121:9Þ

When the array size is 16 � 16, m2 ¼ n2 ¼ 4, the configuration of input

terminal and output terminal in hierarchical local interconnection is 1/16 of full-

mesh structure, and the configuration of processing units reduces to 50 %.

121.4 Experimental Results and Analysis

The relationship between the scale of array and area in traditional full-mesh

structure and hierarchical local-interconnection structure is shown, respectively,

in Tables 121.1 and 121.2. Based on the architecture of MorphoSys and our

structure, we extended the array scale. Then, we synthesize the circuit by Synopsys

Design Compiler under TSMC65nmLP processing technique and get the data in

Tables 121.1 and 121.2.

Comparing the data in Tables 121.1 and 121.2, the hardware overhead of

hierarchical local interconnection is 28.6 % of the traditional structure when the

array scale is 8 � 8. The hardware overhead of interconnection in traditional full-

mesh structure is double of the processing unit. When the array scale expanded to

32 � 32, the hardware overhead of interconnection in traditional full-mesh struc-

ture is about 32 times of the processing unit. That area efficiency is too low to be

used. On the other hand, even if the array scale expanded to 128 � 128, the

hardware overhead of hierarchical local interconnection is only triple of the

processing unit. The area efficiency is still reasonable.

Figures 121.5 and 121.6 show the relationship between area percentage and

array size. With the growth of the array size, the area percentage of interconnection

in MorphoSys increases rapidly to more than 80 %, which makes the area efficiency
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Table 121.1 Full-mesh area

percentage vs. array size
Array scale Storage Interconnection Processing unit

8 � 8 249974 μm2 540160 μm2 289456 μm2

23.20 % 50.00 % 26.80 %

16 � 16 9.30 % 80.00 % 10.70 %

32 � 32 2.70 % 94.10 % 3.20 %

64 � 64 0.70 % 98.50 % 0.80 %

128 � 128 0.20 % 99.60 % 0.20 %

Table 121.2 Hierarchical

local-interconnection area

percentage vs. array size

Array Scale Storage Interconnection Processing unit

8 � 8 249974 μm2 90000 μm2 289456 μm2

39.70 % 14.30 % 46.00 %

16 � 16 36.10 % 22.10 % 41.80 %

32 � 32 31.10 % 32.90 % 36.00 %

64 � 64 24.80 % 46.40 % 28.80 %

128 � 128 18.10 % 60.90 % 21.00 %

Fig. 121.5 Area

percentage vs. array size

(traditional full-mesh

structure)

Fig. 121.6 Area

percentage vs. array size

(hierarchical local-

interconnection structure)
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of array reduce drastically. On the contrary, the area percentage of interconnection

increases linearly with the array size; even if the array size expands to 128 � 128,

the area percentage of our interconnection structure is 60 %.

121.5 Conclusion

In this paper, we proposed a novel interconnection structure called hierarchical

local interconnection for RPU. Comparing to traditional full-mesh structure, which

is adopted in MorphoSys, the hierarchical local interconnection greatly enhanced

the area efficiency while retaining the flexibility of interconnection. When the array

scale is 8 � 8, hardware overhead of new structure is 28.6 % of the traditional

structure. Even if the array size expands to 128 � 128, hierarchical local-

interconnection structure can still make the array maintain reasonable area

efficiency.
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Chapter 122

High Impedance Fault Location

in Distribution System Based on Nonlinear

Frequency Analysis

Jinqian Zhai, Di Su, Wenjian Li, Feng Li, and Guohong Zhang

Abstract A methodology is presented to detect and locate high impedance faults

(HIFs) in radial distribution system by means of nonlinear frequency analysis. The

proposed technique is based on the analysis of the feeder responses to power

line carrier signals, which are periodically injected at the outlet of transformer.

The effectiveness of the method has been verified through simulation studies. The

results demonstrated that the proposed method has the potential to be applied in

practice to resolve HIF real-time monitoring problem.

122.1 Introduction

As to power line fault location, most of the research aims at finding the positions of

transmission line faults; the locations of faults on distribution systems have started

receiving much attention [1]. The detection and location algorithms in power

transmission systems are not useful in power distribution systems. Fault location

in distribution system is much more difficult than in a transmission network. Due to

the complex topology of downstream network, the calculated value is far from

being as accurate as needed for a fast and reliable service restoration; so any method

that helps to locate faults, as soon as possible, is welcomed. For fault such as short

circuit with low impedance fault, several techniques have been proposed by many

authors [2–4]. But there is no appropriate solution to high impedance fault (HIF) in

distribution system [5–7].

A great number of HIFs can be detected today, but cannot be localized due to

lack of communication among distribution feeder sections. HIF are inherently

nonlinear and always result in distorted currents. According to nonlinear charac-

teristics of HIF, nonlinear frequency analysis method [8] is proposed to detect the
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position of HIF in distribution system without turning off the electric power. In

outlet side of substation, high-frequency signal is injected onto power line through

coupling equipment; this high-frequency signal flows through power line, which

was received by receiving device installed in tower. By wireless network, the

device sends the received signal to control center. In monitoring center, by analyz-

ing all receiving signals, using nonlinear frequency analysis method, the position of

HIF in distribution system is found. The purpose of this work is to evaluate the

applicability of nonlinear frequency analysis to HIF location in distribution system.

122.2 Modeling of HIF

The electric arc has a voltage/current nonlinear relation and might show an asym-

metric behavior of the positive half cycle with respect to the negative one. The

nonlinear HIF model is shown in Fig. 122.1 [9].

The model includes two dc sources: Vp and Vn which present the arcing voltage

between the trees and line [10]. During the positive half cycle, the current flows

through Vp and during the negative, through Vn. When the phase voltage is greater

than the positive DC voltage Vp, the fault current flows toward the ground. The fault

current reverses when the line voltage is less than the negative DC voltage Vn. The

values of the phase voltage between Vn and Vp have no fault current flows. Two

resistances—Rp and Rn—present the resistance of trees and/or earth resistance.

Dp Dn

Rp

Vp

Rn

Vn

Fig. 122.1 Simplified

two-diode fault model

of HIFs
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122.3 Nonlinear Frequency Analysis Approach

for Locating HIF

122.3.1 Derivation of the Approach

For the power transmission system with HIF, the equivalent circuit of power

transmission line is shown in Fig. 122.2 [11].

For system without HIF, from the current and voltage laws, the following

equations are obtained:

un�1 sð Þ � un sð Þ
Lnsþ Rn

¼ un sð Þ
Lnþ1sþ Rnþ1 þ Zload

þ Cnsþ Gnð Þun sð Þ ð122:1Þ

The expansion equation is shown below:

CnLnLnþ1s
3un sð Þ þ LnCnRnþ1 þ RnCnLnþ1 þ GnLnLnþ1 þ LnCnZload½ �s2un

�
s
�

þ RnRnþ1Cn þ LnGnRnþ1 þ RnGnLnþ1 þ Lnþ1 þ Ln þ RnCn þ LnGnð ÞZload½ �sun sð Þ
þ Rn þ 1þ GnRnð ÞRnþ1 þ 1þ GnRnð ÞZload½ �un sð Þ
� Lnþ1sun�1 sð Þ � �

Rnþ1 þ Zload

�
un�1

�
s
� ¼ 0

ð122:2Þ

So, the mathematical model of transmission line system can be written in time

domain as

AU
...

tð Þ þ B€U tð Þ þ C _U tð Þ þ DU tð Þ ¼ Us tð Þ ð122:3Þ

where A, B, C, and D are the system parameter matrices, respectively. U ¼
(u1, � � �, un)0 is the voltage vector, and Us ¼

�
L2 _us þ R2us, 0, � � �, 0

�0 is the external
input vector acting on the system. Obviously, this system is a linear system.

Assume that HIF is located at J-th section with J ∈ {2, � � �,n}. There must be a

change to the circuit parameter R at the J-th section of practical transmission line,

that is,

ΔRJ ¼ RJ�fault � RJ�normal, Δu ¼ U ΔRJð Þ, so NU ¼ 0, � � �, 0
zfflfflffl}|fflfflffl{⏞J�2

, � Δu,Δu, 0, � � �, 0
zfflfflffl}|fflfflffl{⏞n�J

0
@

1
A

0

ð122:4Þ

Fig. 122.2 The equivalent circuit of power line system with one high impedance fault
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In this case, the power line system can be described as

AU
...

tð Þ þ B€U tð Þ þ C _U tð Þ þ DU tð Þ ¼ NU þ Us tð Þ ð122:5Þ

The system described by eq. (122.5) is a typical locally nonlinear multi-degree

of freedom (MDOF) system [12]. By applying the nonlinearity detection approach

in [12] to model (122.5), a nonlinear frequency analysis technique for locating HIF

of transmission line is proposed. The proposed technique can be described as

follows [12]:

1. Excite power line system separately using two different input voltages u
ðqÞ
s (t),

q ¼ 1, 2, and measure the corresponding voltage response at each receiving site

of power line to obtain u
ðqÞ
i (t), q ¼ 1, 2, i ¼ 1, � � �, n.

2. Calculate the FFT spectrum of u
ðqÞ
s (t), q ¼ 1, 2 and u

ðqÞ
i (t), q ¼ 1, 2, i ¼ 1, � � �,

n to produce Us
(q)(jω), q ¼ 1, 2 and U

ðqÞ
i (jω), q ¼ 1, 2, i ¼ 1, � � �, n.

3. Evaluate the functions of Ei,i+1(jω), i ¼ 1, � � �, n � 1 from the results obtained

in Step (2) as follows:

Ei, iþ1 jωð Þ ¼ ½1 0� Us
1ð Þ jωð Þ,Uiþ1

1ð Þ jωð Þ
Us

2ð Þ jωð Þ,Uiþ1
2ð Þ jωð Þ

� ��1
Ui

1ð Þ jωð Þ
Ui

2ð Þ jωð Þ
� �

ð122:6Þ

4. Evaluate E
i, iþ1

for i ¼ 1, � � �, n � 1 as

E
i, iþ1 ¼

Z ω2

ω1

Ei, iþ1 jωð Þ�� ��dω
maxi∈ 1, ���,n�1ð Þ

Z ω2

ω1

Ei, iþ1 jωð Þ�� ��dω
� � ð122:7Þ

where [ω1,ω2] is a frequency band within the frequency range of the input

spectrum Us
(q)(jω), q ¼ 1,2.

5. Examine E
i, iþ1

for i ¼ 1, � � �, n � 1. If E
i, iþ1

is found to change sharply in the

J-th section, it can be concluded that HIF is located at the J-th section of power

line system.

122.3.2 Implementation of the Approach in Distribution
System Using Power Line Carrier Method

In order to test the feasibility of the proposed technique in distribution system, a

relatively simple distribution system is selected; it is shown in Fig. 122.3. The

proposed technique is based on the analysis of the feeder responses to high-

frequency signals, which are periodically injected at the feeder inlet. The detection
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procedure requires exciting the distribution line networks twice using two sinusoi-

dal high-frequency input signals. Several receiving devices are installed along with

the feeder, which are used to receive the high-frequency signals and filter out the

power frequency signals. The responses to two separate exciting high-frequency

signals are used as the information collected in Step (1) of the technique. The

procedure in distribution system is as follows:

1. Suppose the receiving module 1–6 is in the main feeder, the receiving module

7–11 is in the branch.

2. Judge the index value of E
i, iþ1

and F
i, iþ1

.

If E
i, iþ1

is found to change sharply in the J-th section, and F
i, iþ1

is found to

change randomly, then there is HIF in the main feeder.

If E
i, iþ1

is found to change sharply in the J-th section, and F
i, iþ1

is found to

change sharply in the K-th section, then that illustrates the branch is in the J-th

section, and there is HIF in the K-th section of branch.

If E
i, iþ1

and F
i, iþ1

are both found to change randomly, there is no HIF in

distribution network.

122.4 Simulation Studies

In order to verify the effectiveness of the proposed approach, simulation studies

using the Matlab/Simulink facilities for distribution networks were conducted.

35 kV power line level was used for the simulation studies. Six inspecting devices

were installed in the main feeder of the distribution network, e.g., receiving module

1–6; five inspecting devices were installed in the branch feeder, e.g., receiving

module 7–11. To simplify analysis, only one HIF is supposed to exist in the

distribution networks. For power line system parameters, each section of line length

HV load1...

Transformer

MV

Power Line

1 2 3 4 5

Carrier signal source

Coupling device

6

7

8

9
10 11 load2

Receiving module

Fig. 122.3 The schematic of distribution line monitoring module
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is 1 km, lien type is ACSR LGJ-70. Simulation study is used in the configuration

system shown in Fig. 122.4. The used HIF model parameters are as follows:

Rp ¼ 1250Ω, Rn ¼ 500Ω, Vp ¼ 5000V, Vn ¼ 7000V. The load parameter is

15,000 Ω.

122.4.1 Case Study 1

When fault is in the main feeder between 1 and 2, from the five-step procedure, the

proposed technique was implemented in the main feeder as follows:

1. Two sinusoidal voltage inputs,

us
(q)(t) ¼ αq sin(ωut), q ¼ 1, 2,

where ωu ¼ 2π � 50000, α1 ¼ 12, α2 ¼ 20, were applied to excite the system

and to generate two sets of output responses on the distribution system.

2. Calculate the FFT spectrum of u
ðqÞ
s (t), q ¼ 1, 2 and u

ðqÞ
i (t), q ¼ 1, 2, i ¼ 1, � � �,

n to produce Us
(q)(jω), q ¼ 1, 2 and U

ðqÞ
i (jω), q ¼ 1, 2, i ¼ 1, � � �, n.

3. Evaluate function of Ei,i + 1(jω), i ¼ 1, � � �, n � 1 from the results obtained in

Step (2).

4. Evaluate E
i, iþ1

for i ¼ 1, � � �, n � 1; the results obtained are given in

Table 122.1 and illustrated in Fig. 122.4a

5. From Table 122.1, it is shown that the index value of E
i, iþ1

changes sharply

from E
1,2

to E
2,3

from large to small. The index value of E
i, iþ1

is very small

after E
2,3

. So the HIF happened in the second section in the main feeder.

Again the above five-step procedure is used in the branch line. Here, the input

voltage has changed, because the branch line is in the third section in the main

1 2 3 4 5
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a b

Fig. 122.4 Illustration of E
i, iþ1

and F
i, iþ1

in Table 122.1(a) is illustration of E
i, iþ1

, (b) is that of

F
i, iþ1
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feeder, so u3(t) is source signal of the branch line. The value of indexF
i, iþ1

is shown

in Table 122.1 and illustrated in Fig. 122.4b; it is shown that the index value of

F
i, iþ1

changes randomly. According to the evaluation standard of Sect. 122.3.2, the

HIF is found in the second section of main feeder, which is obviously correct.

122.4.2 Case Study 2

In this case, supposed HIF happened in the branch line. First, fault is in the branch

line between 7 and 8. The five-step procedure is implemented in the main feeder

and branch line, respectively. As the same case study 1, due to the branch line is in

the Sect. 122.3 of the main feeder, u3(t) is used to the signal source of branch line.

The results obtained are given in Table 122.2 and illustrated in Fig. 122.5.

Table 122.1 E
i, iþ1

and

F
i, iþ1

evaluated for a case

where HIF is located at the

Sect. 122.2 of main feeder

E
1,2

E
2,3

E
3,4

E
4,5

E
5,6

1.0000 0.0686 0.0235 0.0623 0.0201

F
1,2

F
2,3

F
3,4

F
4,5

1.0000 0.6758 0.9930 0.5061

Table 122.2 E
i, iþ1

and

F
i, iþ1

evaluated for a case

where HIF is located at the

Sect. 122.2 of branch line

E
1,2

E
2,3

E
3,4

E
4,5

E
5,6

0.0411 1.0000 0.0332 0.0332 0.0091

F
1,2

F
2,3

F
3,4

F
4,5

1.0000 0.1031 0.2080 0.0304
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Fig. 122.5 Illustration ofE
i, iþ1

andF
i, iþ1

in Table 122.2, (a) is illustration ofE
i, iþ1

and (b) is that

of F
i, iþ1
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From Table 122.2 or Fig. 122.5a, it is shown that the index value of E
i, iþ1

changes sharply fromE
2,3

toE
3,4

from large to small; the index value is very small

after E
3,4

, not associated with the index value before E
2,3

. From Table 122.2 or

Fig. 122.5b, it is shown that the index value of F
i, iþ1

change sharply from F
1,2

to

F
2,3

, the index value is very small after F
2,3

. According to the topology of

distribution line and the evaluation standard of Sect. 122.3.2, the conclusion is

that the branch line is in the third section of the main feeder, and the HIF is located

in the second section of the branch line, which is correct.

122.5 Conclusion

In this paper, the application of a nonlinear frequency analysis-based approach is

proposed to detect and locate the HIF in distribution system. The power carrier

signal technology has been suggested for the practical implementation of the

proposed technique. Numerical simulation studies have been conducted. The results

verified the effectiveness of the new technique and demonstrated the potential to

apply the technique in practice to resolve the important HIF location problem.

Further research will be focused on laboratory tests to make necessary preparations

for future experimental studies on real distribution systems.
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Chapter 123

Early Fault Detection of Distribution

Network Based on High-Frequency

Component of Residual Current

Jinqian Zhai, Di Su, Wenjian Li, Feng Li, and Guohong Zhang

Abstract A methodology is presented to detect incipient faults in distribution

networks by means of DWT and energy detection algorithm. The proposed tech-

nique is to extract the characteristic of incipient fault by DWT method, that is, to

extract the d5 coefficient of wavelet decomposition of residual current and residual

voltage. Compare energy value with normal situation using an energy detection

algorithm; incipient faults are detected. The proposed technique has been investi-

gated by ATP/EMTP. Simulation results show that this technique is effective and

robust, and the proposed method has the potential to be applied in practice to

resolve incipient fault real-time monitoring problem.

123.1 Introduction

Incipient faults in power lines are normally characterized as the faulty phenomena

with the relatively low fault currents, such as high impedance faults, insulator

leakage current faults, and intermittent/transient faults [1]. Unlike low impedance

short circuits, which involve relatively large fault currents and are readily detect-

able by conventional overcurrent protection, these faults represent little threat of

damage to power system equipment [2]. But with time, they may lead to a

catastrophic failure (i.e., a permanent damage beyond repair). So, early detection

of power line faults would undoubtedly be a great benefit to the utilities, enabling

them to avoid catastrophic failures, unscheduled outages, and thus loss of revenues.

Various methods have been proposed by researchers and protection engineers.

Among them, harmonic analysis [3], randomness detection [4], artificial neural

networks [5], Hilbert-Transform based [6], and wavelet transform [7–11] are used

to extract the feature of incipient fault signals in distribution line. But, due to
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high-time resolution and low-frequency resolution for high frequencies and

high-frequency resolution and low-time resolution for low frequencies, wavelet

transform can achieve a better solution. Recently, a power line condition monitor-

ing system [12] is proposed; according to the project’s goal, it is directed to develop

a new power line sensornet, along with sensors to be scattered along the line, for

prediction of incipient faults and momentary line contact (such as incipient failure

of insulators and tree limb contact). However, due to the complexity of fault

mechanism and environments, a proven approach for incipient failure detection in

distribution system is not yet available and needs high maintenance cost.

The focus of the work reported in this paper is to develop an efficient online

system that uses measured voltage and current values over a period to diagnose

power line incipient faults. Because it is difficult to collect a large amount of

incipient fault data, we propose a deterministic method, rather than a training-

based intelligent system method. The proposed algorithm is as follows: The incip-

ient fault feature is extracted by DWT. The energy value and average energy value

is computed by using the detail d5 coefficients of the residual current signal.

Comparing the energy value with the set value, incipient fault in distribution

network can be detected.

123.2 Incipient Faults of Distribution Line

The term “incipient faults” refers to certain pre-fault “symptoms” or electrical

activities taking place prior to a power system failure or blackout. Power line

incipient faults are the primary causes of catastrophic failures in distribution

network. For underground cable, these faults develop in the extruded cables from

gradual deterioration of the solid insulation due to the persisting stress factors. For

overhead lines, incipient faults are associated with degraded equipment (insulators,

arresters, transformer insulation and bushings, etc.) and the gradual intrusion of tree

limbs as they grow into the overhead power line.

Unlike short circuit faults, incipient faults in distribution networks do not draw

sufficient currents from the line to trigger the protective devices. Incipient faults

may present intermittent, asymmetric, and sporadic spikes, which are random in

magnitude and could involve sporadic bursts as well, and exhibit complex,

nonlinear, and dynamic characteristics [13].

123.3 Proposed Technique Principles

The detail coefficients in the high frequency are used to analyze incipient fault

signal; the energy value above set value is used to characterize incipient fault signal

in distribution network. The flow chart of incipient fault detection in distribution

networks is shown in Fig. 123.1.
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At the measuring site, three phase currents are measured. The corresponding

residual currents are computed and they are extracted using DWT. The sampling

frequency of the raw signals is 100 kHz. In this algorithm, only the wavelet

transform coefficients on scales 3 to scales 5 will be considered, because the

incipient fault which have been detected has a frequency range from 2 to 10 kHz

[14], which is verified by a large number of field experiments, and scales 3–5

correspond to a frequency range of 3.125–12.5 kHz, d3, d4, and d5 including the

frequency bands 25-12.5, 12.5�6.25, and 6.25-3.125 kHz are investigated, where

Fig. 123.1 Flow chart

of incipient fault based

on DWT

123 Early Fault Detection of Distribution Network Based on High-Frequency. . . 1085



the sampling frequency is 100 kHz. It is obvious that detail d5 is included in the

frequency band of incipient fault. So the detail d5 is selected as the research

frequency band. The residual current detail d5 coefficient over one measuring

period is divided into N section for the fault detection purpose. The sum over

absolute value for every section is computed, which is described as Wd5(m),
m ¼ 1, � � �, N as

Wd5 mð Þ ¼
Xm�p

n¼ m�1ð Þ�pþ1
d5 Ir nð Þj j ð123:1Þ

whereWd5(m) means the detector in the discrete samples according to d5�Ir, which
is the detail level d5 of the residual current with incipient fault, n is used for carry

out a sliding window covering 5 ms, P is sample number in a window and N is a

number of window samples.

The average value of the absolute sum over one measuring period is computed,

which is shown as follows:

Wave ¼ 1

N � P
XN�P

i¼1
d5 Ir nð Þj j ð123:2Þ

The ratio value for Wd5(m) to Wave is obtained as

J ¼ Wd5 mð Þ
Wave

ð123:3Þ

When the ratio J is above the setting value S1, the counter K is triggered once.

During one measuring period, when the counter K is above the setting value S2, the

incipient fault of distribution system is detected.

123.4 Simulated System

123.4.1 Test Power System

The 10-kV distribution system is supplied with power by a 110-kV grid via

40-MVA transformer as shown in Fig. 123.2; the resonant-earthed 10-kV system

consists of several overhead lines and cables as radial feeders, 4-feeder distribution

network simulated using ATP/EMTP, in which the processing is created by

ATPDraw. L1 and L4 are overhead lines, 15 and 10 km, respectively. L2 and L3

are cables, 5 and 7 km, respectively. The feeder overhead line and cable are

represented using the frequency-dependent JMarti model.

The polluted insulator fault is simulated according to the model of reference

[15]; transient faults are generated by a fast electronic switch to simulate Peterson

arc mechanism [6]. They are supposed at 5 km far away the measuring site.
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123.4.2 Simulation Results

Here, simulated system is an isolated neutral system; polluted insulator fault signals

were simulated with a sampling rate of 100 kHz for a duration of 0.25 s; instanta-

neous arc fault signals were simulated with a sampling rate of 100 kHz for a

duration of 0.5 s. Herein, the setting values S1 and S2 are set to 100 and 15, respec-

tively. Each value is set according to a large amount of simulation experiments;

S1 < 100 and S2 < 15 account for little incipient fault, and we do not care

for them.

The residual current for the fault case, which occurs on polluted insulator far

away 5 km from the measuring site, is depicted in Fig. 123.3. After the discrete

wavelet analysis, the details d5 are investigated. According to the proposed algo-

rithm, the simulation time is divided into 50 time segments. The value of

and are calculated, the value of Wd5(m) and Wave are calculated by Eq. 123.1

110/10.5kV /Y
Z
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L4K1
K2

Measuring site incipient fault

Fig. 123.2 Configuration of simulated system
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and Eq. 123.2, respectively, Wset is obtained from Wave multiply by the setting

value S1, which is shown in Fig. 123.4. In Fig. 123.4, it is shown that K = 22, it

accounts for among 50 time segments, 22 time segment Wset is above the setting

value S2. So this method can effectively detect the occurrence of polluted insulator

in distribution system.

Similar to the above fault case, Fig. 123.5 depicts the residual current of

instantaneous arc fault in distribution network. From Fig. 123.5, although the

residual current of instantaneous arc fault is very large, it is intermittent signal;

intermittence appears as a series of transients. The value K, which is the number of

the ratio above the setting value S1, are obtained from Fig. 123.6. It is 43, which are

above the setting value S2. Perhaps, instantaneous arc fault will access to the brink

of collapse. These results clearly again demonstrate the effectiveness of the pro-

posed technique.
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123.4.3 Discussion

From the aforementioned results, the proposed technique has a good performance

for incipient fault signals in distribution network, especially for incipient fault

signals such as instantaneous arc fault. The proposed technique has a distinctive

indicator of incipient fault. But, for polluted insulator fault signal, due to very large

resistance, the amplitude of fault feature is small, although it is implemented by this

approach, it accounts for the approach is relevant with the fault resistance. Still, the

proposed technique is a good approach for implementing these kinds of faults.

123.5 Conclusion

Successful detection of abnormalities would be a great benefit to the utilities,

enabling them to detect severe faults at an early stage of their development, and

consequently preventing unscheduled outages due to failures in distribution line.

An ideal incipient fault detection should capture the degrading path of equipment

and detect the root causes. The ultimate goal is to improve the overall distribution

network reliability and reduce the operational costs strategically.

For incipient fault detection, the key issue is difficult to extract the characteristic

of fault information. In this manuscript, a dwt-based method is proposed to extract

the characteristic of incipient fault. The basic idea is extract the d5 coefficient of

wavelet decomposition of residual current and residual voltage. Together with an

energy detection algorithm, a scheme for incipient fault detection has been pro-

posed. Simulation results verify the effectiveness of the proposed approach.
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Chapter 124

A Complementary Metal Oxide

Semiconductor D/A Converter with R-2R

Ladder Based on T-Type Weighted Current

Network

Junshen Jiao

Abstract The mathematical expression and physical implementation are analyzed

for a D/A converter and illuminated the T-type network framework of a binary

digital-to-analog transform by dividing current means in this paper. Based on it,

slice of half-dividing current is suggested by way of the symmetry of the drain and

the source terminals in CMOS transistor. The paper puts forward a novel CMOS

D/A converter based on T-type weighted current network with R-2R ladder. It has

the merits of low power consumption and easy making of integration. Simulation

result reveals a monotonic characteristic of the D/A converter.

124.1 Introduction

With the digital technology, especially the rapid development of computer tech-

nology, modern control, communication, and testing, the signal processing is

widely adopted in digital computer technology in order to improve the performance

of the system. Digital-to-analog (D/A) converter provides the interface between the

analog world and digital signal processing systems. D/A converter is widely used in

computer, automatic control, measurement, and many other areas. It is an indis-

pensable device in modern communication.

D/A converter of traditional MOSFET architecture is a binary-weighted current

source, which is composed of identical complementary metal oxide semiconductor

(CMOS), and it is current steering. It has been used in a wide range of applications

for conversion [1–3]. The architecture designing allows high-speed data converter,

but a serious drawback is that it has consumed current source due to the high

number of units, wherein D/A converter doubles the number of bits and a large
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silicon area. In addition, consumption of large areas of the current source array is

difficult to match all the MOS transistors [4–6].

This study evaluates the R-2R ladder D/A converter to present that the current-or

inverse-mode framework is best suited for low-power operation. Then, methods to

characterize the current-mode converter are put forward. The capability of an 8-bit

D/A converter fabricated using CMOS process is finally brought forward to display

the characterization techniques.

124.2 Mathematical Expression and Physical

Implementation of Binary D/A

A n-bit binary digital quantity D(bn � 1, bn � 2 � � �, b1, b0) can be given as follows:

A ¼ bn�1 � 2n�1 þ bn�1 � 2n�1 þ � � � þ b1 � 21 þ b0 ð124:1Þ

where bi ∈ {0,1}; thus, there are 2n possible values for A. As long as the number n

is large enough, the obtained A is probably regarded as an analog quantity. If

signals are represented by voltage, the converted analog voltage signal can be

expressed as

VA ¼ K � VREF � A ¼ K � VREF � dn�1 � 2n�1 þ � � � þ d1 � 2þ d0 � 20
� �

¼ 2n�1 � K � VREF � dn�1 þ dn�2 � 1

2
þ � � � þ d1 � 1

2n�2
þ d0 � 1

2n�1

0
@

1
A

ð124:2Þ

where K is a constant and VREF is the normal reference voltage. It is known that it is

difficult to gain voltage signals, but the current signal facility is to be added by tying

wires. Thus, it is guessed that each item in summing is represented by current.

These currents are found weighted and switched by dn � 1dn � 2 � � � d1d0, respec-
tively. D/A converter with weighted current signal can be given as

In�1 : In�2 : � � � : I1 : I0 ¼ 1 :
1

2
: � � � : 1

2n�2
:

1

2n�1
ð124:3Þ

It can be replaced as T-type resistor network with R-2R, as shown in Fig. 124.1.

In Fig. 124.1, the current passing through the resistor R is never changed whether

Sn�1Sn�2. . .S1S0 is connected to ground (di ¼ 0) or virtual ground (di ¼ 1) because

of summing amplifier input V� approach 0. Each branch current is always the same

in T-type resistor network with R-2R. It should be noted that V� is a virtual ground.

It can get net equivalent resistance R from A–A, B–B, C–C, D–D, and E–E port. So,
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I ¼ VREF/R, each branch current is I/2, I/4, I/8, I/16. . .I/2n�1 and I/2n,

respectively.

A main error source of the R-2R ladder D/A converter is the mismatch in switch

on resistance, but the advances in CMOS fine-line technology have greatly

improved the matching accuracy of switches [7, 8]. Based on these technological

aspects, the R-2R ladder is revisited.

124.3 Current Division Principle of MOS Transistor

In order to testify MOS transistor division of current, it makes use of N-MOS

transistor, which also uses P-MOS. N channel MOS transistor cross-sectional

diagram can be given in Fig. 124.2.

If the conductive channel voltage is V(x), electron diffusion and drift give birth

to arbitrary position current. Assume I(x) is the current of inversion layer [9, 10]. In
this way,

I xð Þ ¼ Idrift xð Þ þ Idiff xð Þ ð124:4Þ

It is in proportion with Idiff(x), channel charge density (QC), electron mobility

(μ), channel field strength (dVc/dx), and the channel width (W). Idrift(x) can be

written as

Idrift xð Þ ¼ �WμQC

dVC

dx
ð124:5Þ

The diffusion current is in proportion with μ, thermal voltage (KT/Q), and

derivative of QC. Idiff(x) can be given as

Sn-1 Sn-2 S1 S0

2R 2R 2R 2R

d1 d0dn-1

VREF

VO

+

I

2R

R R R

R

dn-2

R

Fig. 124.1 Binary D/A converter T-type resistor network with R-2R
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Idiff xð Þ ¼ Wμ
KT

q

dQC

dx
ð124:6Þ

Thus,

I xð Þ ¼ Wμ �QC

dVC

dx
þ KT

q

dQC

dx

� �
ð124:7Þ

The current along the channel is constant because the channel length is L.

Consequently,

I � L ¼ W

ðL
0

�μ QC

dVC

dx
� KT

q

dQC

dx

� �
dx ð124:8Þ

It is known that ID ¼ � I, so

ID ¼ W

L

ðL
0

μ QC

dVC

dx
� KT

q

dQC

dx

� �
dx ð124:9Þ

Equation 124.9 clearly reveals the MOS transistor drain and gate symmetry

characteristics. ID is in proportion with W/L in the same substrate.

Consequently, the principles of half-dividing current can be used in MOS

transistor replacement in Fig. 124.1. In spite of V-I identities of MOS transistor

having nonlinear connection, symmetric outcomes can be shown in Eq. 124.10.

ID1
ID2

¼ W1=L1
W2=L2

ð124:10Þ

Equation 124.10 shows that the ratio ID1/ID2 is constant and independent of the

input current and the terminal voltages VG, V1, and V2. Also, for an equal division

of the input current, the transistors T1 and T2 should have the same size. The

resistors in the R-2R ladder can be replaced by CMOS transistors and still preserve

the current division principle, despite the nonlinear current–voltage connection in

CMOS transistors. Principle of half-dividing current for MOS is shown in

Fig. 124.3.

p

VS
VG VD

O Lx

n n

Fig. 124.2 N channel MOS

transistor section
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124.4 Half-Dividing Current Component of MOS

with R-2R Ladder

MOS D/A conversion current component is shown in Fig. 124.4. It is composed of

four patches PMOS transistors. T2 assumes the R branch function. 2R branch is

connected in series by T1 and T3 (or T4). The input current is divided into equal

parts. T3 or T4 not only takes in hand switching function but also occupies the

matching role. Therefore, the entire unit layout is compact and has good match.

Each unit consists of T3 and T4 tube of two complementary as the switch

transistor. If di ¼ 1, weighted current can be exported by IOUT, T4 transistor is

close. If di ¼ 0, weighted current connects virtual ground terminal of the amplifier.

Output current accords with the Eq. 124.3.

124.5 8-Bit D/A Converter of MOS with R-2R Ladder

An 8-bit D/A converter fabricated using CMOS process is shown in Fig. 124.5 with

R-2R ladder. The resistor R in Fig. 124.5 is replaced by the slice PMOS transistor

operating in the linear region and the four slice transistors form the slice cell for

1-bit conversion. Those unit transistors are driven by the digital input di and also

operate as switches.

124.6 Simulation Result

Based on the 0.35-μm CMOS slice and power voltage of 3 V, it makes use of

HSPICE simulation in order to test the proposed architecture linearity. T1 and T2

parameters are W/L ¼ 2 μm/20 μm and T3 and T4 parameters are W/L ¼ 1 μm/

0.7 μm.

Simulation results are shown in Figs. 124.6 and 124.7. DNL and INL have skip

courses because of the output of the amplifier limiting the cause in the initial

moment. Despite the initial skips, DNL has no excess of the range of �1 LSB,

which reveals a monotonic characteristic of the D/A converter. The INL stays

within the limit of �0.9 LSB.

I

T1 T2

V1

V2

VG

VG

ID2

ID1

Fig. 124.3 Principle

of half-dividing current

for MOS
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Iref

d7 d0

VO
+

R

Fig. 124.5 8-bit D/A converter of MOS with R-2R ladder
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124.7 Conclusion

By analyzing the mathematical expressions of D/A converter, a T-type resistance

network is introduced by using the dividing current. Based on this principle, CMOS

transistor as a resistor ladder is proposed in this paper. Compared with the tradi-

tional resistance network, the architecture has good linearity. In this network, the

CMOS parameter transistors can be precisely controlled in size. It can maintain the

ratio between the MOS transistor. So, it has important theoretical and application

value in the field of electronic technology.
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Chapter 125

Detecting Repackaged Android Applications

Zhongyuan Qin, Zhongyun Yang, Yuxing Di, Qunfang Zhang,

Xinshuai Zhang, and Zhiwei Zhang

Abstract The rapid development of the smartphone brings immense convenience

to people. Recently more and more developers publish their own applications

(or apps) on the android markets to make profits. The so-called repackaged apps

emerge by embedding malicious codes or injecting ads into the existing apps and

then republishing them. In this paper, focusing on the shortcomings of existing

detection system, we propose an efficient repackaged apps detection scheme based

on context-triggered piecewise hash (CTPH). We also optimize the similarity

calculation method (edit distance) and filter unnecessary matching process to

make the matching more efficient. Experimental results show that there are about

5 % repackaged apps in pre-collected data. The proposed scheme improves the

detection accuracy of the repackaged apps and has positive significance to the

ecosystem of android markets.

125.1 Introduction

In the past few years, android has developed strikingly which occupies a dominant

position in the smartphone markets since its market share exceeds Apple in 2010.

The latest data from the research company Strategy Analytics show that android’s

market share has risen to 70 % to the end of 2012 [1].
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Because android is free and open, app developers can publish their own apps in

the [1] android markets. Repackaged app developers first download original apps,

disassemble, modify configuration file, inject malicious code, insert ads, re-sign

with a private key, and then release to android markets again. Further analysis

indicates that these repackaged apps are typically used to steal ad revenues and

obtain user location, phone number, and other personal information, even to control

user’s phone remotely.

Some schemes have been proposed to detect the repackaged apps. DEXCD [2],

developed by Ian Davis, extracts the opcodes from Java class in Dex file and tries to

find a steam match of opcodes to detect the cloned apps. Clint et al. propose

DNADroid to detect apps copying [3], which utilizes WALA to construct program

dependency graphs (PDGs) [4], applies lossless and lossy filters to discard the

method pairs, and computes the similarity by subgraph isomorphism. However,

the robust techniques in DNADroid are largely expensive. DroidMOSS [5],

presented by Wu et al., computes the fuzzy hashes of apps and compares similarity

of all fingerprints; the similarity scoring algorithm is memory-consuming, thus

slowing down the process.

In this paper, we proposed an improved repackaged android apps detection

system based on CTPH (i.e., fuzzy hash) [6], which uses two small primes to do

twice CTPH (T-CTPH) process and generates two fingerprints for each app. The

main contributions of this paper are the following: (1) We propose an improved

fingerprint-generating algorithm, two small primes are selected as the trigger values

for T-CTPH to increase the randomness against possible attacks and improve the

accuracy, which can be further used to filter unnecessary matching processes.

(2) An efficient edit distance calculation method is proposed to speed the calcula-

tion of the similarity between fingerprints, which greatly reduce the memory usage.

(3) We have realized our system to detect repackaged apps and found that about 5 %

repackaged apps in pre-collected 6,438 samples of four app types.

The remainder of this paper is organized as follows: Sect. 125.2 introduces our

approach, including feature extraction, fingerprint generation, and similarity

matching. Section 125.3 illustrates the evaluation results based on 6,438 real

applications from several android markets. Finally, we make our conclusion in

Sect. 125.4.

125.2 System Design

Usually the repackaged apps have the following features: (1) They always have the

same app type with the official ones. (2) The size will not have a big difference from

the original one. Furthermore, we assume that the signing keys are not leaked.

Therefore, the matched pairs (with high similarity) with the same author informa-

tion are ignored because they are often the different versions of the same

application.
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125.2.1 System Overview

To detect the repackaged apps, we have designed the following system shown in

Fig. 125.1, which contains three parts: (1) sample collection and classification,

(2) feature extraction and fingerprint generation, and (3) similarity matching. We

first download apps from android markets by app category; for each app we extract

the signature information and instruction sequence for fingerprint generation. Then

we store fingerprints in their own databases and select any two fingerprints from

each database for similarity calculation. Given a comparison threshold, suspicious

repackaged app pairs will be fixed.

125.2.2 App Feature Extraction

To extract the app feature, we first uncompress it and use keytool to extract

certificate information in META-INF directory [7]. As shown in Fig. 125.2, we

get the MD5 as the unique information of one app, for it will be different between

the original and repackaged apps. Then we leverage existing Dalvik disassembler

baksmali to disassemble classes.dex file [8] and extract instructions by the follow-

ing rules: (1) depth traversal with the alphabetical order of generated smali files and

folders; (2) before releasing, some names of class are modified, we ignore the

confused names of classes to reduce the error of instruction extraction; and

(3) extracting methods of different classes.

125.2.3 Fingerprint Generation

For an actual APK file, the extracted instruction sequences may be very long. To

generate the fingerprints, one common way presented in DroidMOSS is to use fuzzy

hash directly, which does not consider the nature that the size of repackaged app

will not have a big difference from the original one. Figure 125.3 shows the once

Apps
Each

App Information

Fingerprint
Database by

Category

App fingerprint pairs
from one category

App
Fingerprint

App Database
by Category

Feature
Extraction T-CTPH

Similarity
match

Matched
pairs

Fig. 125.1 System architecture
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CTPH process, the sequence is the input and a trigger value is for dividing pieces,

then all the piece hashes are calculated and concatenated directly as the final

fingerprint.

In this paper, we present an improved approach. Specifically, we remove the

compression mapping process in Spamsum [9]; and for sequences of different

lengths, we use different primes to calculate the fingerprints; for an instruction

sequence, we use two small primes to do twice CTPH processes, respectively. As

visually shown in Fig. 125.4, the original sequence is the instructions extracted by

the rules in Sect. 125.2.2. Suppose the length of the original sequence is N and S1
pieces generate after the first CTPH process (e.g., the left in solid line in Fig. 125.4),

then the average size of the trigger value tv is about bN/S1c (b c means round

downwards). We represent each 32-bit binary piece hash as an 8-digit hexadecimal

number in this paper, so the length of the sequence generated by the first CTPH

process is about 8*S1. If the piece number is S after the second CTPH process, then

the trigger tv0 of the second CTPH is about b8*S1/Sc. So we have tv � N
S1 and

tv0 � 8�S1
S . Further, tv � tv0 � 8�N

S . In order to make the trigger values in similar size,

we have tv ¼ tv0. That is, tv ¼ tv0 �
ffiffiffiffiffiffi
8�N
S

q
. And we use primes to trigger pieces to

increase the randomness against possible attacks. Given tv (or tv0), we have two

adjacent primes r1 and r2, that is, r1 < ¼ tv ¼ tv0 < ¼ r2; thus we take r1 and r2
as the trigger values to generate two fingerprints. In order to balance efficiency and

Fig. 125.2 Certificate information of one application

Rolling_hash(window_content)=trigger_value

Final fingerprint

Sequence

Piece 1 Piece 2 Piece 3 …... Piece N Piece N-1

Piece hash 1 Piece hash 2 Piece hash 3 Piece hash N-1 Piece hash N…...

Fig. 125.3 Context-triggered piecewise hash
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similarity between fingerprints, S is taken as 128, that is, signature1 (or signature2)
is made up about 1,024 characters in formula Eq. 125.1. Here, r1 is tv1 and r2 is tv2
in Fig. 125.4. Therefore, the final fingerprint of an app is

signature ¼ tv1, signature1ð Þ���� tv2, signature2ð Þ ð125:1Þ

Next the fingerprint of each app is calculated and stored in its corresponding type

database. If the lengths of two sequences are far away, it is little possible they are

repackaged pairs. For this nature, not all the fingerprints are compared, and we just

concern the fingerprints triggered by the same prime. For two different apps, the

fingerprints are x and y: x ¼ (x1, xsign1)||(x2, xsign2) and y ¼ (y1, ysign1)||(y2,
ysign2). If x1 ¼ y1, it will definitely have x2 ¼ y2; we compare (xsign1, ysign1)
and (xsign2, ysign2) with the method in Sect. 125.2.4, respectively, and put the

larger similarity score as the final result; if x1 ¼ y2 or x2 ¼ y1, we compare

(xsign1, ysign2) or (xsign2, ysign1). In other cases, we do not treat them as

repackaged apps. With such filtering method, it will be more efficient to detect

the repackaged apps in the android market.

125.2.4 Similarity Matching

Our above steps are applied for each app generating the fingerprint. Then we

compare the similarity between the fingerprints by adopting an optimized edit

distance method. The edit distance is the minimum edit operations to turn one

fingerprint into another, including insertion, deletion, and substitution. The con-

ventional way is to use a two-dimensional array to calculate the edit distance of two

strings (with lengths of len1 and len2, respectively) by filling the array circularly.

So the final result is array[len1-1,len2-1].
However, if two strings are very long, len1*len2 size of memory will be needed

for calculating, slowing the matching speed. In order to speed up the calculation for

Original sequence

Sequence1

Signature1

Sequence2

Signature2

tv2

tv2

tv1

tv1

First CTPH

Second CTPH

Fig. 125.4 T-CTPH for fingerprint generation
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long strings, we have optimized the method by using three one-dimensional arrays,

array1, array2, and array3 (with sizes of len1, len2, len2, respectively), to calculate
the edit distance. Here, array1 denotes the first column of the conventional

two-dimensional array; array2 and array3 denote two adjacent rows of that

two-dimensional array. We fill array2 and array3 circularly with an iterative

method and exchange array2 and array3 continuously to denote the two adjacent

rows. At last, if len1 is odd, the edit distance is array2[len2-1]. Otherwise, the edit
distance is array3[len2-1]. This process is described in Algorithm 1, and it just

needs about len1 + len2*2 memory space.

Algorithm 1 Calculate the edit distance between two apps

Input: Two fingerprints fp1and fp2

Output: Edit distance between fp1and fp2

1: len1estrlen( fp1) , len2 strlen( fp2)
2: array1[0]¼( fp1[0]¼¼fp2[0] ? 0:1) //initialize array1
3: for i ¼ 1!¼len1-1 do

4: cost¼( fp1[i]¼¼fp2[0] ? 0:1)
5: array1[i]¼min(array1[i-1]+1,i+cost)
6: end for

7: array2[0]¼ array1[0] //initialize array2

8: for i ¼ 1!¼len2-1 do

9: cost¼( fp2[i]¼¼fp1[0] ? 0:1)
10: array2[i]¼min(array2[i-1]+1,i+cost)
11: end for

13: for i ¼ 1i len1-1 do

14: (i mod 2¼¼0) ? array2[0]¼array1[i]:array3[0]¼array1[i]
15: for j ¼ 1aylen2-1 do

16: cost¼( fp1[i]¼¼fp2[j] ? 0:1)
17: if (i mod 2¼¼0) then
18: array2[j]¼min(array2[j-1]+1,array3[j]+1,array3[j-1]+cost)
19: else

20: array3[j]¼min(array3[j-1]+1,array2[j]+1,array2[j-1]+cost)
21: end if

22: end for

23: end for

24: edit_dist¼((len1mod 2¼0) ? array3[len2-1]:array2[len2-1])
25: return edit_dist

After the edit distance between two fingerprints is calculated, we use the

following formula to measure the similarity between the two fingerprints [5]:

Sim Score ¼ 1� edit dist

max len1, len2ð Þ
� �

� 100 ð125:2Þ

If two apps are signed with different keys and the similarity score exceeds a

certain threshold, we treat them as repackaged matching pairs. Note that the choice

of threshold largely affects the false-positive and false-negative rate, thus influenc-

ing the accuracy of our test results. In our experiments, we choose 70 as the

threshold, and it shows a good balance between the false-positive and false-

negative rate.
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125.3 Evaluation

In our experiment, we collect 6,438 apps from several android markets and store

them with different categories. There are four types: social networking, game,

system tool, and shopping, which are shown in column 2 of Table 125.1.

From Table 125.1, we find that our scheme (T-CTPH) improves the accuracy of

detecting repackaged apps, and the results are closer to the results of manual

analysis. In addition, the apps about social networking have the highest rate. This

is because the many repackaged apps are used for stealing user’s Internet traffic and

phone bill by injecting malicious code to control user’s phone remotely, which will

inevitably require Internet service. Also, games related are rather high. It is the

reason that developers can reroute or steal ad revenues by replacing or embedding

ads to the games.

In order to detect so many applications, the complexity of the algorithm is very

important. In our scheme, the time and space complexity of fingerprint generation

are both O(n), which has little influence on the overall efficiency. For the edit

distance of two fingerprints, the time and space complexity are O(n^2) and O(n),

respectively. Note that before optimizing, they are both O(n^2). Here we reduce the

space complexity from O(n^2) to O(n), which largely improve the efficiency. Then

we test the optimized similarity algorithm on a computer with a Linux system

(Ubuntu 10. 04). The CPU is Intel (R) Pentium 4 running at 2.93 GHz, 512 MB

RAM. Table 125.2 shows the consumed time of sequences in different length

ranges. We find that the optimized algorithm largely speeds up the calculation

and is more significant to reduce the time when the sequences are longer.

To perform a concrete study of the repackaged apps and reveal how one app is

repackaged, we show the analysis of repackaged apps detected by our scheme.

Usually, advertising SDK needs to add a publisher identifier to AndroidManifest.

xml and modify the layout description and the program bytecodes to show ads. As

shown in Fig. 125.5, it is a detected example that repackage a normal app (com.
racingstudio. racingmoto) by including AdMob SDK [10]. We find that the signed

keys are different, and they are similarity matching pairs. Further, with manual

analysis, the repackaged app (right) always pops up ads in the bottom when running

the two games and functions like setVisibility, findViewById, and loadAd are

inserted into onCreate to display ads in the disassembled files, by which developers

can steal the ads revenues.

Table 125.1 The results of different detecting repackaged apps methods and manual analysis

Category Number DroidMOSS T-CTPH Manual analysis Percentage

Social 2,557 157 156 155 6.1

Game 2,396 140 140 138 5.8

Tool 838 39 38 38 4.5

Shopping 647 34 34 33 5.1
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125.4 Conclusion

In this paper, we propose an efficient method to detect repackaged apps based on

CTPH. We remove the compression mapping step, do twice CTPH process with

two small primes to improve the fingerprint accuracy, optimize the similarity

algorithm, and filter unnecessary matching processes to make the matching more

efficient. Our experimental results show there are about 5 % repackaged apps in

pre-collected samples, and it has a positive and practical significance for the

ecological system of the android markets.
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Chapter 126

Design of Wireless Local Area Network

Security Program Based on Near Field

Communication Technology

Pengfei Hu and Leizhen Wang

Abstract In order to solve wireless local area network (WLAN) security problem

due to the open-wide nature of wireless radio and the improvement of computing

power, a design of WLAN security program based on near field communication

(NFC) is presented in this paper. In this paper, the importance of having access to

handshake for WPA2 brute force is explained. The proposed design protects the

four-way handshake by taking advantage of NFC short-range character to eliminate

the risk of intercept. For implementation, Android system is selected as a mobile

device development platform. The design is compatible with the IEEE 802.11i

which ensures the massive expansion in the future. Furthermore, the design sim-

plifies operations to improve users’ experience without much extra hardware cost

and offers an option to the owner of WLAN to control the access physically, which

benefits commercialization of NFC. From one perspective, this design can solve the

wireless network security problem effectively.

126.1 Introduction

With the popularization of mobile terminals and Internet of Things, wireless

communication technology has gained great progress. The near field communica-

tion (NFC) has got considerable concern due to its security, low power consumption

characteristics. Rapidly growing NFC is expected to be one of the most important

trends and continues to gain popularity in the business and IT industry.

At the same time, wireless networking has been experiencing an explosive

growth and offers attractive mobility and flexibility to both network users and

operators [1] in the age of mobile Internet. The wireless local area network

(WLAN) systems like IEEE 802.11 networks become common access networks in
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public and private environments. Due to the wide-open nature of wireless radio,

security over a wireless environment is more complicated than in a wired environ-

ment. Many attacks make the wireless network insecure [2]. The security problem

has already become the Achilles’ heel of the further development of the wireless

network. To overcome the security challenges, IEEE 802.11i (also called WPA2)

has been developed to enhance the security. However, current wireless technologies

in use allow hackers to monitor and even change the integrity of transmitted data [3].

The improvement of computing power makes it possible for the effective WPA2

brute-force cracking.

To solve these security challenges, we propose a program to set up a WLAN that

combine Wi-Fi with NFC. The proposed program provides a simple but safe mean

to set up a WLAN among mobile devices. We realize the importance of capturing

handshake packet to hack WPA/WPA2-psk, so we introduce the NFC by taking

advantage of NFC short-range character to protect the 4-way handshake to guar-

antee WLAN security.

The rest of this chapter is organized as follows. In Sect. 2 we introduce some

related works about NFC and IEEE 802.11i security threats. After that, our design

of WLAN security program based on NFC technology is explained in Sect. 3. In

Sect. 4, we give some discussion. This chapter is concluded with a summary and

future works in Sect. 5.

126.2 Related Work

126.2.1 Introduction of NFC

NFC is a short-range wireless connectivity technology which is heavily based on

radio frequency identification (RFID). Extending the ability of the contactless card

technology, NFC also enables devices to share information over a distance of a few

centimeters with a maximum communication speed of 424 kbps operating in the

13.56 MHz frequency band. NFC has three operating modes: read/write mode, card

emulation mode, and peer-to-peer mode. The peer-to-peer mode is an operating

mode specific to NFC and allows two NFC devices to communicate directly with

each other [4] with the lightweight, binary message data format called NFC Data
Exchange Format (NDEF). NFC bidirectional communication is an ideal ability for

establishing connections with other technologies. This technology can be integrated

into an existing system to simplify and speed up the process of monitoring and

control of the system [5]. To support the peer-to-peer communication, the Logical
Link Control Protocol (LLCP) was designed to make peer-to-peer transactions

smoother as it enables NFC devices to be equal in communication [6].

Because the communication distance is short, it is almost impossible to inter-

cept. NFC and WLAN do not share the same frequency band [7]. The difference of

frequency obstructs the radio interception among the transmission of NFC data.
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126.2.2 IEEE 802.11i Security Threats

The IEEE 802.11 committee established the Task Group i (TGi) and ratified IEEE

802.11i on July 2004 [8]. 802.11i incorporates IEEE802.11X as its authentication

enhancement and adopts a concept called robust security network associations
(RSNAs) which is established as shown in Fig. 126.1. The success of authentication

is witnessed by the fact that the access point (AP) and the client station (STA) own

the same Pairwise Master Key (PMK) at the end. The four-way handshake provides

a new temporary key called the Pairwise Transient Key (PTK) for confidentiality,
data authentication, and anti-replay attack [8]. All the messages during the four-

way authentication handshake are sent as EAPOL-Key frames.

Considering the fact that WPA2 has its own advanced system, there is no specific

effective attack method till now except for brute-force attack or dictionary attacks.

But the security risk cannot be ignored with computing power booming. From

theory to practice, the high-speed brute force for WPA/WPA2-psk based on

IEEE 802.1X 
authen�cator

IEEE 802.1X 
supplicant

802.11 probe request

802.11 open system authen�ca�on request

802.11 probe response

802.11 open system authen�ca�on response

802.11 associa�on request

802.11 associa�on response

IEEE 802.1X authen�ca�on

4-way handshake

EAPOL-key  (key_info, Anonce)

EAPOL-key (key_info, Snonce, MIC,RSN IE )
EAPOL-key  (key_info, Anonce, MIC , RSN IE)

EAPOL-key (key_info, MIC )

EAPOL-key (key_info,  MIC )
EAPOL-key  (key_info, Key ID, Key RSC, MIC , GTK)

Group key handshake

Encryp�on

Fig. 126.1 RSNA establishment flow
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distributed multi-core CPU and GPU get a performance optimization in recent

years. The development of cloud computing provides the optimal balance between

cost and benefit as well. Both of them let WPA/WPA2-psk cracking available.

To make the matter worse, people will be prone to choose easy key for conve-

nience in home or cafe. In such environment, privacy information and sensitive data

are in transmission every day without enough protection. The high-speed brute

force for WPA/WPA2-psk based on distributed multi-core CPU and GPU can crack

8 bits digital key in tens of seconds [9]. As for the required data to generate and

verify, the key is broadcast with normal traffic and is really obtainable for the

attacker. And the weakness is that the PMK was derived from the concatenation of

the passphrase, SSID, length of the SSID, and nonces [3]. Once the four-way

authentication handshake has been captured, the attacker has enough information

required to do a dictionary attack to subject the passphrase. While PTK is a keyed-

HMAC function based on the PMK, the challenges still exist in WPA2.

Dictionary and brute-force attacks are typically done automatically with tools.

We must find a way to jump out the infinite loop that computing power’s gain

means our wireless network security loss. We have realized that capturing the four-

way authentication handshake is the basement of the cracking. So what we need to

do is to find a way of avoiding the four-way handshake being captured.

126.3 Design of the Program

Through the explanations of the weakness of WPA/WPA2-psk, we conclude that

protecting the four-way handshake will be a good way to make sure our WLAN is

secured. Meanwhile WLAN must transmit its authentication information in air to

meet the flexibility requirement. So our program must be able to prevent the

attacker from obtaining the four-way handshake and meet the flexibility require-

ment. NFC as a short-range wireless connectivity technology exactly fixes these

requirements. Consequently, we hold the belief that the security of NFC should be

introduced to the handshaking to connect the WLANs.

Considering that most mobile NFC devices available in the market are for

Android system, the most popular open-source operating system, we select Android

system as the mobile device development platform. The function of NFC was

introduced by Google into Android2.3 device. The Android 4.0 system provides

API support for NFC tag read/write mode and NFC P2P mode (Android Beam).

The Android SDK provides an NFC API to develop NFC applications which

conduct peer-to-peer data exchange [10]. As the Wi-Fi functions are hiding behind

the SDK interface, we cannot call the bottom relevant class. So our design

pays more attention on the NFC part. The .nfc android package provides access to

NFC function. On android.nfc, several classes could be used to running NFC

function [11]:
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• Android.app.Activity
• android.content.Intent
• android.nfc.NdefMessage
• android.nfc.Record
• android.nfc.NfcAdapter
• android.nfc.NfcEvent
• android.nfc.NfcAdapter.CreatNdefMessageCallback

We can use NdefMessage (byte[ ]) to construct an NDEF message from binary

data or NdefMessage (NdefRord [ ] ) to construct from one or more NdefRecords
and then transform the information from EAPOL-Key frames into NDEF frames.

So we construct NdefRecord (short, byte [ ], byte [ ], byte [ ]) according to the

EAPOL-Key which contains the key_info, Annoce,MIC, and RSN IE. The program
is designed as follows [12] (shown in the Fig. 126.2):

1. Initialization and Anti-collision
The mobile devices should initialize first. The initiator periodically probes the

presence of a target by scanning the surrounding Wi-Fi radio signals and then

verifies the signature. If the signature does not match, continue scanning.

2. Activation and Parameters Selection
Once a target has been detected by two devices in range to communicate, the

initiator gets into activation state to let the IEEE 802.1X authentication process

as normal. Once the authentication phase is completed, the initiator creates an

NdefMessage that contains the NdefRecords which are constructed according to

the EAPOL-Key and a set of parameters like key_info, Annoce,MIC, and RSN IE
are notified or negotiated. LLCP services will be selected after those

abovementioned are finished.

3. Data Exchange
As the old EAPOL-Key frames have already exchanged into NDEF, the

initiator calls the setNdefPushMessage() with the NdefMessage created before.

Data exchange over the LLCP is in good protection. Once the message is

received by the initiator, the initiator checks the replay counter to avoid replay

attack. The initiator will load the PTK if the MIC is valid.

4. Deactivation
The initiator can release the NFC session after the success of authentication,

via Release-Request/Response messages.

126.4 Discussion

The factor that our supplicant/initiator and authenticator are both on the Android

system makes our program similar with the Android Beam or Wi-Fi Direct. The

reason/cause is that there is no NFC-enable wireless router availed. In order to

implement this program, we have to take the NEC-enable Ultrabook or tabletPC on

126 Design of Wireless Local Area Network Security Program. . . 1113



the Android platform as access point to be the authenticator. In our ideal condition

(shown in Fig. 126.3), there is a machine like point-of-sale (POS) or wireless router

ingrate NFC, so we can finish our payment conveniently and join the WLANs in

safety by simple touch.

Base on the description of the program, we can get several points as what are

written below:

1. We found that the importance of hacking WPA/WPA2-psk is capturing hand-

shake via the wide-open nature of wireless radio. So we take advantage of the

short-range character from NFC to protect the four-way handshake and use NFC

to share WPA/WPA2-psk link setup parameters to eliminate the risk of intercept.

2. Due to the compatibility with IEEE 802.11i without changing its framework and

protocol, our program could be massively expanded easily if the NFC-enable

router appears. Along with the Internet of Things walking into our life, wireless

telecommunication equipment that supports NFC function will be mass

produced.

Initialization and
Anti-collision

Start

Scan surrounding
Wifi radio signals

Verify Signature

Activation

802.11X authentication

Create
NdefMessage()

Call
SetNdefPushmessage()

Replay attack?

Loading PTK

De-Activation

End

No

Yes

Yse

NO

Fig. 126.2 Approach

schema
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3. Considering the convenience and economy, people usually chooseWPA/WPA2-

psk (key pre-shared) model in their office and home. This key management

cannot provide high-level security. In our program, the balance point between

cost and security has been found. Our program provides the management of

dynamic key to guarantee theWLAN security. People could say no to the trouble

of remembering passwords without much extra hardware cost.

4. As the joining WPA2 via application calling is not supported by the Android

system, Wi-Fi connection is sort of complicated. In the era of mobile Internet,

these obstacles will disappear along with mobile device system upgrade

[13]. In our program, the user can join the WLAN just by simple touch. The

users’ experience gain is improved, and making the power consumption

becomes less.

5. Because exchanging the pairing data is allowed, the user’s device does not need

to store the password before. And the unsafety of temporary authority is

disappeared. The owner could control the access to the WLAN physically on

condition that the access methods except NFC are restricted. This point will

benefit the commercialization of NFC. Businesses could use this way to let their

own customers join the WLAN in an open field while closing the door to

someone who is not their customer. This option could decrease network cost,

improve quality of service, and especially offer a safe network environment to

customers.

126.5 Conclusion

This paper introduced NFC, a promising technology, to the wireless network access

and tried to solve the problem of wireless network security completely from one

perspective. This program made full use of the short-range characteristics of NFC

to eliminate the possibility of intercept of handshaking package. The main benefit

of our program is compatibility with IEEE 802.11i without changing the network

Fig. 126.3 Program overview
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framework. So we can make full use of existing resource to reduce upgrade cost. To

compare with the similar technology such as Android Beam, our program used

IEEE 802.11i for mutual authentication, key generation, key exchange, encryption,

and integrity. Since NFC can establish a connection faster, the cost of time

decreases. The user can join the WLAN just by a simple touch to improve user

experience. As for future research, we will study the implementation of our

program in other systems and further optimize the program.
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Chapter 127

A Mechanism of Transforming Architecture

Analysis and Design Language into Modelica

Shuguang Feng and Lichen Zhang

Abstract One of the fundamental challenges in research related to cyber-physical

system is accurate modeling and representation of these systems. The main diffi-

culty lies in developing an integrated model that represents both cyber and physical

aspects with high fidelity. Among existing techniques, an approach to integrate

Modelica with AADL is a suitable choice, as it can encapsulate diverse attributes of

cyber-physical systems. AADLmodeling language provides a comprehensive set of

diagrams and constructs for modeling many common aspects of systems engineer-

ing problems, such as system requirements, architectures, components, and behav-

iors. Complementing these AADL constructs, the Modelica language has emerged

as a standard for modeling the continuous dynamics of cyber-physical systems in

terms of hybrid discrete event and differential algebraic equation systems. Integrat-

ing the descriptive power of AADL models with the analytic and computational

power of Modelica models provides a capability that is significantly greater than

provided by AADL or Modelica individually. A transformation of AADL into

Modelica is developed that will support implementations to transfer efficiently

the modeling information between AADL andModelica models without ambiguity.

This chapter proposes an approach to transform the models of AADL into the

models of Modelica, to clarify the transformation principles, and to illustrate the

important synergies resulting from the integration between these two languages.

127.1 Introduction

Cyber-physical systems (CPS) are becoming an integral part of modern societies

[1]. As an application domain, CPS is not new. For example, early automotive-

embedded systems in the 1970s already combined closed-loop control of the brake
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and engine subsystems (physical parts) with the embedded computer systems

(cyber parts) [2]. Since then, new requirements, functionalities, and networking

have dramatically increased the scope, capabilities, and complexities of CPS. This

has created needs to bridge the gaps between the separate CPS subdisciplines

(computer science, automatic control, mechanical engineering, etc.) and to estab-

lish CPS as an intellectual discipline in its own right [3]. The development of a CPS

involves many stakeholders who are interested in different aspects of the system

[4]. CPS require more advanced modeling techniques to capture physicality includ-

ing time and space, reliability in terms of probabilistic models, and connectivity in

terms of communication links, adaptivity, context awareness, interoperability, and

autonomy. This requires a comprehensive integrated modeling framework for

specification, modeling of architecture, and tracing their relationships [5].

In order to meet the challenge of cyber-physical system design, we need to

realign abstraction layers in design flows and develop semantic foundations for

composing heterogeneous models and modeling languages describing different

physics and logics. We need to develop new understanding of compositionality in

heterogeneous systems that allows us to take into account both physical and

computational properties. One of the fundamental challenges in research related

to cyber-physical system is accurate modeling and representation of these systems.

The main difficulty lies in developing an integrated model that represents both

cyber and physical aspects with high fidelity. Among existing techniques, an

approach to integrate Modelica [6] with AADL [7] is a suitable choice, as it can

encapsulate diverse attributes of CPS. AADL is designed for modeling system

architecture. The Society of Automotive Engineers (SAE) released the AADL in

November 2004 [8]. AADL can design system architecture and analyzes the time

property, reliability, efficiency, and some other properties. According to the prin-

ciple of MDA (model-driven architecture), a complete model can reduce the risk of

consistency and security of a system. Modelica [9] is a multi-domain modeling

language. This language is put forward in 1997 with a group of international efforts.

Modelica is object-oriented, a causal-modeling, and equation-based language. With

an object-oriented property, model reusability can be improved. Modelica describes

the physical world in a direct way. In the period of model checking, Modelica can

analyze the dynamic change of a variable in continuous time. AADL cannot model

the continuous time properties for a system, while Modelica can do this. AADL

focuses on design system architecture. In a system architecture, there are many

components. The consistency among components can be checked. But in a com-

ponent, changes with continuous time cannot be visualized. For this reason, we can

use Modelica to model these components.

Integrating the descriptive power of AADL models with the analytic and com-

putational power of Modelica models provides a capability that is significantly

greater than that provided by AADL or Modelica individually. A transformation of

AADL into Modelica is developed that will support implementations to transfer

efficiently the modeling information between AADL and Modelica models without

ambiguity. AADL and Modelica are two complementary languages supported by

two active communities. By integrating AADL and Modelica, we combine the very
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expressive, formal language for differential algebraic equations and discrete events

of Modelica with the very expressive AADL constructs for requirements, structural

decomposition, logical behavior, and corresponding crosscutting constructs. In

addition, the two communities are expected to benefit from the exchange of

multi-domain model libraries and the potential for improved and expanded com-

mercial and open-source tool support.

In this chapter we propose an approach to transform the models of AADL into

the models of Modelica, to clarify the transformation principles, and to illustrate the

important synergies resulting from the integration between these two languages.

Based on this transformation mechanism, the properties of AADL components can

be checked with the Modelica tool, which validates the security and consistency of

architecture.

127.2 Models of AADL and Modelica

Many CPS applications are systems-of-systems, integrating various mechanical,

electronic, and information technology systems. The design of these systems

depends more and more on effective solutions that can address heterogeneity and

interplay of physical and software elements. In particular, design languages used

for specifying CPS should incorporate, in a consistent manner, essential concepts

from multiple disciplines, such as mechanical, electronic, and software engineer-

ing. Model-driven engineering (MDE) approaches to system development have

been adopted in diverse domains, in particular, CPS. This is because the use of

models has shown to be promising in addressing the above issues, as well as in

handling the increasing complexity of CPSs, reducing their cost of construction,

and supporting efficient maintenance and evolution. AADL and Modelica are two

complementary languages supported by two active communities. By integrating

AADL and Modelica, we combine the very expressive, formal language for differ-

ential algebraic equations and discrete events of Modelica with the very expressive

AADL constructs for requirements, structural decomposition, logical behavior, and

corresponding crosscutting constructs. Although both Modelica and AADL have

extension mechanisms, in unifying the two languages, we can better use AADL to

model the cyber part of the cyber-physical system. This is because its dynamic

analysis mechanism comes from Modelica, which is much more widespread and

better supported by tools and which is also more powerful compared to that of

AADL (annexes).

127.2.1 AADL Introduction

AADL is a design for architecture. The fundamental element of AADL is compo-

nent. AADL provides standard components for modeling system architecture.
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These components are divided into three layers: application software, execution

platform, and composite. Each layer has its focus. The application software layer is

used to build the software architecture. The execution platform is used to build the

hardware architecture. The composite is used to integrate the software and hard-

ware architecture. Each layer has its components.

The detailed statements about layers and components are in Table 127.1. AADL

components are divided into three categories: application software, execution

platform, and composite. Each component has its description for different

utilizations.

127.2.2 Modelica Introduction

Modelica is a multi-domain modeling language for the physical world. Modelica

has three features: object-oriented modeling, a casual modeling, and equation-

based modeling [3]. With these features, Modelica can reduce the complexities of

modeling. Models can be built for inheriting from its father. The behaviors in a

model can be described with equations and physical principles.

Modelica model is formed with classes. Modelica classes contains: class, model,

record, block, function, connector, type, and package. The class “class” is a

non-special class while other classes are special classes.

Table 127.1 AADL components and layers

AADL

component

layer Label Component Description

Application

software

1 Thread An active component, can be initialized in process

2 Thread

group

An abstraction for thread, data and thread group

3 Process Represents the protected address

4 Data Represents statics data and data types within a system

5 Subprogram Represents executable source text-a callable component

with or without parameters

Execution

platform

6 Processor Responsible for scheduling and executing threads

7 Memory Storage components for data and executable code

8 Device Entities that interface with the external environment of an

application system

9 Bus Represents hardware and associated communication pro-

tocols that enable interactions among other execution

platform components

Composite 10 System Represents a composite of software, execution platform, or

system components
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127.3 Transforming Mechanism

The mechanism is based on projecting AADL components into Modelica classes.

Not all classes in Modelica can be used. Firstly, analyze the features of each AADL

component. Then find a proper class in Modelica that can represent this AADL

component. Check the relationship of this component. If the type of component is

Type, it can be directly transformed into Modelica class. If the type of component

is Implementation, transform this component into Modelica class and replace the

relation between Type component and Implementation component with extents in

Modelica.

The project of AADL package can be transformed into Modelica project pack-

age for the hierarchy similarity of the two kinds of packages.

127.3.1 Project Structure Transformation

The AADL project structure is in a package. The components of a system are

contained in a package. Packages are contained in a project.

The Modelica project structure is in a package. In the Modelica project, there is a

package. But a package can use classes from other packages with importing these

packages.

The project projection between AADL and Modelica can be carried out in a

package level, which means transforming an AADL package into a Modelica

package. In this level, the private components in AADL package may be public

classes in Modelica.

127.3.2 Inheritance Transformation

Modelica is object oriented, so the class has inheritance. In AADL, there is some

sense of inheritance between components. The transformation of inheritance rela-

tionship is listed in Table 127.2. In AADL, the same kind of components can have

an inheritance relationship. In Modelica, the same kind of classes can have an

inheritance relationship.

127.3.3 AADL Components Projected into Modelica Classes

AADL components can be projected into Modelica classes. After the analysis of

AADL components and Modelica classes, a transformation table is listed in

Table 127.3. While mapping components of AADL into Modelica classes, there

may be some missed information. According to Table 127.3, AADL components

can be transformed into Modelica classes.
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127.3.4 Keywords Transformation

The keywords in AADL are different from those in Modelica. So, we need to

transform the keywords in AADL into Modelica. The transformation table is in

Table 127.4.

The port in AADL is transformed as connector class in Modelica.

Table 127.2 The mapping between AADL and Modelica

Label

Modelica class

relationship

AADL component

relationship Description

1 In AADL, the Type component define features and

implement complement implements Type
component

2 The relationship of component extension can be

represented with Modelica class extension

3 AADL component instantiation can be represented

by Modelica class instantiation

Table 127.3 The projection from AADL components into Modelica classes

Label AADL components Modelica classes Projection pair

1 Thread Model (1, 5)

2 Thread group Class (2, 2)

3 Process Model (3, 1)

4 Data Record and type (4, [3, 7])

5 Sub program Model (5, 1)

6 Processor Model (6, 1)

7 Memory Model (7, 1)

8 Device Model (8, 1)

9 Bus Connector (9, 1)

10 System Model (10, 1)

Table 127.4 Keywords transformation from AADL into Modelica

Label AADL keywords Modelica keywords

1 Extends Extends

2 Features Parameter

3 Flows Connect

4 Properties Equation

5 Packages Packages

6 Implementation Extends

7 Port Connector

8 Connections Connect

9 Subcomponents Declared as variable

10 Modes Transformed as comments in Modelica
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127.4 Conclusion

By integrating AADL and Modelica, we combine the very expressive, formal

language for differential algebraic equations and discrete events of Modelica with

the very expressive AADL constructs for requirements, structural decomposition,

logical behavior, and corresponding crosscutting constructs. In this chapter we

propose an approach to transform the models of AADL into the models of

Modelica, to clarify the transformation principles, and to illustrate the important

synergies resulting from the integration between these two languages. Based on this

transformation mechanism, the properties of AADL components can be checked

with a Modelica tool, which validates the security and consistency of architecture.

In the future work, we will work on implementing the transformation tool from

AADL to Modelica, which makes the transformation from AADL models to

Modelica automatic.

Acknowledgments This work is supported by the Shanghai Knowledge Service Platform Project

(No. ZF1213). This work is supported by the National High Technology Research and Develop-

ment Program of China (No.2011AA010101); National Basic Research Program of China

(No.2011CB302904); the National Science Foundation of China under grant No.61173046,

No.61021004, and No.61061130541; Doctoral Program Foundation of Institutions of Higher

Education of China (No. 200802690018); and National Science Foundation of Guangdong Prov-

ince under grant No. S2011010004905.

References

1. Broy, M. (2012). Cyber physical systems (Part 1). it—Information Technology, 54(6), 255–256.
2. Broy, M. (2013). Cyber physical systems (Part 2). it—Information Technology, 55(1), 3–4.
3. Lee, E. A. (2008). Cyber physical systems: Design challenges. In Proceedings of the 11th

IEEE Symposium on Object/Component/Service-Oriented Real-Time Distributed Computing
(ISORC ’08) (Vol. 100, Part 1, pp. 363–369).

4. Broman, D., Lee, E. A., Tripakis, S., & Törngren, M. (2012). Viewpoints, formalisms, lan-

guages, and tools for cyber-physical systems. Proceedings of the 6th international workshop on
multi-paradigm modeling (MPM’12), ACM SIG (pp. 56–63).

5. Eidson, J., Lee, E. A., Matic, S., Seshia, S. A., & Zou, J. (2012). Distributed real-time software

for cyber-physical systems. Proceedings of the IEEE (Special Issue on CPS), 100(1), 45–59.
6. Junjie, T., et al. (2012). Cyber-physical systems modeling method based on Modelica. In 2012 I.

E. sixth international conference on software security and reliability companion (SERE-C)
(pp. 188–191).

7. Feiler, P. H., Gluch, D. P., & Hudak, J. H. (2006). The architecture analysis & design language
(AADL): An introduction. Pittsburgh, PA: Software Engineering Institute, Carnegie-Mellon

University.

8. Feiler, P. H., Lewis, B. A., & Vestal, S. (2006). The SAE Architecture Analysis & Design

Language (AADL) a standard for engineering performance critical systems. In Computer Aided
Control System Design, 2006 I.E. International Conference on Control Applications, 2006 I.E.
International Symposium on Intelligent Control (pp. 1206–1211).

9. Fritzson P, & Modelica, E. V. (1998). A unified object-oriented language for system modeling

and simulation. In ECOOP’98-Object-Oriented Programming (pp. 67–90). Heidelberg:

Springer.

127 A Mechanism of Transforming Architecture Analysis and Design Language. . . 1123



Chapter 128

Aspect-Oriented QoS Modeling

of Cyber-Physical Systems

by the Extension of Architecture

Analysis and Design Language

Lichen Zhang and Shuguang Feng

Abstract Cyber-physical systems have varying quality-of-service (QoS)

requirements driven by the dynamics of the physical environment in which they

operate. Developing cyber-physical systems is hard because of their end-to-end

QoS requirements. Aspect-oriented development method can decrease the com-

plexity of models by separating their different concerns. We can model QoS as

a crosscutting concern of cyber-physical systems to reduce the complexity of

cyber-physical system development. In this paper, we propose an aspect-oriented

QoS modeling method based on AADL. We present our current effort to extend

AADL to include new features for separation of concerns, and we make an AADL

extension for QoS by aspect-oriented method. Finally, we illustrate QoS aspect-

oriented modeling via an example of transportation cyber-physical system.

128.1 Introduction

The very recent development of cyber-physical systems (CPS) provides a smart

infrastructure for connecting abstract computational artifacts with the physical

world. As new CPS applications start to interact with the physical world using

sensors and actuators, there is a great need for ensuring that the actions initiated by

the CPS are timely. This will require new quality-of-service (QoS) functionality

and mechanisms for CPS [1]. Cyber-physical systems are characterized by their

stringent requirements for QoS, such as predictable end-to-end latencies, timeli-

ness, and scalability. Delivering the QoS needs of cyber-physical systems entails

the need to specify and analyze QoS requirements correctly.

Cyber-physical systems share characteristics giving rise to tangled concerns

in their development and maintenance lifecycle [2]. The characteristics must
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simultaneously support. Distributed, Real-Time, and Embedded “software control-

lers are increasingly replacing mechanical and human control of critical systems.

These controllers must simultaneously support many challenging QoS constraints,

including (1) real-time requirements, such as low latency and bounded jitter,

(2) availability requirements, such as fault propagation/recovery across boundaries,

(3) security requirements, such as appropriate authentication and authorization, and

(4) physical requirements, such as limited weight, power consumption, and memory

footprint. For example, a distributed patient monitoring system requires predict-

able, reliable, and secure monitoring of patient health data that can be distributed in

a timely manner to healthcare providers.” [2]

Fundamental limitations for CPS include [3]:

• Lack of good formal representations and tools capable of expressing and inte-

grating multiple viewpoints and multiple aspects

• Lack of strategies to cleanly separate safety-critical and non-safety-critical

functionality, as well as for safe composition of their functionality during

human in-the-loop operation

• Ability to reason about, and trade off between, physical constraints and QoS of

the CPS [4]

Aspect-oriented programming (AOP) [5] is a new software development tech-

nique, which is based on the separation of concerns. Systems could be separated

into different crosscutting concerns and designed independently by using AOP

techniques. Every concern is called an “aspect.”

As the QoS concern needs to be considered as the most parts of the system, it is a

crosscutting concern. Crosscutting concerns [6] are concerns that span multiple

objects or components. Crosscutting concerns need to be separated and modular-

ized to enable the components to work in different configurations without having to

rewrite the code. By using AOP, concerns can be modularized in an aspect and later

weaved into the code. The QoS of CPS [7] is very complex; currently QoS research

still does not have a completely technical system, and there is no solution meeting

all the QoS requirements.

This paper proposes an aspect-oriented QoS modeling method based on Archi-

tecture Analysis and Design Language (AADL) [8]. In this paper, we present our

current effort to extend AADL to include new features for separation of concerns.

We make an in-depth study of AADL extension for QoS. Finally, we illustrate QoS

aspect-oriented modeling via an example of transportation cyber-physical system.

128.2 Related Works

Developing cyber-physical systems is hard since it requires a coordinated, physics-

aware allocation of CPU and network resources to satisfy their end-to-end QoS

requirements. Jaiganesh Balasubramanian et al. make two contributions to address

these challenges.
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The development of Distributed, Real-Time, and Embedded (DRE) systems is

often a challenging task due to conflicting QoS constraints that must be explored as

trade-offs among a series of alternative design decisions. Jeff Gray et al. present a

model-driven approach for generating QoS adaptation in DRE systems.

Carsten Köllman, Lea Kutvonen, Peter Linington, and Arnor Solberg present an

approach for managing several dependability dimensions [9]. They use aspect-

oriented and model-driven development techniques to separate and construct QoS

independent models and graph-based transformation techniques to derive the

corresponding QoS specific models.

QoS-UniFrame classifies quantifiable QoS requirements into static and dynamic.

Static QoS is design-related, whereas dynamic QoS is substantially influenced by

the deployment environment.

Bikash Sabata et al. specify QoS as a combination of metrics and policies. QoS

metrics are used to specify performance parameters, security requirements, and the

relative importance of the work in the system. They define three types of QoS

performance parameters: timeliness, precision, and accuracy.

Mohammad Mousavi et al. present an extension to the GAMMA formalism,

which they name AspectGAMMA [10], and they show how non-computational

aspects can be expressed separately from the computation in this framework.

Dionisio de Niz and Peter H. Feiler discuss their effort to extend the AADL to

include new features for separation of concerns [11]. These features include not

only constructs to describe design choices but also routines to verify the proper

combination of constructs from different concerns.

Lydia Michotte, Thomas Vergnaud, Peter H. Feiler, and Robert B. France

extended the AOM approach to support the separation of crosscutting concerns in

component architectures using AADL components [12].

AO4AADL is an aspect-oriented extension for AADL [13]. This language

considers aspects as an extension concept of AADL components called aspect

annex. Instead of defining a new aspect-oriented ADL, they extend AADL, a

well-known ADL, with an aspect annex. Therefore, they consider, in their work,

that aspects can be specified in a language other than AADL and then integrated in

AADL models as annexes.

Ana-Elena Rugina, Karama Kanoun, and Mohamed Kaâniche proposed a four-

step modeling dependability method based on AADL [14].

128.3 The Extension of AADL by Aspect-Oriented Method

In its conformity to the ADL definition, AADL provides support for various kinds

of nonfunctional analyses along with conventional modeling:

Flow latency analysis: Understands the amount of time consumed for information

flows within a system, particularly the end-to-end time consumed from a starting

point to a destination.
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Resource consumption analysis: Allows system architects to perform resource

allocation for processors, memory, and network bandwidth and analyze the

requirements against the available resources.

Real-time schedulability analysis: AADL models bind software elements such as

threads to hardware elements like processors. Schedulability analysis helps in

examining such bindings and scheduling policies.

Safety analysis: Checks the safety criticality level of system components and

highlights potential safety hazards that may occur because of communication

among components with different safety levels.

Security analysis: Like safety levels, AADL components can be assigned various

security levels.

AADL defines two main extension mechanisms: property sets, as shown in

Fig. 128.1, and sublanguages (known as annexes). Annexes and properties allow

the addition of complex annotations to AADL models that accommodate the needs

of multiple concerns.

In this paper, we extendAADLby aspect-orientedmethod in the following aspect:

Physical world aspect: Cyber-physical systems are often complex and span multi-

ple physical domains, whereas mostly these systems are computer-controlled.

Dynamic continuous aspect: Cyber-physical systems are mixtures of continuous

dynamic and discrete events. These continuous and discrete dynamics not only

coexist but also interact, and changes occur both in response to discrete, instan-

taneous events and in response to dynamics as described differential or differ-

ence equations in time.

Formal specification aspect of data: A formal specification aspect of data captures

the static relation between the object and data. Formal data aspect emphasizes

the static structure of the system using objects, attributes, operations, and

relationships based on formal techniques.

Formal specification aspect of information flow and control flow: Formal specifi-

cation aspect of information flow and control flow aims at facilitating the

description and evaluation of various flow properties measures.

Spatial aspect: The analysis and understanding of railway cyber-physical systems’

spatial behavior—such as guiding, approaching, departing, or coordinating

movements—is very important.

property set Clemson is
MbitPerSec : type units (MPS, GPS => MPS*1000);
Band_width: type aadlinteger units Clemson::MbitPerSec;
Radio_band_width: Clemson::Band_width applies to (all);
Band_width_802_11g: constant Clemson::Band_width => 54 MPS; 
Band_width_802_11n: constant Clemson::Band_width => 300 MPS; 
Band_width_fast_ethernet: constant Clemson::Band_width => 100 MPS; 
end Clemson;

Fig. 128.1 Property sets

of AADL
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128.4 Case Study: Aspect-Oriented Specification

of QoS of Lunar Rover

A lunar rover or moon rover is a space exploration vehicle designed to move across

the surface of the moon, as shown in Fig. 128.2.

We use the AADL to model the software part of the lunar rover. The whole

system is split into measurement system, control system, and perform system. The

data stream of the control system of the lunar rover is shown in Fig. 128.3.

The specification of the delays of control system stream is

f1:flow source AttitudeData{Latency ¼> 20 Ms;};
f2:flow source HeadingData{Latency ¼> 20 Ms;};
f3:flow source LocationData{Latency ¼> 20 Ms;};
f1:flow sink SurveyData{Latency ¼> 20 Ms;};
f2:flow sink SurveyData{Latency ¼> 20 Ms;};
f3:flow sink SurveyData{Latency ¼> 20 Ms;};

Fig. 128.2 Lunar rover

Fig. 128.3 Control

system stream
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In the flow implementation, we define the end-to-end delays as follows:

AC2CC_E2E:end to end flow AC.f1->AC2CC->CC.f1{
Latency ¼> 100 Ms;
};
HC2CC_E2E:end to end flow HC.f2->HC2CC->CC.f2{
Latency ¼> 100 Ms;
};
LC2CC_E2E:end to end flow LC.f3->LC2CC->CC.f3{
Latency ¼> 100 Ms;
};

We use the OSATE tool of AADL to make flow analysis; we obtain the analysis

results, as shown in Fig. 128.4.

128.5 Conclusion

This paper proposed an aspect-oriented QoS modeling method based on AADL.

Aspect-oriented development method can decrease the complexity of models by

separating their different concerns. In model-based development of cyber-physical

systems, this separation of concerns is more important given the QoS concerns

addressed by cyber-physical systems. These concerns can include timeliness, fault

tolerance, and security. Architecture Analysis and Design Language (AADL) is a

standard architecture description language used to design and evaluate software

architectures for embedded systems already in use by a number of organizations

around the world. In this paper, we presented our current effort to extend AADL to

include new features for separation of concerns and made an in-depth study of

AADL extension for QoS. Finally, we illustrated QoS aspect-oriented modeling via

an example of the specification of VANET based on AADL.

The future work focuses on the integration of AADL and formal techniques to

specify and verification of QoS of cyber-physical systems.

Fig. 128.4 Control system stream analysis
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Chapter 129

Using RC4-BHF to Construct One-way Hash

Chains

Qian Yu and Chang N. Zhang

Abstract Cryptographic hash functions play a fundamental role in today’s security

applications. In general terms, the principal applications of a cryptographic hash

function are to verify the integrity of the data, which refers to data authentication or

data integrity. The one-way hash chain is an important topic in key management

and is also an important cryptographic primitive in many security applications. As

one-way chains are very efficient to verify, they are also the primitives to design

security protocols for ultra-low-power devices. In this chapter, an RC4-based hash

function RC4-BHF is introduced and how to use RC4-BHF to construct efficient

one-way hash chains is proposed. The proposed construction for one-way hash

chains is efficient and is designed for ultra-low-power devices.

129.1 Introduction

Cryptographic hash functions play a fundamental role in today’s security applica-

tions. Hash functions take a variable-sized message as input and produce a small

fixed-sized string as output [1]. Hash functions are indispensable for a variety of

security applications, and the principal application is to verify the integrity of a

message, which refers to data authentication or data integrity. In addition, crypto-

graphic hash functions can be used to one-way hash chain, password file generation,

intrusion and virus detection, pseudorandom function, and pseudorandom number

generator.

Examples of well-known cryptographic hash functions are SHA-family [2, 3],

MD4 [4], MD5 [5], and RIPEMD [6]. Analysis has demonstrated that weaknesses

are found in some well-known hash functions [2]. Reported a collision in SHA-0

and [7, 8] reported collisions in MD4, MD5, SHA-1, HAVAL-128, and RIPEMD.
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The weaknesses may compromise the security of the applications in which those

functions are being used.

Therefore, it is really needed to design some hash functions with totally different

internal structures from the broken classes. Furthermore, the emerging ultra-low-

power technology sets new challenges for cryptographic algorithms and applica-

tions because their resources are limited. The traditional cryptographic hash func-

tions are not well suited to the resource-limited environment, and therefore a hash

function designed for ultra-low-power devices is also really needed. RC4-BHF [9]

is such a new hash function, which is light-weight, structurally different from the

broken hash function classes, and is able to reuse existing RC4 hardware to

implement. RC4-BHF is very simple and efficient, designed to run on an eight-bit

processor, and rules out most major generic attacks of hash functions, which

enables it to run on ultra-low-power devices.

The one-way chain is an important cryptographic primitive in many security

applications. In key management, a hash chain is a method to produce many

one-time keys or session keys from a single key. For non-repudiation, a hash

function can be applied successively to additional pieces of data in order to record

the chronology of data’s existence [10]. Furthermore, as one-way chains are very

efficient to verify, they became the primitive to design security protocols for ultra-

low-power devices, such as sensor nodes, as their low-powered processors can

compute a one-way function within milliseconds, but would require tens of seconds

or up to minutes to generate or verify a traditional digital signature [11], or even

impossible to verify the traditional digital signature. Based on RC4-BHF, the

proposed construction for one-way hash chains is very efficient and is designed

for ultra-low-power devices.

The following is the outline of the rest of the chapter. Sections 129.2 and 129.3

cover the basic knowledge of cryptographic hash function and RC4 stream cipher,

respectively. Section 129.4 introduces RC4-BHF and Sect. 129.5 proposes the

construction for one-way hash chains. Section 129.6 provides the analysis and

Sect. 129.7 provides the conclusion of this chapter.

129.2 Hash Function

A cryptographic hash function H is a transformation that accepts a variable-length

block of data M as input and produces a fixed-size hash value h ¼ H(M ). The

following characteristics are required in a cryptographic hash function:

• The input of H can be of any length.

• The output of H has a fixed length.

• H(x) is relatively easy to compute for any given input, making both hardware

and software implementations practical.

• H(x) is a one-way mapping, which means that for any given value h, it is
computationally infeasible to find x such that H(x) ¼ h.
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• H(x) is weak collision resistance, which means that for any given block x, it is
computationally infeasible to find y 6¼ x with H(y) ¼ H(x).

• H(x) is strong collision resistance, which means it is computationally infeasible

to find any pair (x,y) such that H(x) ¼ H(y).

Cryptographic hash function is used in a wide variety of applications. In general

terms, the principal application of a cryptographic hash function is to verify the

integrity of a message, which refers to data authentication or data integrity. Mes-

sage authentication protects from unauthorized data alteration to assure that the data

received are exactly as sent. Two common applications of the cryptographic hash

function are message authentication code and digital signature. Following are the

security attacks for hash function [12]. We say the hash function is resistant to this

attack if it is hard to find one of the attacks, or we say the hash function is resistant

to these attacks if it is hard to find all of the attacks [13].

• Collision Attack: can find M1 6¼ M2, but H(M1) ¼ H(M2)

• Preimage Attack: Given a random y, can find M that H(M ) ¼ y
• Second Preimage Attack: Given M1, can find M2 that H(M1) ¼ H(M2)

129.3 RC4 Stream Cipher

The stream cipher is an important class of cryptographic algorithms and they

encrypt each bit or byte of plaintext one at a time, using a simple time-dependent

encryption transformation. Stream ciphers are almost always faster and use far less

code than block ciphers, and RC4 is the most widely used stream cipher nowadays

because of its high efficiency and simplicity [14, 15]. RC4 has been selected as the

encryption algorithm in some security protocols [16, 17] for ultra-low-power

devices.

RC4 is a variable key-size stream cipher. It is based on a 256-byte internal state S

and two 1-byte indexes i and j. RC4 consists of two algorithms that are

key-scheduling algorithm (KSA) and pseudo-random generation algorithm

(PRGA) which are described in Algorithm 1 and Algorithm 2, respectively. For a

given RC4 base key, KSA generates an initial 256 bytes permutation state. This

permutation state is the input to PRGA. PRGA is a repeated loop procedure and

each loop generates a 1-byte output as the stream key which to XOR with 1-byte of

the plaintext, in the meantime a new 256-byte permutation state S and two 1-byte

indexes i and j are getting updated. We call (S, i, j) is an RC4 state.
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There are many papers to analyze the security strength of RC4, but none is

practical against RC4 with a reasonable key length, such as 128 bytes [15]. So far,

the practical attacks (e.g., [17–20]) against RC4 applications remain with WEP

attacks, which aim to a key derivation problem in WEP standard [20]. Essentially,

this attack is not in RC4 itself, it is in the scheme how to generate the secure keys.

This particular problem does not appear to be applicable to other applications using

RC4 and can be avoided in WEP by changing the scheme on how to generate the

secure keys.

129.4 RC4-BHF

In this section we introduce RC4-BHF, which is an RC4-based hash function. The

proposed construction for one-way hash chains is based on it. RC4-BHF includes

three steps: padding and dividing step, compression step, and truncation step. Two

algorithms KSA* and PRGA* are given below in Algorithm 3 and Algorithm

4. KSA and PRGA are already introduced in Algorithm 1 and Algorithm 2. The

input of RC4-BHF can be of any length, but equal or less than 264 bits long, and the

output is 128-bit or 256-bit long. The internal state of RC4-BHF is 256-byte long.

Step 1: Padding and Dividing Step

The input of the padding and dividing process is the plain message, and the outputs

are 512-bit data blocks. The input message is padded as: Padded Message :¼ M
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k 1 k 00 � � � 0 k L where M is the input message of N bits long, || is the

concatenation symbol, the number of zero v is the least non-negative integer in
which N + 65 + v � 0 mod 512, and L is a 64-bit data segment indicating the

length of message M. The padding process makes the padded message a multiple

of 512 bits in length. Figure 129.1 illustrates the padding process. For dividing

process, the padded message is divided into 512-bit data blocks, notated by

m1, m2, � � �, mn.

Step 2: Compression Step

The first 512-bit data block m1 and offset integer are input to initialize the internal

state S: Statem1 ¼ PRGA*(offset, KSA(m1)), then the function PRGA
* modifies

the internal state depending on the length len1 where

len1 ¼ m1 mod 25 if m1 mod 25
� � 6¼ 0

offset if m1 mod 25
� � ¼ 0

�

State1 ¼ PRGA*(len1,Statem1).

For k (k ¼ 2, 3 . . . n), S are updated as below:

Statemk ¼ KSA*(mk), Statek ¼ PRGA*(lenk,Statemk)

where lenk ¼ mk mod 25 if mk mod 25
� � 6¼ 0

offset if mk mod 25
� � ¼ 0

�
.

The compression process is illustrated in Fig. 129.2. The number of rounds of

PRGA* is controlled by lenk.

Step 3: Truncation Step

The input of the truncation process is 256-byte Staten, which is the output of the

compression process, and the output of the truncation process, which is the final

hash value of the hash function, is 128 or 256 bits long.

The detail of the truncation process is that it applies PRGA to generate 512 bytes

output in total, and discards the first 256 bytes and only uses the last 256 bytes in

calculation. Staten XOR the last 256 bytes of the PRGA output to get a 256 bytes

data H. RC4-BHF does not define how to input to applying PRGA so for

different applications it can define different input, such as a new random state,

or a defined internal state in the compression process.

In order to reduce the overhead, many schemes can be used to reduce the size of the

final hash value. Two options have been adopted in RC4-BHF in the truncation

process. The first option is to select the least significant bit of each byte of H, and

the final hash value is 256-bit value long. The second option is to select the least

significant bit of each even or odd number byte of H, and the 128-bit value is the

final hash value.

Fig. 129.1 The padding

process
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129.5 Proposed Construction for One-way Hash Chains

The one-way chain is an important cryptographic primitive in many security

applications. In key management, some applications require key change frequently.

A hash chain is a method to produce many one-time keys or session keys from a

single key. For non-repudiation, a hash function can be applied successively to

additional pieces of data in order to record the chronology of data’s existence

[10]. Furthermore, as one-way chains are very efficient to verify, they became the

primitive to design security protocols for ultra-low-power devices, such as sensor

nodes, as their low-powered processors can compute a one-way function within

milliseconds, but would require tens of seconds or up to minutes to generate or

verify a traditional digital signature [11], or even impossible to verify due to the

ability of the device and the resource required by the security algorithms.

A one-way function F : Kj ¼ F(Kj + 1) can be used to generate a one-way key

chain (Kn,Kn � 1, � � �,K1,K0). Through this function, anybody can compute forward

(e.g., computing K0, � � �, Kj from a given Kj + 1K0, � � �, KjKj + 1 ".) but nobody can

compute backward (e.g., computing Kj + 1 for only given K0, � � �, Kj) in the key

chain. RC4-BHF is such a function and can be used to generate the key chain.

The detailed processes of the key chain generation and distribution, as well as of

the key self-authentication, are illustrated in the following. Each key generated here

is 256-byte long and the key chain is generated by a sender or trusted third party,

and a new base key picking up in sequence from the one-way key chain is

distributed to receiver(s) when a new key is needed. The sender or trusted third

party first generate a random 256-byte permutation state as the last key Kn of the

one-way key chain, and generates the rest of the keys by successively applying

RC4-BHF F : Kj ¼ F(Kj + 1). Please note that the truncation process is not needed

here. By this approach, the key chain is generated in the order of Kn ! Kn � 1 !
� � � ! K1 ! K0. Here we assume n is large enough that the key chain is sufficiently

long in relation to the duration of the data transmission. The distribution order is

from K0, K1, K2, � � � to Kn.

In the one-way key chain generated as above, the keys are self-authenticated.

The receiver can easily and efficiently authenticate subsequent keys of the one-way

Fig. 129.2 The

compression process of

RC4-BHF
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key chain using an authenticated key. For example, as soon as a receiver receives a

new key Ki, the receiver can authenticate the new received key by its current key

Ki � 1. The new received key is verified once the two keys matches by applying the

function F : Ki � 1 ¼ F(Ki). That is, a receiver can use it current key or any

previous keys which are from the key chain to verify the new disclosed key.

In many security applications, the integer number is also needed and will need to

be update when requested. The sizes of the key and integer number are different, so

we cannot use RC4-BHF to generate the integer number chain directly. In the

following, we illustrate the detailed processes of the integer number chain gener-

ation and distribution, as well as of the integer number self-authentication.

The integer number chain is generated by a sender or trusted third party, and a

new integer number picking up in sequence from the one-way integer number chain

is distributed to receiver(s) when a new integer number is needed. We assume the

biggest of the integer number is (2564 � 1). The sender or trusted third party first

generates two random integer numbers On and On � 1 as the last two integer

numbers of the one-way integer number chain, and generates the rest of the integer

numbers by successively applying RC4-BHF F : Oj ¼ F[(Oj + 1 + Oj + 2)mod 256
4

� [(Oj + 1 � Oj + 2) mod 2564 � Oi + 1 � Oi + 2. Please note that the truncation

process will only select the least significant bit of every 8 bytes of H as the output,

which is 32-bit long.

By this approach, the integer number chain is generated in the order of On !
On � 1 ! � � � ! O1 ! O0. Here we assume n is large enough that the integer

number chain is sufficiently long in relation to the duration of the data transmission.

The distribution order is from O0, O1, O2, � � � to On.

In the integer number chain generated as above, the integer numbers are self-

authenticated. The receiver can easily and efficiently authenticate subsequent

integer numbers of the one-way integer number chain using two recent integer

numbers. For example, as soon as the receiver receives a new integer numberOi, the

receiver can authenticate the new received integer number by its current integer

number Oi � 1 and most recent integer number Oi � 2. The new received integer

number is verified once the three numbers match by applying RC4-BHF F : Oi � 2

¼ F[(Oi � 1 + Oi) mod 2564 � [(Oi � 1 � Oi) mod 2564 � Oi � 1 � Oi], that is,

the receiver can use any two continuous integer numbers no matter they are current

or previous from the integer number chain to verify the new disclosed integer

number.

129.6 Analysis

RC4-BHF is based on RC4. The security analysis can be made in the view of the

security analysis of RC4 which is well studied as well as the resistance to the major

hash function attacks: preimage attack, second preimage attack, and collision

attack.
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The simulation to analyze the randomness of the RC4 state generation on KSA*

and PRGA* shows that the generation of a new RC4 state by KSA* and PRGA*

maintains the same randomness of KSA and PRGA. In addition, the truncation

process which to generate the final hash value does not reduce the randomness

level. Therefore, the generated hash value of RC4-BHF is close to uniform.

The maximum input length of RC4-BHF is 264 bits and the output is fixed 128 or

256 bits. RC4-BHF is relatively easy to compute for any given message. Since the

generated hash value of RC4-BHF is close to uniform, it is impossible to find the

input through output and it is also computationally infeasible to find any two

messages x and y such that H(x) ¼ H(y). Therefore, RC4-BHF is the one-way

mapping and strongly collision-free. RC4-BHF satisfies the requirements of a hash

function which listed in Sect. 129.2. Since the generated hash value of RC4-BHF is

close to uniform, it is hard to find M1 and M2 that M1 6¼ M2, but H(M1) ¼ H(M2)

and to find M2 when given a message M1 to make H(M1) ¼ H(M2). In addition,

RC4-BHF is not reversible, so for a random y we cannot find an M that H(M ) ¼ y.
In conclusion from the above, RC4-BHF is collision-resistant, preimage-resistant,

and second preimage attack-resistant. RC4-BHF rules out the major security attacks

of hash function. The compression process of RC4-BHF has output size of about

2,048 bits which is much larger than two times of the size of the hash output. Thus,

generic attacks such as Kelsey-Schneier second-preimage attack does not work.

For the performance, RC4-BHF is based on the RC4 structure which is very

efficient. We conducted a benchmark simulation to compare the relative speeds

among RC4-BHF, MD4, MD5, SHA-1, RIPEMD-128, and RIPEMD-160 on a

32-bit processor. Assuming the required time for one time of memory access is

two times of the required time for a logic operation or a simple arithmetic operation.

The comparison result shows that RC4-BHF is much faster than the other

algorithms.

Because the security of RC4-BHF is sound, the proposed construction for

one-way hash chains is secure as it is based on RC4-BHF. We have implemented

the one-way key chain and one-way integer number chain and both of them work as

expected.

129.7 Conclusion

This chapter introduced RC4-BHF, which is an RC4-based hash function, and

proposed how to use RC4-BHF to construct efficient one-way hash chains, such

as one-way key chain and one-way integer number chain. RC4-BHF is an attempt to

use RC4 algorithm to design a cryptographic hash function. The design structure of

RC4-BHF is totally different from the broken hash function classes. Moreover,

RC4-BHF can be used to ultra-low-power devices, to which most other hash

functions cannot be applied. RC4-BHF is very efficient compared to other hash

functions, is collision-resistant, preimage-resistant, and second preimage-resistant,

and rules out the important generic attacks for hash functions. Based on RC4-BHF,
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an efficient construction for one-way hash chains is proposed. One-way hash chains

are important cryptographic primitives in many security applications and it is an

important topic in key management. As one-way chains are very efficient to verify,

they are also the primitives to design security protocols for ultra-low-power

devices. We believe that RC4-BHF and the proposed construction for one-way

hash chains could be applied to many applications, especially to the ultra-low-

power devices which have limited resource and capability.
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Chapter 130

Leakage Power Reduction of Instruction

Cache Based on Tag Prediction

and Drowsy Cache

Wei Li and Jianqing Xiao

Abstract Tag prediction is proposed to reduce the leakage power consumption of

instruction cache and the power consumption of branch prediction that represent a

sizeable fraction of the total power consumption of embedded processors in this

chapter. By extending the architectural control mechanism of the drowsy cache to

predict the cache line read in the next access, the tag prediction wakes up the

necessary cache line in advance, while the rest of cache line is in the drowsy mode.

Empirical results show that the tag prediction reduces the 77 % power consumption

compared to the policy adopting branch prediction, and the accuracy of tag predic-

tion is roughly same with the accuracy of BTB prediction. By removing the BTB

and adopting the technique of drowsy cache, the tag prediction effectively reduces

the power consumption without significant impact on performance of processors.

130.1 Introduction

In modem embedded processor, cache occupies a large portion of the power

consumption of the processor chip. On one hand, performance improvements

need to use the larger and faster cache that uses the faster transistors consuming

the more leakage energy when they are turned off. On the other hand, new

applications favor low power and high performance. Figure 130.1 [1] shows the

trend of static and dynamic power consumption. As the figure shows, the static

power takes up more and more portion of the total power consumption. Because of

the popularity of portable device, the power problem is being more serious.

Static power is problem for all the transistors. But it is more important for the

cache, because that always need using, especially the instruction cache, cannot be

simply turned off. Based on this situation, the drowsy cache [2] is an effective
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method to reduce the leakage power consumption of instruction cache. As shown in

Fig. 130.2, the main idea of the drowsy cache is that cache line can be in one of the

two modes: in a low-leakage drowsy mode using the lower supply voltage to

preserve the data and in a normal mode using the normal supply can be a normal

access. To reduce the leakage energy consumption, an algorithm is used to decide

which line will be turned on or off in the near future. Then the rest of the cache lines

can reduce the power consumption. Therefore, the quality of algorithms decides the

power consumption and performance of processors.

There are several wake-up polices including wake-up next set of cache [3],

wake-up next block of cache [4, 5], and Just-in-Time Activation [6]. The main idea

of these methods that predict which block or line of cache will be read in the next

access are based on the principle of spatial locality of programs. The predictor of

these methods uses the BTB (branch target buffer) and BHT (branch history table)

that can give the target address and the direction of the branch. By using this

information, the cache can ahead make the drowsy line or block of cache active.

These methods focus on reducing the power consumption of cache and ignore the

power consumption of BTB and BHT.

Fig. 130.1 SOC consumer
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In addition, there is another opposite strategy of no-access [7] based on the

principle of cache decay [8] that is used to decide which block or line of cache to

switch to drowsy mode when the block or line of cache is not accessed after a period

of time called decay time. LRU (Least Recently Used)-assist strategy [9] is also a

statistics strategy based on cache decay. This method also uses temporal locality of

programs. In executing the program, the cache line accessed is woken up and holds

the active mode. When the counter of no-access is overflow, the cache line with no

access is switched to drowsy mode. So there are many cache lines in normal mode

to consume power. And the method of no-access is more effective for data cache

rather than for instruction cache.

In the techniques mentioned previously, some only focus on reducing the power

consumption of instruction cache and ignore the extra power consumption of BHT

and BTB. Other methods are more appropriate for the data cache rather than for the

instruction cache. There are no methods to reduce the power consumption of branch

prediction and the leakage power consumption of instruction cache at the same

time. In order to reduce the leakage power consumption of instruction cache and

reduce the power consumption of branch prediction, this study proposes a method

of tag prediction. As Sect. 130.2 presents, the tag prediction extends the structure of

drowsy cache to predict the branch target, while the branch prediction is removed.

By this way, the extra power dissipation consumed by BTB and BHT can be

reduced. As Sect. 130.3 presents, the results show that the tag prediction has almost

no loss of performance compared to branch prediction.

130.2 Tag Prediction

130.2.1 Tag Prediction Technique

In order to use the tag prediction to replace the branch prediction, an NCL SRAM

(next cache line SRAM) is added to record a number of cache lines. As shown in

Fig. 130.3, each cache line needs more than one bit of B/J (Branch or Jump) in the

tag word. This bit is used to indicate whether there is a branch or jump instruction in

the current cache line. If there is a branch or jump instruction, the target number of

next cache line that will be accessed is stored in the NCL SRAM.

The traditional target address buffer modified also can predict the next cache line

that will be accessed in the near future. But the BTB uses the full-associated

structure or set-associated structure. That means it will consume more dynamic

tag valid next cache lineB/J

tag valid B/J

tag valid B/J

tag sram next cache line sram
power line

power line

power line
next cache line

next cache line

Fig. 130.3 The

relationship diagram

between tag SRAM

and NCL SRAM
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power. The tag prediction technique can reduce the leakage power and dynamic

power consumed by using the BTB technique. The disadvantage is that the infor-

mation of prediction would be lost when the current line would be replaced.

Figure 130.4 shows how the tag predictor works. Whenever the processor

accesses the cache line, the instruction cache checks whether the valid bit and B/J

bit are valid. If these bits are valid, the instruction cache sends the address of the

next cache line accessed by the processor to the wake-up logic that can early make

the corresponding cache line active.

130.2.2 Tag Predictor Design

Figure 130.5 shows the implementation of tag predictor; there are two more bits

including L1 (latest access bit 1) and L0 (latest access bit 0) that are used to predict

the direction of branch instruction by 2-bit saturating method. B/J is still used to

indicate whether there is a branch instruction or a jump instruction in the current

cache line. When there is a jump instruction, tag predictor will wake up the NCL

SRAM and send the address of cache line to wake-up logic that will make the

corresponding cache line active. When there is a branch instruction and the L1 bit is

valid, it will make the corresponding cache line also active. The difference between

jump instruction and branch instruction is that the direction of branch instruction is

decided by 2-bit saturating counter. The state chart of saturating counter is shown in

Fig. 130.6. When the direction of prediction is correct, called taken, the state is

tag valid

0xf82

B/J
tag sram NCL SRAM

0x000b valid 1

0x000b valid 0

.

.

.

next sub-bank

Add 
r3,r2,r1

Jmp 
0x002ff82c... ...

Inst1 Inst2Inst0 Inst3

data sram
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powerline

decoder

To wake up

0x000b 1ff 8
IndexTag offset

(1)

(2)

(3)

Fig. 130.4 The working scheme of tag prediction in cache line
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switched to the corresponding taken state. When the direction is not correct, called

no-taken, the state is switched to the corresponding no-taken state.

Figure 130.7 shows the implementation of 4-way set associative cache. Each

way contains tag SRAM, NCL SRAM, and data SRAM. When the cache line

matches, tag prediction checks B/J, L1, and L0 bits to decide which cache

line will be accessed by the processor as described above. The solid line indicates

the instruction data flow as the common cache dose. The dotted line indicates the

wake-up signal flow that is used to wake up predicted cache line.

tag valid next cache lineB/J L1 L0 Power line
To wake up logic

tag valid B/J L1 L0

Fig. 130.5 The implementation of tag prediction used to wake up the next cache or the predicted

cache line
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130.3 Experiments and Analysis

130.3.1 Experimental Setup

In the study, hot-leakage toolsets [10] are used to model an out-of-order speculative

processor with a two-level cache hierarchy that is used to evaluate the power

consumption and performance. The simulation parameters that roughly correspond

to Alpha 21264 is listed in Table 130.1.

There are three different BTB entries: 32-entry, 64-entry, and 128-entry. Instruc-

tion cache size is 64 KB and various degrees of associativity are as follows: direct-

map, 2-way, and 4-way.

In this study, benchmarks are from SPEC2000 suites that were run on a modified

hot-leakage simulator.

Table 130.1 Parameters of out-of-order speculative processor with BTB prediction or tag

prediction

Parameter BTB prediction Tag prediction

Fetch/issue/

decode/

commit

4 Instructions Same with left

Fetch queen/

speed

4 Instructions/1x Same with left

Branch prediction Bimodal, 2k No branch prediction

BTB 32-/64-/128-entry No BTB

RAS 8-entry Same with left

RUU size 64-entry Same with left

LSQ size 32-entry Same with left

Integer ALUs/

multi-divs

4/1 Same with left

Floating point

ALUs/multi-

divs

1/1 Same with left

Memory bus

width/latency

8 Bytes/80 and 8 cycles for the first and inter

chunks

Same with left

Inst./data TLBs 16-entry/32-entry in each way, 4 KB page

size, 4-way, LRU, 30-cycle latency

Same with left

L1 cache 64 KB, 4-way, 32-byte blocks, LRU, 1-cycle

latency, write-back

Parameter is the same with

left, add the NCL SRAM

L2 unified cache 256 KB, 4-way, 64-byte blocks, LRU,

8-cycle latency

Same with left
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130.3.2 Results and Analysis

For more effective evaluation of the quality of the two different wake-up policies,

the accuracy of drowsy cache policy is defined as

accuracy ¼ total correct predictions

total wakeups
ð130:1Þ

In the tag prediction, the prediction information is stored in NCL SRAM. In the

BTB prediction, the BTB structure is modified to send two addresses. One is

the target address of branch. The other is the predicted address used to wake up

the cache line in the next access as the most of wake-up methods of BTB prediction

dose. The result is shown in Fig. 130.8. The prediction accuracy of tag prediction

is quite near the accuracy of BTB using 128-entry. By analyzing the results,

the accuracy of tag prediction is little less than the accuracy of BTB prediction;

the reasons are that there may be more than one branch instruction in the same

cache line and the information of tag prediction may be lost when the replacement

of instruction cache line occurs. Nevertheless dynamic and static power is reduced

without using the BTB and PHT.

In the following figures, the policy of no-drowsy is the basic reference. The

scales of rest policies are given in these figures. Figures 130.9 and 130.10 show the

power comparison among different policies considering the power consumption of

BTB and PHT and run time of different policies separately. The policies include

no-drowsy without using the drowsy technique, no-predict with waking up the

drowsy cache on demand, and 32-, 64-, and 128-entry BTB prediction and tag

prediction used to wake up drowsy cache ahead. As shown in Fig. 130.9, the

leakage power consumption of instruction cache using tag prediction is signifi-

cantly less than the leakage power consumption of instruction plus the dynamic

power of BTB and PHT. The run time using different policies is quite different.

As shown in Fig. 130.10, the run time using tag prediction is basically the same with

the run time using the 128-entry BTB. And the run time using the rest policies

significantly increases because of the low accuracy of prediction.

Fig. 130.8 Accuracy

comparison between BTB

prediction and tag

prediction
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The experimental results show that the tag prediction has about 78 % prediction

accuracy just like the branch prediction does. So there is no loss of performance

compared to branch prediction. While removing the branch prediction, the tag

prediction effectively reduces the power consumption of processors. While the

tag prediction reduces the negative performance impact by 76 % compared to the

no-prediction policy, the tag prediction reduces 90 % leakage power consumption

compared to the no-drowsy policy.

130.4 Conclusion

By using the drowsy policy of tag prediction, the cache line accessed by processor

was active and the rest of cache lines were in the drowsy mode. The extra dynamic

power consumption of BTB and BHT was eliminated. Compared to the 32-, 64-,

and 128-entry BTB prediction, 46, 63, and 77 % power consumption was reduced.

The accuracy of tag prediction was near the accuracy of 128-entry BTB prediction

at the same time. Though the area of SRAM increased, the area occupied by BTB

and BHT can be removed. In the design of embedded processors, the cache is

generally small, so increased area used for NCL SRAM is quite small. So this

Fig. 130.10 Run-time

comparison among various

policies

Fig. 130.9 Power

comparison among various

policies
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technique is very appropriate for embedded processors using the drowsy technique.

During the investigation of drowsy instruction caches in the study, tag prediction of

instruction can significantly reduce the dynamic and static power consumption of

processors.
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Chapter 131

The Human Role Model of Cyber

Counterwork

Fang Zhou

Abstract The essence of cyber counterwork mainly reflects as the counterwork

process between people, in order to solve effectively the cyber counterwork test

problem about the cognitive level and decision level. In this paper, firstly, the

dynamic adaptive cyber attack and defense “observation, orient, decision, act”

(OODA) loop process models are established, which are based on the traditional

military command and control operational process model. Secondly, establishing

the cyber attacker and defender role models during the cyber counterwork process,

which are mainly from role’s identities, role’s function, role’s capability, and role’s

relationship utilizing the multi-attribute group description method. At last,

establishing capability evaluation index system for each role and evaluating the

capability through Delphi method. The human role model can provide theoretical

basis for configuring attacker and defender role during the cyber cognitive and

decision level test process.

131.1 Introduction

With the development of information technology, cyber counterwork will be the

primary information warfare form and become an important part of the concept of

full spectrum operation [1–3]. Cyberspace operation is closely related to the land,

sea, air, and aerospace operation domain and provides guarantee for military

operations within above domains. Presently, the warfare form is translated from

physical and transport layer to decision and cognitive layer. And the human

function is becoming more and more important, expressed as the man-centered

and man–machine combination.
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In this paper, we firstly research the concept and characteristic of cyber

counterwork. Then the cyber attack and cyber defense process models of dynamic

adaptive are established, and several human role models are presented. Those

models can provide theoretical basis and guidance for cyber counterwork test.

131.2 The Concept of Cyber Counterwork

Cyber counterwork is defined as the operation action that exploits cyberspace,

adopts the reconnaissance, attack, defense and control confrontation, and applies

to the information domain; it will also have impact on the physical domain and

cognitive domain [4, 5]. The relation between the cyber and network counterwork is

inclusive; the relation between electronic and cyber counterwork is intersectant but

not inclusive; the relation between cyber and information counterwork is

intersectant and convergent. Figure 131.1 shows the above relations.

Similar to the traditional counterwork forms, cyber counterwork mainly includes

reconnaissance, attack, protection, and control forms and involves physical domain,

information domain, cognitive domain, and social domain [6].

131.3 The Human Role of Cyber Attacking

131.3.1 The OODA Loop Pocess Model of Attacking

Considering the attacking side of cyber counterwork, we build the OODA loop

process model with dynamic adaptive OODA loop theory, as shown in Fig. 131.2.

During the observation stage, the main task is to gather objective system

information with electronic reconnaissance or network detection tools, such as

network topology structure, open ports, OS type and version, system service, and

other information.

cyber counterwork

information counterwork

network counterwork electronic operation

Fig. 131.1 The relation

between cyber, network,

electronic, and information

counterwork
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During the orient stage, the main task is to analyze objective system type, mine

system vulnerability, analyze the captured packets, and restructure network or

system.

During the decision-making stage, the main task is to make the attack plan that

includes determining the attack targets, setting attack way, and choosing an attack

weapon.

During the action stage, the main task is to implement the attack and provide

real-time feedback information about attack result.

Because of the complexity and uncertainty of cyber counterwork, there is one

or more OODA embedded loops, which will be generated during the attack

process andwhich aremanifested in three aspects: (1) There are also the observation,

orient, decision-making, and action stages; (2) during the orient stage, the detection

demand will be repeatedly presented based on orient results; and (3) during the

decision-making stage, the detection and orient demand will be presented once

the detected information or orient results cannot effectively support the decision

making, and the attack plan shall be adjusted based on the attack effect. So the

OODA loop of attacking is the iterative, embedded, and repeatedly rising process.

131.3.2 The Human Role Model of Attacking

1. The Definition and Function of Human Role
Based on the analysis about attacking process [7, 8], we propose four roles:

detecting controller, attack situation analyzer, attack decision maker, and attack

performer. These human roles are defined as follows with multi-property group

description method.

Role ¼ {name, obligation, relation, capability}

The term “name” is the identifier of human role, such as detecting controller and

the attack situation analyzer. The term “obligation” denotes the role’s function,

Observe Orient ActDecide

Presenting the detection demand 
based on orient results    .

Giving repeatly the 
detection order .

Adjusting real-time 
detection way.

Adjusting dynamic the attack 
scheme/strategy based on the 
real-time attack effect .

Presenting orient demand 
based on decision result .

Fig. 131.2 The OODA loop process model of attacking
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describing the assignment undertaken by each role. The term “capability”

denotes the skill needed in accomplishing the task, such as scanning system

capability, breaking code capability, exploiting vulnerabilities capability, raising

privilege capability, and avoiding detection capability. The term “relation”

denotes the associated relationship among roles. According to the above defini-

tion, we define the role’s function, as shown in Table 131.1.

2. The Capability Level of Human Role
According to the role’s function category, firstly, we propose the measure factor

set of each kind of role and establish the evaluation index system and measure

criterion of role’s ability. Secondly, the Delphi evaluation method is used to

determine the weight of each evaluation index in this paper. The basic idea of

this method is making full use of expert experience and knowledge to review the

evaluation index, and index weight is determined by using the method of

geometric mean.

The capability will be evaluated by the capability of sensitive information

gathering and the capability of vulnerability scanning. The evaluation indexes of

these two capabilities are shown in Table 131.2.

The capability of attack situation analyzer can be evaluated by the time and

the success rate of mining the key node of objective system and business

relations among nodes. Table 131.3 shows the evaluation index system.

Table 131.1 The human role’s function of attacking

Detecting

controller

✓ Detecting objective system and gathering network topology, the port,

protocol, service, OS type and version, vulnerabilities, and defense

measures information using reconnaissance and detection tool

✓ Adjusting detection way based on information gathered

Attack situation

analyzer

✓ Analyzing and evaluating the vulnerabilities of objective system based on

information gathered

✓ Mining the key node of objective system and business relations among

nodes

Attack decision

maker

✓ Making the attack plan or strategy, which includes determining attack

targets, setting attack way, and choosing attack weapon

✓ Adjusting dynamically the attack plan or strategy based on attack effect

Attack performer ✓ Manipulating attack tool to implement attack activities and providing

feedback information about attack effect

Table 131.2 The capability evaluation index sytem of detecting controller

The capability of detecting

controller (Cobs)

The capability of sensitive infor-

mation gathering (C11)

The quantity of sensitive infor-

mation gathering (C111)

The efficiency of sensitive infor-

mation gathering (C112)

The capability of vulnerability

scanning (C12)

The quantity of vulnerability

scanning (C121)

The efficiency of vulnerability

scanning (C122)
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The capability evaluation index system of attack decision maker can be

evaluated by the time and the effectiveness of making attack plan. Table 131.4

shows the detail index system.

The capability of attack performer is evaluated by three indexes: the access

privilege obtained, the duration time of attack, and the concealment of attack.

Table 131.5 shows the detail index system.

3. The Evaluation Model of Attacker’s Capability
In this paper, AHP (analytical hierarchy process) and the gray evaluation method

are used to build the above human roles’ capability evaluation model. The basic

idea is that the weights of each level index are obtained using the AHP method,

to improve the effectiveness, reliability, and viability of index computed. Then

the weights of underlying indexes are quantified using the gray evaluation

method. Under this basis, the gray weight vector above each index and the

gray class are determined. The specific implementation process of the evaluation

method is shown in Fig. 131.3.

Table 131.3 The human role’s function of defense

Role’s type Role’s function

Defense supervisor ✓ Utilizing system security tools to monitor system running state and

collect system or system security equipment log file information

Defense situation

analyzer

✓ Generating system security situation, conducting threat estimation

and prediction, mining the potential attack or abnormal behavior

Defense decision

maker

✓ Making defense plan according to the analysis results

✓ Adjusting dynamically security defense strategy or plan

Defense performer ✓ Preventing illegal operation and intrusion behavior, scanning and

remedying system vulnerability, data backup, and fault recovery

Table 131.4 The capability evaluation index system of defense performer

The capability of system recovering (CDa1) The time of system recovering (TDs)

The degree of system recovering (PDd)

The capability of attack blocking (CDa2) The time of attack blocking (TDa)

The number of attack threat (NDn)

The capability of honeypot technology (CDa3) The time of responsing attack (TDr)

The time of tracking attack threat (TDt)

The number of decoying attack threat source (NDd)

Table 131.5 The capability evaluation index system of attack performer

The capability of password decoding (Ca1) The time of decoding (Tad)

The capability of system penetrating (Ca2) The access privilege obtained (Pa)

The time of system penetrating (Tap)

The concealment of system penetrating (Pac)

The capability of system palsying (Ca3) The duration time of palsying (Tas)

The difficultiy of system recoving (Da)
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Firstly, denote the first level index as C1i(i ¼ 1,2), and the second level

index as C1ij. The computing process with AHP method includes constructing

the judgment matrix, calculating the weight vector, and testing the consistency.

The weight vector of the first level index is denoted as W ¼ (w1, w2), and the

weight vector of underline level index is denoted as W1 ¼ (w11, w12),

W2 ¼ (w21, w22).

Then the underlying index weights are determined with gray evaluation

method. The essence of this method is through partial information known to

generate and extract valuable information.

The central triangle whitening weight function is superior to the traditional

whitenization weight function on the crossover phenomenon, clustering coeffi-

cient, and endpoint selection aspects. Therefore, the gray evaluation method of

central triangle whitening weight function is used to solve the problem of

quantization based on the attacker role of factors. The specific steps are as

follows:

(a). Determining the gray class

The value of each index is divided into 5 gray classes, such as “very low,”

“low,” “medium,” “high,” and “very high.” Then selecting the closest

center point as K1, K2, K3, K4, and K5, these point values are set to 2, 4,

6, 8, and 10. And the index values are divided in the 4 gray intervals [K1,

K2], [K2, K3], [K3, K4], and [K4, K5].

(b). Determining the index value

Assuming that N experts are invited to rate index, the expert number is

denoted as n (n ¼ 1,2,. . .N). Through establishing the evaluation standards

and rules above each index, each evaluation expert independently scores on

the underline index according to the grading standards, obtaining the eval-

uation sample matrix of the role of ability.

The evaluation index of attacker
capability (four human roles) 

Determining the index 
weight using AHP method

Determining the grey weight 
above the underline index using 
the grey evaluation method  

Evaluating the grey evaluation weight 
vector of index above the underlying ones 

Determining the quantification  value of 
the target layer index 

Fig. 131.3 The flow chart

of ability evaluation
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(c). Building the center whitenization weight function

The central point albinism function fjm(x) of observation value(x) of index j

that belongs to the gray m (m ¼ 1,. . . 5) can be described as follows:

f jm xð Þ ¼

x� ki�1

ki � ki�1

, x∈ ki�1; kið Þ

kiþ1 � x

kiþ1 � ki
, x∈ ki; kiþ1ð Þ

8>>><
>>>:

(d). Calculating gray evaluation indexes

The gray evaluation coefficient l1jm, l2jm of the second level indexes C11j,

C12j that belongs to gray m is computed as follows:

l1jm ¼
XN
n¼1

f 1jm d1jmn
� �

, l2jm ¼
XN
n¼1

f 2jm d2jmn
� �

Where d1jmn denotes the score of the n expert about C11j,C12j indexes and at

the same time the sums of l1jm and l2jm, the gray evaluation weight coeffi-

cient of index of evaluation C1ij is shown as follows:

l1j ¼
X5
m¼1

l1jm, l2j ¼
X5
m¼1

l2jm, p1jm ¼ l1jm=
l1j
, p2jm ¼ l2jm=

l2j

Therefore, the gray evaluation weight vector of C1ij belonging to five

gray classes is shown as follows:

p1j ¼ p1j1,p1j2 . . . p1j5
� �T

, p2j ¼ p2j1,p2j2 . . . p2j5
� �T

Based on the above weight vector, the gray evaluation weight vector can

be obtained through the weight matrix W1,W2 and the evaluation weight

vectors P1j, P2j are multiplied; the result will be denoted as V ¼ [v1,v2]:

V ¼ W � PT ¼ v1, . . . v5ð Þ,P ¼ p1j; p2j
� �

The evaluation of gray level according to the “gray level” is assigned;

namely, each evaluation gray grade value is translated into vector S ¼ [2,

4, 6, 8, 10]. The ability quantification value of detecting controller role can

be expressed as follows:

Cobs ¼ V � ST

The capability of attack situation analyzer, attack decision maker, and

attack performer can be computed similarly based on the above method.
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131.4 The Human Role of Cyber Defense

131.4.1 The Definition and Function of Human Role

After the analysis about the OODA loop model of defending, we propose four roles:

defense supervisor, defense situation analyzer, defense decision maker, and defense

performer. The function of each human role is defined in Table 131.3.

131.4.2 The Capability Evaluation Index System
of Human Role

According to the function of the above human roles, we propose the tactical and

technical performance, represented by a set of capacity values.

The capability of defense supervisor is evaluated by the sensitive information

count collected within a certain time (NDinfo) and the detection efficiency (Vdetec).

The capability of defense situation analyzer is evaluated by the time (SDi), the

success ratio, and the efficiency of identifying attack threat behavior or event

(Viden).

The capability of defense decision maker is evaluated by the time (TDd) and the

effectiveness of making defense plan (PDe).

The capability of defense performer is evaluated by seven indexes; the detail

index is shown in Table 131.4.

131.5 Conclusion

Cyber counterwork research is a new area and there are less research results about

this area. Based on the analysis of cyber counterwork characteristic, we respec-

tively establish eight human roles for attack side and defense side during the

counterwork process. Then the index system of role’s ability is established, eval-

uating the role’s ability through Delphi evaluation method. Role model established

in this paper can provide theoretical support for the future development of cyber

counterwork experiment, such as providing the theory basis for the attacker and

defender capacity requirements.
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Chapter 132

A Service Channel Assignment Scheme

for IEEE 802.11p Vehicular Ad Hoc Network

Yao Zhang, Licai Yang, Haiqing Liu, and Lei Wu

Abstract IEEE 802.11p vehicular ad hoc network (VANET) applies multiple

channels, including one control channel (CCH) and six service channels (SCHs);

the enhanced distributor channel access (EDCA) mechanism is used to support

wireless channel assignment and QoS requirements. But the method of SCH

assignment is not proposed in IEEE 802.11p standard. We present a scheme to

perform SCH assigning, previous transmission indicators of service channels are

detected dynamically by service channel assignment controller set in medium

access control (MAC) layer, service packets would be delivered into suitable

SCH and EDCA access category (AC) queue according to SCH reservation prob-

ability and estimated transmission delay. Saturated throughput of our scheme in

SCH is analyzed by theoretical model in different conditions; the results show that

it can ensure higher SCH utilization and is an efficient way to improve performance

of intelligent transportation system.

132.1 Introduction

Vehicular ad hoc network (VANET) has been considered an essential technology

for future intelligent transportation system (ITS); the purpose of VANET is to

provide vehicle to roadside unit (RSU) as well as vehicle to vehicle wireless

communications. IEEE 802.11p is designed for wireless access in vehicular envi-

ronments (WAVE) to support VANET, allocated 75 MHz bandwidth of licensed
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spectrum at 5.9 GHz is divided into one control channel (CCH) and six service

channels (SCHs), CCH is dedicated for broadcast of traffic safety messages, and

SCHs are dedicated for transmission of various application messages [1–3]. In

MAC layer, enhanced distributor channel access (EDCA) mechanism is used to

perform wireless channel competition, EDCA classifies data traffic into different

priorities to support varying QoS requirements [4]. To coordinate channel access on

CCH and multiple SCHs effectively, a synchronized channel coordination scheme

is proposed in IEEE 802.11p protocol; the channel access time is divided into

synchronization intervals with a fixed length of 100 ms, consisting of 50 ms CCH

interval and 50 ms SCH interval. During CCH interval, all OBUs must monitor the

CCH for messages of traffic safety or SCH reservation. During SCH interval, OBUs

can optionally switch to preconcerted SCH to perform service messages transmit-

ting. Although this scheme can reduce the transmission delay of safety messages in

CCH, SCH utilization cannot be ensured [5].

The rest of this paper is organized as follows: In Sect. 132.2, we present a

dynamic SCH assignment scheme. In Sect. 132.3, saturated throughput of our

scheme is analyzed in different conditions by theoretical model. Finally, the main

conclusions and future research work are summed up in Sect. 132.4.

132.2 Service Channel Assignment Scheme

In our scheme, CCH is classified into four EDCA ACs: AC[3] is for safety-related

urgent messages, AC[2] is for vehicles to advertise road traffic messages, AC[1] is

for nonurgent traffic messages, and AC[0] is for SCH reservation. SCH is classified

into three ACs: AC[2], AC[1], and AC[0] are for high-priority UDP packets, and

AC[1] and AC[0] are for low-priority TCP packets. Setting service channel assign-

ment controller in MAC layer, it is intended for detecting previous access delay of

each AC queue in SCH interval, estimating transmission delay and packet error rate

of SCHs, and then guiding AC queue assignment and service channel reservation.

The algorithm of service channel assignment scheme is as follows:

// nj: the number of reserving SCH-j (j¼1-6)

// adelayji: AC[i]’s access delay in SCH-j (i¼0,1,2)

// time( ): function of system time

// lenACji: AC[i]’s queue length in SCH-j

// delayji: AC[i]’s transmission delay in SCH-j

//pej: packet error rate in SCH-j

//Xji: the number of acknowledged (ACK) packets through AC[i] in SCH-j

/Yji: the total number of packets through AC[i] in SCH-j

//prj: SCH-j reservation probability

(continued)
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(continued)

//packet_type: denotes packet priority, the value of UDP packet is 1, TCP packet

is 0

initialize: (i¼0,1,2; j¼1-6)
Xji¼0;Yji¼0; pej¼0; adelayji¼0; delayji¼0;
//AC queue assignment during SCH-j interval

lenACji¼0;
when ACK from destination node is received by AC[i] in source nodes

Xji¼Xji+1; lenACji¼lenACji-1;

adelayjinew ¼ Time receive ACKð Þ-Time frame begins to compete channelð Þ;
ð132:1Þ

if adelayji¼¼0

adelayji ¼ adelayjinew; ð132:2Þ

else

adelayji ¼ 1-αð Þ � adelayji þ α � adelayjinew; ð132:3Þ

when a packet in AC[i] begins to compete channel

Yji¼Yji+1;

when a packet arrives to SCH assignment controller of SCH-j:

delayji ¼ lenACji � adelayji; ð132:4Þ

switch (packet_type)
{case 1 k¼2;
if delayj1<delayj2& delayj1<delayj0 k¼1;
if delayj0<delayj2 & delayj0<delayj1 k¼0;
case 0 k¼1;
if delayj0<delayj1 k¼0;}
data packet�!AC[k] queue ; lenACjk¼lenACjk+1;}
//SCH reservation through AC[0] during CCH interval

nj¼0;
when SCH reservation request is received by SCH assignment controller

(continued)
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(continued)

pej ¼
X2
k¼0

Xjk

 !
=
X2
k¼0

Yjk

 !
, prj

¼ 1� β
pej

X6
k¼1

pek

� 1� βð Þ nj
X6
k¼1

nk

2
66664

3
77775=5 ð132:5Þ

RN¼a random number from uniform distribution between [0,1];

low¼0; high¼pr1 ;
for k¼1:6

{if low<RN<high { j¼k ; break}
low¼low+prk; high¼high+prk;}
sending SCH-j reservation request through AC[0]

when receiving ACK of SCH-j reservation request

nj¼nj+1;

Our algorithm has two steps:

Step 1: AC queue assignment and access delay detecting during SCH interval

AC[i]’s access delay includes time to compete service channels, packet sending

delay, propagation delay, and time to send back ACK; it is detected according to

formula (132.1), (132.2), and (132.3). In formula (132.3), α is a predefined factor

between 0 and 1. If α is bigger, the new sample of access delay makes more

influence on average access delay. When a packet arrives to SCH controller,

transmission delay of AC[2], AC[1], and AC[0] is estimated by formula (132.4),

and then UDP packet would be mapped into the AC queue that estimated trans-

mission delay is smallest among AC[2], AC[1], and AC[0]. TCP packet would be

mapped into the AC queue that estimated transmission delay is the smallest among

AC[1] and AC[0].

Step 2: SCH reserving during CCH interval

SCH reservation messages are transmitted through AC[0] during CCH interval;

SCH-j reserving probability is calculated by formula (132.5). With the increase of

packet error rate or the number of nodes that has reserved SCH-j, reserving

probability decreases. In formula (132.5), β is a factor between 0 and 1. If the

value of β is bigger, packet error rate has more influence on SCH reserving

probability than the number of nodes. For example, let β be 0.75; supposing packet
error rate of SCH-1 to SCH-6 is 1.25 � 10�4, 1.25 � 10�4, 1.25 � 10�5,

1.25 � 10�5, 1.25 � 10�6, and 1.25 � 10�6, we calculate SCH reservation prob-

ability by formula (132.5), as shown in Table 132.1. Obviously, for service
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channels of high packet error rate or the large number of users, their reservation

probabilities are smaller. Our service channel reservation scheme accomplishes

payload balance and adaptive SCH selection.

132.3 Performance Analysis of SCH Assignment Scheme

N is defined as the number of nodes in SCH-j, τi is the packet transmitting

probability of AC[i] in a time slot, τ is the packet transmission probability, pic is
the packet transmission probability of AC[i], psi is the successful probability of

transmitting AC[i] packet in a time slot, ptr is the channel utilization probability,

CWmin is the minimum back-off windows of EDCA, and mi is the maximum back-

off stage of EDCA. We have [6, 7]

τi ¼ 2 1� 2picð Þ
1� 2picð Þ CW i½ �min þ 1

� �þ picCW i½ �min 1� 2picð Þmið Þ

τ ¼ 1�
Y2
i¼0

�
1� τi

�
, psi ¼

Nτi
Y
j 6¼i

1� τj
� �

1� τð ÞN�1

1� 1� τð ÞN�1

pic ¼ 1� 1� τð ÞN�1
Y
j 6¼i

1� τj
� �

, ptr ¼ 1� 1� τð ÞN

Furthermore, if Tsi is defined as the average time of transmitting AC[i] packets,

Tci is the average collision time, δ is the propagation delay, σ is the time slot length,

and E(Lf) denotes the average length of service packets, we can get saturated

throughput of AC[i] [8, 9]:

Si ¼
psiptrE Lf

� �

1� ptrð Þσ þ
X2
k¼0

pskptrTskð Þ þ ptr
X2
l¼0

�
1�

X2
k¼0

psk
��Tcl

" ð132:6Þ

In formula (132.6), supposing RTS/CTS mechanism is used in EDCA, we have

Table 132.1 SCH reservation probability (n1 ¼ 10, n2 ¼ 30, n3 ¼ 15, n4 ¼ 50, n5 ¼ 25,

n6 ¼ 35)

SCH-1 SCH-2 SCH-3 SCH-4 SCH-5 SCH-6

0.1289 0.1233 0.1886 0.1781 0.1917 0.1887
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Tsi ¼ RTSþ 3SIFS i½ � þ 4δþ CTSþ Tframe�head þ Tframe þ ACK þ AIFS i½ �
Tci ¼ RTSþ AIFS i½ � þ δþ CTS

Let packet retry limit of AC[i] be RTi, AC[i] packet arrival rate λi, UDP packet

arrival rate λH, TCP packet arrival rate λL, p(X ¼ k) be the probability distribution

of channel competing times, and pi be the probability of AC[i] transmitting packet

successfully. We have

pi ¼
XRTi

k¼1

ptr psi=Nð Þ �1� ptr
�
psi=N

�� �k�1
i ¼ 0, 1, 2ð Þ

p X ¼ kð Þ ¼ 1� ptrpsið Þk�1ptrpsiXRTi

j¼1

1� ptrpsið Þj�1ptrpsi

adelayi ¼
1

μi
¼

XRTi
k¼1

kp X ¼ kð Þ � 1�Tci þ Tsi

" )
= 1� pej
� �(

λ2 ¼ pH2λH þ 1� p2ð Þμ2, λ1 ¼ pH1λH þ pL1λL þ 1� p1ð Þμ1
λ0 ¼ pH0λH þ pL0λL þ 1� p0ð Þμ0, di ¼ lenAC i½ � � adelayif g

pHi ¼ probability min d2, d1,
1d0

� �
¼ di

n o �
i ¼ 0, 1, 2

�

pLi ¼ probability min d1,
1d0

� �
¼ di

n o �
i ¼ 0, 1

�

Hence, saturated throughput of UDP packets and TCP packets during SCH

interval are

Sh ¼
X6
j¼1

�X2
i¼0

pHiSi
�� N � TSCH , Sl ¼

X6
j¼1

�X1
i¼0

pLiSi
�� N � TSCH

""

ð132:7Þ

Total saturated throughput of SCH is

SSCH ¼ Sh þ Sl ð132:8Þ

The values of IEEE 802.11 EDCA parameters are shown in Table 132.2; we

analyze SCH saturated throughput by formulas (132.7) and (132.8), and the results

are shown in Fig. 132.1. It is clear that:

1170 Y. Zhang et al.



1. Saturated throughput of SCH increases with the number of nodes, but when N is

larger than 15, saturated throughput begins to decrease. This is because VANET

has little data traffic when N is small. However, when N is large, collision

probability increases; it makes nodes having lesser chance to compete channel

successfully.

2. Saturated throughput of SCH increases with the increase of packet length.

3. Saturated throughput of UDP packets is larger than TCP packets; it means QoS

of high-priority services is ensured adequately.

132.4 Conclusion

In this paper, we present a service channel assignment scheme to improve SCH

transmitting performance in VANET. SCH is classified into three ACs to support

QoS requirements of two priorities (UDP packets and TCP packets). During SCH

interval, instead of static queue management in EDCA, our scheme achieves

delivering data packets into optimal AC queue dynamically according to packet

type, transmission delay, and network scale. During CCH interval, the scheme

Table 132.2 IEEE 802.11 EDCA parameters

Parameter Value Parameter Value Parameter Value

PHY header 192 μs ACK length 112 bit AC[0]-AIFS 7

MAC header 272 bit RTS length 160 bit AC[1]-AIFS 3

SIFS 10 μs CTS length 112 bit AC[2]-AIFS 2

Slot time 20 μs Propagation delay 1 μs m2 1

Retry limit 7 Transmission rate 15 M bit/s AC[2]-CWmin 7

AC[0]-CWmin 15 m1 3 Maximum queue length 300

m0 5 AC[1]-CWmin 15 pe 1.25e-6

Fig. 132.1 Analysis results of saturated throughput in SCH. (a) Saturated throughput in terms of

the number of nodes. (b) Saturated throughput in terms of packet length
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achieves adaptive SCH reservation according to SCH transmission quality and

payload. Performance of our scheme is analyzed based on theoretical model; the

result shows that our scheme is an efficient way to solve bottleneck of high-priority

services and improve transmission performance of VANET.

However, with the increase of network scale or traffic load, performance of the

scheme becomes worse, so the novel channel assignment scheme based on

contention-free mechanism must be presented for high-density VANET. How to

solve this problem is our further research work. In addition, we will extend the

research to building simulation model and multi-hop wireless environment with

routing protocols based on node location in VANET.
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Chapter 133

An Exception Handling Framework

for Web Service

Hua Guan, Shi Ying, and Caoqing Jiang

Abstract According to the problems of exception handling for service-oriented

software, this paper presents a framework for Web service exception handling

(EHF-S) based on policy driven. The EHF-S processes the response message of

invoking Web service and produces a response message which is added exception

information and exception handling message. We introduce the realization princi-

ple, the component, and the key technology for EHF-S. This framework can support

the development and integration of exception handling logic for Web service

process, improve the exception handling capability, and simplify the exception

handling process for Web service.

133.1 Introduction

Web services are rapidly becoming a fundamental program paradigm for the

development of complex Web applications. Because of the dynamics and uncer-

tainty during runtime as well as the autonomy and loose coupling in the service

resources, there appears the diversity and complexity of exception. This paper

focuses on the exception of receiving response message and real-time checks

whether an exception has occurred during execution of Web services through a

response message returned by the service node.

There exist the following problems in exception handling of Web service: They

lack system approach and enough processing capacity to support quickly and effi-

ciently the exception handling logic development. They can’t resolve all kinds of
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exception, and exception handling cannot be reused. They lack the necessary excep-

tion handling set of resources. In response to these shortcomings, this paper proposes a

framework of exception handling for Web services, referred to as the EHF-S, realized

adding exception handling ingredients to the original Web service response message,

and forming Web service response message with exception handling capabilities.

133.2 The Principle of EHF-S

The main function of EHF-S is to listen to response message of invoking Web

service and identify exception of the Web service, using the exception handling

logic provided by the framework to process the exception, resulting in response

message of invoking Web service with exception handling capabilities. Response

message with exception handling capabilities may still invoke the original service,

but enrich exception description; it may invoke the new alternative Web services; it

may also invoke the series of exception handling services, such as logging service

and notification service. In order to use the logging service and exception notifica-

tion service, we must produce exception information in detail, so we built the

exception information and add exception handling information (message routing).

Therefore, we specify the destination address and invoking information of the new

Web services in the head tag of the SOAP message using WS-Addressing routing

protocol. WS-Addressing provides a standard mechanism to identify Web services

and Web services messages regardless of the transport protocol that is used. The

SOAP protocol defines syntax specification of exception message, so we focus

on SOAP message with the exception-associated fault tags, perfecting exception

information (called SOAPFault), and extending the SOAP message v adding

exception handling (WS-Addressing). Exception information of SOAP message is

extracted at the process of exception handling for Web services, and based on the

WS-Addressing we process the exception.

EHF-S detects exception information, collects the associated contents informa-

tion in the exception listening and identifying module, and generates WS-Address

and SOAPFault relevant content information in the exception handling module. We

need to design a corresponding exception handling policy according to the type of

the service layer exception. The implementation of exception handling policy will

produce a corresponding action mode for exception handling (such as retry, replace,

and skip); each action mode for exception handling will enrich the SOAPFault and

WS-Address tag of SOAP message with exception handling capabilities. According

to the corresponding WS Addressing format, the action mode adds information

about the destination address. Finally, in the message processing module of EHF-S,

the SOAPFault and WS-Addressing tag are added to the original SOAP message of

invoking Web service, which generate a SOAP response message with exception

handling capabilities, and the message is routed by EHF-S message processing

module and then sent to the framework users or the appropriate service invoking.
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133.3 The EHF-S Framework

EHF-S provides extension mechanism, supports developing exception handling

for specific application exception, and registers in the framework as a new

component for the exception handling resource sets. The input information of

EHF-S is the response message of Web service. The output information of EHF-S

is the fault-tolerant response message of Web service. At the same time, EHF-S

provides logging and notification service; when an exception occurs, EHF-S will

log the exception information and notify the framework’s user to manually

process; extension mechanism is also provided to support developers to develop

exception handling services for particular application exception, and these ser-

vices can be registered in the EHF-S as a new part of the resource set of exception

handling.

133.3.1 The Implementation Principle of EHF-S

In the following, we give an introduction of the work principle of EHF-S, as shown

in Fig. 133.1, and we describe the detailed working process of the EHF-S:

1. Exception listening service intercepts request and response messages, real-time

detects service invoking execution, captures message’s exception of service

layer, and checks whether exception information exists on output message of

service. If it successfully detects exception, it produces a series exception

handling characteristic information and exports to exception identifying service.

2. Exception identifying service receives exception information from exception

listening service. Exception identifying service matches the exception charac-

teristic information according to the exception identifying resource set and

judges the exception type. The process may use exception transform service

which can transform the current exception information to the specific exception

type and transmit the exception category information to exception policy man-

agement service.

3. The service of exception policy management matches the exception handling

resource according to the information of identifying exception type. Finding

corresponding exception handling policy, it will invoke related exception han-

dling action.

4. If execution service of exception handling action can’t tackle the exception

event that occurred, it will invoke the exception notification service and send

the exception information to the service provider and service requestor. Mean-

while, it will invoke exception logging service and save the exception informa-

tion to logging database.

5. If there exist untreated exception and newly throwing exception in the execution

of exception action service, then it will return to step two and begin the

exception logic handling again.
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6. Service provider perfects exception log information exception handling policy

repository, when the reoccurrence of such an exception, exception management

processing.

133.3.2 The Architecture of EHF-S

As shown in Fig. 133.2, EHF-S is mainly composed of the following key compo-

nents: service engine, message listener management, AOP message processing,

message router management, exception identifying management, exception trans-

formation management, exception notification service, exception logging service,

exception policy management, execution service of exception action, exception

identifying resource set, exception handling resource set, etc.

The foundation of EHF-S is service engine; all the exception handling is

published and registered through Web service. The service engine is in charge of

the execution of service component, service release and registration, service dis-

covery, service invoking, etc. In the service engine, we can find and invoke the

exception handling services, including the services of exception log and exception

notification service.

The message listener management listens the response message of invoking

service and determines whether there exists exception information in response

message. If there exists Web service execution exception, check whether it

contains custom exception in the specific parameters; if it finds, then extract the

relevant exception information. The AOP message processor management

extracts and analyzes the message that is accepted, identifies the format and

content, and extracts the key values of exception information. It can modify the

structure and add the exception handling content of the sending message, then

composites to message format that fits to SOAP specification. In the message

extracting function, it can support dividing the large message into small blocks

and compositing to an integrated message at the destination.

Fig. 133.1 The activity diagram of EHF-S
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Exception transformation management realizes the conversion of exception

types and transforms currently exception type into specific exception type. Excep-

tion identifying service captures the exception information of message, then

matches the exception information and according to the exception identifying

resource, judges the exception type of Web service. Exception identifying resource

set saves all kinds of exception, and its characteristic of services provides related

knowledge database for exception identifying service. Exception handling resource

set provides all kinds of reusable exception handling resources. Such as ignore

action, retry action for exception handling. At the same time, it has extensibility

mechanism, allows adding the custom exception handling service made by devel-

oper into resource set.

Fig. 133.2 The architecture of EHF-S
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Exception policy management realizes the integrated management of policy and

publishes exception handling policy as Web service. It deploys and configures

exception handling logic in runtime environment and deploys exception handling

policy of exception handling logic into policy database; meanwhile, it adds the

customizing exception handling made by developer into exception handling

resource set. Exception action execution management executes the action that

meets the exception handling rules; exception notification service sends the excep-

tion information to related EHF-S’s users and notifies them to manual handling

when the exception can’t be processed. Exception logging service provides univer-

sal exception logging service.

133.3.3 The Key Implementation Technology of EHF-S

The implementation of service engine is based on Apache CXF which is an open

source service-oriented framework; Apache CXF is based on a series of packaging

and extended to make it able to support the deployment of service components,

uninstall, start, stop, and configure. Message listening service is based on Apache

CXF too; CXF provides message interception mechanism which builds on a general

message layer. The implementation of message router is based on Apache Camel;

message splitting divides message into multiple parts that is of fixed length.

Through the aggregator component of Camel, the message composition aggregates

message block based on related message ID. AOP message handling is based on

AspectJ Development Tools (AJDT) of Eclipse Foundation; it can develop AOP

programs. AOP message handling service utilizes relevant components of Camel

through the splitter component of Camel.

The implementation of exception notification service is based onWS-Notification

(WSN) criterion. The exception handling policy set uses WS-Policy criterion. We

utilize theApacheNeethi implementation of theWS-Policy framework for editing and

storing policies and convert the rules of policy set into rule engine’s files. The

implementation of rule engines is based on JBOSS Drools. We reference the rule

file of WS-Policy files through WS-PolicyAttachment and use RuleFlow module of

JBOSS Drools to orchestrate exception handling rules; it executes the exception

handling action through Drools Fusion module. Policy management uses Guvnor

module of Drools to edit and manage the policy files (or rules). Guvnor uses

Web-based business rules management system, implements rules management and

dynamic updates, provides a knowledge base of rules management, and enables

developers and system administrators to manage the business rules online.
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133.4 Related Research

Many scholars present exception handling method and framework for Web service.

Sheng Quan et al. present SELF-SERV platform which uses configurable exception

handling strategies, and based on the predefined exception handling strategies deal

with the runtime exception of Web services with peer-to-peer network environment

[1]. Giuliana Teixeira Santos et al. propose a Web service fault-tolerant infrastruc-

ture. The facility provides an agent that can be used on the interaction between

client and server, and the agent adopts active fault-tolerant technology to achieve

transparent fault-tolerant of client [2]. Hai L proposes a method to capture an

exception of the outer layer in the process of Web services session and introduces

enhanced Web service session context (CeWSC) mechanism to obtain the external

context of the participants using the SOAP header and the confirmation message.

An event-driven mechanism is presented to merge the context of an exception to the

exception handling of composite Web services [3]. Gerald Kotonya et al. describe

a differentiation-aware fault-tolerant framework for Web services; it supports for

fault-tolerant framework of service-oriented computing, the framework uses asyn-

chronous messaging agent LAMB to provide a news environment for different

fault-tolerant protocol, it provides a plug-in way to express fault-tolerant protocol

for a processing model, and fault-tolerant services container (sandbox) makes the

Web service to be exposed and be found [4]. Liu Chen proposed a uniform rule-

based exception handling of service-oriented software and the corresponding

exception handling framework [5].

Most researches of exception handling mechanism focus on specific exception

handling policy; there is little research on configurable and extendable exception

handling framework. Our framework can significantly improve the ability of these

aspects.

133.5 Conclusion

We propose a policy-based Web service’s exception handling framework to

handle exceptions in business processes, the framework realizes adding exception

handling ingredients to the original Web service response message, thus forming a

new Web service response message with exception handling capabilities. The

framework provides exception characteristics resource set of exception type and

exception handling resource set for each exception type and support developing

exception handling service for particular application exception. Our framework

simplifies the development and maintenance of business processes. Therefore, the

developers could fast reuse the existing exception handling model.
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Chapter 134

Resource Congestion Based on SDH Network

Static Resource Allocation

Fuyong Liu, Jianghe Yao, Gang Wu, and Huanhuan Wu

Abstract In order to reduce the operation blocking rate of static resource

allocation in SDH Mesh network effectively, balance network traffic, optimize

the allocation of network resources, enhance the success rate of multiline informa-

tion routes, and improve the overall performance of the network. This chapter

introduced resource congestion avoidance algorithm (RCAA) based on the adjust-

ment, which can effectively solve the resource congestion in the static resource

allocation. In order to prove the feasibility of this RCAA, three simulation examples

of resource allocation theory were adopted. Through analysis validation of these

three examples, this article proved that RCAA based on the adjustment proposed in

this paper can effectively reduce the blocking rate and improve the overall perfor-

mance of SDH network. RCAA based on adjustment is more superior to ANM.

RCAA can avoid resource congestion problems caused by the allocation of

resources effectively.

134.1 The Concept and Background of SDH Network

SDH (Synchronous Digital Hierarchy) [1] network consists of some basic network

elements (NE), fuses the functions of multiple connection, line transmission, and

exchange, and is a summarized information-transferring network operated by

unified network management system. Thus, it can be a general technology system

which is both suitable for optical fiber, microwave, and satellite transmission. It has

the functions of effective management, real-time operation monitor, dynamic

network maintenance, and interoperability of different manufacturers’ equipments
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so as to greatly improve the utilization of network resource, reduce the cost in

management and maintenance, and achieve flexible and reliable as well as efficient

operation and maintenance. So it has been the hot issue for development and

application in transmission technology and has attracted widespread attention.

PDH (Plesiochronous Digital Hierarchy) has been generally applied in transmis-

sion network before SDH. With the rapid development of information technology

and the tremendous increase of user, users want to be provided with all kinds of

circuits quickly, economically, and effectively by transmitting network. The inher-

ent defects on PDH have dissatisfied the requirement of the modern information

network transmission. In order to adapt to the rapid development of modern

information society, the experts in American BELL Communications Research

institute put forward synchronous optical network (SONET) and the corresponding

standards which have been established as the new standards for the digital system in

1986. The Consultative Committee of International Telegraph and Telephone

(CCITT) decided to make the modest modifications to SONET and renamed it as

Synchronous Digital Hierarchy (SDH) system in 1988 [1, 2].

The allocation problem of communication network resources can be divided into

four aspects: resource scarcity relatively, service diversification, decentralization of

the resource distribution, and commercialization of the application. Increasing

users made the network resources scarce relatively. Due to improper management

of resource allocation, the entire network system cannot yet achieve good perfor-

mance, and the users’ investment also cannot get the corresponding returns. Such

results may be caused by link fault, virus, or server trouble light reason. However,

in fact, one of the main reasons is unreasonable allocation of resources which

causes flow bandwidth contention.

Now we have a variety of SDH network routing algorithms. Key Link Routing

algorithm is based on the static network resource allocation algorithm, and heuristic

algorithm is based on the shared sets. Because these two algorithms only consider

the current operation and network status rather than the future operation, they hold

some limitations on improving the overall performance. Though dynamic resource

allocation algorithms, such as minimum hop routing algorithm (MHA), the shortest

path algorithm (MSP), and minimum interference routing algorithm (MIRA), can

solve some certain problems, it does not take into account the influence on other

panel points between in-and-out panel points and in the flow between in-and-out

panel points or links so as to appear network bottleneck effects, cause congestion,

and lead to low utilization. In this paper, the main research direction is the

optimization of static network resources. And based on the predecessors’ study of

various static resource allocation algorithms, this paper proposed an improved

static resource allocation algorithm [3, 4].
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134.2 The Presence of the Resource Congestion

Avoiding Algorithm

In any process of network communication, we have to face to network bandwidth

resource allocation, while the static resource allocation in SDH network is just a

branch of communication network resource allocation which refers to reserving

required resources before transferring information. Static resource allocation of

SDH Mesh network is a research hotspot currently. Planning network resource can

effectively reduce blocking rate and improve the overall performance of the

network.

When allocating the static resource, we count information by routes item by

item. So we only consider the current information transmission and network status

without considering the impact on the future information transmission during this

process. So the earlier information is likely to occupy some resources, which results

in the failed transmission of the later information. This is called resources allocation

congestion [5]. In order to achieve the real equilibrium of network traffic, we should

optimize the allocation of network resources to solve the problem of resource

blocks.

Figure 134.1 is a simulative SDH network with seven links and six node points.

Assume that the remaining available capacity of each link is 1; two users deliver

information at the same time. They are respectively from node E to node F and node

D to node B. The requesting bandwidth is 1. When calculating the first path, we get

the shortest path B-E-C-F based on the current topology and link costs. Now, we

figure out the second path. Because of the occupation of B-E and C-F, we cannot

allocate the resources. Therefore, the second path cannot transfer or cause delay of

information transmission.

It is a complex problem to make multichannel route information successfully.

The resource congestion avoiding algorithm (RCAA) based on the adjustment put

forward in this paper can effectively solve such problems. RCAA can adjust the

information transmission path for the first user, make the business not take up B-C

link, and get C-D-E-F link. Then, we need to calculate the second user’s informa-

tion to get a D-C-B link so as to achieve the equilibrium of the network traffic. The

key point of the algorithm lies in adjusting the unreasonable take-up information

resources to make the following delivery information calculate the path smoothly.

Fig. 134.1 Topology
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134.2.1 Resource Congestion Avoidance Algorithm

The basic procedure of path calculation in simulative SDH network is as follows:

weigh the design, calculate the path, and allocate the time slot. There may be some

special cases in this process. If user A cannot route because the available resources

of the link L is not enough, resource congestion may cause the failure of routing.

If we move user B occupying in link L, the available resources on the link are

greater than or equal to the bandwidth of the user As. Thus, user B will be able to

succeed in allocating resources. This is the core idea of resource congestion

avoidance algorithm—RCAA [6]. The procedure is as follows (Fig. 134.2).

Information transmission is due to 
the resource allocation failure ?

Looking for resource-
constrained link

A1

Resource-constrained 
link number is 1 ?

Look for through all the resource-
constrained link public link user 

(Wait to adjust user)

A2

Record the user (Wait to adjust 
user) on the constrained link and 

its path

Exsit public user
(Wait to adjust user)? 

One by one for adjust 
user to set the weight 
and calculate the path

A3

Have the function of 
the user to adjust?

For the start routing failure due to 
the Resource-constrained of the 
user, Reallocation of resources 

End

Y

N

Y

N

Y

N

Y

N

Begin

Fig. 134.2 The flow chart of resource congestion avoidance algorithm
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134.2.2 Algorithm Analysis of the Key Procedure of RCAA

1. A1: Search the resource-constrained link of the failed user in resource allocation.

From the information of the static resource allocation algorithm, we can see that

some users may meet with resource allocation failure after successful path

calculation. For this kind of business, we traverse each link and judge whether

the available capacity of each link is less than the bandwidth of the failed

business. If it is, the link is resource-constrained; otherwise, the link is not

resource-constrained. So we can get all the resource-constrained links. Specific

process is shown in Fig. 134.3.

2. A2: When the resource-constrained link is greater than 1, search all users

through the resource-constrained link.

First, remove the users who go through the first two resource-constrained links

respectively, and set out the intersection in this two. And then, remove the users

who go through the third resource-constrained link, and set out the intersection

with user collection. It doesn’t stop by this method until all resource-constrained

routes are went through.

3. A3: Weigh and calculate the path for the pending adjust users one by one.

Weigh the path for the pending adjust users. Adopt the static design weighing

method [4] in resources allocation, stop all resource-constrained links, and

forbid the pending adjust users in going through those links.

Begin

Traverse each link 
of the path

Traverse to the end?

This link available resource is less than 
the bandwidth of The failure user?

Put this link in resource-
constrained link set 

End

N

N

N
Y

Fig. 134.3 The flow chart

of looking for resource-

constrained link
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Apply the shortest path algorithm—Dijkstra Algorithm [7]—to calculate the

path of the user. If the path calculation succeeds, the resources allocation and

adjustment succeed. If not, the user will go back to the original path, so the

adjustment fails. Specific process is shown in Fig. 134.4.

134.3 Theoretical Simulation and Result Analysis of RCAA

Several examples will be provided to verify the performance of the RCAA, and

theoretical simulation comparison will be made to the method by business adjust-

ment according to the weight calculation. To describe easily, we call this ANM

(algorithm with no modulation) which does not consider business adjustment.

Begin

The weight 
design 

Taboo all resource-
constrained link

According to the shortest 
path algorithm for 

calculating the routing 

Routing calculation
is successful? 

Resource 
allocation

Resource allocation 
is successful? 

Adjust the 
success 

Adjust the 
failure

End

Y

N

Y

N

Fig. 134.4 The flow chart

of link adjustment
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There are two service requests (shown in Fig. 134.5). The first service requests is

user 1 from node F to node C with one VC4 bandwidth and without a hop count

limit. The second service requests is user 2 from node F to node C with one VC4

bandwidth and without two hop count limits. Each link only has one VC4 band-

width to be available. The optimization goal of the network is the smallest hop

count limit.

Table 134.1 shows the simulation results for routing computation of the busi-

ness. Seeing from this table, although ANM can guarantee two successful separate

ways to user 1, at the same time, it takes the resources of path F!G!C, and only

path F!E!D!C is free. But the path is not in conformity with the hop constraints

of user 2. So the resource allocation calculation for user 2 fails. RCAA adjusts the

links F!G and G!C and recalculates a work path for user 1, allowing user 2 to

route successfully.

As shown in Fig. 134.6, the numbers on the link stand for the weights of the

links. There is a user who has a request. He or she needs to compute a special

Fig. 134.5 Topology

of panel point

Table 134.1 Routing calculation comparison

Algorithm Calculation results

ANM (without adjustment) User 1: Work way route: F!G!C

Protect the road route: F!A!B!C

User 2: Calculate failure

RCAA User 1: Work way route: F!A!B!C

Protect the road route: F!E!D!C

User 2: Work way route: F!G!C

A

D

C

E

B

F

1

10

1

1

1
1

3

10

Fig. 134.6 Topology of

panel point
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protection user from node A to E. He requests separated link with a VC4 bandwidth.

The optimization goal of network is minimum weight and maximum business rate,

and the network link capacity is 16 VC4.

Table 134.2 shows simulation results of the routing calculation. As we can see

from the results, ANM cannot calculate the path to business successfully according

to the weight calculation routing algorithm directly without adjustment, but it can

successfully calculate by using RCAA with considerable adjustment. Mainly

because after the ANM according to Dijkstra Algorithm calculates the first work

path A!B!C!D!F!E, link A!B and link F!E have no resources available,

and the links cannot separate. This leads to the failure of protection route compu-

tation. And RCAA adjusts the link A!B to ensure the calculation of protection

route successfully.

As shown in Fig. 134.2, assume that we need to compute a special protection

business from node A to node D, and request link separation and one VC4

bandwidth. The link capacity of network is 16 VC4. The optimization goal of

network is the minimum hop count.

Table 134.3 shows the path calculation result. We can see that ANM is a failure

for path calculation business, while RCAA can calculate both paths. Mainly

because after the ANM according to Dijkstra Algorithm calculates the first work

path A!B!C!D, the second path for separation cannot calculate. So it fails.

However, RCAA adjusts the links B!C and C!D so as to ensure the successful

calculation of the protection route.

From the above three theoretical simulation experiments, we can conclude that

RCAA based on adjustment is more superior to ANM. RCAA can avoid resource

congestion problems caused by the allocation of resources, so as to improve the

success rate of resource allocation in the SDH network planning.

Table 134.2 Routing calculation comparison

Algorithm Calculation results

ANM (without adjustment) Calculate failure

RCAA Work way route: A!C!D!F!E

Protect the road route: A!B!E

Table 134.3 Routing calculation comparison

Algorithm Calculation results

ANM (without adjustment) Calculate failure

RCAA Work way route: A!B!E!D

Protect the road route: A!F!C!D
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134.4 Conclusion

This paper studied the resource congestion problem in static resource allocation of

SDH network and then proposed an improved RCAA (resource congestion avoid-

ance algorithm). RCAA can adjust resource-constrained links’ path and avoid these

links as much as possible, so the follow-up business would be able to collocate.

These three examples with the theoretical analysis demonstrated that RCAA pro-

posed in the paper can effectively reduce the blocking rate of network service

routing as well as improve the overall performance of SDH network.
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Chapter 135

Multilayered Reinforcement Learning

Approach for Radio Resource Management

Kevin Collados, Juan-Luis Gorricho, Joan Serrat, and Hu Zheng

Abstract In this paper we face the challenge of designing self-tuning systems

governing the working parameters of base stations on a mobile network system to

optimize the quality of service and the economic benefit of the operator. In order to

accomplish this double objective, we propose the combined use of fuzzy logic and

reinforcement learning to implement a self-tuning system using a novel approach

based on a two-agent system. Different combinations of reinforcement learning

techniques, on both agents, have been tested to deduce the optimal approach. The

best results have been obtained applying the Q-learning technique on both agents,

clearly outperforming the alternative of using non-learning algorithms.

135.1 Introduction

The management of resources made on the radio interface for mobile access

networks has traditionally followed a static approach [1, 2]. Any mobile operator,

on pursuing a satisfactory quality of service, determines the amount of resources to

be deployed on each base station, including the split in between those resources

devoted to handovers and the remaining resources available to set up new connec-

tions [3]. Nevertheless, this working strategy seems to be too short-sighted for what

will be necessary in the near future when upcoming optimization challenges will

come into play. Key issues like minimizing the energy consumption, sharing the

infrastructure among different operators on deploying the 4G mobile systems, or

even borrowing radio resources among them are becoming desirable targets for the

future mobile communication systems.
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In this global scenario, one of the most promising approaches for an intelligent

management of available resources comes from the use of machine learning

techniques, learning from the system behavior to deduce suitable policies for

managing those available resources [4], and policies pursuing different goals,

ranging from an optimal quality of service for an individual operator to a global

inter-domain efficient system. Ideally, the ultimate goal will be the implementation

of self-tuning systems due to applying, for example, fuzzy neural methodologies for

the radio resource management [5], similar to our present study, although our

innovative contribution comes from using a two-agent approach.

135.2 Working Scenario

In our study case, we envisage a working scenario where several mobile operators

are providing service in a completely overlapping fashion, as opposed to the

approaches focusing on a single provider owning all the infrastructure [6]. More

than that, as already pointed out for the future 4G mobile systems, we assume that

all operators share the same base station infrastructure. This way we take a step

forward from other approaches dealing with more than one access technology on

any base station but still focusing on a single operator [7]. As usual, the geograph-

ical area is divided into many cells, a different base station provides service for each

cell, and there is some overlapping on the coverage area provided by neighboring

base stations.

Our aim is to allocate radio resources on the air interface for each base station to

satisfy some given quality of service with a self-tuning system for the parameters

governing the base stations’ operation. To this end our strategy combines the use of

fuzzy logic and reinforcement learning [4, 5], but, in our case, on each base station,

two different agents will work together in order to manage the corresponding

resources. It has been done in this way to separate two different goals, the quality

of service and the operator’s economic benefit. Both agents try to maximize their

corresponding goals, although only one of the agents takes actions to modify the

operating parameters on the base station, as shown in Fig. 135.1. As we can see,

there is in practice a closed-loop control as the QoS layer influences the Profit layer

jointly with the status information from the environment, and the Profit layer takes

an action, which will influence the QoS layer on the next cycle. Hence, there is a

mutual interaction between both agents, although not carried out directly from the

Profit layer to the QoS layer due to the way we have implemented our approach.

In this scenario the operational parameters to work with are the following:

1. The coverage area per base station, configurable by tuning the power control

mechanism.

2. The distribution of channels per base station, configurable by splitting up the

channels in different categories on dealing with different types of services or

establishing dedicated channels for handover.
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3. The total amount of channels per operator at each base station. In this case a

trading mechanism is considered, so different operators exchange channels on

their own benefit due to the irregular demand from their respective end users.

Using fuzzy logic we can easily cope with a continuous input space defining the

possible system states and actions to be taken. The alternative would be the use of

reinforcement learning alone; but, in this case, the disadvantage comes from

working with a discrete number of states and actions [6, 7], producing an approach

with a worse performance.

Two alternatives on implementing the reinforcement learning mechanism have

been tested, the actor-critic and the Q-learning techniques, as can be shown in

Figs. 135.2 and 135.3. For both algorithms, each action takes a different fuzzy logic

weightαRn
, which is the output due to applying the fuzzy rule, but also an additional

weight wt to be learned [4].

For comparative reasons, a non-learning system has also been implemented

using only the fuzzy logic technique. Regarding the time domain, all simulations

work with the same sliding window to obtain the input for any approach. In the

following sections, we describe in details how both agents of our architectural

model work.

135.3 QoS Agent Design

The purpose of this agent is to achieve a given quality of service (QoS) regarding

two basic parameters: the blocking rate (measuring the unavailability to set up a

new service connection) and the dropping rate (measuring the unavailability to

hand over a connection between two base stations due to the user’s travelling

Fig. 135.1 Structural

model
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trajectory). Based on these two parameters, the reward expression needed to

implement the reinforcement learning mechanism is formulated as

Reward ¼ TB � Bð Þ þ β TD � Dð Þ

where TB � B is the difference between the actual blocking rate and a given target

value and TD � D is the difference between the actual dropping rate and a given

target value. Usually the dropping rate is much more critical than the blocking rate

on measuring the quality of service; consequently, a β-factor is added to emphasize

this parameter in front of the other. The two inputs, the blocking and dropping rates,

are labeled according to six fuzzification categories; for each category we obtain a

membership degree of the input through a fuzzification stage as shown in

Fig. 135.4.

The fuzzification-stage outputs are the inputs to a rule matrix (2 dimensions) as

shown in Fig. 135.5; the rule matrix defines 5 rules (fuzzy rules) to produce the

corresponding decision in a simple manner.

The rule-matrix output will be processed by the RL algorithm according to the

reward definition, producing a decision due to the following procedure:

Fig. 135.2 Actor-critic technique
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Fig. 135.3 Q-learning technique
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1. The rule weight αi
Rn
and action weight wi

t are combined to produce a sit selection

weight; this way a compromise is acquired between the present needs and the

learned behavior up until now.

2. Each weight sit is evaluated following some predefined criteria; the criteria will

be the requests of the agent for each rule; these are modification of the coverage

area, modification of the distribution of channels in between handover and new

service channels, and finally the request for extra channels; so for each sit we will
have three associated components.

3. The final decision is obtained by a combination of all sit, deducing the definitive

three-component request for the present input. This final decision is sent to the

next agent, becoming one of its inputs.

135.4 Economical Benefit Agent Design

The objective of this agent is to obtain the maximum economical benefit for the

operator; to accomplish this objective, the reward function used by the reinforce-

ment learning mechanism is defined as

Reward ¼ Load � Price � Num ChannelsOwned

Call Duration
� Cost � Num ChannelsOwned

It is noteworthy that the QoS is not included in the reward function; this is

because the QoS agent has already taken that into account, and it provides its input

to the economical benefit agent. According to this, for the second agent, the inputs

are:

• The system load

• The requests from the QoS agent

– Modification of the coverage area

– Modification of the distribution of channels

– Need of extra channels

To avoid learning actions that are not feasible, some additional considerations

must be applied invalidating the action. These considerations are the following:

selling channels is forbidden if the minimum amount of channels that the operator

must maintain is reached, reducing the coverage area is forbidden if the minimum

cell radius that must be kept to assure some overlapping is reached, and increasing

the coverage area is forbidden if the maximum transmitted power has been reached.

The system load is labeled according to three different categories, as shown in

Fig. 135.6, low, medium, and high. When the system detects a low-load state, the

weight for buying new channels is reduced and the weight for selling is increased

and vice versa. This way the system tries to be led to a medium-load state.
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For labeling the requests of the QoS agent, we need to classify the modification

of the channel distribution; in Fig. 135.7 we show the classification of this input; for

this study the distribution of channels is split in between channels reserved for

handover and channels available for new services. A negative value of this param-

eter implies an increase on the number of channels reserved for handover, but if the

demand is high, the problem cannot be solved by only increasing the channels

reservation; another solution is needed; in this case a reduction of the coverage area

is applied, trying to delay the time for the handover execution and also to reduce the

amount of handovers managed by the base station. A positive value of the param-

eter allows us to free channels for new connections. As it happened before, if the

demand is high, the problem cannot be solved only by this approach; in this case the

alternative will be to buy new channels if available. Finally, if the system performs

properly in terms of QoS, it tries to increase the coverage area to benefit from more

incoming calls.

The other requests of the QoS agent are evaluated directly without being classi-

fied, because there is no alternative to be applied. To avoid overacting on the system,

a given time between actions is imposed, time defined by the skilled technician; this

way the system can better learn the optimal action before acting again.

135.5 Simulation Results

To test the correctness of the algorithms by themselves without being affected by

the behavior of another learning technique, each learning technique has been tested

individually in the same scenario and under similar circumstances.
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To simplify the notation used in the following figures, any learning system will

be labeled with two consecutive letters—the first one applies for the economical

benefit agent and the second for the QoS agent. Also the names of the learning

algorithms are labeled by their initials; hereafter A means the agent using actor-

critic technique, Q means the agent using Q-learning technique, and N means the

agent using a non-learning algorithm. Independently of the combination of learning

techniques, we have run the simulations to assure that the overall system remains in

a medium-load state, which is one of the inputs of the economic benefit agent.

As shown in Fig. 135.8, the average degradation in terms of QoS for the same

client demand is higher when the non-learning technique is used on any or both

agents. The QoS for the remaining learning combinations results in a dropping and

blocking rate even below their target values, 1 % for dropping and 5 % for blocking.

On the other hand, the operator’s profit is directly proportional to the amount of

established calls, as in all simulations the price for call is kept constant; besides, the

cost of maintenance is proportional to the amount of channels managed by the

operator; this way more channels turn into more established calls, but the cost of

maintenance is also increased. In Fig. 135.9 the cost and the income for each

combination of learning techniques are shown.

Those systems having reached an inferior QoS usually have a better economic

benefit; one of the reasons is that only the economic benefit agent is able to act on

the environment.

One of the drawbacks on using a non-learning algorithm is its dependency with

respect to the size of the sliding window used to obtain the sequence of inputs; if the

window size is too small, it overacts on sudden peaks of clients’ demand, producing

unnecessary changes on the system parameters to cope with the incoming demand;

on the other hand, if the size is too big, it works with an unrealistic view of the

environment behavior.

Figure 135.10 shows the alteration of the coverage area and the percentile of

channels reserved for handover; usually those systems with a higher income also

work with smaller radius of coverage per cell.
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135.6 Conclusion

In this paper we have evaluated the combined use of fuzzy logic and reinforcement

learning to implement a self-tuning system governing the working parameters of

the base stations on a mobile network system. Targeting a double goal to assure

some given quality of service and to maximize the economic benefit, the simulation

results have shown that the two-agent approach that we have considered is suitable

to handle both goals simultaneously; nevertheless, depending on the learning

technique used on both agents, the behavior is slightly different. In any case, the

obtained results applying reinforcement learning outperform the alternative of

using non-learning algorithms.
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2. Pérez-Romero, J., Sallent, O., Agustı́, R., Karlssot, P., Barbaresi, A., & Wang, L. (2005).

Common radio resources management: Functional models and implementation requirements.
In IEEE Personal, Radio and Mobile Communications (pp. 2067–2071).

3. Altman, Z., Dubreil, H., Nasri, R., Nawrocki, M. J., Dohler, M., & Hamid Aghvami, A. (2006).

Understanding UMTS radio network modelling, planning and automated optimisation. Chich-
ester: Wiley.

4. Naeeni, A. F. (2004). Advanced multi-agent fuzzy reinforcement learning. Master Dissertation,

Computer Science Department, Dalarna University College, Sweden.
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Chapter 136

A Network Access Security Scheme

for Virtual Machine

Mingkun Xu, Wenyuan Dong, and Cheng Shuo

Abstract Virtual machines have been widely adopted as servers nowadays. They

have essential difference with physical machine. We can utilize the feature of

virtual machine to let them be safer and resist an attack from Trojan and hackers.

This paper introduces a kind of network access security scheme, which deploys the

execution of security strategy outside virtual machine and monitors virtual

machine’s access to security-sensitive device. The measurements above can trans-

fer the control for key hardware from upper Guest OS to host a platform. Even if

Guest OS is affected by virus or Trojan, host can still effectively monitor the

network communication of upper virtual machine. In this project, software running

in Host OS is programmed to realize the scheme introduced above, it monitors the

network communication of virtual machine according to the rules written in XML

format. The software can prevent Guest OS or an application running on the virtual

machine from communicating with designated domain or IP address successfully,

which verifies the effectiveness of the proposed security scheme.

136.1 Introduction

Virtual machines have been widely adopted as ordinary servers or cloud servers

nowadays [1, 2]. This paper researches and realizes a kind of security scheme for

network access based on virtual machine, to provide a high-standard security

solution of network access.

Let us introduce virtualization first. Virtualization allows several virtual

machines to run on the same physical computer. Each virtual machine has a set
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of hardware of its own, such as RAM, CPU, and NIC card, which supports the OS

and applications to run. No matter what practical physical hardware is mounted,

they are viewed as a set of standard hardware. Virtual machine is sealed in files, so

that it can be quickly saved, copied, and deployed. The whole virtual system

including application with complete configuration, OS, BIOS, and virtual hardware

can be move from one server to another, to maintain service without interruption

and keep continuous balance of computation load [3].

This paper arranges the execution of security scheme out of Guest OS, the

scheme runs independent of Guest OS, and monitors the access of virtual machine

to security-sensitive hardware device; this prevents virtual machine from external

attack.

No matter whether virtual machine is attacked passively by outside Trojan and

virus or virtual machine actively communicates with network, its communication

packet is monitored by the network access security filtration software VFirewall

introduced in this paper. Meanwhile the security measurements in original OS

environment are still applicable [4]. Thus, any kind of communication between

hacker and virus-affected Guest OS will be detected out.

136.2 General Design of a Network Access Security Scheme

for Virtual Machine

136.2.1 The Construction of Virtual System

VMware or XEN is a well-known virtual machine software which is illustrated as

VM monitor in Fig. 136.1. They can be installed on Linux to support Guest OS

noted as virtual OS in Fig. 136.1. Configuration of VMware is relatively simple,

here take XEN as an example, to illustrate the construction of virtual system [4].

Fig. 136.1 The principle

of virtual system
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Here take CentOS, the open source version of Red Hat Linux as Host OS. Pay

attention to that only if CPU chip supports VT (Intel) or AMD-V (AMD) function-

ality; Windows can be installed on XEN. Under Linux Gnome graphic interface,

XEN Virtual Machine Manager should be installed first, and then Windows OS can

be installed on XEN [5].

136.2.2 The Principle of Network Access Control
for Virtual Machine

This paper takes Linux as Host OS, which directly runs on hardware, and takes

VMware or XEN as virtual machine software. Network security control layer is

realized as application of Linux [3]. The architecture of the network access control

scheme for virtual machine is illustrated in Fig. 136.2.

136.3 The Realization of Network Access Control Scheme

for Virtual Machine

136.3.1 The Architecture of Netfilter Software

VFirewall software introduced in this paper calls the functionality supplied by

Netfilter software. Netfilter is a firewall framework designed by Rusty Russell in

Linux kernel, which can realize many functionality of security process, such as data

packet filtration, data packet process, address disguising, transparent proxy,

dynamic Network Address Translation (NAT), Media Access Control, address

filtering based on user identity, filtering based on status, and speed control of

packet [6].

Netfilter has defined five hook functions for IP protocol. These hook functions

may be called on five key locations of the protocol stack that data packets pass

Fig. 136.2 The network

access control scheme

for virtual machine
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through. In every key location of the five, data packet passed by will be captured

and compared with corresponding rule chain in IP tables. Packet’s destination

depends on the comparison result: some packet is put back into IPv4/v6 protocol

stack and transmitted continually; some packet is modified and put back into IPv4/

v6 stream; some packet is dropped directly.

Figures 136.3 and 136.5 show the packet selection system in Netfilter: IP tables

model. In the figure above, IP packet process procedure includes tracing connec-

tion, packet content modification, packet filtration, and so on. IP tables’ model

demonstrates the packet process functionality of Linux kernel, each of the func-

tionality should be registered on corresponding hook in Netfilter, and the

corresponding functionality is ultimately realized by the program.

Combination of above functionality flexibly can achieve comprehensive net-

work security strategies. This paper mainly makes use of the packet-filtering ability

of Netfilter.

136.3.2 The Architecture of VFirewall Software

In this paper, the network access control software VFirewall is developed in C++

[7]. It parses the network access control strategies described in XML file, checks

and records the communication between the Guest OS and special IP segment or

domain. VFirewall interacts with Netfilter in Linux kernel space through IP tables

in Linux user space, to set network access rule and to capture network access

event [8].

The data flow chart in VFirewall is showed below.

As shown in Fig. 136.4, the network security strategies are described in a XML

file. The XML file, which is written in pure text mode, can be edited with any text

editor. Network access rules described in XML file can be updated through human-

machine interface of VFirewall.

The following access security strategy configuration in XML format can be

recognized and accepted by VFirewall.

Fig. 136.3 The packet

process model by Netfilter

module in Linux kernel
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• Single IP:

<block IP¼”210.25.132.38”/>
• Single domain:

<block NS¼”www.bupt.edu.cn”/>
• IP address segment:

<block IPRANGE¼”210.23.132.0-210.25.132.255”/>
Having obtained network access control rules from human-machine interface or

XML file, VFirewall writes corresponding rules into rule chain in Netfilter. Mean-

while, VFirewall registers a log target (ULOG). If Netfilter captures the IP data

packet in line with the security access rule, it will send corresponding report

message to VFirewall through ULOG. Then, VFirewall writes the message into

log file.

136.3.3 Related Work

• The IP address of virtual machine can be hidden to external network; thus, a lot

of attack based on IP address will not work [9].

• As shown in Fig. 136.5, the device driver of Linux may be modified to add data

stream inspection mechanism in it, so that it can also monitor and filter data

received and sent by upper Guest OS. In fact this work has already been done by

the same author [10]. Since the functionality of program instruction set in driver

Fig. 136.4 The data flow chart in VFirewall software
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is less than that in user space, packet inspection in driver is incomplete compared

with the VFirewall software proposed in this paper.

However, VFirewall is only suitable for virtual machine, while packet inspection in

driver is practicable for both virtual machine and physical machine.

136.4 Conclusion

The running result of the software demonstrates that VFirewall successfully pre-

vents the connection between Guest OS and designated domain or IP address

without mounting any firewall in Guest OS, no matter whether unique Guest OS

or several Guest OSs are installed in host platform; thus, the effectiveness of the

network access security scheme is verified.

The communication efficiency, however, declines a little, because of the security

check to access a network. We observed that the packet transmission speed may

delay for about a few hundred milliseconds or seconds correspondent with the

number of virtual machines launched on Linux.
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Chapter 137

Light Protocols in Chain Network

Ying Wang, Yifang Chen, and Lenan Wu

Abstract Aiming at some special applications, such as monitoring of high-speed

rail and monitoring of large farm field, a wireless sensor network based on chain

structure is proposed. Considering of simplicity and energy saving, two light pro-

tocols, which are based on time slot and competition, respectively, are applied in

the above network. Finally, the two light protocols are compared with

IEEE802.15.4 protocol by OPNET simulation, and the results show that the pro-

posed light protocols have good reliability and low energy consumption.

137.1 Introduction

Wireless sensor network (WSN) has caught great attention and achieved great

development in recent years. Theoretically, as long as the nodes are distributed

densely enough, the WSN can implement communication by self-organization,

relay, and multiple hops [1, 2]. But due to the limitations of volume, cost, and

battery energy, the communication distance of WSN is greatly limited for some

typical applications. When the sensor nodes in theWSN are sparsely distributed, for

example, in the road subsidence monitoring in the highway or high-speed rail, in the

stress monitoring of the super-large bridge, as well as in the hydrological monitor-

ing of the rivers, the network topology is often a simple chain type, and the nodes

are not randomly distributed. Therefore, the traditional protocols, which can sup-

port self-organization and are applied more often in the networks with dense nodes,
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may not be optimum in sparse networks [3]. Therefore, this paper proposes a

chain-type structure in WSN. By OPNET simulation, two light protocols in the

MAC layer, based on time slot and competition, respectively, are analyzed. In this

condition, “light” means simpler and more energy saving. Finally, we compared the

proposed protocols with IEEE802.15.4, and the results show that the proposed

protocols are superior to IEEE802.15.4 protocol in chain network with good

reliability and low energy consumption.

137.2 The Light Protocol Based on Time Slot

As shown in Fig. 137.1, this is a chain network. All the nodes can produce and

forward data frames, but each node could communicate with adjacent nodes, and

the remote nodes could only communicate with the help of mid-nodes.

First, we propose the light protocol based on time slot for the above network, the

“coordinator0” in the middle of the network is coordinator and the other nodes are

ordinary nodes. The coordinator contains the information of time slot distribution in

a beacon frame and regularly broadcasts it to the ordinary nodes in the network. By

receiving the beacon frame and extracting the information, the ordinary nodes can

know which timeslot belongs to them, so they can send the packets within the time

slot. Therefore, in the light protocol based on time slot, conflicts can be avoided by

unified beacon frame sent by the coordinator.

We design three kinds of frame formats in the light protocol based on time slot:

beacon frame, data frame, and confirmation frame. Beacon frame is sent by the

coordinator through broadcasting, which does not need to be confirmed by ACK.

Confirmation frame is sent by nodes after receiving data frames. Confirmation

frame itself does not need to be confirmed. Data frames are needed to be confirmed,

and each data frame has a unique ID, which can be used to ensure the reliability.

The data flow and time slot allocation are shown in Fig. 137.2, the numbers in

the figure represent that in which time slot will the nodes transmit data, and the

arrows represent the direction of data transmission. Through this time slot alloca-

tion, conflict can be avoided, and the demand of real time can be guaranteed.

Fig. 137.1 Chain network
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In this condition, a specific time slot no longer belongs to the packets produced

by the node itself (also including the forwarding data produced by other nodes).

Therefore, flexible allocation of time slot according to the amount of packets is not

very suitable. So, in this protocol, the time slot belonging to each node is fixed. The

coordinator sends a beacon frame, carrying only synchronization information.

In fact, in the chain network with a relatively stable environment, there is no

such severe motion in the nodes that the WSN will lose synchronization in a very

short period of time. Therefore, the protocol can be optimized: ordinary nodes will

no longer receive a beacon frame each time after sending data frame; instead, the

time slot can be allocated n times by one beacon frame (shown in Fig. 137.3). This

can greatly reduce the number of beacon frames, which can lower the system

energy consumption. According to simulation (shown in Fig. 137.4, the upper

line in each figure represents the number of beacon frame a node received, while

the lower one represents the number of data packets), when time slot allocates for

50 times in one superframe, the number of beacon frame can be reduced to only

about 5 % of the original, so the energy cost on the beacon frame can save 95 %.

137.3 Light Protocol Based on Competition

In the light protocol based on time slot, whether the node has data to send or not, the

coordinator always preserves certain time slots for it. When some nodes have large

data amount, the others have small, it is difficult for the time slot protocol to

coordinate. In order to guarantee the reliability of the protocol, the nodes need to

intercept the channel continuously, which causes large energy consumption, espe-

cially in low-rate WSN. Therefore, this paper further proposes the light protocol

based on competition to solve the above problems.

Fig. 137.2 Time slot allocation

0 1 2 3 4 5 6 1 2 3 4 5 6 1 ……

Fig. 137.3 Optimized allocation of time slot
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The light protocol based on competition relies on CSMA/CA algorithm [4]. In

this chain-type network, synchronization is no longer need to be considered, so all

the nodes are set as common nodes.

Figure 137.5 shows the flow chart of the light protocol based on competition.

After initialization, if there are packets need to be sent, CSMA/CA algorithm will

be performed. After successful access to the channel, the node occupies the channel

alone to send the packets. Once the packet is lost, no matter whether the node has

other data packets to send or not, the node is forced to give up the channel.

Otherwise, if the packet has been successfully received and there are other data

packets in the queue, the procedure repeats until the queue is empty. Then, the node

releases the channel, and the other nodes can compete for the channel again.

In this flow chart, optimization has also been made to the traditional competitive

protocol: a statement is added to judge whether there is a packet lost. Without this

statement, the protocol can also work, but it is not good enough. Because when

packet loses, the traditional protocol always removes the packet from the queue

without trying more times. On the other hand, resending the packets may bring

more dramatic conflict and cause more packet loss. Thereby, when a node hasn’t

received the confirmation frame after expectant time, it may suggest that this

channel is not suitable for the node to transmit the packets right now. In this

consideration, the node is forced to abdicate the channel. But, the lost packet is

not deleted from the queue, which can be sent again after accessing the channel next

time. Simulation shows that the optimization reduced the amount of lost packets

significantly.

Fig. 137.4 Results

of optimized allocation

of time slot. (a) Before

optimization. (b) After

optimization
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137.4 Comparison Between Light Protocols

and the Standard Protocol

In this section, the light protocols are compared with IEEE802.15.4 [5]. First of all,

IEEE802.15.4 is realized in OPNET [6]. The chain-type topology is shown in

Fig. 137.6; the coordinator sends a beacon frame first, which is received by the

neighboring node “node_9” and transmits to the next adjacent node; the procedure

repeats until “node_4” receives the beacon. The nodes that have already received

the beacon frame will immediately step into the CAP (contention access period).

In this period, if they have the GTS (guaranteed time slot) data, the nodes will send

Start

Sending data?

Run CSMA-CA 
algorithm

Success?

Sending data packet

Packet loss?

Still sending data?

Releasing 
channel

Fig. 137.5 Flow chart of

light protocol based on

competition
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command frame to request the allocation of time slot. After receiving the command

frame, the coordinator will contain the information of time slot allocation in a

beacon frame and send it out. Then, the nodes can get their slot and send the packets

during the time slot. If the GTS data needs to be forwarded, it will be forwarded as

GTS data in the time slot of the transmitting node.

According to the analyses above, IEEE802.15.4 protocol is built in OPNET, and

the state diagram is shown in Fig. 137.7.

Below is the comparison between IEEE802.15.4 protocol and the two kinds of

light protocol in the chain network.

Simulation Settings (see Fig. 137.6): The packets are generated in “node_9” and

the generated time interval of CAP packets is 1 s, the data load is 160 bits, the

destination address is “node_4,” the simulation time is 20 min, the code rate is

250 kbps, and the modulation mode is BPSK. The collected statistics are the

number of packets successfully received and the energy consumption in the

network.

Fig. 137.6 Chain-type topology for IEEE802.15.4

Fig. 137.7 State diagram of IEEE802.15.4 in OPNET
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The results are shown in Fig. 137.8; the curves of IEEE802.15.4, the light

protocol based on competition, and the light protocol based on time slot are

respectively represented from the bottom to the top in each figure.

By calculating, the energy consumption per packet by using the three protocols

respectively is

IEEE802.15.4: 2.35/2500 ¼ 9.4e-4 (J)

Light protocol based on time slot: 5.5/6000 ¼ 9.2e-4 (J)

Light protocol based on competition: 5.25/6000 ¼ 8.75e-4 (J)

From the calculation, the energy consumption of the light protocol based on

competition is the lowest. Two light protocols have sent the same number of packets

with better real-time performance. IEEE802.15.4 protocol costs the most energy,

and the number of packages received successfully is less than half of that generated.

Fig. 137.8 Comparison results. (a) Packets received. (b) Energy consumption
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This is partly due to packet loss; more importantly, more packets are failed to be sent

out in time. According to the results, the two light protocols are more reliable and

more energy saving than IEEE802.15.4 protocol in chain network.

137.5 Conclusion

For chain-type WSN in the actual engineering, there is no mature protocol. This

paper designs two kinds of light protocols: protocol based on time slot and protocol

based on competition, which are superior to IEEE802.15.4 protocol both in reli-

ability and energy efficiency. The research and simulation in this paper have built

the theoretical foundation for the engineering application of the two light protocols.
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Chapter 138

Research and Implementation of a Peripheral

Environment Simulation Tool

with Domain-Specific Languages

Maodi Zhang, Zili Wang, Ping Xu, and Yi Li

Abstract The importance to build relevant peripheral environment in the testing

process for complex embedded software is becoming higher. This paper discussed

the current design method of simulation test environment for the embedded soft-

ware and then presented a modelling method which is used to build peripheral

simulation environment for the SUT (system under test) through ICD (interface

control data) documents and the software requirement specification. Using this

method, the peripheral environment simulation tool which consisted of relevant

database and simulation model was set up with Ruby program language. This tool

could provide necessary control commands and data support just like in a real

running environment for the SUT. Furthermore, a DSL (domain-specific languages)

design method for this domain was researched on the basis of the model. The

experiment result has demonstrated that it’s feasible to set up a peripheral environ-

ment for embedded system with our simulation tool.

138.1 Introduction

Most of complex embedded system consists of many subsystems, and there is a

large amount of data interaction between each subsystem. This feature makes the

software testing different from those in a simple embedded system. When we want

to test the core software in the system, we must prepare a complete runtime

environment. The cost to do this may be very huge, and in some cases, it’s difficult

or even impossible to establish a physical system for the testing. Therefore, using

simulation method to establish the simulation environment is worth considering.

M. Zhang (*) • P. Xu • Y. Li

Key Laboratory of Science and Technology on Reliability and Environment Engineering,

School of Reliability and System Engineering, Beihang University, Beijing 100191, China

e-mail: canbi007@163.com

Z. Wang

Institute of Reliability Engineering, Beihang University, Beijing 100191, China

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_138,

© Springer International Publishing Switzerland 2014

1217

mailto:canbi007@163.com


In our previous work, there is an embedded system emulator designed by our

laboratory which can run operating system and has the function of fault injection. It

also needs peripheral environment if we want to test the software running on the

emulator. Some researchers have provided a real-time test script for automated test

equipment [1]. They use the test script to drive the simulation test model and put

forward a method to simulate the peripheral environment through ICD (interface

control data) documents. But its focus is just on the design of the test script, not the

establishment of the simulation models, and like most of the other simulation

environment for embedded system, their application object isn’t suitable to a

simulation system [2]. So we also need to explore a method of simulation

modelling.

The establishment of simulation model needs the analysis for the specific

requirement. So the extensibility of the model is a question that worth considering.

Domain-specific languages are designed for domain requirement, which abstract

from domain entitles and operations [3]. Establishing the simulation environment

through domain-specific languages can make the model have better extensibility in

this domain and promote its application values. Otherwise, the DSL could make it

easy for the professionals in this domain to set up simulation models.

Ruby is an object-oriented dynamic programming language, with simple and

beautiful syntax. Ruby has a powerful meta-programming capability. It can support

dynamic method, introspection, code block, etc., which can make Ruby suitable to

design a DSL as mother language [4, 5].

The rest of this paper is organized as follows. Section 138.2 gives a design

method of database and simulation model. The implementation of the simulator

consists of database; simulation models are described in Sect. 138.3. Section 138.4

shows a preliminary experiment, and Sect. 138.5 concludes this paper and our

future work.

138.2 Design Requirement of the Peripheral Environment

Simulation

The peripheral environment simulation is mainly based on the ICD and the software

requirement specifications, so that this simulation environment does not support the

data processing ability just like in the real environment. It just provides necessary

incentive information and the response data according to the requirements of the

real operation. So we can conclude that the most important two elements to build

peripheral simulation environment are the following:

1. Database: provides the necessary control and data information

2. Simulation model: helps to realize the basic functions and running process

The rest of this paper will give the detail method for database and simulation

model.

1218 M. Zhang et al.



138.2.1 Design Method for Data File

The establishment of the database is mainly based on the ICD document. In the ICD

document, it provides the whole data which is used in the real running process, with

the specification of the data format, size, type, and so on.

Now, through the analysis of the ICD document, there are two methods to build

the database.

First, if all of the data has the feature of clear rules, simple structure, and single

type, we can adopt the method of mathematical simulation and get the required data

through some programmed algorithm. This method can help us to simplify the

process of data processing.

Second, when the data doesn’t have obvious characteristics as in the first

condition, we can store the data which is needed to the test in the form of data

files. In this process, we need to design a storage format according to the actual

needs. For example, the message type, the subtype, the size, the corresponding
model, and the data subject are useful to identify the uniqueness of the data in the

database. We can also combine with the first method to simplify the data structure.

The implementation of the data files may be diverse. We can store them in a

database like Oracle, MySQL, SQLite, or store them as the CSV format, or even in

an array or Hash.

138.2.2 Design Method for Domain Meta-Model

Meta-model is a kind of model which has a higher abstraction degree and has the

characteristics and commonalities of the general models. The relationship between

meta-model and general model is similar to the relationship between class and

object in the programming language.

The general theory of DSL shows that domain modelling is the first step to

design a DSL [6]. In our condition, we can abstract the running process to be some

small models which could present a specific task in the process. And these small

models are the instances of a meta-model which has a higher abstract level. So the

meta-model could be the basis of our DSL designed in the future.

To design the domain meta-model for peripheral environment, we parse the

running process through the software requirements specification and the ICD

documents and make the running process be some discrete events. All these discrete

events were driven by their corresponding models, which could have their attributes

and operation method. We can conclude the meta-model from the abstraction of

these models. The detail process of domain modelling is shown in Fig. 138.1.
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138.3 Implementation of the Simulation Model with Ruby

Figure 138.2 shows our framework of the simulator; now we have 3 main parts in

the peripheral environment simulator, Ruby interpreter, simulation models, and

data transceiver. The simulator obtains the data from the database and, driven by the

test script, finally sends the data to the SUT through pipe file.

138.3.1 Model Structure

In our simulation meta-model, we have designed four attributes: name, state, type,
and subtype. The details for each attribute are showed in Table 138.1. These four

attributes will be initialized in the process of the model instantiation.

Then we designed some basic method for the meta-model according to the

requirement of the simulation:

1. Data transmission method: open or create a pipe file, send or receive data

through the pipe file.

2. Data match method: obtain the data which is matched to the model attribute

according to the initialized model.

3. Data modification method: according to different data type and structure, using

different algorithms to modify the original data.

ICD documents and
so�ware requirement specifica�on

Running process

events 1 events nevents 2

Meta-Model

a�ributes

Opera�on 
method

abstract

parse

Discrete events 
driven by models

Fig. 138.1 Domain

modelling process for

peripheral environment

simulation

1220 M. Zhang et al.



138.3.2 Data Structure and Processing

In this section, we conclude the standard data format from the ICD document. Most

of the data we need to process are the BIT information and some other control

command (Fig. 138.3).

There are no commonalities between these data in addition to follow the above

data structure. The data length may range from 3 to 700 bytes. Especially in the BIT

answer data, it contains a lot of subtypes (Table 138.2).

From the above analysis, it’s impossible to design an algorithm to generate data

automatically or store all kinds of data in detail. So, we have only stored the

necessary control information and the normal data of each type of the BIT infor-

mation. And these data are stored together with their data ID and data type, which

may be important parameters in the process of data matching and processing.

The process of the data matching and processing is mainly based on the data ID,

subtypes, and their length. Figure 138.4 shows a flow diagram of the data

processing.

Peripheral EnvironmentSimulator

Interface Control 
Document

Database

Ruby Interpreter

Simula�on Model

execute

Test Script

load

process
Data Transceiver

System under Tsetpipe file

Fig. 138.2 Main framework of the peripheral environment simulator

Table 138.1 The main attributes in the meta-model

Attribute name Description Note

Name Define the name of this model Specific by keywords

State Define the state of this model Only to be “normal”

or “fault”

Type Define the type of data

in this model

Subtype Branch of the data type This is an optional attribute
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From the data structure, we can know that the low 16 bits of every data present

the data ID and data length. So we can make bit operation to the high data bits of the

original data, for example:

1. Control command of 3 bytes: final_data ¼ original_data | 0x010000

2. BIT information of 8 bytes: final_data ¼ original_data | 0xFFFFFFF000000000

Then, the final data would be sent to the SUT through the data transceiver

method.

Data ID Data Length Data Details
Fig. 138.3 Format

of the data information

Table 138.2 Data information

Data ID Data label Description Size (bytes)

0x01 BitAnsProc BIT response 8–14

0x02 InfoReq Request for information 3

0x1D CanRtr CAN node status 5

0x41 SysSw Master–slave switch command 3

0x42 BitReq BIT request 3

0x43 MSListAll Module state synchronization 724

0x49 FunListAll Function state synchronization 154

0x5A MSListAck Ack for module state update 3

Setup models

0x01

Subtype

0x02 0x5A

Data Type

Extract 
Data

Subtype

Extract 
Data

Subtype

Extract 
Data

Model state

Pares the data 
length

false

Bit opera�on

normal

Original 
data

Final data

Start 

End 

Fig. 138.4 Flow diagram of data processing
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138.4 Experiments and Analysis

In our current experimental situation, we make a simple data receiver for the test.

This data receiver will create a new pipe file at the run time and will always be

monitoring this pipe file.

In this experiment, we set up two models through the meta-model: (“SysSw,”

“normal,” “0x41”) and (“BITAnsProc,” “fault,” “0x01,” “ZHXD1_M_JK1”). The

first model presents a control model, which would send a normal excitation signal

for the software under test. The second model presents BIT response model; it could

send a fault BIT information of the subtype named “ZHXD1_M_JK1” to the SUT.

The result of this experiment shows in Fig. 138.5.

From the running result, we can see that the “SysSw” model sends a normal

control command “0x000341” to the data receiver. And the “BITAnsProc” model

sends a fault BIT information “0xffffffffffffffffff0000320e01” of a subtype named

“ZHXD1_M_JK1.” The data receiver has received the control command and the

BIT information.

We can conclude that our simulation tool has the following advantages com-

pared with other simulation tools:

1. This is a full virtualized peripheral environment simulation tool; it could be an

effective test method for this equipment which is difficult and high cost to be

tested.

2. This simulation tool is designed for another virtual platform which can run an

OS and their software; we haven’t found a similar tool that can realize peripheral

environment simulation functions for virtual platforms.

3. Our design is supported by DSL design ideal, which makes the communication

between the programmer and domain experts, and this test script could be very

easy to understand and write for the domain experts.

4. We have proposed the modelling and simulation method for peripheral environ-

ment, and our target system is mainly avionics systems. The meta-model is

designed through the standard ICD documents in the avionics systems. We can

Fig. 138.5 The experiment result
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change the meta-models or the model attributes easily through this method and

make it suitable for other models and systems. So this tool has a good generality

for avionics systems or other systems.

138.5 Conclusion and Further Work

In this paper, we summarized the current methods of running environment simula-

tion and then we proposed a domain modelling method for peripheral environment

simulation through ICD document and software requirement specification. The

modelling and simulation methods have a good generality for the avionics systems

and other systems. After all, we setup a small simulator with a data source and some

models through this method. The feasible was confirmed in a small experiment.

In the future, we still have to optimize the model structure, and add more

functions according to the actual requirement, make our simulator have the ability

to send and receive data at the same time, and in the last communicate with the

QEMU simulator.
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Chapter 139

Probability Model for Information

Dissemination on Complex Networks

Juan Li and Xueguang Zhou

Abstract In order to analyze the regulation of information dissemination on the

complex network, SIR probability model has been built to represent the peoples’

interaction during information dissemination on complex networks. By introducing

and computing the state transiting probabilities of the net nodes, we can effectively

analyze and update the nodes’ states at each step in information dissemination.

Accordingly, the evolution algorithm of information dissemination is designed and

realized by simulation. Simulation experiments of information dissemination on ER

network and BA network with different parameters reveal that the density of final

awareness will not be affected by the total of nodes, but increase progressively

following the increase of average degree until a certain value. Different degree

distributions can also be effect on the density of final awareness. SIR probability

model can accurately reflect the process of information dissemination on complex

networks. It can be used for the description and analysis of information dissemina-

tion on complex networks.

139.1 Introduction

How many persons will know the message during information dissemination in

the realistic society or Internet space? Which factors will influence or determine the

results of information dissemination? Whether the different network structure will

affect information dissemination? How will these factors affect information

dissemination? These are all that interest us for research on the information

dissemination on complex networks.
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The information dissemination is a typical evolvement process of complex

system [1]. To understand the information dissemination in the complex network

well, first we need a proper model to describe the people’s interaction during

information dissemination on complex networks. Basing on SIR (susceptible,

infective, recovered) model, this paper presents SIR probability model by intro-

ducing the state transiting probability of the net node. First, we can compute the

state transiting probabilities of all nodes in the complex network. Then we will

analyze and update the states in the next moment accordingly. Thus, we can

describe the process of information dissemination accurately.

Furthermore, to discover the regulation of information dissemination on the

complex networks, experiments of information dissemination on different networks

with different parameters are needed. In this paper, many emulation experiments

have been done for the information dissemination on ER network and BA network

with different parameters. Many parameters of the network can be effect on the

result of information dissemination. We have analyzed the total of nodes, average

degree, and topology of complex networks affecting the density of final awareness.

139.2 SIR Probability Model

139.2.1 The Basic SIR Model

SIR model [2] can be used for information dissemination. Here, “S” is the state for

who have not known the information yet. “I” is the state for who have known

the information and would transmit it. “R” is the state for who have known the

information but will not transmit it. Many persons including Sudbury, Zanette, and

Zonghua Liu had researched on this model. The dissemination rules they made can

be expressed with the following formula:

I ið Þ þ S
�
j
� ! I

�
i
�þ I

�
j
�

I ið Þ þ I
�
j
� ! R

�
i
�þ I

�
j
�

I ið Þ þ R
�
j
� ! R

�
i
�þ R

�
j
�

8<
: ð139:1Þ

Disseminator staying in “I” state would select a neighbor randomly to spread the

information. If his selection is in “S” state, this neighbor will obtain the information

and become a new disseminator. His state changes from “S” to “I”. Otherwise,

when the selection is in “I” or “R” state, the disseminator will lose the interest to

spread the news, he will change his state to “R,” and the neighbor he selected has no

change.

1226 J. Li and X. Zhou



139.2.2 State Changing Probability in SIR Model

The value kv is defined for the degree of the node v in the spreading network. It is

the scalar of his neighbors. kvS, kvI, and kvR are defined respectively for the scalar

of his “S,” “I,” and “R” state neighbors. By all appearances,

kvS þ kvI þ kvR ¼ kv ð139:2Þ

If v is a node in “I” state, we define pvI as the probability for node v to keep “I”

state and pvR as the probability for node v changing to “R” state next time. So,

according to dissemination rules of SIR model, we can calculate pvI and pvR:

pvI ¼
kvS
kv

ð139:3Þ

pvR ¼ 1� pvI ¼
kv � kvS

kv
ð139:4Þ

If u is a node in “S” state, we define puS as the probability for node u to keep “S”
state and puI as the probability for node u changing to “I” state next time. We can

calculate puS and puI with the following expressions:

puS ¼
Y
v¼I

pvR ¼
Y
v¼I

kv � kvS
kv

ð139:5Þ

puI ¼ 1� puS ¼ 1�
Y
v¼I

kv � kvS
kv

ð139:6Þ

In (139.5) and (139.6), v is the neighbor with “I” state of the node u.
In the information dissemination network, N is defined for the total of nodes as

well as the numbers of crowds. Ct is defined for the numbers of crowds who known

the information at t moment. Then, we can estimate it with the following

expression:

Ct ¼ N �
X
u¼S

puS ð139:7Þ

Here, u is the node with “S” state in t-1 moment.

Unitarily, ct is defined for the density of the known:

ct ¼ Ct

N
ð139:8Þ
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139.2.3 Evolving of SIR Probability Model

In the SIR model, three states are existing: “S,” “I,” and “R.” In the beginning, the

number of nodes with “I” state is C0. Others are in “S” state. None is in “R” state.

Node u is in “S” state. If there are some neighbors in “I” state, node uwill change its
state to “I” according to puI. The evolving algorithm is the following:

1. Initializing the states and information of all nodes in the complex network. There

into, C0 is the initialization of dissemination nodes. The initialization of time t is
0. The terminate time is set with T.

2. Calculating probability value pvI and pvR for each node v with “I” state and

calculating probability value puS and puI for each node u with “S” states.

3. Changing the next time state of the node v with “I” state to “R” according to pvR,
as well as changing the next time state of the node u with “S” state to “I”

according to puI.
4. t ¼ t + 1. If t ¼ T or there has no node in “I” state, it is end. Otherwise, go to the

step (2).

139.3 Emulation of SIR Probability Model

in Complex Network

SIR probability model and its evolvement algorithm are independent of the struc-

ture of network. However, information spreading in the network is nearly correla-

tive to the network topology [3]. No matter whether information spreads in social

network or internet, all these networks are typical complex networks. They have

complicated dynamics action. To study the effect of complex network structure on

information dissemination, in this paper, the two mature complex network models,

ER (Erdös–Rényi) stochastic network and BA (Barabási–Albert) scale-free net-

work, are selected for emulating and analyzing.

139.3.1 Creating of Complex Network

1. ER Model

The following is the algorithm for creating ER network:

(a). Creating a network only including N nodes. N is the total of nodes.

(b). For each pair of nodes, the edge is created following the probability value p.
p ¼ <k>/(N�1), <k> is the average degree of the nodes in the network.
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2. BA Model

Network like Internet, WWW, and so on, their degree distributions obey power

law. They have the characteristic of scale-free. BA network is a typical scale-free

network [4–6]. We can create BA network with the method of dynamic growth as

the following:

1. Creating the initial network including m0 nodes.

2. Adding new node v. m edges from the new node link to the existing nodes

according to preference rule. The node with great degree has more probability to

get new edge, i.e., 3. repeating 2. until the total of nodes is enough.

N is setting for total of nodes in network. <k> is setting for the average degree.

Then, we can set the initial network as a complete network with m0 (m0 ¼ <k>/2)

nodes. <k>/2 (m ¼ <k>/2) edges will be created for every new node. Accord-

ingly, we can create BA network with N nodes.

139.3.2 Experiment and Analysis

Setting the initial value C0 for density of known crowd, we can process the

evolvement of SIR probability model in ER network and BA network. We can

review the effects of various facts on information dissemination.

1. Total of Nodes Affecting Information Dissemination

Assuming only one node with “I” state in the first, emulation experiments have

been processed for <k> ¼ 20, N ¼ 100, 200, 300, 500, 700, 1,000. Through these

experiments, we can examine the effect degree of total of nodes on information

dissemination. To assure the correctness of the result, each experiment has been

done 100 times independently. The average of the results is shown in Fig. 139.1.

From Fig. 139.1, we can know that the total of nodes affects little on the density

of awareness at end.
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2. Average Degree Affecting Information Dissemination

Assuming only one node with “I” state in the first, emulation experiments have

been processed for N ¼ 500,<k> ¼ 12, 16, 20, 24, 28, 32, 36, 40, 50, 60. Through
these experiments, we can examine the effect degree of average degree on infor-

mation dissemination. To assure the correctness of the result, each experiment has

been done 100 times independently. The average of the results is shown in

Fig. 139.2.

From Fig. 139.2, we can know that density of awareness at end will increase to a

certain degree following augment of average degree. While <k> reaches about

36, the density of awareness will keep tranquilization.

3. Network Structure Affecting Information Dissemination

The structures of ER network and BA network are different. From Figs. 139.1

and 139.2, we can realize that the density of awareness end in BA network is always

less than that in ER network generally. To analyze the network structure affecting

information dissemination more, emulation experiments have been processed for

N ¼ 5,000, <k> ¼ 10, C0 ¼ 0.002. During the processes of information dissem-

ination in these two types of network, the totals of people in “R” state (who know

the information but will not transmit it) are changing as shown in Fig. 139.3.

From Fig. 139.3, we can find that increasing speed of peoples with “R” state is

rapid during the processes of information dissemination. Because there are more

nodes with great degree in scale-free network than in stochastic network, the

information is easy to be send to the nodes with great degree. When these nodes
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are in “I” or “R” state, the others will connect them with big probability and then

change themselves in “R” state. So, information dissemination ends more quickly

in BA network than in ER network. It leads that density of awareness at end in BA

network is less than in ER network. Figs. 139.1, 139.2, and 139.3 all show the

characteristic.

139.4 Conclusion

The paper uses probability method to develop the SIR model. We apply this

probability SIR model in the ER network and BA network to study the information

dissemination in complex networks. The results of emulation are same as the

theoretic existed. It indicates the validity of the model we created.
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Chapter 140

Verification of UML Sequence Diagrams

in Coq

Liang Dou, Lunjin Lu, Ying Zuo, and Zongyuan Yang

Abstract The UML is a semiformal modeling language which only has syntax and

static semantics precisely defined. The dynamic semantics for the UML is specified

neither formally nor algorithmically. When using UML at the design phrase, there

does not exist a systematic way that allows the model designer to specify its formal

semantics and automatically verify correctness properties of the described model.

The UML sequence diagrams are widely used to describe the behaviors of software.

Reasoning about properties of sequence diagrams at the analysis and design phrase

may reveal software faults before software implementation. We propose to use the

theorem proof assistant—Coq to verify syntax and semantics constrains of

sequence diagrams. The verification and proof process are useful for improving

the correctness of sequence diagrams and hence increases the software quality.

140.1 Introduction

In practical software engineering, the UML (Unified Modeling Language) has

become the de facto modeling language. The UML sequence diagrams [1] provide

a graphical notation to describe dynamic aspects of software during the design

phase and have been proven very useful for modeling system behavior in model-

based development.

However, the UML is a semiformal modeling language which only has syntax

and static semantics precisely defined. There should not be a systematic way that

allows the model designer to specify formal semantics for UML so that their
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behavior can be precisely and unambiguously understood, and safety-critical

properties of system specifications can be verified automatically. As a result, it is

highly desirable to use formal methods to analyze UMLmodels in the design phrase.

Coq [2] is an interactive theorem proof assistant based on the Calculus of

Inductive Constructions and widely used in program verification and theorem

proving. In this chapter, we explore the possibility of using Coq to formalize the

semantics of sequence diagram and verify the desired properties. The verification

and proof process will provide increased reliability guarantee in the design phrase,

thereby improving software quality and reducing development cost. In our solution,

the syntax of a sequence diagram is represented as inductive types and its

denotational semantic is represented as a recursive function in Coq. Based on

trace semantics, we could verify the syntax and semantics constraint on models.

The desired properties of the semantics can be stated as lemmas and the proof

ensures that the semantics satisfy their corresponding properties.

The chapter is organized as follows. In Sect. 140.2 the trace semantics of

sequence diagrams is introduced formally, together with a brief introduction to

Coq. In Sect. 140.3 we describe the representation for sequence diagrams in Coq.

We then describe how to verify the syntax and semantic restrictions and prove

desired properties in Coq in Sect. 140.4. Section 140.5 uses a case study to illustrate

our approach. Section 140.6 discusses the related work and we conclude in

Sect. 140.7. All the proofs and samples can be found at https://github.com/lisa-

dou/VerifySD.

140.2 Background

140.2.1 Abstract Syntax

Based on a previous work [4], we give the abstract syntax of sequence diagrams.

Name is a denumerable set of names. An event e in Evt has the following structure.
An event sending a message with signal S ∈ Name, transmitter T ∈ Name, and
receiver R ∈ Name is written as (!,S,T,R), and its corresponding receiving event is

written as (?,S,T,R). We abstract from details of guard conditions c in Cnd and

require that the collection of guard conditions is closed under classical logical

negation (Ø), conjunction (^), and disjunction (_) operations. Let τ represent

unobservable events. The abstract syntax for sequence diagrams in D is given

below:

D :¼ τ
��e��strict D1;D2ð Þ��alt c;D1;D2ð Þ��opt c;Dð Þ��par D1;D2ð Þ��seq D1;D2ð Þ��loop c;Dð Þ
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140.2.2 Semantics

Let∑ be an alphabet. ∑ * denotes the set of all strings over∑. The interleave of two
strings is the set of strings obtained by interleaving the two strings in all possible

ways. Let x, y ∈ ∑ and u, v ∈ ∑ *. We definite of the interleave operator k as

in [5]:

εkμ ¼ μkε ¼ μ

xμkyv ¼ xf g μkyvð Þ [ yf g xμkvð Þ

where • is the language concatenation operator and ε represents the empty string.

Let
L

be a binary operation on domain S. Then
L # defined below is a binary

operation on the power set φ(S) of S:

X�#Y ¼ x� y
��x∈X ^ y∈Y

� �

Semantic Domain. A sequence diagram is a partial specification of required and

prohibited behaviors of an application. Our work is concerned only with required

behaviors. The semantics of sequence diagram is trace based. A trace is a sequence

of tokens, each of which is either an event or a guard condition. The domains of

tokens and traces are respectively:

Tk ¼ Evt [ Cnd

Tr ¼ Tk�

An obligation may contain more than one trace. Once an obligation is chosen, all

traces in the obligation are required in that for each trace t in the obligation, there is
an interaction that produces t. The domain of the obligation Ob and the semantic

model Mo are respectively:

Ob ¼ o∈φ Trð Þf g

Mo ¼ m∈φ Obð Þf g

Semantic Function. The semantics of a sequence diagram D is denoted as 〚D〛
follows:

1. Unobservable and observable events:

〚τ〛 ¼ εf gf g

〚e〛 ¼ ef gf g
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2. Strict fragments:

〚strict D1;D2ð Þ〛 ¼ 〚D1〛�#〚D2〛

3. Alt fragments: Alt, opt, and loop fragments introduce guards to traces. Define

c ⊳ ε ¼ ε, c ⊳ σ ¼ σ where c ∈ Cnd and σ ∈ Tr such that σ 6¼ ε. Let c ⊳ #M
¼ {{c ⊳ σ|σ ∈ O}|O ∈ M}.We have:

〚alt c;D1;D2ð Þ〛 ¼ c⊳#〚D1〛
� � [ Øc⊳#〚D2〛

� �

4. Opt fragments: The semantics of opt fragments is obtained similarly:

〚opt c;Dð Þ〛 ¼ c⊳#〚D〛
� �[# εf gf g

5. Par fragments: Parallel interleaving produces a set of alternative obligations

from O1 and O2. Define

O1 * O2 ¼ O
��8σ1∈O1,8σ2∈O2 : ∃σ∈O: σ∈σ1kσ2ð Þ� �

:

The semantics of par(D1,D2) is defined:

〚par D1;D2ð Þ〛 ¼ [O1∈M1,O2∈M2,O1 * O2

6. Seq fragments: The interaction operator seq combines traces from component

sequence diagrams via weak sequencing. By t1
_t2 we denote the trace consisting

of t1 immediately followed by t2. By AΘt we denote the trace obtained from the

trace t by removing all elements that are not in the set of elements A. Let e � l
denote the set of events that may take place on the lifeline l; weak sequencing of
trace sets is defined as follows [6]:

s1 � s2 ¼ h∈H
��∃h1∈s1,∃h2∈s2 : 8l∈L, e � lΘh ¼ e � lΘh1_e � lΘh2

� �

The semantics of seq fragments is defined:

〚seq D1;D2ð Þ〛 ¼ t1 � t2
��t1∈〚D1〛 ^ t2∈〚D2〛

� �

7. Loop fragments: We use a natural number n to indicate the counter in the loop
fragment. The semantics of loop fragments is defined:

〚loop 0; c;Dð Þ〛 ¼ εf gf g
〚loop nþ 1, c,Dð Þ〛 ¼ c⊳#〚seq D; 〚loop n; c;Dð Þ〛ð Þ〛

1236 L. Dou et al.



Example Let m, n be signals, l1, l2 be lifelines, c be a condition, f1 ¼ (!,m,l1,l2),
f2 ¼ (?,m,l1,l2), f3 ¼ (!,n,l1,l2), and f4 ¼ (?,n,l1,l2). Put D1 ¼ strict( f1,f2) and D2 ¼
strict( f3,f4). Then we have:

〚D1〛 ¼ f 1f 2f gf g
〚D2〛 ¼ f 3f 4f gf g

〚strict D1;D2ð Þ〛 ¼ f 1f 2f 3f 4f gf g
〚alt c;D1;D2ð Þ〛 ¼ cf 1f 2f g, Øcf 3f 4f gf g

〚opt c;D1ð Þ〛 ¼ cf 1f 2f g, εf gf g
〚par D1;D2ð Þ〛 ¼ f 1f 2f 3f 4f g, f 1f 3f 2f 4f g, f 1f 3f 4f 2f g, f 3f 4f 1f 2f g, f 3f 1f 4f 2f g, f 3f 1f 2f 4f gf g

〚seq D1;D2ð Þ〛 ¼ f 1f 2f 3f 4f g, f 1f 3f 2f 4f gf g
〚loop 2; c;D1ð Þ〛 ¼ ccf 1f 2f 1f 2f g; ccf 1f 1f 2f 2f g; cf 1cf 2f 1f 2f g; cf 1cf 1f 2f 2f g; cf 1f 2cf 1f 2f gf g

140.3 Theorem Proof Assistant: Coq

Coq is an interactive theorem proof assistant [3]. All data is represented with

inductive data types in Coq. The Coq library contains elementary data types,

including natural numbers, strings, and lists, among others. They are “predefined”

types and equipped with many useful functions. As an example, Coq defines natural

numbers and list of (parametric) type A using the following inductive definitions:

Inductive nat: ¼| O: nat | S: nat -> nat.
Inductive list A: ¼
| nil: list A
| cons: A -> list A -> list A.

Here, O and S are the constructors of type nat. nil and cons are the constructors
of type list A for any type A. Type nat and list are inductive types, which means their

elements are obtained as finite combinations of the constructors. For example, there

is a number O (zero), and for every number n, there is another number S n (the

successor of n). So we could write number 3 as S (S (S O)). In Coq, the empty list is

denoted by nil while a::b is a notation for cons a b, so the list 1, 2, 3 can be written

as 1::2::3::nil. Inductive types are at the core of powerful programming and

reasoning techniques.

The keyword Definition is used to define new types, for example:

Definition pair string: Set: ¼ string * string
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The pair string is the type of pairs of strings. The * is the pair type constructor.

We can use the keyword Fixpoint to define well-founded recursion for inductive
types. For example:

Fixpoint fact (n: nat) {struct n}:¼ match n with
| 0 ¼> 1
| S p ¼> n * fact p
end.

The fact is a simple function that calculates a number’s factorial using recursion.

The struct n annotation states that it is structurally recursive on its n parameter, and

therefore guaranteed to terminate. The match with construct represents pattern-

matching on the shape of the inductive type and handle all possible cases.

The keyword Lemma can be used to signify proofs. Coq enters interactive

proving mode to assist us in building a proof. When proving properties of the

inductive type, we could do an induction on the structure of the type.

140.4 Formalize the Trace Semantics in Coq

In this section, we show how to formalize the trace semantics of sequence diagrams

in Coq. Due to space limitations, only important definitions and functions are

shown.

The first step is to map sequence diagrams to the formal semantic models. We

begin by defining the semantic model in Coq as follows:

Inductive kd :¼ | Send : kd | Receive : kd. (* Define the kind
of event *)
Definition sg :¼ string. (*Define the signal *)
Definition lf :¼ string. (*Define the lifeline *)
Definition evt :¼ kd * sg * lf * lf. (*Define the event *)
(*Define the syntax of condition *)
Inductive id :¼ Id : nat -> id.
Inductive cnd :¼ | Bvar : id -> cnd | Btrue : cnd | Bfalse : cnd
| Bnot : cnd -> cnd
| Band : cnd -> cnd -> cnd | Bor : cnd -> cnd -> cnd | Bimp : cnd
-> cnd -> cnd.
Inductive tk :¼ | ev : evt -> tk | cd : cnd -> tk. (* Inductive
type for token *)
Definition tr :¼ list tk. (* A trace is a list of tokens *)
Definition ob :¼ set tr. (* An obligation is a set of traces *)
Definition mo :¼ set ob. (* A model is a set of obligations *)
Definition state :¼ id -> bool. (* States associate values to
variables *)
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Then we define the sequence diagrams as an inductive type:

Inductive sd :¼ | Dtau : sd | De : evt -> sd | Dstrict : sd ->
sd -> sd
| Dopt : cnd -> sd -> sd | Dalt : cnd -> sd -> sd -> sd | Dpar :
sd -> sd -> sd
| DSeq : sd -> sd -> sd | Dloop : cnd -> nat -> sd -> sd.

We can now write the denotational functions for each inductive constructor of

the sequence diagram sd. Because the semantic model is the power set of obliga-

tions, and the obligation is the power set of traces, the denotational function needs

to compute on the three-tier model.

When defining the denotational functional for the par operator, the interleave

operator k fulfills the foundational computation. We implement the interleave

operator as a recursive function intlev:

Fixpoint intlev (t1 : tr) {struct t1}: tr -> set tr :¼match
t1 with
| nil ¼> fun t2 ¼> (t2 :: nil)
| x :: u ¼> fix aux (t2 : tr) {struct t2} : (set tr) :¼

match t2 with
| nil ¼> (t1 :: nil)
| y :: v ¼> set_union tr_dec (addEvtOb x (intlev u t2))
(addEvtOb y (aux v))
end
end.

Here the addEvtOb is a function that adds a particular event before each trace of
an obligation. The aux is a local recursive function.

When implementing the denotational function for the seq operator ,the ordering

of events on each lifelines and the ordering between transmission and receipt are all

preserved, while all other ordering of events are arbitrary. The following two

functions filter and isWeak are the most important ones:

Fixpoint filter (evs : set evt) (t : tr) {struct t} : tr :¼
match t with
|nil ¼> nil
|ev e :: tail ¼> if (evtMem e evs) then (ev e) :: (filter evs
tail) else (filter evs tail)
|cd c :: tail ¼> filter evs tail
end.
Fixpoint isWeak (st : state)(es : set evt)(h1 h2 t: tr)(ls :
set lf) : bool :¼match ls with
|nil ¼> true
|l :: tail ¼> (andb (beq_tr st (filter (projLf l es) t) ((fil-
ter (projLf l es) h1) ++
(filter (projLf l es) h2))) (isWek st es h1 h2 t tail))
end.
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The evtMem returns a Boolean value, checking whether an event belongs a set of

events. The filtering function filter is used to filter away elements from a trace,

corresponding to operator Θ. The function projLf is corresponding to operator e · l
while the isWeak checks weather trace t is a member of weak sequencing of trace h1
and h2.

Finally, the denotational semantics is presented as a recursive function interp
that associates a sequence diagram to the semantic model mo in the state st. We use

the corresponding function to match the shape of the sequence diagram d for each

case. The interp works as an interpreter, which can evaluate a sequence diagram in

a known environment:

Fixpoint interp (st : state)(d : sd){struct d}: mo :¼ match
d with
| Dtau¼> ((nil) :: nil) :: nil | De e¼> ((ev e :: nil) :: nil)
:: nil
| Dstrict d1 d2 ¼> strMo (interp st d1) (interp st d2)
| Dopt c d ¼> optMo st c (interp st d)
| Dalt c d1 d2 ¼> altMo st c (interp st d1) (interp st d2)
| Dpar d1 d2 ¼> parMo (interp st d1) (interp st d2)
| DSeq d1 d2 ¼> seqMo st (getEvts (DSeq d1 d2))(getLfs (DSeq
d1 d2))(interp st d1) (interp st d2)
| Dloop c n d ¼> loopMo st c n (interp st d)
end.

140.5 Verification of Sequence Diagrams

Based on the trace semantics presented in previous section, we could impose some

restrictions on the syntactically correct sequence diagrams and verify them directly

in Coq. As an example, if both the transmitter and the receiver lifelines of a signal

are present in a diagram, then the corresponding receive event of any transmit event

must be in the diagram, and vice versa. The function checkEvt in Coq is used to

check whether an event e satisfies this restriction:

Definition chkEvt (d : sd)(e : evt) :¼
if (andb (set_mem lf_dec (getTrLf e) (getLfs d)) (set_mem
lf_dec (getReLf e) (getLfs d))) then set_mem evt_dec
(revEvt e) (getEvts d) else true.

Here, the function getTrLf and getReLf are used to get the lifeline of transmitter

and receiver from event, respectively. The function revEvt is used to get the

corresponding receive event of a transmit event or the transmit event of a receive

event.

Furthermore, we could verify the semantic constraint on traces. As an example,

regarding all traces, if at a point in a trace we have a receive event of a signal, then
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up to that point we must have had at least as many transmits of that message as

receives. We write the following function chkTr to check whether trace t1 satisfies

this restriction, in which the countKd is used to count the number of kind k in trace t:

Fixpoint chkTr (t1 : tr) : bool :¼match t1 with
|nil ¼> true
|ev (?, s, t, r) :: tail ¼> if (ble_nat (countKd Receive
(filter ((!,s,t,r)::(?,s,t,r)::nil) t1))
(countKd Send (filter ((!,s,t,r)::(?,s,t,r)::nil) t1)))
then chkTr tail else false
|_ :: tail ¼> chkTr tail
end.

Finally, the denotation function interp can also be used to prove properties of the
semantics. For example:

Lemma eventNil : forall (st : state)(d : sd), getEvts d ¼
nil-> interp st d ¼(nil::nil)::nil.

Our definition of sequence diagrams as an inductive type enables the proof of

this lemma to be straightforward. The proof of this lemma is a simple induction on

the structure of d and use of the inversion tactic of Coq for each case.

140.6 Case Study

Figure 140.1 shows a UML sequence diagram LoginDiag that describes a common

login interaction. A client sends its id and password to the server and gets a login

reply (loginsucc or loginfail). If the client successfully login, it can send a command

to the server. The diagram LoginDiag can be transformed to Coq representations as

follows:

Definition LoginDiag :¼ Dstrict (Dstrict (Dstrict (De sid)(De rid)) (Dstrict

(De spwd)(De rpwd))) (Dalt (Bvar flag1) (Dstrict (Dstrict (De sloginsucc)

(De rloginsucc)) (Dopt (Bvar flag2) (Dstrict (De scmd) (De rcmd)))) (Dstrict

(De sloginfail) (De rloginfail))).

By executing the denotational function interp mentioned before, Coq prints the

computation result which is the right interactive traces between object: ((sid::rid::
spwd::rpwd::flag1::sloginsucc::rloginsucc::flag2::scmd::rcmd::nil)::(sid::rid::
spwd::rpwd::(notflag1)::sloginfail::rloginfail::nil)::nil)::((sid::rid::spwd::rpwd::
flag1::sloginsucc::rloginsucc)::(sid::rid::spwd::rpwd::(notflag1)::sloginfail::
rloginfail::nil)::nil)::nil.
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Moreover, we could verify the syntax and semantic constraint by executing the

verification functions in Coq. For example, when executing Compute checkSd
(LoginDiag), Coq returns true, which represents all the interactive traces from the

diagram meet the restriction of chkTr defined before.

140.7 Related Work

The researchers survey the representative formal semantics proposed for UML

sequence diagrams [7, 8]. However, the existing approaches mainly focus on

getting a formal representation of sequence diagrams. The area is lack of a

systematic methodology to analyze and verify the important properties.

The sequence diagrams have been translated to existing formalisms. The

researchers use the formal specification language Z to present the semantics of

sequence diagrams, well-formed rules, and consistent constraints and demonstrate

that the work supports the validation [9]. The ASM semantic model for sequence

diagram is proposed to describe the model’s characteristics and improve the testing

process of large systems [10]. A sequence diagram has been translated to a Petri net

[11, 12]. These approaches can take advantage of the existing well-established tools

to reason after translation. However, unlike the approach presented here, these

techniques are not intuitive, and the interactive traces between objects are not clear.

There has been some work on formalize UML using a higher-order proof

assistant. The HOL-OCL system is an interactive proof environment for UML

Client Server

LoginDiag

strict sid rid

spwd rpwd

alt

rloginsucc sloginsucc

scmd rcmd
opt [flag2]

strict

[flag1]

sloginfailrloginfail

Fig. 140.1 An example

of UML sequence diagram
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(mainly focus on the class diagrams) and OCL specifications, supporting

object-oriented modeling and reasoning [13]. A corrected version for the UML

2.3 metamodel relating to state machine is provided with the help of the Coq [14].

In contrast to these approaches, here we apply Coq to support model-based devel-

opment by offering the capability of analyzing the relations on models or

specifications.

140.8 Conclusion and Future Work

We propose to use the theorem proof assistant—Coq to formalize the syntax and

semantics of UML sequence diagrams and verify the syntax and semantics con-

straint on models. The desired properties can be stated as lemmas and the proof of

the lemma ensures that the semantics satisfy their corresponding properties. The

semantics is well constructed and takes into account the most popular combined

fragments. This work will provide increased reliability guarantee for the future

design and implementation in model-based development. A tool which can trans-

form sequence diagram models into the Coq representations has been developed.

In the future, we will extend the syntax and semantics to cover a larger subset of

UML sequence diagrams. Another topic is to conduct and evaluate larger case

studies.
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Chapter 141

Quantitative Verification of the Bounded

Retransmission Protocol

Xu Guo, Ming Xu, and Zongyuan Yang

Abstract In order to verify the reliability of the bounded retransmission protocol,

probabilistic model checking technology is used in this paper. The integer seman-

tics approach is introduced, which allows working directly at the level of the

original probabilistic timed automaton (PTA). In such a method, clocks are viewed

as counters storing nonnegative integer values, which increase as time passes. The

PTA modeling the system can then be seen as a discrete-time Markov chain. Based

on this fact, the protocol is modeled directly with DTMC. Properties are described

in probabilistic computation tree logic. By making an analysis of the quantitative

properties of the protocol, a threshold is obtained. Experimental result shows that

no matter how many chunks to be transmitted, if the maximum retransmitted time is

greater than or equal to 3, the protocol can be considered reliable. Method in this

paper can not only verify the correctness of a system but also make analysis of

nonfunctional indices of a system such as reliability or performance.

141.1 Introduction

The bounded retransmission protocol (BRP) is a data link layer protocol. It has been

designed to transmit messages which are divided into small frames over unreliable

channels. The protocol does not rely on fairness of data transmission channels, i.e.,

repeated transmission of a frame does not guarantee its eventual arrival. The

number of retransmission attempts is also limited. So the pressure for reliability

of the protocol involved poses an important challenge to verification techniques.
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This paper applies probabilistic model checking techniques to the quantitative

verification of the protocol. Following D’Argenio’s work [1, 2], we model the

protocol in the framework of discrete-time Markov chain (DTMC) and then use

PRISM [3, 4], a probabilistic model checking tool, to analyze the resulting model of

the BRP. We establish quantitative properties of the protocol in order to verify its

reliability, such as the minimal correctness of the protocol and the minimum

number of retransmissions that satisfies our probabilistic requirements.

Related work. D’Argenio investigates what extent real-time aspects are impor-

tant to guarantee the protocol correctness by using model checker SPIN and

UPPAAL [2]. Ravn uses labeled transition systems to specify behavior of BRP

and compositional reachability of the protocol based on its software architecture

[5]. Forejt presents a framework for analyzing multiple quantitative objectives of

system that exhibit both nondeterministic and stochastic behavior [6]. Kwiatkowska

captures some quantitative properties of zero-conf protocol using probabilistic

computation tree logic (PCTL) [7].

Organization of the paper. After a brief description of the BRP and related model

technology (Sect. 141.2), the paper proceeds by giving the modeling of BRP in the

framework of DTMC (Sect. 141.3). In the rest of the paper (Sects. 141.4 and 141.5),

we present the PRISM tool dedicated to the model checking of probabilistic

systems with a brief description of its theoretical framework and the results of

experiments.

141.2 Preliminaries

141.2.1 Sketch of the Protocol

The protocol control procedures will be described by means of a sender S, a

receiver R, and two lossy communication channels K and L. The sender sends

elements of a file one by one over K to the receiver. After sending the frame, the

sender waits for an acknowledgement or for a timeout. In case of acknowledge-

ment, if it corresponds to the last chunk, the sending client is informed of correct

transmission (signal OK); otherwise the next element of the file is sent. If a timeout

occurs, the frame is resent, or the transmission of the file is broken off.

The receiver waits for a frame to arrive. This frame is delivered at the receiving

client informing whether it is the first (FST), an intermediate (INC), or the last one

(OK). Afterwards, an acknowledgement is sent over L to the sender. Then the

receiver simply waits for more frames to arrive.
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141.2.2 Basic Models

We introduce two basic models that will be used later in the paper.

Definition 1. A discrete-time Markov chain (DTMC) is a tuple D ¼ (S, s, P, L)

where S is a finite set of states, s is the initial state, and P:S�S![0,1] is the

transition probability matrix; this gives the probability P(s; s’) that a transition

will take place from state s to state s’. And L : S !2AP is function labeling states

with atomic propositions.

Classically, analysis of DTMCs often focuses on transient or steady-state behav-

ior, i.e., the probability of being in each state of the chain at a particular instant in

time or in the long run, respectively. Probabilistic model checking adds to this the

ability to reason about path-based properties, which can be used to specify con-

straints on the probability that certain desired behaviors are observed. Properties are

then expressed using temporal logic. For DTMCs, specifications can be written in

PCTL, a probabilistic extension of the temporal logic CTL [7].

Definition 2. The syntax of PCTL is given by

Φ::¼ true|a |Φ^Φ|ØΦ|P~p[Ψ]
Ψ::¼XΦ|Φ[�kΦ|Φ[Φ

where a is an atomic proposition, p∈{0,1} is a probability bound, ~∈{<,>,�,�},

k∈N.

The key operator in PCTL is P~p [Φ] which means that the probability of a path

formula Φ being true in a state satisfies the bound ~ p.

141.2.3 Probabilistic Model Checking and PRISM

Probabilistic model checking is based on the construction of a probabilistic model

from a precise, high-level description of a system’s behavior. The model is then

analyzed against one or more formally specified quantitative properties, usually

expressed in temporal logic. These properties not only contain the correctness of the

system but also a wide range of indices such as reliability or performance [8].

PRISM is a probabilistic model checker which provides support for analysis of

DTMC and performs verification of PCTL formulae for DTMC.

141.3 Modeling

We focus on a restricted set of reachable properties. For verifying probabilistic

reachable properties, we must derive an equivalent finite-state (probabilistic) sys-

tem. In the non-probabilistic framework, possible methods of reduction are region
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equivalence [9], forward exploration [10], and integer semantics [11]. These

methods have been extended to the probabilistic framework. The first two methods

require in practice the preliminary construction of an abstraction of the original

probabilistic timed automaton [3]. For the sake of simplicity, we choose the third

approach (integer semantics), which allows us to work directly at the level of the

original probabilistic timed automaton. In such a method, clocks are viewed as

counters storing nonnegative integer values, which increase as time passes. The

PTA modeling the system can then be seen as a finite-state DTMC.

The model of the BRP protocol consists of four components operating in

parallel, namely, sender, receiver, channel K, and channel L (see Fig. 141.1).

141.3.1 Sender

The sender S (see Fig. 141.2) has three system variables: ab∈{0,1}, indicating the

alternating bit that accompanies the next chunk to be sent; i,0�i�n, indicating the

subscript of the chunk currently being processed by S; and rc, 0�rc�MAX,

indicating the number of attempts undertaken by S to transmit a certain chunk.

On receipt of a new file, S sets i to 1. Going from state n_frame to wait_ack,

chunk di is transmitted with corresponding information and rc is reset. In state

wait_ack, there are several probabilities: in case the maximum number of

retransmissions has been reached, S moves to an error state while resetting x and

emitting an DK or NOK indication depending on whether di is the last chunk or not.

Fig. 141.1 Schematic

view of the BRP

Fig. 141.2 Model

of sender
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If rc<MAX, either an ACK is received and S moves to the success state while

alternating ab or a retransmission is initiated. If the last chunk has been acknowl-

edged, S moves from state success to state idle indicating the successful transmis-

sion of the file.

141.3.2 Receiver

The receiver R (see Fig. 141.3) has one system variable: e_ab ∈ {0,1} indicating

the alternating bit. In the state new_file, R is waiting for the first chunk of the new

file to arrive. On receiving the chunk, e_ab is set to the just received alternating bit

and R enters the state frame_received. If e_ab agrees with the just received

alternating bit (which, due to the former assignment to ab, is always the case for

the first chunk), then an ACK is sent via A and e_ab is toggled. R is now in the state

idle and waits for the next frame to arrive. It moves to the states frame_received if

such a frame arrives in time. And the above described procedure repeats. If timeouts

occur, in case R has not just received the last chunk of a file, then an indication

NOK is sent, and in case R has just received the last chunk, no failure is reported.

141.3.3 Channels

The channels K and L are lossy channels. In this model we assume that a frame is

lost with probability 0.02, and acknowledgement is lost with probability 0.01.

Fig. 141.3 Model

of receiver
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141.4 Experiments

The experiment we perform is to try to find the minimum number of

retransmissions that satisfies our probabilistic requirements for these properties

when the transmitted file length N is an input parameter.

Properties 1–3 are concerned with transmissions that the sender does not con-

sider successful, while property 4 considers an attempt for transmission with no

reaction at the receiver side. The four main properties we have verified are as

follows:

Property 1 represents the sender does not report a successful transmission. This

is written (in PCTL): P¼? [true U s¼4].

Figure 141.4 shows the probability that satisfies property 1 for different values of

the transmitted file length (N) and the maximal retransmission times (MAX). The

value of parameter N equals to 16, 32, 48, 64 and that of MAX equals to 2, 3, 4, 5,

respectively. When MAX is greater than or equal to 3, no matter how many chunks

to be transmitted, a failed transmission is rather slim, for the probability is less than

0.00025. When MAX is 2, as N increases, the probability of a failed transmission

increases fast. So if MAX is greater or equal to 3, we can consider that the

transmission is reliable.

Property 2 represents the sender that reports an uncertainty on the success of the

transmission. The property written in PCTL is P¼? [true U s¼4 & srep¼2].

Figure 141.5 shows the probability that satisfies property 2 for different values of

N and MAX. When MAX is greater than or equal to 3, we can ignore this

phenomenon that the sender receives a DK instead of OK acknowledgement after

a success transmission for the probability nearly equals to 0. So if MAX is greater

than or equal to 3, we can consider that the transmission is reliable.

Property 3 represents the sender that reports a certain unsuccessful transmission

after transmitting half a file.Written in PCTL is P¼? [trueU s¼4& srep¼1& i>N/2].

Fig. 141.4 PRISM

measurement for property 1

Fig. 141.5 PRISM

measurement for property 2
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Property 4 represents the receiver does not receive any chunk of a file. Written in

PCTL is P¼? [true U !(srep¼0) & !recv].

From the result, we can see that if the value of MAX is greater than or equal to

3, the probability of the sender reports a certain unsuccessful transmission after

transmitting half a file is less than 0.00025. And the probability that the receiver

does not receive any chunk of a file is less than 0.00001. Due to space constraints,

experiment results of properties 3 and 4 are emitted.

So we can conclude that the protocol is reliable no matter how many chunks to

be transmitted; if we set a proper value of maximal retransmission time, the

threshold is 3.

141.5 Conclusion

In this paper, we applied probabilistic model checking technology to the verifica-

tion of quantitative properties of BRP.

A crucial problem in our work is the assumption of 0 delay in the transmission

channels K and L. This reduces the size of region space significantly. As a result of

these zero delays, the receiver may detect a transmission failure, while the sender

has not aborted the transmission.

Our work provides a fully automatic verification of the parameterized version of

the BRP. With transmitted file length N and the maximal retransmission counter

MAX as parameters, PRISM can measure the properties. We can extend the

reachable properties of the protocol with probability. Such properties are expressed

in terms of a probability bound, for example, the property the sender reports an

uncertainty on the success of the transmission can be expressed as a probability

bound.

Future work can address the application of PCTL* to describe the properties of

one model. As PCTL* subsumes PCTL and LTL, it is a more expressive logic.

Application of PRISM to model and analysis mobile ad hoc networks is underway.
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Chapter 142

A Cluster-Based and Range-Free

Multidimensional Scaling-MAP Localization

Scheme in WSN

Ke Xu, Yuhua Liu, Cui Xu, and Kaihua Xu

Abstract As using traditional MDS-MAP algorithm to locate nodes’ position in

irregular WSN leads to low positional accuracy, based on this fact, this chapter

presents an improved algorithm named MDS-MAP(C, RF). The algorithm can

effectively divide a WSN into several clusters, and each cluster locates all nodes’

position in it and forms a local position map. After all clusters get local position

maps, the algorithm merges all the local position maps together using the informa-

tion of inter-cluster nodes. Simulations demonstrate the proposed algorithm yields

smaller accuracy error in irregular WSN.

142.1 Introduction

A sensor network is composed of a large number of sensor nodes, which are densely

deployed either inside the phenomenon or very close to it. The goal of a sensor

network is to perceive, collect, and process the information of specific objects and

send the information to observers [1]. The localization refers to computing all

nodes’ position based on a few nodes’ position information in a sensor network.

Localization plays a key role within the application of WSN. Localization is a hot

research topic [2–4]. Localization techniques can be classified in a different way

[4]. MDS-MAP algorithm is first proposed in the year of 2003 [5]; the noted

advantage of MDS-MAP is that with a few anchor node information, it can compute
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the position of each node, and its localization accuracy is higher than most known

localization technology. The main disadvantage of MDS-MAP is that it does not

work well in irregular sensor networks, and the position error is high.

This chapter proposes the MDS-MAP(C, RF) algorithm. The core idea is

dividing a given network into several clusters; each cluster computes its local

position map through MDS-MAP algorithm, respectively, then merges all the

local position maps together to get a global map.

142.2 MDS-MAP

142.2.1 MDS

MDS (Multidimensional Scaling) is a set of data analysis technology which can

transform the given data into geometry model, thus problems can be visually

solved. Torgerson had firstly given the terminology MDS based on the work of

Richardson and proposed the first MDS method [6].

142.2.2 Procedure of MDS-MAP

MDS-MAP consists of three steps [5]:

Step 1: Calculate the shortest distances between nodes in WSN. The time complex-

ity of this step is O(n3), where n is the number of nodes.

Step 2: Calculate the first r maximum eigenvalues of r-dimensional space to

construct the relative location map of nodes. The time complexity of this step

is O(n3), where n is the number of nodes.

Step 3: Based on the location information of anchor nodes (it needs at least r + 1

nodes in r-dimensional space), the algorithm transforms the relative location

map to absolute location map. The time complexity of this step is O(m3), where

m is the number of anchor nodes.

142.3 Improved MDS-MAP

Traditional MDS-MAP could not work well in irregular WSN because the location

error is quite large.

The procedure of MDS-MAP(C, RF) is shown below:

Step 1: Divide a wireless sensor network into several clusters; the method of

dividing the cluster is k-hop clustering.

1254 K. Xu et al.



Step 2: Use traditional MDS-MAP algorithm to build the location map of each

cluster which is produced in step 1.

Step 3: Merge the location map of each cluster together to form a global

location map.

142.3.1 Clustering

142.3.1.1 Selection of Cluster Heads

At the initial stage, all sensor nodes are randomly placed in a large sensor field and

broadcast Hello messages. Then each node discovers its node degree (the number of

nodes it can reach by one hop), the IDs of all neighboring nodes, and distances to

these neighboring nodes. A node with the lowest ID becomes an initiator of cluster

generation step and starts a timer T1(i); formula (142.1) is the computation of T1(i):

T1 ið Þ ¼ αdegmax 0, 1� deg ið Þ
θdeg ið Þ

� �
þ tBCD ð142:1Þ

where tBCD is a small broadcasting random delay, deg(i) is the connectivity degree

of node i, θdeg(i) denotes the largest degree of neighbor nodes, and αdeg is a weight
factor for the degree.

The initiator, node i, becomes a cluster head node when T1(i) is time out; name

the cluster as Cluster-i. However, if it receives a cluster head declaration message

from other nodes before T1(i) expires, the node will stop the timer and become a

member of the cluster.

The cluster head floods declaration messages to nodes within 2k hops. Any node

within k hops to Cluster-i head nodes becomes a member of Cluster-i; any node

located between (k + 1) hops and 2k hops to node i becomes a candidate of a new

cluster head node. Each candidate starts a timer T2( j) (j is the candidate node’s ID):

T2 jð Þ2 ¼ αdegmax 0, 1� deg jð Þ
θdeg jð Þ

� �
þ αdist 1� chdist jð Þ

2k

� �
þ tBCD ð142:2Þ

where αdist is a weight factor for the distance and chdist( j) denotes the number

of hops between current node i and the cluster head node(k + 1 � chdist( j) � 2k).

A node with an expired timer T2( j) becomes a new cluster head node and floods

cluster head declaration messages declare-j, continuing the cluster generation

process. Using random delay values tBCD prevents a broadcast storm happen.

Figures 142.1 and 142.2 give an example of k-hop clustering (k ¼ 2).

In Fig. 142.2, nodes 2, 3, 4, 5, 8, 12, and 13 are members of Cluster ¼ 1 (node

1 is its cluster head). Nodes 5, 6, 7, 9, 10, 11, 13, 14, 15, and 16 are members of

Cluster-11, where node 11 is its cluster head.
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142.3.1.2 Inter-cluster Nodes

There exists a special kind of nodes between two adjacent clusters: they receive

more than one declares messages. As shown in Fig. 142.2, nodes 4, 12, 13, 5, and

16 receive declare from Cluster-1 and Cluster-11. These nodes are called inter-

cluster candidate nodes. Nodes 4, 12, and 13 are inter-cluster candidate nodes of

Cluster-1, and nodes 5 and 16 are inter-cluster candidate nodes of Cluster-11,

respectively. Each cluster head node randomly selects one of the inter-cluster

candidate nodes as an inter-cluster node to the neighboring clusters. These nodes

will be used in the phase of merging local map together to construct a global map.

As shown in Fig. 142.2, nodes 5, 13, and 16 are the inter-cluster nodes of Cluster-1

and Cluster-11.

Fig. 142.1 Selection of

cluster heads

Fig. 142.2 Result of k-hop

clustering
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142.3.2 Building Cluster Location Map

The step of this process is shown below:

Step 1: After k-hop clustering is completed, each cluster head node calculates

distance based on RSSI and the IDs of neighboring nodes [7]. Using the distance

information which is expressed in a distance matrix and the shortest path

algorithm, Dijkstra or Floyd, the cluster head node constructs a shortest distance

matrix D.

Step 2: Using this shortest distance matrix D, the MDS-MAP algorithm produces a

relative location map within the cluster.

Step 3: Refine cluster location map.

Step 1 and step 2 are clearly described [8]. This chapter only gives the detail of

step 3.

Define NB(i) as a set of nodes in Cluster-i; the cluster head node is node i,

vr, vs ∈ NB(i), vr(ID) � vs(ID), and ε(> 0) is a threshold which has a small value

for the purpose of high accuracy. The process of refinement is illustrated below:

1. Define X
!
ir ¼ xr1; xr2; . . . ; xrmð Þ to indicate row vector of node r within Cluster-i

in m-dimensional space; set any values to nodes’ initial coordinates in Cluster-i.

2. Calculate Euclidean distance between nodes by formula (142.3):

drs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X
!
r � X

!
s

� �
X
!
r � X

!
s

� �T
r

,Vr IDð Þ � Vs IDð Þ ð142:3Þ

3. Use PAV technique to compute the difference d̂ rs of drs.
4. Compute Stress 1:

Stress1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
drs � d̂ rs

� �2
X

drs
2

vuut ð142:4Þ

If Stress1 < ε, end the process, and Xcluster�i ¼ X
!
i1; X

!
i2; � � �; X

!
in

h iT
is the

coordinate matrix of Cluster-i, else go to step 5.

5. Compute the new coordinate of each node using formula (5):

X
!

r
� ¼ X

!
r þ α

M � 1

X
Vs∈NB ið Þ

1� d̂ rs=drs
� �

X
!

s � X
!
r

� �
ð142:5Þ

where α is step factor and M depicts the number of NB(i).
6. Update X; go to step 2.
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142.3.3 Merging Cluster Location Map

If NB(i) \ NB( j) have more than three nodes, then using formula (6) can transform

the coordinates of nodes in Cluster-j to coordinate in Cluster-i:

Xcluster�i ¼ sR Xcluster�j

� �þ X0 ð142:6Þ

where s is zoom factor, R(�) depicts rotation transformation,X0 indicates translation

transformation; the technique of compute s, R(�), X0 is shown below.

SupposeScluster � i, Scluster � j are coordinatematrices of nodes ofNB(i) \ NB( j)
in Cluster-i and Cluster-j. The row vector of Scluster � i, Scluster � j is depicted

by S
!
cluster�i, i, S

!
cluster�j, i. Matrix D is the nodes’ coordinate matrix of NB

( j) � NB(i) \ NB( j) in Cluster-i, |NB(i) \ NB( j)| ¼ n, (n � 3). Expand the

nodes’ coordinate in Scluster � i and Scluter � j to 3-dimensional space, and set

1 to the third coordinate value of each node. The central points of S cluster�i ,

S cluster�j are computed through formula (142.7):

S cluster�i ¼ 1

n

Xn
k¼1

X
!
cluster�i,k , S cluster�j ¼ 1

n

Xn
k¼1

X
!
cluster�j,k ð142:7Þ

Assume S
!0

cluster�i,k ¼ S
!

cluster�i,k � S cluster�i, S
!0

cluster�j,k ¼ S
!

cluster�j,k � S cluster�j;

the zoom factor s in formula (142.6) is calculated through formula (142.8):

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

k¼1

				S!
0

cluster�i,k

				2=Xn

k¼1

				S!
0

cluster�j,k

				2
r

ð142:8Þ

The covariance matrix C of S
!0

cluster�j, S
!0T

cluster�i can be computed by using

formula (142.9).

C ¼
Xn
k¼1

S
!0

cluster�j,k S
!0T

cluster�i,k ¼
Cxx Cxy Cxz

Cyx Cyy Cyz

Czx Czy Czz

2
4

3
5 ð142:9Þ

Define matrix U as formula (142.10):

U ¼
Cxx þ Cyy þ Czz Cyz � Czy Czx � Cxz Cxy � Cyx

Cyz � Czy Cxx � Cyy � Czz Cxy þ Cyx Czx þ Cxz

Czx � Cxz Cxy þ Cyx �Cxx þ Cyy � Czz Cyz þ Czy

Cxy � Cyx Czx þ Cxz Cyz þ Czy �Cxx � Cyy þ Czz

2
664

3
775

ð142:10Þ
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Compute λ
!
m which is composed by eigenvalue of matrix U: λ

!
m ¼ λ0; λ1; λ2; λ3ð Þ

Compute R(�) of formula (142.6) using formula (142.11):

R ¼
λ20 þ λ21 � λ22 � λ23 2 λ1λ2 � λ0λ3ð Þ 2 λ1λ3 þ λ0λ2ð Þ
2 λ2λ1 þ λ0λ3ð Þ λ20 � λ21 þ λ22 � λ23 2 λ2λ3 � λ0λ1ð Þ
2 λ3λ1 � λ0λ2ð Þ 2 λ3λ2 þ λ0λ1ð Þ λ20 � λ21 � λ22 þ λ23

2
4

3
5 ð142:11Þ

Compute X0 through formula (142.12):

X
!
0 ¼ S cluster�i � S cluster�jR

T ð142:12Þ

Using formula (142.6), (142.8), (142.11), and (142.12), the matrix D (the nodes’

coordinate matrix of NB( j) � NB(i) \ NB( j)) can be transformed to the coordi-

nate system of Cluster-i; the technique is shown as formula (142.13).

F ¼ DRT þ IX0 ð142:13Þ

where I is an all-1 matrix which has an equal row number as matrix D.

Using this technique, all clusters’ location map can be merged to one

location map.

142.4 Experiments and Simulations

142.4.1 Simulations of Two Types of WSN

Suppose the transmission radius of sensor node is 1.5r, all nodes are deployed in a

10r � 10r area. The simulations have two types. Type 1, 170 nodes are randomly

distributed within a sensing field that is C shaped in the middle. Type 2, 170 nodes

are randomly distributed in an environment with a horseshoe-shaped hole in the

middle of the sensing field.

Figures 142.3 and 142.4 show the results of two types of simulations. Figure 142.3

depicts localization results where a sensor topology is configured in a C shape.

Figure 142.3a indicates large errors are produced by conventional MDS-MAP

in such environments. The average error of conventional MDS-MAP is 2.4r.

Figure 142.3b is the localization result of MDS-MAP(C,RF); its average error is

quite small compared to (a), it is 0.35r. MDS-MAP(C,RF) improves localization

accuracy up to 585 % in a C-shaped sensor topology compared to the conventional

MDS-MAP.

Figure 142.4 shows localization results in a sensor topology with a horseshoe-

shaped hole. The localization errors are 1.79r for conventional MDS-MAP and
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0.47r for MDS-MAP(C,RF). MDS-MAP(C,RF) improves localization accuracy up

to 280 % in a horseshoe-shaped sensor topology compared to the conventional

MDS-MAP.

From the simulation results, we conclude that the MDS-MAP(C,RF) produces

better result than conventional MDS-MAP in irregular WSNs.

Fig. 142.3 Localization results where a sensor topology is configured in a C shape

Fig. 142.4 Localization results in a sensor topology with a horseshoe-shaped hole
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142.4.2 Localization Error with Connectivity

Figure 142.5 shows the localization errors with connectivity in two types of

environments. Figure 142.5a shows that the localization errors of the HMDS and

MDS-MAP(C,RF) are quite smaller than the conventional MDS-MAP under the

different connectivity in a sensor network within a C-shaped hole. In sensor

networks where a horseshoe-shaped hole is in the middle, as is shown in

Fig. 142.5b, the localization errors of HMDS and MDS-MAP(C,RF) are not hugely

different, but conventional MDS-MAP’s localization error is quite larger than the

former ones’. Figure 142.5b illustrates that MDS-MAP(C, RF) is better than

conventional MDS-MAP. MDS-MAP(C, RF) improves a bit compared to HMDS.

It can be concluded from the simulation results that MDS-MAP(C, RF) works

better in irregular WSNs and can gain a high precision localization result.

142.5 Conclusion

This chapter proposes MDS-MAP(C, RF) algorithm based on conventional

MDS-MAP. Simulation results indicate that MDS-MAP(C, RF) is better than

MDS-MAP for it can improve localization accuracy. Since MDS-MAP(C, RF) is

a cluster-based technique which can reduce the burden of center nodes, it can

extend the life span of WSN. The next stage work is focused on the effect to

WSN’s life span of MDS-MAP(C, RF).

Fig. 142.5 Localization error with connectivity in C-shaped WSNs (a), horseshoe-shaped WSNs

(b)
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Chapter 143

A Resource Information Organization

Method Based on Node Encoding

for Resource Discovering

Zhuang Miao, Qianqian Zhang, Songqing Wang, Yang Li,

Weiguang Xu, and Jiang Xiao

Abstract In order to discover a variety of network resources of structured P2P,

resource information organization methods are required, which should have scal-

ability and robustness. However, structured P2P has bad performance because of

churn, so it cannot be widely used currently. To solve the problem, a resource

information organizationmethod based on node encoding is provided in this chapter.

A node group-based resource information organization and resource distribution-

based node encoding algorithm are presented. Redundancy tables are established

based on the overlay of the node. The proposed algorithm can decrease the burst of

transmission and reduce the traffic load of transited information. The experiment

results show that the presented method is tolerant to churn.

143.1 Introduction

The structured P2P-based resource discovery protocol is the best choice for build-

ing a resource discovery system [1]. It has the best performance in scalability and

robustness. The route algorithm that the protocol adopts can keep high performance

and low cost. However, it cannot be widely used in the present world with bad

performance for churn.

Traditional resource information organization modes of structured P2P need to

transfer a great deal of information in a short period under churn. The high burst of

transmission and big amount of information will dispend all the bandwidth for a

long time. There will be no bandwidth to deal the users’ requests. The route

algorithm which the structured P2P-based resource discovery protocol adopts has

low success rate of route with churn.
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In this chapter, a resource information organization method based on node

encoding is presented. The method can solve the churn problem of structured P2P.

In the method, resource information is organized to be distributed according to

geographic position. Nodes of the structured P2P are encoded and grouped according

to the overlay of the node. The new information organization method can decrease

the burst of transmission and reduce the amount of transited information.

143.2 Related Works

To reduce the traffic load of transportation, data redundancy strategy [2] and node

selection strategy [3] are used. Multiple backups of the resource information are

stored in some different nodes in data redundancy strategy. The node selection

strategy uses geographic position and node load and so as the standard to select

node as the neighbor. The success rate of route can be improved by mending the

route table maintain strategy [4] and route configuration strategy [5]. However,

these strategies lack pertinence for structured P2P-based resource discovery proto-

col. Ou presented a performance evaluation of a structured communication-oriented

P2P system in the presence of churn [6].

To eliminate churn, a general solution is proposed which makes a P2P network

need not pay much attention to churn problem by introducing a logic layer named

Dechurn [7]. Adding the churn resilience, which is achieved by employing the

properties of threshold secret sharing schemes, an existing anonymous peer-to-peer

network design is improved [8]. The impact of churn on object management

policies in CDN-P2P systems is studied and the effectiveness of buffer enlargement

and replicating control in reducing the effects of churn on these policies is analyzed

[9]. A peer-churn resistant video multicast system over P2P networks, which takes

into account both the link delay and the peer stability in order to achieve a seamless

video streaming multicast service with a low delay, is presented [10]. There is no

overall design for churn-tolerant resource protocol in existing strategies. So to solve

churn is an open-ended problem [11].

143.3 Node Group-Based Resource Information

Organization

Resource information organization consists of overlay structure, resource informa-

tion storing, and transporting rules. The structured P2P resource information orga-

nization has good performance in scalability and robustness. It should be used

widely, but it cannot adapt to churn. There will be a great deal of information

needed to transfer in a short period. This makes cost out of existing bandwidth.

There will be no more bandwidth to deal users’ requests.
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The main reason of the problem is that the node encoding is unique and random.

The uniqueness makes that there is only one node on one position in code space. So

if the node leaves, the information stored in one must be moved to other nodes

immediately. The randomness makes that the resource information cannot be stored

in local node. These information have different actions with the node that stores

them, so they need to be moved frequently.

To solve the problems, we present a resource distribution-based node encoding

algorithm. It breaks the limitation of the uniqueness and randomness of node

encoding. Based on this algorithm and FreePastry [12], a redundancy table is

provided and the redundancy table-based overlay is designed to decrease the

burst of transmission of route information. To reduce the amount of resource

information, a new resource information storing rule is given.

143.3.1 Resource Distribution-Based Node Encoding
Algorithm

The resource distribution-based node encoding algorithm encodes node depending

on the node’s resource distribution and the local bandwidth and breaks the limita-

tion of the uniqueness and randomness of traditional ones. The node codes will have

relationship with the local resource distribution according to the new algorithm.

The main idea of the node encoding algorithm is as follows: Limen is called as

threshold of encoding and equal to the local bandwidth; if the amount of one local

resource information exceeds Limen, the node will have the code of this resource; if
there is no resource information out of threshold of encoding in one node, this node

will get a code randomly. The pseudo code of the node encoding algorithm is shown

in Table 143.1.

After encoding there will be some difference from traditional algorithm: (1) one

node may have more than one code, and (2) one code may be mapped to more than

one node. The codes of one node will be adjusted with the change of amount of

resource information.

143.3.2 Redundancy Table-Based Overlay

The resource information organization needs to maintain three tables, leaf table,

route table, and neighbor set, because it is based on FreePastry. However, there may

be more than one node on one position in code space, so a redundancy table is

designed. Some or all table entries of one table can be mapped to multiple

appropriate nodes with strategy of redundancy table. Then the overlay is provided

based on the redundancy table, and Fig. 143.1 shows the structure of it.
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There may be more than one node on one position, so the construction rule of

overlay is that all the nodes which have the same code are organized into a group,

called node group. Nodes are constructed according to unstructured P2P in one

group, called group intra-network. And one node group is connected to other groups

according to the three redundancy tables, called group inter-network.

Because of multiple codes for one node, it can belong to more than one group.

Node has independent action in each group which it belongs to. When constructing

the group inter-network, we should select the node that is not itself.

There are multiple links between one node and one corresponding group. If one

of the links is destroyed, protocol will not reconstruct it immediately. This work

will be dispersed in a long time. The burstiness of transmission is abased.

Table 143.1 Pseudo code of resource distribution-based node encoding algorithm

Algorithm: Resource distribution-based node encoding algorithm

Input: encoding the node

R: resource set of node

ck: amount of information of k-th resource of R

W: bandwidth of node

Output: codes of node

CODE: code set of node

Algorithm:

1 Allocate_Id(node){
2 CODE ∅, k ¼ 0, Limen ¼ W;

3 while(k < jRj){
4 if(ck > Limen){
5 CODE ¼ CODE  codek; //codek: code of the k-th resource

6 }

7 k++;
8 }

9 if(jCODEj ¼ 0){

10 CODE ¼ CODE  Random(); // Random(): producing node code randomly

11 }

12 return CODE;
13 }

Node Group Node

Fig. 143.1 Node group-based overlay
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143.3.3 Resource Information Storing Rule

Resource information storing rule defines the strategies on how to store, transfer,

and renew the information. In the present protocol, the resource information cannot

be stored in local node, unless the local node regards code of this resource as its

code. When the amount of resource information exceeds the threshold, the resource

information should be stored in local node. So the resource information of large

amount is not transferred to far end and the information stored in local node will not

be moved. The amount of information needed to be transferred under churn is

reduced.

Information which doesn’t exceed Limen will be transferred to other node group
and is backed up by redundancy. The process of transferring is as follows:

Step1: Original node selects one node from the corresponding group randomly, and

the information is transferred to it; go to Step2.

Step2: The node which stores information checks whether there are other nodes in

the corresponding group; if so go to Step3, or else go to Step5.

Step3: The node selects a part of nodes which are in the same group to back up the

information randomly; go to Step4.

Step4: The node in the same group with the last node checks whether the informa-

tion is existing in local; if so go to Step5 immediately; otherwise, store it and go

to Step5.

Step5: End.

With the process, the information that is stored in far end will have multiple

backups. When one node storing the information leaves, it is not necessary to

transfer new information to other nodes. Further, the traffic load is reduced.

Resource distribution-based node encoding algorithm, redundancy table-based

overlay, and resource information storing rule compose the node group-based

resource information organization. In theory, the presented resource information

organization can decrease the burst of transmission and reduce the load of infor-

mation. The experiments will be given in Sect. 143.4.

143.4 Experiments

We verify the theoretical results by measuring the performance. The method is

simulated by PeerSim [13] which is a simulator that can be extended easily. The

simulator adopts the event-based simulation of PeerSim. The traffic load of

the resource information organization is compared with FreePastry to prove that

the burst and traffic load of transmission are both reduced under churn. Then, the

simulator is presented to show that the route algorithm has good performance in

route success rate with high efficiency and low cost as FreePastry.
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The churn model of our experiment is exponential distribution [14]. The churn

level is adjusted by changing average online time of nodes in simulator. The longer

the time is, the lower the churn level is.

Some main parameters of simulator are shown in Table 143.2, where U is the

uniform distribution on the unit interval of value in the bracket. There are 1,000

nodes in the simulator. When one node leaves, a new node must join immediately.

The size of each information is 10, including resource information and route table

information. The code of resource and node is 128-bit BigInteger of Java.

Because our method is extended on FreePastry, the parameter of FreePastry is as

follows: b ¼ 4, M ¼ 32, L ¼ 16.

The experiments of transmission give comparison between our method and

FreePastry on burst and traffic load under churn.

Traffic Load. The values of mean online time are as follows: 1,000, 3,000, 5,000,

10,000, 30,000, and 50,000. The comparison between our method and FreePastry

on traffic load under churn is shown in Fig. 143.2.

The result shows that the traffic load of our method is less than FreePastry under

churn. The higher the churn level, the more obvious is the advantage. The reason of

the phenomenon is that a great deal of resource information is stored in local nodes.

These resource information need not to be moved with node’s leaving or joining.

Although there are multiple backups for some resource information that is stored

Table 143.2 Main

parameters of simulator
Parameter Value

Number of node 1,000

Number of kind of resource for each node U(1, 64)

Number of one resource for each node U(10, 100)

Amount of each information 10

Bandwidth of each node U(10, 500)

Length of code 128
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in far end, the amount of information doesn’t increase dramatically. At the same

time, the redundancy table doesn’t make the traffic load increasing obviously. So

the traffic load of our method is lower than FreePastry.

Route Information. This experiment compares our method and FreePastry on route

information under churn. The same mean online times as the last one are adopted.

The result can be found in Fig. 143.3.

In the figure, the bins represent the average traffic load of route information in

10,000 cycles for each node. The upper extreme points are the max value and lower

extreme points are the min value in the period. The result shows that the average

traffic load of our method is little more than FreePastry’s. However, the stability of

our method’s traffic load is better than the old one’s obviously. So we can get the

conclusion that our method decreases the burst of transmission with a little more

traffic load.

Summing up the above, node group-based resource information organization

that our method adopts can reduce the traffic load and decrease the burst of

transmission.

143.5 Conclusion

In this chapter, a resource information organization mode based on node encoding

is provided to solve the churn problem. The encoding algorithm breaks the limita-

tion of uniqueness and randomness of traditional ones. After encoding, a code may

be mapped to more than one node. The redundancy table is designed on this

character of encoding. A table entry can be mapped to multiple nodes in redun-

dancy table. The overlay is constructed according to the redundancy table. The

group intra-network is based on unstructured P2P and the group inter-network on

structured P2P, FreePastry. The redundancy table-based overlay can abase the

burstiness of transmission. The resource information storing rule is given, which

makes a great deal of resource information stay in local node. So the traffic load of

our method is lower than FreePastry.
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Chapter 144

The Implementation of Electronic Product

Code System Based on Internet of Things

Applications for Trade Enterprises

Huiqun Zhao and Biao Shi

Abstract In order to solve the EPC codec problems based on Internet of Things

(IOT) applications for trade enterprises, in this chapter an EPC codec system is

designed for enterprise applications. According to the “Tag Data Standards,” we

design the encoding and decoding algorithm/schema of SGTIN-96. On the basis of

the algorithm/schema, the system has improved its coding and decoding algorithm,

making the coding algorithm more simple and practical and improving the effi-

ciency. Besides, it also has realized the transformation between SGTIN-96 and

GTIN-14, which makes the final printed electronic tag contain both a bar code and

the EPC code, and realizes the compatibility of bar code and EPC code. The coding

and decoding system can code and decode well for the products of the trade

enterprise. Through the system, SGTIN-96 labels can be generated and printed.

And the content of SGTIN-96 labels can be decoded. Finally, we test the codec

system to prove that it can achieve our established requirements.

144.1 Introduction

IOT is based on the Internet and uses the radio frequency identification (RFID),

wireless data communications, and computer technology to construct an Internet

that covers everything in the world [1, 2]. IOT EPC aims to build an open global

network, where anything and its position in the logics chain can be identified

[3]. IOT can apperceive the EPC code within the electronic tag on goods. When

the perception of information is transmitted to the high-level, it will be identified,

transferred and integrated by using the information processing software in the

high-level. At last, the processing power of the Internet is taken advantage of to
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integrate the perception of information, forming the effective management and

control capability to meet user demand for a variety of applications.

To achieve IOT, EPC encoding within the electronic tag on goods is vitally

crucial. Moreover, IOT will be widely used firstly in the trade logistics manage-

ment. In this chapter, the EPC codec system based on IOT applications for trade

enterprise has been designed and implemented.

The chapter is organized as follows: Sect. 144.2 introduces EAN.UCC standards

of GID (General Identifier) and its derivatives GTIN and SGTIN [4, 5] and proposes

an encoding and decoding scheme for implementing the codec system, and the

converting algorithm for mapping barcode into EPC is discussed. In Sect. 144.3, in

order to support our technique, a system is designed and implemented. In

Sect. 144.4, we test the encoding and decoding system. Finally as a key technique

we mainly introduce related work and conclude our research work in Sect. 144.5.

144.2 The Encoding and Decoding Schema

In this part, we design the proposals. It includes some algorithms, such as the

transformation algorithm from SGTIN-96 to GTIN-14, SGTIN-96 encoding algo-

rithm, and so on. The purpose is to provide a general method for constructing the

EPC codec system based on IOT applications for trade enterprises.

144.2.1 Introduction of the GTIN and the SGTIN

The Serialized Global Trade Item Number (SGTIN) is a new identity type based on

the EAN.UCC Global Trade Item Number (GTIN) code defined in the General

EAN.UCC Specifications [6]. A GTIN by itself does not fit the definition of an EPC

pure identity, because it does not uniquely identify a single physical object.

The SGTIN is an EPC encoding scheme that permits the direct embedding of

EAN.UCC system standard GTIN and serial number codes on EPC tags [7]. There

are two launched encoding schemes: SGTIN-64 (64 bits) and SGTIN-96

(96 bits) now.

For instance, in the SGTIN-96 encoding, the limited number of bits prohibits a

literal embedding of the GTIN. As a partial solution, a Company Prefix Index is

used. This Index is assigned to companies that need to use the 96-bit tags, in

addition to their existing EAN.UCC Company Prefixes [8]. The Index is encoded

on the tag instead of the Company Prefix and is subsequently translated to the

Company Prefix at low levels of the EPC system components (i.e., the Reader).

While this means that only a limited number of Company Prefixes can be

represented in the 96-bit tag, this is a transitional step to full accommodation in

96-bit and additional encoding schemes (Table 144.1).

The relationship between GTIN and SGTIN is shown in Fig. 144.1.

1272 H. Zhao and B. Shi



The SGTIN-96 consists of the following information elements:

• The Company Prefix, assigned by GS1 to a managing entity. The Company

Prefix is the same as the Company Prefix digits within an EAN.UCC GTIN

decimal code.

• The Item Reference, assigned by the managing entity to a particular object class.

The Item Reference for the purposes of EPC Tag Encoding is derived from the

GTIN by concatenating the Indicator Digit of the GTIN and the Item Reference

digits and treating the result as a single integer.

• The Serial Number, assigned by the managing entity to an individual object. The

serial number is not part of the GTIN code, but is formally a part of the SGTIN.

144.2.2 Transformation of GTIN-14 and SGTIN-96

In Fig. 144.2, the process of the transformation from GTIN-14 to SGTIN-96 is

demonstrated, and the converse process is the transformation from SGTIN-96 to

GTIN-14. The following procedure creates an SGTIN-96 encoding from GTIN-14:

Given:

1. A GS1 GTIN-14 consisting of digits d1d2. . .d14
2. The Length L of the Company Prefix portion of the GTIN

3. A Serial Number S where 0<¼S<238, or a GS1-128 Application Identifier

21 consisting of character S1S2. . .SK
4. A Filter Value F where 0<¼F<8

Table 144.1 The structure of SGTIN-96

Header Filter value Partition Company Prefix Index Item reference Serial number

8 3 3 20–40 24–4 38

Fig. 144.1 The encoding of GTIN and SGTIN
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Yields:

5. An SGTIN-96 as a 96-bit string

Procedure:

Look up the Length L of the Company Prefix in the “Company Prefix Digits”

column of the Partition Table;

If (the Length L exist){

determinate the Partition Value, P;

the number of bits M in the Company Prefix field;

the number of bits N in the Item Reference and Indicator Digit field.;

Construct the Company Prefix by concatenating digits d2d3. . .d(L+1) and consid-

ering the result to be a decimal integer, C;

Construct the Indicator Digit and Item Reference by concatenating digits d1d(L

+2)d(L+3). . .d13 and considering the result to be a decimal integer, I;

If(Serial Number is provided&&an integer S where 0 <¼ S < 238){

Construct the final encoding ¼
Header 00110000 (8 bits)+Filter Value F (3 bits)+Partition Value P

(3 bits)+Company Prefix C (M bits)+Item Reference (N bits)+Serial

Number S (38 bits);

}else if(the Serial Number is provided as a GS1-128,s1s2. . .sK){
If(s1s2. . .sK not a digit)

Return;

If(K > 1 and s1 ¼ 0)

Return;

consider the result to be a decimal integer, S;

If(S >¼ 238){

this Serial Number cannot be encoded in the SGTIN-96

encoding;

Return;

}else{

Construct the final encoding ¼
Header 00110000 (8 bits)+Filter Value F (3 bits)+Partition Value

P (3 bits)+Company Prefix C (M bits)+Item Reference (N bits)

+Serial Number S (38 bits);

}

Fig. 144.2 The structure

of the system
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}

}else{

this GTIN cannot be encoded in an SGTIN-96;

return;

}

144.2.3 Algorithm of SGTIN-96 Encoding and Decoding

The SGTIN-96 encoding algorithm is to form an EPC code, according to the given

and known information, such as the filter value, manufacturer identification code,

packing instructions, and commodity types of product information. It includes

obtaining the bar code by SGTIN-96 and GTIN-14. The following procedure

creates an SGTIN-96 encoding:

Given:

6. Filter value

7. Company Prefix

8. Indicator Digit

9. All kinds of information of products

10. Information and the number to generate code for product

Yields:

All kinds of products and the specified number of SGTIN-96 code and GTIN-14

code

Procedure:

1. According to the company prefix, we look up the partition table to find out the

partition value and obtain figures of item reference. If there are no corresponding

values in the table, the digit company prefix is not valid and stops with a prompt

error message.

2. According to the given filter value, we query the SGTIN-96 filter table to see if

the selected filter value is in practical sense, i.e., not retention value. If it is

reserved, the filter value is not valid and stops with a prompt error message.

3. Also we can query that the indicator digit is legitimate. If not legal, we prompt

the error message and stop.

4. According to the number of commodity product information, the item reference

field is assigned to the different parts, which is the kind of distribution of several

fields. It means that the field assigned preserves the different information of

commodities.

5. According to the number of kinds of goods code given, we encode for the

commodities. If the number is not lengthy enough, we add leading zeros to

achieve a specified number of bits. Then the code is stored in the database.
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6. According to the generated code types, the number of product information, and

the SGTIN-96 tag field format, we splice each field to generate EPC tags.

According to the EPC label and the formation of GTIN-14 bar code, ITF-14 is

structured (the ITF-14 is a kind of bar code of GTIN-14).

7. By means of the replacement encryption on the formation of the SGTIN-96 tag,

we form 24 bits 16 hexadecimal code.

8. The labels are printed by a special printer, forming effective labels that contain

IOT EPC and bar code.

144.3 Design and Implement

We design an EPC codec system according to the analysis of the proposal. It is

mainly to form the proposal of SGTIN-96 encoding, based on the specific applica-

tion coding information provided by company. At the same time, it can transform

SGTIN-96 encoding to GTIN-14 encoding. After the label is formed, we can use the

label printer to print. We use BarTender to complete the mission. Then, we send the

label data generated by the system, including SGTIN-96 and ITF, to the driver of

the BarTender, and the driver drives the printer to print the label. Besides, the

system also realizes the decoding of specified label, that is, obtains the information

contained in the code by the SGTIN-96. The structure diagram of the system is

shown in Fig. 144.2.

144.3.1 Encoding Module of IOT Labels

Encoding module of the EPC label is to provide the unique assigned company

prefix, the trade type of the product, the indicator value of the project reference

field, and the information of the product to the system, according to the distribution

of the SGTIN-96 field. The system will form the SGTIN-96 label based on this

basic information and store the obtained data in the database.

144.3.2 Printing Module of IOT Labels

The printing module of IOT label, based on tag encoding, will need to print out the

tags. When in printing, all kinds of information need to choose to print labels, as

well as the number of print labels, in order to produce continuous tags and labels.

Figure 144.3 shows the printing module interface of the system.
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144.3.3 Decoding Module of IOT Labels

For the decoding module of IOT label, according to some parameters of each field

in an SGTIN-96 distribution and encoding algorithm, we can respectively get the

fields of the IOT label from SGTIN-96 such as the company prefix, item reference,

indicator, and kinds of products field. Finally, we analyze the practical significance

which the fields represent.

144.4 Testing the System

The encoding module can generate the same encoding results with the respected

by inputing all kinds of the related testing data in the encoding module of the

system. It also can export and print EPC tag efficiently. The decoding module can

analyze the input label well. The system can complete the function well, put out

the correct result, and have good operability and better fault tolerance. Besides, the

system has good expansibility which is good for the updating and maintenance of

the system.

Taking clothing industry as an example, we input the information needed about

the clothing and formulate the information about the labels in the database. The

printing module will form tags that contain both SGTIN-96 and ITF. Enter a valid

label information in the decoding module; the information about the product will be

resolved within the label. Finally, Fig. 144.4 depicts the printed label, which

contains both SGTIN-96 in the inner chip and GTIN-14 on the surface of the label.

Given that the encoding and decoding system is the basis of the IOT and will be

planted into other system, this system has good portability. However, because of

being developed in the Windows 7 and uses SWT/JFace package, the system

has a higher operational efficiency in the Windows 7 system than in the Linux

system. According to the principle of the EPC encoding, EPC tag should have the

Fig. 144.3 The generating

label interface of system
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confidentiality and security, but it is not considered much in the system. The system

just does a simple substitution encryption to the generated EPC encoding, so the

security of encoding needs to be strengthened.

The improved proposal: Encoding and decoding of the EPC label should be

published as a service, so the system will have better cross-language, cross-plat-

form, expansibility, support, and so on. Besides, the system will have higher

confidentiality and security by combining the security and encryption technology.

144.5 Related Works and Conclusion

EPC and its application have become a popular research topic in the last decade, so

some implementations of this EPC system have been applied in the business world.

GS1, a management and development body for EPC standards, has been developing

universal standards to regulate its encode and decode. However, some changes

should be made to satisfy the specific requirements for trade enterprises. Thus we

put forward our own algorithms/schemes for the codec system based on the

customary EPC system. Because of the improvement of coding and decoding

algorithm, the system can be used easily and the efficiency has been improved.

Combined with practical work, an EPC codec system is designed. Our system can

provide a unique physical marking for retail or trade items industry. The efficient

implementation of the design and printing label provides the basis for the popular-

ization of IOT.
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Chapter 145

The Characteristic and Verification

of Length of Vertex-Degree Sequence

in Scale-Free Network

Yanxia Liu, Wenjun Xiao, and Jianqing Xi

Abstract Many natural large-sized complex networks exhibit a scale-free,

power-law distribution of vertex degree. To better understand the formation mech-

anism of power law in the real network, we analyze the general nature in scale-free

network based on the vertex-degree sequence. We show that when the power

exponent of scale-free network is greater than 1, the number of degree-k1 vertices,
when nonzero, is divisible by the least common multiple of 1, kγ2/k

γ
1, . . ., k

γ
i /k

γ
1, and

the length of vertex-degree sequence l is of order log N, where 1 � k1 < k2 < . . .
< kl is the vertex-degree sequence of the network and N is the size of the network.

We verify the conclusion by the coauthorship network DBLP and many other real

networks in diverse domains.

145.1 Introduction

Complex networks are widespread in nature and human society, such as the

Internet, the World Wide Web, protein networks, scientific collaboration networks,

and transportation networks. As a key technology of depicting and studying the

topology and behaviors of complex systems, complex network has become a hot

spot of the multidisciplinary research of common concern in recent years.
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The basic theory of complex network research is small-world network model [1]

and scale-free network model [2]. In 1998, Watts and Strogatz proposed WS

small-world network model by randomly reconnecting a small number of the

edge of regular network [1]. As the transition from completely regular network to

random network, the small-world model features localized clusters connected by

sparse long-range edges, leading to a short average distance between vertices that

grow logarithmically with the network size. Scale-free networks, on the other hand,

show heterogeneous vertex connectivity, in which a fraction of the vertices is

highly connected. In 1999, Barabási and Albert proposed a scale-free network

model BA [2]. It demonstrated that the scale-free power-law distribution of vertex

degrees in many large-sized networks is a direct consequence of two generic

mechanisms that govern the network formation: (1) network expansion over time

through addition of new vertices and (2) preferential attachment of new vertex to

those existing ones that are already highly connected.

In this chapter, we focus on scale-free networks. Many real networks belong

to scale-free networks which obey an approximate power-law distribution, i.e.,

P(k) / k� γ. Usually the scale-free networks need to satisfy power exponent

γ � 1; the extra γ � 1 requirement ensures that P(k) can be normalized. Further-

more, a large number of empirical research have shown that the exponent γ in real

network is between 2 and 3. Consequently many of the scale-free network research

are on the premise of γ � 2 by default [3–5], thus γ � 2 have been a precondition to

study the general nature and dynamic behaviors of scale-free networks. In other

words, 1 < γ < 2 network has been ignored and few research pay attention to such

networks. In fact, such networks are also widely used in the real world, such as

Gnutella P2P network and HEP collaborators network. Table 145.1 lists the param-

eters for several real scale-free networks with γ < 2.

It’s very meaningful to study the similarity and difference between such network

and network with γ � 2, which can help us better understand the laws of the

generation of different power law in the real network.

In the previous works [5, 6], we have presented necessary conditions for scale

freedom in complex networks, which is based on the assumption γ � 2. Here, we

extend the research results to the case γ < 2 and pay our attention to the general

characteristic in scale-free networks with the exponent γ > 1. We proved that the

length of vertex-degree sequence l of scale-free networks with the exponent γ > 1

is of order log N, where N is the size of the network. We further verify the

conclusion and some applications are given.

Table 145.1 Scale-free

networks with

γ < 2 (N, M, γ)

Network N M γ

E-mails [7] 56,969 84,314 1.81

Gnutella [8] 1,026 3,752 1.4

Word Web [9] 478,773 1.8 � 107 1.5

Software package [4] 1,439 1,723 1.6/1.4

Coauthorship in HEP [10] 56,627 9,796,471 1.2
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145.2 Scale-Free Networks

Complex networks can be abstracted as undirected or directed graph G (V, E),

where V is the set of vertices or nodes and E is the set of edges or links. The

parameters that are of interest in this chapter appear in the following list:

M Number of edges; M ¼ jEj
N Number of vertices; N ¼ jVj
d(v) Degree of the vertex; v ∈ V

d Average vertex degree of the network; d ¼ 2M=N ¼
X

v∈V
d vð Þ=N

nk Number of degree-k vertices; nk ¼ {v|d(v) ¼ k}
P(k) Degree distribution or fraction of vertices that are of degree k, P(k) ¼ nk/N
l Length of vertex-degree sequence; {k1, k2 . . ., kl} is the vertex-degree sequence

of the network where 1 � k1 < k2 . . . < kl

Most real complex networks are scale-free network. The degree distribution of

scale-free networks is not like random network which is presented in the form of the

Poisson distribution. Scale-free networks comparatively have the nature of the

power-law distribution, which is presented in the following form:

P kð Þ ¼ ck�γ , γ > 1

where γ is power exponent, also known as degree distribution exponent or scaling

exponent. The extra γ > 1 requirement ensures that P(k) can be normalized. Power

laws with γ < 1 rarely occur in nature. The term c is normalizing constant, defined

as c ¼ (∑k ∈ Kk
� γ)� 1, and K is the set of all node degrees occurring in the

network.

Scale-free network aroused great interest of researchers. Despite extensive

research on scale-free network within multiple scientific disciplines over the past

decade, there are still gaping holes in our understanding of such networks. New

results that shed light on the static structure and dynamic properties of different

classes of large-scale networks are needed to facilitate further progress. In the

previous works [5, 6], we have exposed some characteristics of scale-free network

with the exponent γ � 2. We proved that when the vertex degree of a large-sized

network follows a scale-free power-law distribution with exponent γ � 2, the

number of degree-1 vertices, when nonzero, tends to be of the same order as the

network size N and that the average degree is of order lower than log N. Our method

provides an analytical tool that helps to answer the question of whether a network is

scale-free because it relies on conditions that are static and easily verified for any

network. Furthermore, we showed that the number of degree-1 vertices is divisible

by the least common multiple kγ1, k
γ
2 . . .kγl , where k1<k2 < � � � <kl is the vertex-

degree sequence of the network, which leads a remodeling method to equip a scale-

free network with small-world features.
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Next, based on our previous research [5, 6], we will further investigate the

general characteristic of scale-free networks by extending the exponent condition.

We mainly focus on the characteristic of vertex-degree sequence in scale-free

networks with the exponent γ > 1.

145.3 New Characteristic of Scale-Free Network

and Its Derivation

In this section, we present the new characteristic of scale-free network and its

mathematical derivation. Supposing that the vertex-degree sequence of network can

be represented as 1 � k1 < k2 . . . < kl, according to the definition of strict scale-

free networks, we have

P kið Þ ¼ nki
N

¼ ck�γ
i ð145:1Þ

Here, c is a constant. When i ¼ 1, we have

P k1ð Þ ¼ nk1
N

¼ ck�γ
1 ð145:2Þ

Thus, we can get the value of c

c ¼ nk1k
γ
1

N
ð145:3Þ

By substituting Eq. 145.3 into Eq. 145.1, we have

nki ¼ nk1
k1
ki

� �γ
ð145:4Þ

Recall that nk denotes the number of vertices of degree k, apparently, we have

N ¼
X
i

nki ð145:5Þ

The following identities follow from Eq. 145.4 and Eq. 145.5

N ¼
X
i

nki ¼ nk1k
γ
1

X
i

1

kγi
ð145:6Þ

Therefore, assuming γ > 1, according to Riemann-ζ function, we know thatX
i

1

kγi
in Eq. 145.6 is convergent, which satisfied
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X
i

1

kγi
�

X1
k¼1

1

kγ
< þ1 ð145:7Þ

Supposing that
X
i

1

kγi
converge to some constant a, i.e., a ¼

X
i

1

kγi
, clearly we

have the following conclusion:

N ¼ nk1k
γ
1a ð145:8Þ

Thus, we have shown that for scale-free networks with power-law exponent

γ > 1, the size of scale-free network is related to some constant a. Furthermore, if

k1¼1, then N ¼ nk1a. It means that when γ gets smaller, constant a gets greater,

thereby the ratio of the number of degree-1 vertices and the size of network gets

smaller. Note that k1¼1 is not the necessary condition for the scale-free networks.

Following from the above analysis, we can obtain interesting results on the

degree sequence of scale-free networks. In the preceding derivation, we have shown

that Eq. 145.4 holds which leads to nk1=nki ¼ kγi =k
γ
1. We may assume that γ is a

rational number since any real number can be approximated infinitely by rational

number sequence. Taking this equality to be exact and noting that the left-hand side

is a rational number, we can easily prove that either kγi /k
γ
1 is an integer with kγi =k

γ
1

� �
��nk1 or kγi is an integer with kγi

��nk1kγ11

. Thus, recall that 1 � k1 < k2 . . . < kl is the

degree sequence of the network, we can obtain that either nk1 must be divisible by

the least common multiple of 1, kγ2/k
γ
1, . . ., k

γ
i /k

γ
1, denoted as

nk1 ¼ c 1, kγ2=k
γ
1, . . . , k

γ
l =k

γ
1

� �
, or nk1k

γ
1 ¼ c kγ1; k

γ
2; . . . ; k

γ
l

� � 6¼ 0 holds for some con-

stant c. Using the method as above, in the case of γ > 1, we have the following

estimate:

nk1k
γ
1 � 2� 2� � � � � 2 � 2 l�2ð Þ ð145:9Þ

Then taking all logarithms to be in base 2, Eq. 145.9 yields

O log Nð Þ > log nk1k
γ
1 � l� 2 ð145:10Þ

Therefore, we obtain our result that for scale-free network with γ > 1, the length

of degree sequence is of order log N, i.e., l � O(log N ).

This conclusion is very meaningful, which means the characteristic of the length

of degree sequence is the general nature in scale-free network. All scale-free

networks have a very small degree sequence compared with the size of the network.

Using the conclusion, we can reconstruct the scale-free network presenting appar-

ent small-world feature and further improve the current maximal degree search

algorithm.

In addition, we must also stress that the above conclusion holds based on the

premise that the network obeys strict power-law distribution. Actually many real
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scale-free networks are not exact which only have approximate scale-free

characteristic, so there are subtle differences between the real network and the

theoretical estimate. We further pointed out that for many real networks the length

of degree sequence is also of order log bN at the very most, namely, l � O(log bN ),

where b is a very small constant, which means l is very small compared with the

size of network. Next, we will verify our conclusion in some applications.

145.4 Analysis and Verification in DBLP and Many Other

Real Networks

We start our analysis by investigating coauthorship network of scientists using

bibliographic data drawn from DBLP. DBLP is a well-known computer science

bibliography website hosted at Universität Trier in Germany which provides bib-

liographic information on major computer science journals and proceedings. Until

now DBLP has indexed more than 2.1 million articles and DBLP data is available

from the website which is stored as xml records.

For our research, we downloaded the latest dblp.xml file and parsed it using SAX

parser in Java. Then we constructed the network of scientists in which a link between

two scientists is established by their coauthorship of one or more scientific papers.

Due to the large amount of data, the coauthorship network has to be constructed by

year. We produced several separate networks by respectively extracting the articles

generated in 2009, 2010, and 2012. Among them, the data in year 2012 only

contains the articles generated before the March. Subsequently, we computed the

parameters of each network which are listed in the following table.

From Table 145.2, we can see that the three networks have consistent statistical

values which reflect the general characteristic in the whole DBLP data to a certain

extent. First, the ratio of degree-1 vertex and the size of network approximately

equal to 0.1, which means that about 10 % of scientists have only one coauthor

when they wrote papers during 1-year period. Second, the average degree of the

networks is roughly 5, which means that, on average, scientists wrote articles with

five other people each year. Third, most importantly, we can see that l � log 2N
holds which means that compared with the size of network, the range of the possible

numbers of collaborators per author is extremely small. Here, the reason why the

length of degree sequence is not of order log N is that DBLP network doesn’t

strictly obey power-law distribution.

Table 145.2 The

parameters in DBLP

networks

Network N M n1 d l log N b

DBLP_2009 57,623 160,456 5,266 5.569 83 15.814 2

DBLP_2010 74,899 197,849 7,048 5.283 88 16.193 2

DBLP_2012 17,846 49,443 1,820 5.541 56 14.123 2

Notes: For DBLP data, see http://dblp.uni-trier.de/
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Besides DBLP network which belongs to scientific collaboration networks, we

have found that various types of real network without exception exhibit the same

characteristic, i.e., l � O(log N ) or l � O(log bN ), where b is a very small con-

stant. So far, we have done a lot of data verification and observed that the length of

the degree sequence in the real network is less than the log2N, i.e., b value is 2.

Table 145.3 shows some real examples from the scale-free networks in diverse

domains, including scientific collaboration networks, transportation networks, soft-

ware packages networks, and biological networks.

145.5 Conclusion

In this chapter we show that when the vertex degree of a large-sized network

follows a scale-free power-law distribution with exponent γ > 1, the number of

degree-k1 vertices is divisible by the least common multiple of 1, kγ2/k
γ
1, . . ., k

γ
i /k

γ
1

and the length of vertex-degree sequence l is of order log N, where k1<k2 < � � �
<kl is the vertex-degree sequence of the network. Furthermore, we generalized the

conclusion taking into account that many real networks are approximately scale-

free. We pointed out that for many real networks the length of degree sequence is

also of order log bN at the very most, where b is a very small constant. We verify the

conclusion by the coauthorship network DBLP and other real networks in different

domains. Next, we will further research on searching problem based on the vertex-

degree sequence in scale-free networks.

Table 145.3 The length

of degree sequence in some

real networks

Network Type N M d l log N b

TG city TP 18,263 23,797 2.606 7 14.157 1

OL city TP 6,105 7,029 2.303 5 12.576 1

US Air TP 332 2,126 12.807 58 8.375 2

Linux SW 5,285 11,352 4.296 51 12.368 2

Mysql2 SW 1,480 4,190 5.662 43 10.531 2

Helico Bio 710 1,396 3.932 31 9.472 2

Elegans Bio 314 363 2.312 17 8.295 2

Ncstrlwg2 SC 6,396 15,872 4.963 42 12.643 2

Notes: For data on transportation networks, see http://www.cs.

fsu.edu/~lifeifei/SpatialDataset.htm; for software networks, see

www.tc.cornell.edu/~myers/Data/SoftwareGraphs/index.html;

for biological networks, see www.cosin.org/extra/data; the data

of Ncstrlwg2 is provided by M.E.J Newman [11]
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Chapter 146

A Preemptive Model for Asynchronous

Persistent Carrier Sense Multiple Access

Lin Gao and Zhijun Wu

Abstract In order to analyze the problem of packet collision in the asynchronous

mode of persistent carrier sense multiple access (p-CSMA), in which there is no

time slot different from synchronous mode and propagation delay have a heavy

effect on the probability of packet collision, a preemptive asynchronous p-CSMA

probability model is established for the first time in the chapter. From sub-cycle

conditional probability, the model gives the expectations of an idle and busy period.

On the basis, performance targets, e.g., throughput/delay/success rate and channel

efficiency, are gotten. For illustration, VDL2 (a typical asynchronous p-CSMA

network) simulation model is set up on OPNET platform and experiments are also

carried out to verify the correctness of this model in diverse scenarios. Through

simulation, the results of fixed position distribution have the good consistency with

the preemptive probability model. Finally, the conclusion is achieved that packet

collisions will aggravate with the stations distribution becoming more uneven.
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146.1 Introduction

146.1.1 p-CSMA Protocol

As a widely used channel access method, p-CSMA is evolved by ALOHA/CSMA.

In the early randommedia access modes, such as ALOHA, each user is independent

to send packet. The conflict probability increases exponentially with the payload

increasing, which leads to low channel efficiency and throughput. In contrast to

ALOHA, CSMA can sense the channel and judge if it is busy or not before

transmitting packet. By this means, the user only has the opportunity to transmit

when a channel is idle. As a result, the system performance is improved obviously.

With the function of probability decision, the basic principles of p-CSMA are as

follows:

1. In the case of sensing that a channel is busy, the transmitting station keeps

monitoring until it senses the channel to be free. Then, it will send packet with

probability p or will not send with the probability 1 � p.
2. In the state of channel being free, if there is at least one packet waiting to send

and the packet is not sent out due to out of coverage of p-value, the station will

not sense for an instant and will re-sense the channel after 2τ (in the chapter, τ
represents the delay for radio propagation between stations). Then, it will

continue to monitor, repeating the principle 1.

Furthermore, p-CSMA can be divided into synchronous mode and asynchronous

mode according to whether or not time slot is applied. In synchronous mode, a

channel is divided into time slots (all the nodes are synchronized by master clock)

and a message can only be sent at the beginning moment of a slot. In contrast,

asynchronous mode has no function both of time slot and of synchronization.

146.1.2 Related Research

The theoretical research into CSMA series has a long history. Early in the middle of

the 1970s, Kleinrock, one of the Internet founders, published his landmark papers

on packet switching by radio. As the theoretical basis, throughput–delay charac-

teristics are given for ALOHA, CSMA, and p-CSMA and the large advantage

which CSMA provides is shown as compared to the random ALOHA [1]. Further-

more, Kleinrock successfully discussed the problem of system stability [2]. The

classic literatures supply us the basic principle and analytic methods for CSMA,

e.g., the definition of system stability and the data stream modeling by means

of Poisson distribution, which are applied in the chapter as the precondition of

analysis.

In the premise of saturation, Bianchi model is established at the beginning of this

century. The model is based on the two-dimensional Markov chain in analyzing the
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DCF (CDMA/CA) performance [3]. In some sense, the model can be regarded as a

specializing and deepening one of the Kleinrock model.

In recent years, Richard MacKenzie expounds how the throughput and delay for

the traffic flows are affected by the relative p-persistence [4]. Taking the capture

effect into account, Salim Abukharis discussed the analysis method of throughput

and packet delay in the Rayleigh fading channel [5]. In Yayu Gao’s paper, a view is

pointed out: with the small transmitting probability, throughput has nothing to do

with retransmission strategy, but it is only relevant to propagation delay [6]. Deqing

Wang et al. discussed the long-delay hidden terminal problem which is decided by

propagation delays between finite nodes [7]. Recently, the advantage of asynchro-

nous p-CSMA is paid more attention: it saves the time of waiting in time slot and

facilitates the realization. As a result, the access mode is applied in distributed

network, especially in the next generation of aeronautical data link-VDL 2 [8].

146.2 Theory and Methodology

Different from others, this chapter establishes an asynchronous preemptive

p-CSMA model, with full consideration of the propagation delay.

146.2.1 Basic Conception

For the preemptive multiplexing, the probability of collision plays a vital role: in

the ideal channel, no collision means that a packet transmits successfully in a cycle.

Otherwise, all of the transmissions fail in the cycle. Although p-CSMA have the

ability of channel detection and probability decision, packet collision is still

inevitable. The reasons why packet collision is destined to happen are as follows:

Reason 1: When more than one station both have packets to send and have detected

the channel to be free within the coverage of p decision, they will send messages

at the same time, which will cause packets to collide.

Reason 2: Due to the existence of propagation between the stations, a sent packet

should only be sensed by a station after the propagation delay. Therefore, in the

period of propagation delay, the station will think the channel to be idle and may

send message, which will lead to packet collision.

It is obvious that collision probability of reason 2 is far greater than that of

reason 1. Therefore, in the following analysis, collision from reason 1 is neglected

and only collision from reason 2 is taken into consideration.
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146.2.2 Assumptions

To facilitate the discussions and statements, we give two assumptions as follows:

1. With the same as Kleinrock model [1], we assume that the new-generated

packets comply with Poisson distribution and a new-generated packet will be

rescheduled to send in a future time if it can’t be sent immediately. If the interval

to retransmit is long enough, according to Kleinrock’s assumption, the two kinds

of packets can combine into a Poisson flow with a new intensity. Here, the

combined Poisson intensity of station i is marked as λi.
2. In the chapter, we assume that packet length (l ) complies with uniform distri-

bution and we have l � U(la,lb), where la and lb, respectively, represent the
lower and upper bound of the distribution.

146.2.3 Modeling

In the chapter, idle period (T0) is defined as the duration from the moment of

channel being idle to t0. In contrast, busy period (T1) is defined as the duration from

t0 to the moment that all the M senders have just finished sending message. An idle

period is followed by a busy period, vice versa. For S1, we have:

P Si ¼ S1ð Þ ¼ pi
XN�1

L¼0

P Lð Þ
YL�1

j 6¼i

P
d0i 0ð Þ
C

þ τi

� �
<

d0j 0ð Þ
C

þ τj

� �� �
ð146:1Þ

Supposing aij ¼ d
0j

0ð Þ�d
0i

0ð Þ
C , the result is as shown in Eq. (146.2):

P
d0i 0ð Þ
C

þ τi

� �
<

d0j 0ð Þ
C

þ τj

� �� �
¼

ZZ
τi�τj<aij

λie
�λiτiλje

�λjτj dτidτj

¼ λi
λi þ λj

eaijλj ð146:2Þ

P Si ¼ S1ð Þ ¼ pi
XN�1

L¼0

P Lð Þ
YL�1

j 6¼i

λi
λi þ λj

eaijλj

 !
ð146:3Þ

Taking T0 ¼ t0 into account, we have:

E t0 Si ¼ S1j½ � ¼ E
d0i 0ð Þ
C

þ τi

� �
¼ d0i 0ð Þ

C
þ E τi½ � ¼ d0i 0ð Þ

C
þ 1

λi
ð146:4Þ
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E T0½ � ¼
X
N

E t0 Si ¼ S1j½ �P Si ¼ S1ð Þ

¼
XN�1

i¼0

pi
d0i 0ð Þ
C

þ 1

λi

� � X
N�1

P Lð Þ
YL�1

j6¼i

λi
λi þ λj

eaijλj

" #
ð146:5Þ

Similarly, if we suppose bi ¼ d1i t0ð Þ�d0i 0ð Þ
C , we have For S2:

P Si ¼ S2ð Þ ¼
X
N

P Si ¼ S2 Ljð ÞP Lð Þ

¼ pi e�λi t0�d0i 0ð Þ
C

� �
� e�λi biþt0ð Þ

� �X
N�1

P Lð Þ
YL�2

j6¼i, j6¼1

λi
λi þ λj

eaijλj ð146:6Þ

E t1½ � ¼
X
N

E t1 Si ¼ S2j½ �P Si ¼ S2ð Þ ¼
X
N�1
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d0i 0ð Þ
C

þ 1

λi
� E T0½ �

� �

e�λi E T0½ ��d0i 0ð Þ
C

� �
� e�λi biþE T0½ �ð Þ

� � X
N�2

P Lð Þ
YL�2

j 6¼i, j6¼1

λi
λi þ λj

eaijλj

" #
ð146:7Þ

Due to E[tN � 1] � � � � � E[t2] � E[t1], we have:

E T1½ � ¼ E lþ
XN�1

i¼0

ti

" #
� E t1½ � þ E l½ � ð146:8Þ

P-CSMA performance can be valued by the targets as follows:

Ps ¼
Y
i 6¼1

1� P Si ¼ S2ð Þ½ � ð146:9Þ

S ¼ E S½ � ¼ E
Ps

v
lim
n!1

X
n

li

X
n

Ti

2
64

3
75 � Ps

v
lim
n!1

E
X
n

li

" #

E
X
n

Ti

" #

¼ Ps

v

E l½ �
E T0½ � þ E T1½ � ð146:10Þ

τs ¼ E T0½ � þ 1� Psð ÞE T1½ � ð146:11Þ

η � E T1½ �
E T0½ � þ E T1½ � ð146:12Þ
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In Eq. (146.10), v represents channel capacity, which is the maximum bit rate of

a communication system. With limited bandwidth, it will satisfy the Nyquist theory

to guarantee no inter-symbol interference.

From Eqs. (146.5) to (146.8), we can calculate packet success rate Eq. (146.9),

throughput expectation Eq. (146.10), packet delay expectation Eq. (146.11), and

channel efficiency Eq. (146.12). Based on the targets, performance can be evaluated

in a quantified way.

146.3 Simulation Based on VDL2

Asynchronous p-CSMA is typically applied in VDL2 air–ground communication

which can provide reliable network services for future aviation network—ATN—

and has been tested in Europe and identified as the main stream in the future system.

In VDL2 communication, there are two sides: ground station (GS) and aircraft

(AC), by which a peer entity is composed. The communication can only be realized

in half-duplex manner by peer entities. VDL2 applies hierarchical structure and

conforms to ISO standard. From the bottom to the upper, there are three layers in

VDL2 protocol stack [9]: physical layer, data link layer, and network layer. MAC,

which is a sub-layer of data link layer, can realize Media access control and channel

multiplexing with asynchronous p-CSMA. In order to simulate the performance of

asynchronous p-CSMA, a model has been constructed and programmed for VDL2

protocol on OPNET 14.5 platform.

In the simulation, 16 ACs are equipped with scattered position around GS, which

can closely meet the condition of the theory in the chapter, as shown in Fig. 146.1.

Fig. 146.1 Multi-ACs scenario
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In simulation, parameter iat is defined as the mean of exponential distribution of

the packet interval and we have iat ¼ 1/λ ground on Poisson theory. For packet

length, we set the lower and upper limits to be la ¼ 128 bits and lb ¼ 8, 320 bits

according to VDL2 protocol and assume that the random variable abides by

uniform distribution.

From Eqs. (16), (18), and (19), we can see that the expectations of idle and busy

period are keys to calculate the targets of both throughput and packet delay as well

as channel efficiency. From Eqs. (146.7) and (13), we know that E[T0] and E[T1]

change in opposite direction. Therefore, we can focus on E[T0], which is decided by

multiple parameters. The simulation results are shown in Fig. 146.2. From the

figure, we can see E[T0] has positive correlation with packet delay and has negative

correlation with throughput and channel efficiency (u_param). There is no obvious

correlation between success rate and E[T0]. The results are in consistent with the

theory we deduced.

With the method of numerical analysis, the simulation results of fixed position

distribution have the good consistency with preemptive probability model we set

up, which can verify the correctness of the mathematic model.

Furthermore, different scenarios are built by changing the distribution of nodes’

positions. The results of simulation become complicated and variable. But with the

multiple experiments, we can see that distribution pattern has a significant impact

on the system performance. Specially, packet collisions will aggravate as the

locations of stations become more uneven. The conclusion conforms to the sequitur

from the probability model that success rate is negatively related to the sum of the

absolute value of dij(t) � dik(t), where i 6¼ j 6¼ k and i, j, k ∈ (0, N � 1).

Fig. 146.2 E[T0] trends with parameters
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146.4 Conclusion

Taking propagation delay into account, a preemptive probability model is built for

asynchronous p-CSMA. Network performance, e.g., throughput and packet delay,

can be achieved with the idle and busy period expectation calculated in the model.

Through simulation, the probability model is verified in scenarios with both fixed

position distribution and varied position distributions.

The model can also be simplified by specialization. For instance, it can

be specialized on Bianchi’s critical saturation condition. Under the condition, the

actor of packet rate is eliminated and P-CSMA performance Eqs. (146.9)–(146.12)

can be expressed in a simplified form. Through specialization, further certain

relationships between performances and parameters (especially position distribu-

tion of nodes) will be expected, which will benefit the network optimizations.
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Chapter 147

Extended Petri Net-Based Advanced

Persistent Threat Analysis Model

Wentao Zhao, Pengfei Wang, and Fan Zhang

Abstract In order to display the attack scene in the description of the multistep

process-oriented attack—advanced persistent threat, a specific model on advanced

persistent threat behavior analysis—EPNAM is proposed, which is based on the

Petri net and combined with the characteristics of APT. Firstly we carry out

hierarchical analysis on the attack scene with AHP method to build the APT

architecture and extract scene factors, then associate the attack scene with Petri

net to construct extended Petri net, and finally, traverse the extended Petri net to

generate the formal expression. The proposed model can achieve the combination

of the attack scene, attack process, and state space, and its feasibility is proved by

the application on actual case analysis of the RSA SecurID theft attack.

147.1 Introduction

APT (advanced persistent threat) is a kind of network attack launched by organi-

zations (especially governments) or small groups, which aims at specific targets and

works persistently by means of advanced techniques. Generally believed, APT is a

particular type of attack on the network infrastructure, aiming to obtain the key

information of a particular organization or government, including energy, power

grid, financial organization, and national defense. APT utilizes a variety of

approaches to get the authorization of an inner organization step by step, including

advanced techniques and social engineering methods. Attackers launch a series of

attacks to a specific target; what those attackers really want is usually not getting

benefit in a short period of time but keeping on searching through the compromised

host, until they thoroughly grasp the key information of the target person or thing

[1–3].
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147.2 Related Works

APT brings the threat that continues to strengthen, but for the relative lack of

research, systemic knowledge has not yet formed, nor has the practical research

method been found.

Currently the most sophisticated models of network attack include the attack tree

model, attack graph model, and attack net model based on Petri net. The attack

tree model proposed by B. Schneier [4] is intuitive and hierarchical, but hard to

distinguish attack state from attack behavior, and has poor scalability [5].

Swiler et al. proposed the attack graph model [6, 7] from the graph theory, but

analysis of large-scale network by the attack graph model will lead the state space

of the attack graph algorithms into exponential growth, which is difficult to search

or has the flexibility to add and modify [8, 9].

McDermott proposed the attack net model based on Petri net [10], which can

separate attack state from attack process, and has the hierarchical nature of the

attack tree model. But as a general attack model, it is insufficient in the description

of the characteristics of the APT, such as persistence and penetrability, especially it

cannot reflect the scene features and milestones of APT.

Based on the above status, we propose an extended Petri net-based modeling

approach, combined with persistence and penetrability of APT, as well as the

depiction of the attack scene, which can completely include the key factors of

APT, including the object, intention, preconditions, vulnerability, penetration, and

state space.

147.3 APTModeling Analysis Based on Extended Petri Net

The attack net model based on Petri net was first proposed by McDermott

[10]. Places of Petri net represent the path attack stage or state, indicated as “O,”

transitions represent the attack behavior, indicated as “□”; paths represent the

attack process, indicated as “!”; and Token represents the current state, indicated

as “•.”

The extended Petri net-based APT model proposed in this chapter combines with

APT characteristics. Firstly do hierarchical analysis on the attack scene to extend

the classical Petri net model according to the extracted scene factors. Then take

advantage of the extended Petri net for modeling analysis to generate formal

expression. And finally achieve the target of the attack scenes factors reflected in

a multistep process-oriented attack description so as to complete the combination of

attack scenes, attack process, and time states.
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147.3.1 Attack Scene Hierarchical Analysis

First analyze the attack scene of APT hierarchically by analytical hierarchy process.

As shown in Fig. 147.1, target layer is defined as the top layer, then the factor layer

forms 6-tuple {O, C, V, E, I, S} to characterize a specific APT scene, and the

underlying atomic layer represents the specific operation.

1. Attack object: Potential target of an APT, such as the corporation intranet, mail

server, or industrial control systems, denoted by O
2. Environmental conditions: Surrounding environment and preconditions to

launch an APT, denoted by C
3. Vulnerability utilization: Vulnerability (0 day) obtaining and utilization is pre-

requisite for the implementation of APT, denoted by V
4. Penetration expansion: Locate important information by implementing lateral

extension, which is the key step in APT implementation, denoted by E
5. Attack intention: The ultimate goal of the attacker, such as information theft,

physical damage, or simply obtaining authorization to conceal, denoted by I
6. State space: Set of critical state in the procedure of APT, denoted by S

147.3.2 Extended Petri Net Modeling Principle

The proposed extended Petri net model is extended to a 6-tuple {O, C, V, E, I, S} on
the basis of the original 3-tuple. State space set S comes from the place node set

(P in the 3-tuple) of the classical Petri net, which describes the critical state in the

procedure of APT. The first state from S is extracted to represent the attack object,

denoted as O. Then further divide the original transition node set (T in the 3-tuple)

into a set of environmental condition set, vulnerability utilization set, penetration
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Vulnerability
Utilization
（V）

Environmental
Conditions
（C）

Attack
Object
（O）

State
Space
（S）

Target
Layer

Factor
Layer

Atomic
Layer

V
ulnerabi lity

So urc e

V
uln erabili ty

H
a ndle

S can
E xp an si on

U
ser

H
abi t

A
tta ck

O
bjec t

IntranetA
cc ess

D
efen se

F ac ili ti es

O
p erati ng

S ystem

G
e tA

uth oriza ti on

N
et w

o rk
S it ua ti on

Inform
a ti on

C
o llecti on

Be hav ior
H

ide

V
ulne rabil ity

A
na lysis

Attack
Intention
（I）

Inform
at io n

Theft

Physica lD
estru c tio n

V
u ln era bi lit y

O
bta in

A
s sistBe hav io r

Fer ry
A

tt ack

Penetration
Expansion
（E）

La teralE xpansi on

M
ai lPhis h ing

V
ulner a bilit y

O
bta in

Thr eatP ro cess

A
u th o rizatio n

Loc at e
In form

at ion
  

Fig. 147.1 Hierarchical analysis structure

147 Extended Petri Net-Based Advanced Persistent Threat Analysis Model 1299



expansion set, and attack intention set. In the need to characterize the dynamic

attack scene, Token, which from the original Petri net is retained, the state node

where Token at indicates the current state. The connection set (F in the 3-tuple) is

omitted in the 6-tuple. Extended Petri net system is shown in Table 147.1.

Definition 1: Extended Petri net-based APT model. EPNAM ¼ {ob, co, vu, ex, it,
st | ob ∈ O, co ∈ C, vu ∈ V, ex ∈ E, it ∈ I, st∈ S}. Where

O ¼ {object}; C ¼ {net, os, habit, defense}
V ¼ {source, obtain, analysis}; E ¼ {mail, ferry, authorize, expand, locate}
I ¼ {info, destroy, assist}; S ¼ {s1, s2, s3, s4, s5, s6, s7, s8}

Extended Petri net is generated, as shown in Fig. 147.2.

Definition 2: State change. State changes of EPNAM can be expressed as O � C
� V � E � I � S ! S. APT process can be classified into stages as environmen-

tal conditions, vulnerability utilization, penetration expansion, and attack intention;

state change in each stage can be expressed as

Table 147.1 Extended Petri net system

Scene

factor

Atomic

index Meaning Candidate value

O object Attack object object_intranet, object_server, object_ctrlSystem

C net Network situation net_connect, net_isolated

os Operating system os_windows, os_linux, os_mac, os_embed

habit Habits characteristic habit_office, habit_photo, habit_music, habit_movie

defense Defense facilities defense _ids, defense _audit

V source Vulnerability source source _office, source _os, source_app

obtain Vulnerability obtain obtain_buy, obtain_dig, obtain_exchange

analysis Vulnerability

analysis

analysis_0day, analysis_1day

E mail Mail phishing mail_server, mail_pc, mail_social, mail_sqlInject

ferry Ferry attack ferry_worm, ferry_Trojan

authorize Gain authorization authorize_malWare, authorize_backDoor,

authorize_bruteForce, authorize_phishing

expand Laterally expansion expand _ scan User, expand_sendMsg

locate Information locating locate_info, locate_asset, locate_person

I info Information theft info_pack, info_compress, info_encrypt

destroy Physical destruction destroy_modify, destroy_delete, destroy_cheat

assist Assist behavior assist_conceal, assist_maintain

S s1 Informationcollection s_infoCollect

s2 Vulnerability obtain s_ vulnerabilityObtain

s3 Vulnerability handle s_ vulnerabilityHandle

s4 Intranet entrance s_intranetAccess

s5 Get authorization s_getAuthorization

s6 Scan expansion s_scanExpand

s7 Threat process s_threatProcess

s8 Behavior conceal s_behaviorConceal
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Environmental conditions: O � C ! S; Vulnerability utilization: S � V ! S
Penetration expansion: S � E ! S; Attacks intention: S � I ! S

147.3.3 The EPNAM Generation Algorithm

Step 1: Scene hierarchical analysis

Analyze APT scene with AHP, extract each layer, and determine the 6-tuple {O, C,
V, E, I, S} of the factor layer, and the atomic indicators of each factor.

Step 2: Scenes association with Petri net

Extract key characteristics of the attack scene, then associate them with atomic

layer indicators. Determine the value of each atom layer indicator from the existing

values within the selecting domain to complete the 6-tuple.

Step 3: Construction of extended Petri net

The Petri net is constructed in accordance with the 6-tuple stage order with a serial

structure. In each stage, the parallel structure is used between the atomic indicators

and uses serial structure between the chosen values for each indicator.

Step 4: Formal expression generation

Traverse the constructed Petri net by the mobile of Token to generate formal

expression. attack_sqc represents the attack sequence generated at the last stage,

stage_sqc represents the attack subsequence produced at a certain stage in APT, and
atom_sqc is the collection of value of a certain atomic indicator.

Algorithm 1 Generation of attack sequence

Input:S ¼ {s1,s2,s3,s4,s5,s6,s7,s8}

Output:attack_sqc

PROCEDURE GENERATE_SEQUENCE(S)

BEGIN:

attack_sqc  ∅; section_sqc  ∅; atom_sqc  ∅
token  s1section  S1

FOR token  s1 TO s9 DO

(continued)
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Fig. 147.2 Extended Petri net
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(continued)

section_sqc  ∅
WHILE nextIndex(token) 6¼ ∅
atom_sqc  ∅
WHILE isSelected(atom) IN AtomDomain

atom_sqc  atom_sqc^atom
section_sqc  section_sqc_atom_sqc

token  token + 1

IF changSection(token) THEN

nextSection(section)

attack_sqc  (attack_sqc ! section_sqc)

END

147.4 Case Study

In this chapter, we choose the famous RSA SecurID theft attack as the analysis case

to prove the feasibility of the proposed model, which is the most representative one

that contains the universal characteristics of APT.

RSA, which is the subsidiary company of EMC, suffered APT in March 2011,

and part of the SecurID technology and customer information was stolen. Its

consequences led to the theft of important information of the company which

uses SecurID as the authentication credentials to establish a VPN network. The

following analysis is implemented using the proposed EPNAM approach on the

background of RSA SecurID theft attack.

1. Scene hierarchical analysis (Table 147.2)

2. Scene association with Petri net (Table 147.3)

3. Construction of extended Petri net (see Fig. 147.3)

4. Formal expression generation

Table 147.2 RSA SecurID theft attack scene analysis

Scene

factor Description

O Intranet of RSA, mail server

C Collect real-time information on RSA corporation. Imitate communication charac-

teristics and habits of branch company. Intranet web server, windows operating

system, and MS office, equipped with IDS and auditing system

V Sending malicious e-mail to the chief manager in the name of the branch company,

attachment (2011Recruitment Plan.xls) of which is embedded with a new 0-day

vulnerability, Adobe Flash CVE-2011-0609

E Trojan download from the C&C server; expand rapidly, get access to PC with high

authority, raise authorization, locate important files

I Gather the SecurID technique and customer information of RSA corporation, then

pack compress, encrypt, and send out through FTP to a remote PC. Clear trace and

maintain the current permission of the network

S Information collection, vulnerability obtain, vulnerability utilization, mail penetra-

tion, lateral expansion, information theft, conceal maintain
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According to algorithm 1 to traverse the preconstructed extended Petri net, the

generated formal expression is described as follows:

O(object_inNet^object _server) ! C(net_connect_os_windows_(habit_office^
habit_photo)_(defense_ids^defense _audit))!
V((source _office^source_app)_obtain_dig_analyse_0day)!
E((mail_server^mail_pc^mail_social)_

(authorize_malWare^authorize_phishing)_
(expand_scanUser^expand_sendMsg)

_(locate_info^locate_asset^locate_person))!
I((info_pack^info_compress^info_encrypt^)_(assist_conceal^assist_maintain))

Generation of attack states transformation is described as below:

s_infoCollect ! s_vulnerability Obtain ! s_vulnerability Handle ! s_ intranet

Access!
s_getAuthorization ! s_threatProcess ! s_behaviorConceal

The above analysis proves the feasibility of the proposed model. Furthermore,

the use of the model can do a better depiction on the attack scene, attack process as

well as state change of APT, and the formal expression can be used as basis for

further behavioral analysis and quantitative assessment.

Table 147.3 Association

Scene factor Atomic index Candidate values

O object object_intranet, object _server

C net net_connect

os os_windows

habit habit _office, habit _photo

defense defense _ids, defense _audit

V source source _office, source_app

obtain obtain_dig

analysis analysis_0day

E mail mail_server, mail_pc, mail_social

authorize authorize_malWare, authorize_phishing

expand expand _ scan User, expand_sendMsg

locate locate_info, locate_asset, locate_person

I info info_pack, info_compress, info_encrypt

assist assist_conceal, assist_maintain

S s1 s_infoCollect

s2 s_ vulnerabilityObtain

s3 s_ vulnerabilityHandle

s4 s_ intranetAccess

s5 s_getAuthorization

s6 s_scanExpand

s7 s_threatProcess

s8 s_behaviorConceal
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147.5 Conclusion

In this chapter, an APT behavior analysis model based on extended Petri net—

EPNAM model—is proposed, which can do hierarchical analysis on attack scene,

refine the APT hierarchy and scene factors, associate the attack scene with Petri net

to construct extended Petri net, and generate the formal expression by traversing the

Petri net. EPNAMmodel can completely portray the characterization of an APT by

embodying the attack scene in a multistep process-oriented attack description and

finally complete the combination of the attack scene, attack process, and state

space. The feasibility of the proposed model is proved by the analysis of actual case.

The following work focuses on refining the scene analysis and scene association,

improving the adaptability of the proposed model on different APT cases, and

implementing behavior analysis and quantitative assessment on the basis of the

generation of formal expression.

Acknowledgements This work is supported by the National Natural Science Foundation of

China (No. 61271252).

References

1. Huang, D., & Xue, Z. (2012). Research and analysis on advanced persistent threat behavior.

Information Security and Communication Secrecy, 1(5), 94–96 (In Chinese).

2. Bo, N. (2012). APT: Conceal, aims at theft of enterprise secret. Journal of China Computer, 1
(1), 1–3 (In Chinese).

3. Chen, J., Wang, Q., & Wu, M. (2012). Network APT attack and defense policy. Information
Security and Communication Secrecy, 1(7), 30–33 (In Chinese).

4. Schneier, B. (1999). Attack trees-modeling security threats. Journal of Software Tools, 24(12),
21–29.

5. Li, W. (2010). Research on network attack modeling method. Computer CD Software and
Applications, 1(13), 28–29.

6. Phillips, C., & Swiler, L. (1998). A graph-based system for network vulnerability analysis. In

Proceedings of the 1998 Workshop on New Security Paradigms (pp. 71–79). New York, NY:

ACM.

s1 s2 s3 s4 s5 s6 s7

c1_net

c2_os

c3_habit

v1_source

v2_obtain

e1_mail e3_authorize i1_theft i3_assist

c4_defense

v3_analysis

s8s0_object

e4_expand

e5_locate

Attack Object（O）

Stage2
Vulnerability Utilization（V）

Stage3
Penetration Expansion（E）

Stage1
Environmental Condition（C）

Stage4
Attack Intention（I）

State Space（S）

Fig. 147.3 Extended Petri net of RSA SecurID theft attack

1304 W. Zhao et al.



7. Swiler, L., Philips, C., Ellis, D., & Chakerian, S. (2001). Computer-attack graph generation

tool. In Proceedings of DARPA Information Survivability Conference and Exposition
(pp. 307–321). Los Alamitos, CA: IEEE.

8. Wang, G., Wang, H., Chen, Z., & Xian, M. (2009). An attack graph-based computer network

attack modeling method. Journal of National University of Defense Technology, 31(4), 78–84.
9. Cheng, K. (2010). Cyber attacks based on attack graphs and Petri nets model study. Xi’an,

China: Xi’an University of Architecture University of Science and Technology.

10. McDermott, J. (2000). Attack net penetration testing. In Proceedings of the 2000 Workshop on
New Security Paradigms (pp. 15–21). New York, NY: ACM.

147 Extended Petri Net-Based Advanced Persistent Threat Analysis Model 1305



Chapter 148

Energy-Efficient Routing Protocol Based

on Probability of Wireless Sensor Network

Kaiguo Qian

Abstract This chapter mainly discusses the problem of wireless sensor network

routing protocols. Based on analysis of the disadvantages of information implosion

and overlapping caused from implementation mechanisms of the flooding protocol,

energy-efficient routing protocol based on probability of wireless sensor network

(ERPBP) is proposed and evaluated. It uses the node distance and residual energy as

the weights to calculate the forwarding probability of neighbor nodes and chooses

some of maximum forwarding probability nodes as router. It saves the energy by

avoiding redundancy packet copies produced and improves the disadvantage of

flooding routing protocol. Performance analysis and simulation experiment show

that the new protocol effectively reduces the data redundancy, reduces the energy

consumption, and prolongs the network lifetime.

148.1 Introduction

Wireless sensor network (WSN) [1] is a self-organization network system that is

widely used in environmental monitoring, medical care, urban traffic management,

warehouse management, and military reconnaissance and is now becoming the

hottest research field. Wireless sensor network (WSN) [2] has the following char-

acteristics: node energy is limited and large-scale network of nodes is without

uniform distribution, node mobility, and network topology dynamic change.

Routing protocol [3] is designed to transmit the data from the source node to the

base station by intermediate forwarding nodes. Primary goal of routing design is to

meet the energy constraint of sensor node, to reduce energy consumption, and to

prolong the network life cycle. Second, it has higher scalability because of the

topological structure dynamic change. Third, routing protocol implementation is
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simple on demands of weakness of computing power and storage capacity.

Researchers have proposed hundreds of solutions, in which the flooding routing

protocol originated in the ad hoc network is the simplest and reliable algorithm.

Flooding does not need the information of the whole sensor network and has the

advantages of high scalability, simple calculation, and high reliability. Whereas, it

causes the problem of redundant packet copies, information implosion and overlap.

With the analysis of Gossip [4] and comprehensively considering the influence of

the node residual energy and communication distance, the chapter presents a new

routing protocol base nodes forwarding probability calculated according to the node

residual energy and communication distance. Performance analysis and simulation

experiment show that the new protocol effectively reduces the data redundancy and

the energy consumption and prolongs the network lifetime.

148.2 Related Work

In flood-routing protocol, source node sends collected data packet to all of the own

neighbors. Every neighbor node receives data from other nodes and broadcasts to its

neighbors, so that it goes on until the data transmitted to the destination sink. It

produces a large amount of redundant information, causing an information implo-

sion and overlap. Gossip [4] randomly chooses a neighbor node as the data receiver

if a node has the data to transmit to sink, so do the neighbors. This approach

decreases redundant data copies and relieves the information implosion and

overlapping. It causes longer delay time for the packet transmission. SPIN [5] and

DD [6] are two data-centric protocols. Clustering routing protocol is a kind of

hierarchy that divides the nodes into the cluster head nodes and member nodes.

Cluster heads manage member nodes in the native. Leach [7] and TEEN [8] are not

reliable as flooding, which are representatives for the clustering routing protocol.

148.3 Problem Description

The energy-efficient routing protocol based on probability (ERPBP) routing proto-

col runs in the network application scenario as the following: N sensor node is

randomly deployed in M � M square area. Each sensor node is stationary after

completion of WSN deployment. All nodes in the network are homogeneous and

energy constrained. We take the radio energy model [4] in order to verify energy

efficiency of the ERPBP routing protocol:

ETx k; dð Þ ¼ kEelec þ kεfsd
2 : d < d0

kEelec þ kεmpd
4 : d > d0

�
ð148:1Þ
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Equation (148.1) is energy dissipation equation for transmitting k-bit message

and for receiving k-bit message is shown Eq. (148.2):

ERx kð Þ ¼ kEelec ð148:2Þ

In above model, Eelec is the radio dissipate to run the transmitter or receiver

circuitry.

148.4 Energy-Efficient Routing Protocol Based

on Probability

There are two ways to improve energy efficiency for running routing protocol from

the radio energy model. The first is decreasing packets on the data transmission

process, that is, decrease k in the radio energy model. The second is shorting the

communication distance. It rotates the routing node to realize balancing energy

consumption. The ERPBP protocol calculates the neighbor node forwarding

probability based on node residual energy and communication distance if nodes

may transmit packets and selects a few nodes of the maximum probability as

forwarding nodes.

148.4.1 The Principle of ERPBP Protocol

In flooding protocol, if the node S wants to transmit data to the sink, it sends the data

copies to every neighbor node, and so does every neighbor except sending back to

source node until that sink node receives the data. The data is discarded if the TTL

(time to live) becomes 0. As can be seen from Fig. 148.1, it produces redundant data

and information implosion.

In ERPBP protocol, Source node Si calculates the forwarding probability pi of

neighbors according to Eq. (148.3) and chooses a few of nodes of the maximum

probability to send packets. The forwarding probability is proportional to the node

residual energy. The greater the residual energy of the node, the greater the

forwarding probability. The forwarding probability is not a simple inverse ratio

relationship with the communication distance between nodes. We assume that the

forwarding probability will decrease quickly when node distance is greater than the

threshold d0. We put forward the probability calculation mathematical model as

shown in Eq. (148.3):

p e; dð Þ ¼ aeþ 1

d þ 1ð Þα 0 < d � d
0

ð Þ

ae� bd þ c d > d0ð Þ

8<
: ð148:3Þ
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148.4.2 The ERPBP Protocol Description

Data message contains TTL field and DATA field. TTL field in the message

prevents unrestricted forwarding packet in the network. If a node ni needs to send

the data message, it does as shown in Fig. 148.2:

(a) Sink and nodes broadcast their location and serial number id.

(b) Node ni calculates the forwarding probability of neighbors according to the

node’s residual energy and distance.

(c) Node ni chooses a few nodes with maximum forwarding probability as

next hops.

Fig. 148.1 Principle

of flooding

start

Sink and nodes broadcast their location and serial number id

Node ni calculates the forwarding probability

Sink node?

end

TTL-1=0? Discard the 
packet

Has received the packet?

Y

Y

Y

N

N

N

Select forwarding node to send data

Receive the 
packet

Fig. 148.2 Process of ERPBP protocol

1310 K. Qian



(d) If the received message node is sink node, the message has already arrived the

destination; otherwise, jump to (e).

(e) If the TTL – 1 is equal to zero or the destination node has already received the

packet, jump to (f); otherwise, turn to (b).

(f) Discard the packet.

148.5 The Performance Analysis and Performance

148.5.1 Performance Analysis

The ERPBP protocol carries the advantage that algorithm implementation mecha-

nism is simple. It is suitable for topological dynamic change. In the process of

packet routing, the neighbors of larger residual energy and near distance are

preferentially selected for the forwarding nodes. Nodes, in which the distance is

far and residual energy is small, do not participate in data forwarding. For this

reason, it reduces energy consumption and realizes power load balance to prolong

the system life. At the same time, the ERPBP protocol limits the number of nodes to

avoid the generation of a large amount of redundant information and alleviates the

information implosion in flooding algorithm.

148.5.2 Performance

An experiment is designed in MATlab to simulate and estimate the performance.

100 sensor nodes are randomly deployed in the area of 100 m � 100 m. Sink node

is located at point 100 � 100.

1. Lifetime of system. Experiment running 5,000 rounds, the results of dead nodes

for the traditional flooding protocol and the ERPBP algorithm is shown as

Fig. 148.3. In the flooding protocol, the sensor nodes begin to die at about

250 rounds and the dead nodes reach to more than 70% at about 1,000 rounds.

Ninety percent of nodes are dead at the end of running. When ERPBP protocol

runs 1,500 rounds, the first dead node emerges. Eighty percent nodes die

between 1,950th round and 2,000th round. The result proves that the energy

consumption of the RPBEN protocol is balanced. At the same time, it shows that

the RPBEN protocol has higher energy utilization rate than flooding and has

longer life cycle.

2. Loss packets. Loss packet experimental results are as shown in Fig. 148.4. In

traditional flooding protocol, the total number of lost packets is probably

4.4 � 105 when sensor network runs 1,000 rounds. The reason is that redun-

dancy data copies are produced in the process of the operation of the network

with flooding protocol. After 1,000 rounds, there is no data to produce because

148 Energy-Efficient Routing Protocol Based on Probability. . . 1311



sensor network is dead. In the ERPBP protocol, the total number of lost packets

grows a lot less than the flooding protocol. Running at 1,950th round, loss

packets achieve 1.8 � 105. There are no loss packets after 1,950th round

because almost all nodes are dead.

Combining the experimental results of lifetime of system and loss packets show

that the network life cycle of flooding lasted about 500 rounds and the ERPBP

protocol life cycle lasted for 2,000 rounds. It is proved that the improved protocol is

a more efficient flooding algorithm.

Fig. 148.3 Dead nodes

with rounds

Fig. 148.4 Lost packets

with rounds
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148.6 Conclusion

This chapter presents a new energy-efficient routing protocol based on neighbors’

probability calculated for the weights of the node’s residual energy and distance.

Source node chooses a few neighbor as forwarding hop routing nodes according to

probability. This mechanism balances energy consumption in sensor networks and

reduces a large number of redundant packets of flood process. It improves the

disadvantages of information implosion, overlapping and the blinding usage of

resources in flooding algorithm. Performance analysis and simulation results show

that the new protocol is more energy-efficient than the flooding protocol.
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Chapter 149

A Dynamic Routing Protocols Switching

Scheme in Wireless Sensor Networks

Zusheng Zhang, Tiezhu Zhao, and Huaqiang Yuan

Abstract Many sensor query processing systems have been developed to acquire,

process, and aggregate data from wireless sensor networks. The energy consump-

tion of query processing is significantly impacted by routing protocol. In this

chapter, we propose a dynamic routing protocols switching scheme for query

processing. The scheme supports multiple kinds of routing protocols coexisting in

a single sensor node, and these protocols can be switched according to query tasks.

Simulation results show that the dynamic scheme is more energy efficient than

single routing protocol.

149.1 Introduction

The data query processing systems, such as TinyDB [1], are promising for wireless

sensor networks. With these systems, user can inject SQL-style queries into a

network through a PC. The networked sensor nodes then work together to process

the queries and send results back to the PC. The performance of these sensor

systems is greatly affected by the routing protocol, because routing protocol is

responsible for result gathering.

Traditionally, in wireless sensor network each routing protocol is designed,

developed, and evaluated separately, and the network layer uses a single routing

protocol to deal with all kinds of queries in a query system [2]. However, a routing

protocol is optimum for special task and network condition. For acquisition, such as

“select temperature from sensors,” a node doesn’t aggregate data packets from

neighbors, and all data packets are forwarded to BS through multi-hop. MintRoute

[3], CTP [4], and other collection protocols [5] are energy efficient to establish

flows up a tree and pull data out of a network. Another example, for aggregation,
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such as “select average (temperature) from sensors,” a node aggregates its sensed

data with data packets received from neighbors into one packet. Clustering tech-

nique is energy efficient for aggregation. Many clustering protocols [6–8] that have

been proposed for sensor networks, such as LEACH [6] and HEED [7], are the most

popular. Jun and Julien [9] demonstrated that an optimal routing protocol can be

selected for a particular application in ad hoc networks. He and Raghavendra [10]

described a framework to build programmable routing services for sensor networks.

This chapter proposes the protocols switching scheme for reducing energy

consumption of query processing. We decompose the network layer into shared

modules and private modules. The design allows several routing protocols to

coexist without burdensome memory requirement. BS decides protocols switching

according to query tasks, attaches the information in the query, and disseminates the

query to whole network. Then the network executes protocol switching. Simulation

results show that dynamic switching scheme is more energy efficient than single

routing protocol.

149.2 A Switching Scheme

149.2.1 Modular Design

Unlike traditional monolithic way, an overall modular design can increase code

reuse and runtime sharing. Code reuse will foster more rapid protocol and applica-

tion development. Runtime sharing refers to the sharing of code and resources

such as memory and radio. Based on the TinyOS [11] code of MintRoute and the

chapter of [12], we decompose the network layer into separate four parts:

ForwardingEngine (FE), RoutingEngine (RE), MsgPool (MP), and NeighborMgt

(NM), as shown in Fig. 149.1. The FE and MP modules support information

exchanging for application and MAC layers by interfaces. The MP and NM are

shared modules for all routing protocols. This is in contrast to the FE and RE

modules; different routing protocols have different algorithms implemented in

these modules.

The main function of an FE module is to obtain the next hop to which the packet

is to be forwarded. Additional functions include detection of cycles, network level

retransmission, and duplicate packet elimination. RE is responsible for creating and

maintaining the routing topology. Examples of topologies are trees, geographic

coordinates, or clusters. NM manages information about node’s neighbors. MP is

the buffer place for outgoing packets, and it supports packet scheduling for all

network protocols.
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149.2.2 Protocol Selection

We adopt a centralized control mode for routing protocol selection. BS maintains a

protocol selection table, as shown in Table 149.1. User defined the table entries, i.e.,

routing switching criteria, according to the overall knowledge of the network

performance by theoretic analysis, simulation, and experiment results. Procedure

at BS is as follows:

(a) Upon receiving a query from user, BS matches the query command to task.

As shown in Table 149.1, for SQL language, BS checks the query task according to

SQL keywords. (b) BS selects routing protocol according to query task. Then it

attaches the routing protocol information on the query command. Such as “select

temperature from sensors using MintRoute,” it informs the network switching to

MintRoute for the query. Finally, BS disseminates the query to the whole network.

149.2.3 Protocols Switching

To achieve the compatibility and expansibility, the dynamic scheme provides

uniform interface for application and MAC layers. Small changes of the code inside

of modules of routing protocols are required, while other layers’ code need not be

modified. The modular design of the dynamic scheme is shown in Fig. 149.2.

Because FE and RE are private modules of each routing protocol, multiple

Application Layer

RoutingEngine (RE)

MAC Layer

Network Layer

ForwardingEngine 
(FE)

MsgPool (MP)

NeighborMgt (NM)

Fig. 149.1 Modular design

of the network layer

Table 149.1 Polices of

protocol selection
Keywords Task Routing protocol

SUM, AVE, MAX, MIN Aggregation HEED

WHEN Event CTP

Others Collection MintRoute
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instances of FEs and REs simultaneously exist on the single node. So correctly

switching between FEs and REs modules is the key issue of the dynamic scheme.

We add three modules: HighDispatcher, LowDispatcher, and TopoControl for

routing protocols switching.

The TopoControl module controls the routing topology switching. When a node

receives a query, explains the query, and starts the corresponding application

program, TopoControl matches applications to REs. According to the routing

protocol identifier (RpID for short) carried by the query command, when the

query task starting, TopoControl starts the RpID’s RE module. When the query

task is finished, TopoControl stops the RpID’s RE module. The HighDispatcher and

LowDispatcher modules hide the differences of routing protocols for application

and MAC layers. FE module is responsible for data packet sending and forwarding.

As shown in Fig. 149.2, the dynamic scheme is competent for the switching

between FEs by the HighDispatcher and LowDispatcher modules. The network

header of a data packet is shown in Fig. 149.3. The dynamic scheme adds two fields:

low header and high header. The low header is added and explained by

HighDispatcher module. The HighDispatcher module provides a bridge for data

packets correctly flowing between application layer programs and FEs.

LowDispatcher manages the low header field in the packet header, and it provides

a bridge for data packets correctly flowing between MAC layer and FEs.

Application Layer

ForwardingEngine 
(FE)

RoutingEngine 
(RE)

MsgPool (MP)

MAC Layer

Network Layer

LowDispatcher

TopoControlHighDispatcher

Fig. 149.2 Architecture

of the dynamic scheme

Routing 
header PayloadLink layer 

headers
High 

header
Low 

header
 

Fig. 149.3 Network packet

header format
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149.3 Simulation

To evaluate the feasibility of our approach and to make the proposal concrete, we

implemented the dynamic scheme in TinyOS [11]. We used two routing protocols:

MintRoute and HEED for our implementation. Based on our previous work [13],

BS selects routing protocol according to query tasks: for aggregation, BS chooses

HEED as routing protocol; for acquisition, it chooses MintRoute. BS attaches the

routing protocol information on the query command and sends it to the network

using flooding algorithm.

We adopt the simple energy model [7]. The energy consumption for sending l bit

data with distance d is ETx, and energy consumption for receiving l bit data is ERx.

The energy model can be expressed as

ERx lð Þ ¼ lEelec ð149:1Þ

ETx l; dð Þ ¼ lEelec þ lξfsd
2,

lEelec þ lξmpd
4,

d < d0
d > d0

�
ð149:2Þ

where Eelec is the circuitry power consumption, which depends on factors such as

the digital coding, modulation, and filtering. ξfsd
2 and ξmpd

4 are the transmission

power which depends on the distance to the receiver and acceptable bit-error rate.

In our simulation, 100 nodes are randomly distributed in a 100 � 100 m area, node

communication range is 50 m, and the sink node is located at (0, 0 m). Energy

consumption of data fusion is 5 nJ/bit. Energy consumption for sleep and sense

mode is ignored. Simulation parameters are shown in Table 149.2.

149.3.1 Code Size

One of the main objectives of creating a dynamic scheme for sensor networks is to

increase code reuse, thereby allowing for multiple protocols to coexist cleanly and

efficiently on a single node. Compared to the monolithic implementations,

Fig. 149.4 compares code size between the different implementations. Modular is

Table 149.2 Simulation

parameters
Parameter Value

Threshold distance (d0) 75 m

Data packet size 500 bytes

Control packet size 25 bytes

Initial energy 2 J

Eelec 50 nJ/bit

Efusion 5 nJ/bit

Efs 10 pJ/bit

ξmp 0.0013 pJ/bit
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the modular design of coexist MintRoute and HEED, and Dynamic refers to

dynamic scheme based on coexist of MintRoute and HEED. When we combine

different protocols, we observe clear gains: the modular design use up 40 % less

code size.

149.3.2 Continuous Query

BS sends an aggregation query to the network at first; when the aggregation query

is finished, BS sends an acquisition query to the network continuously. The sample

period of each query is 10 s and the duration is 30 min. We simulated the dynamic

scheme, HEED, and MintRoute, respectively. The query system adopting dyna-

mic scheme can switch routing protocols according to query tasks. As shown in

Fig. 149.5a, we record the number of data packets received at BS and energy

dissipation. When the number of data packets is about between 0 and 16,000,

the network is running an aggregation query. In the interval, HEED is more

energy-efficient than MintRoute, so the dynamic scheme selects HEED as routing

protocol. When the number of data packets is about 16,000, the aggregation query is

finished. And when the number of data packets is about between 16,000 and 32,000,

the acquisition is executing. In the interval, the performance of MintRoute is better

than HEED. The dynamic scheme can get the best of both worlds by switching from

HEED toMintRoute. So it is more energy efficient than bothMintRoute and HEED.

149.3.3 Random Query

The number of queries is randomly generated, query type is randomly selected from

aggregation and acquisition, and query duration is a random integer between 1 and

30 min. Using these constraints, we generate the random queries scene, which

contains 16 aggregation queries and 14 acquisition queries. Queries are injected into

a network one by one, and there is only single query running in the network at a time.

0

15
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MintRoute HEED Modular Dynamic

C
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e 
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B
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Fig. 149.4 Code size

comparison
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We simulate MintRoute, HEED, and dynamic scheme using the same random

queries scene. As shown in Fig. 149.5b, the dynamic scheme is more energy efficient

than HEED and MintRoute.

149.4 Conclusion

This chapter describes the routing protocols switching scheme in sensor network

that can switch between routing protocols according to query tasks. Simulation

results show that it is more energy efficient than single routing protocol for query

processing. The scheme decides protocols switching only based on query tasks. The

performance of routing protocol also is significantly affected by network condi-

tions. So as future work, we intend to let BS decide protocols switching based on

knowledge by automatic learning.
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Chapter 150

Incipient Fault Diagnosis in the Distribution

Network Based on S-Transform and Polarity

of Magnitude Difference

Jinqian Zhai and Xin Chen

Abstract It is difficult for conventional relaying algorithms to detect incipient

faults, such as insulator current leakage, electrical faults due to tree limbs, and

transient or intermittent earth faults, which are frequent in distribution networks.

With the time, they may lead to a catastrophic failure. In order to avoid this

situation, S-transform technique is proposed to extract the suitable features of

incipient fault in this chapter. A least square support vector machine (LS-SVM)

classifier is developed utilizing the features so that incipient fault is distinguished

from the normal disturbances. Then the polarity of magnitude difference of residual

current is used to determine the fault section of distribution network. The proposed

technique has been investigated by ATP/EMTP simulation software. Simulation

results show that this technique is effective and robust.

150.1 Introduction

Incipient faults in power lines are normally characterized as the faulty phenomena

with the relatively low fault currents, such as high-impedance faults, insulator

leakage current faults, and intermittent/transient faults [1]. These faults represent

little threat of damage to power system equipment. But with time, they may lead to

a catastrophic failure (i.e., a permanent damage beyond repair). So, early detection

of power line fault would undoubtedly be a great benefit to the utilities enabling

them to avoid catastrophic failures, unscheduled outages, and thus loss of revenues.

Various methods have been proposed by researchers and protection engineers.

Among them, harmonic analysis [2], randomness detection [3], artificial neural

networks [4], Hilbert-transform-based [5], wavelet transform [6–9], etc. are used to

extract the feature of incipient fault signals in the distribution line. But due to high
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time resolution and low frequency resolution for high frequencies and high

frequency resolution and low time resolution for low frequencies, wavelet trans-

form can achieve a better solution. To overcome the shortcomings associated with

the existing techniques, novel methods need to be developed. The purpose of this

chapter is to develop an online system that uses voltage and current during a period

to diagnosis incipient faults of power line; the proposed algorithms are as follows:

The incipient fault features are extracted by S-transform. All these features are

then used to train LS-SVM to enable it to make prediction of possible occurrences

of incipient faults in the distribution network. Then the polarity of magnitude

difference of residual current is used to determine the faulty section in the distri-

bution network.

150.2 Incipient Fault Characterization

and Simulation System

150.2.1 The Characterization of Incipient Fault

The term “incipient faults” refers to certain pre-fault “symptoms” or electrical

activities taking place prior to a power system failure or blackout. Power line

incipient faults are the primary causes of catastrophic failures in the distribution

network. For underground cable, these faults develop in the extruded cables from

gradual deterioration of the solid insulation due to the persisting stress factors. For

overhead lines, incipient faults are associated with degraded equipment (insulators,

arresters, transformer insulation and bushings, etc.) and the gradual intrusion of tree

limbs as they grow into the overhead power line. Therefore, the present develop-

ment aims at detecting these defects through prediction. The investigation searches

out defect patterns or signatures that are still hidden, so they can be solved before

they effectively interrupt the transmission system.

150.2.2 Simulation System

The 10-kV distribution system is supplied with power by a 110-kV grid via a

40-MVA transformer as shown in Fig. 150.1; the isolated neutral 10-kV system

consists of several overhead lines and cables as radial feeders, which are simulated

using ATP/EMTP, in which the processing is created by ATPDraw [10]. L2 and L3

are cables, 7 and 5 m, respectively; other feeders are overhead lines. L1 is 15 m, AB

is 10 m, BC is 5 m, BD is 4 m, CE is 5 m, CF is 7 m, CG is 4 m, DH is 5 m, and DI is

6 m. The feeder overhead line and cable are represented using the frequency-

dependent JMarti model. The high-impedance arc fault is simulated, and the several

wireless sensors are installed in specific measuring sites [11, 12].
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150.3 S-Transform-Based Feature Extraction Method

for Incipient Fault in the Distribution Network

150.3.1 The Principle of S-Transform

The S-transform, put forward by Stockwell in 1996, is considered as one of the most

recent signal processing techniques, which is a kind of time-frequency analysis

method based on continuous wavelet transformation and short-time Fourier trans-

formation, and overcomes some of disadvantages of the wavelet transforms

[13]. The basis function for the S-transform is the Gaussian modulation cosinusoids.

The consinusoid frequencies are used for the interpretation of a signal that will result

in the time-frequency spectrum. The output of the S-transform is an N � M matrix

called the S-matrix whose row pertains to the frequency and columns to time

[14]. Each element of the S-matrix is complex valued and is used for extracting

features to classify the incipient faults. The S-transform performs multi-resolution

analysis on a time-varying power signal as its window width varies inversely with

the frequency. The S-transform for a function x(t) is defined as [15]

S τ; fð Þ ¼
ð1
�1

x tð Þ fj jffiffiffiffiffi
2π

p e�
τ�tð Þ2 f 2

2 e�i2πftdt ð150:1Þ

The S-transform will generate time-frequency contours; these contours can

provide excellent features, which can be used by a pattern recognition system for

classifying the incipient faults.
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Fig. 150.1 Configuration of simulated system
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150.3.2 Feature Extraction from the S-Transform

Since the residual voltage and current are real-time summation of the three phase

voltages and currents, respectively, any single-phase change is reflected in the

residual voltage and current. Therefore, in this study, both residual voltage and

current were analyzed. They are computed as

ur ¼ ua þ ub þ uc ð150:2Þ

ir ¼ ia þ ib þ ic ð150:3Þ

where ur and ir are the residual voltage and current, respectively. ua, ub, and uc are
the phase voltages. ia, ib, and ic are the phase currents.

Characterization of the measurements of voltage and current is proposed to

obtain features to be used as inputs of classifier. In this study, S-matrix is obtained

by S-transform of residual voltage and current. According to S-matrix of incipient

fault signal, several important information in terms of magnitude, phase, and

frequency can be extracted. Many features such as amplitude, variance, mean,

standard deviation, and energy of the transformed signal are widely used for proper

classification. In this study, features are as follows.

The first set of features: The maximum value of the absolute S-matrix of residual

current and voltage, which are F1 and F5. The second set of features: The minimum

value of the absolute S-matrix of residual current and voltage, which are F2 and F6.

The third set of features: Standard deviation of the data set comprising of the

elements corresponding to maximum magnitude of each column of the S-matrix,

which are F3 and F7. The fourth set of features: Mean value of the data set

comprising of the elements corresponding to maximum magnitude of each column

of the S-matrix, which are F4 and F8.

The overall features selected for characterizing the residual voltage and current

waveforms are shown in Table 150.1.

Table 150.1 Features from

the S-transform of incipient

fault signal

Features Description

F1 The maximum of S-matrix for residual current

F2 The minimum of S-matrix for residual current

F3 Standard deviation of residual current

F4 Mean value of residual current

F5 The maximum of S-matrix for residual voltage

F6 The minimum of S-matrix for residual voltage

F7 Standard deviation of residual voltage

F8 Mean value of residual voltage
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150.4 Classification for Incipient Fault and Normal

Switching in the Distribution Network

In this section, the LS-SVM is used to classify the incipient fault and normal

disturbance, such as capacitor switching and load switching. The LS-SVM model

is finally given as follows [16]:

y xð Þ ¼ sign
XN

i¼1
αiyiK x; xið Þ þ b

h i
ð150:4Þ

K(x,xi) is the kernel function. In our experiment, we choose the radial basis function

(RBF) kernel where δ2 is the bandwidth of the RBF kernel as our kernel, because it

tends to achieve better performance. In determining the kernel bandwidth, δ2 and
the margin γ are set at 0.4 and 10, respectively. In order to fit the requirements of

LS-SVM classifier, the training sample data must be collected and preprocessed

before inputted into the classifier. By simulation using the ATP/EMTP, 600 num-

bers of residual voltage and current waveforms for incipient faults and normal

disturbances were obtained for training LS-SVM. The features for all the wave-

forms were extracted from the S-transform. These features were used in developing

the training database for the LS-SVM. Then, 300 numbers of residual voltage and

current waveforms for incipient faults and normal disturbances were used for

testing the training model. The results for test using LS-SVM classifier for input

feature date from S-transform and wavelet transform are shown in Tables 150.2

and 150.3.

From Table 150.2, it is shown that LS-SVM classifier has good performance for

these features extracted from S-transform; the correct classification rate is 90 %,

which is higher than wavelet transform in Table 150.3. So S-transform-based

incipient fault detection demonstrates the validity compared with wavelet transform

widely used in power system.

Table 150.2 The classification result using features from S-transform

Disturbance type No. of data Correct classification Accuracy (%)

Incipient fault 100 90 90

Capacitor switching 100 96 96

Load switching 100 93 93

Table 150.3 The classification result using features from wavelet transform

Disturbance type No. of data Correct classification Accuracy (%)

Incipient fault 100 87 87

Capacitor switching 100 95 95

Load switching 100 94 94
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150.5 Fault Section Discrimination for Incipient Fault

in the Distribution Network

Once incipient fault is detected, it is necessary to find the position in power

distribution network. In this section, a location method for incipient fault is pro-

posed. Suppose the incipient fault occurs in the section DI. When the incipient fault

occurs at 0.26 s, the corresponding residual current waveforms for these branches are

shown in Figs. 150.2 and 150.3. We know that pre-fault residual current magnitude

of some sections is lower than that during the fault, which is drawn in Fig. 150.2, and

pre-fault residual current magnitude of other sections is larger than that during the

fault, which is drawn in Fig. 150.3.
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When the incipient fault occurred at 0.26 s, from Figs. 150.2 to 150.3, it is

obvious that the residual current magnitude of every section has changed so much.

Some magnitudes are bigger than pre-fault, and others are smaller than pre-fault. So

this change is the difference between the residual current magnitude during and

pre-fault measurements, which is described as

Δir ¼ ir during � ir pre ð150:5Þ

Through the simulation in Fig. 150.1, it is well known that if Δir > 0, like the

case of Fig. 150.2, it is the case with faulty section, and otherwise, if Δir < 0, like

the case of Fig. 150.3, it is the case of healthy section. So, the positive or negative of

Δir is considered as the discrimination rule to the status of power line.

The case was studied for incipient fault occurring at section CF. The

corresponding residual current magnitude difference between during and pre-fault

higher zero are shown in Fig. 150.4. By analyzing the Fig. 150.4, when the incipient

fault occurred in section CF, the residual current magnitude of section AB is higher,

and it is slightly reduced for each downstream section BC and CF. But for the

healthy section, the residual current magnitude during the fault is lower than that of

pre-fault.

150.6 Conclusion

In this chapter, a complete incipient fault diagnosis scheme is proposed. A novel

technique based on S-transform of residual voltage and current is proposed to extract

the features of incipient faults. According to these features, LS-SVM classifier is

used to distinguish between fault status and normal disturbance. By analyzing the

magnitude difference between during the fault and pre-fault, an estimation rule is
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proposed to determine the faulty section in the distribution network. The proposed

scheme performance showed its high reliability and robustness to a wide variety of

simulated tests.
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Chapter 151

Network Communication Forming Coalition

S4n-Knowledge Model Case

Takashi Matsuhisa

Abstract This paper is to introduce the new concept of coalition Nash equilibrium

of a strategic game. A coalition Nash equilibrium for a strategic game consists of

(1) a subset S of players, (2) independent mixed strategies for each member of S,
and (3) the conjecture of the actions for the other players not in S with the condition
that each member of S maximizes his/her expected payoff according to the product

of all mixed strategies for S and the other players’ conjecture. Let us consider that

each player communicates privately not only his/her belief about the others’ actions

but also his/her rationality as messages according to a protocol and then the

recipient updates their private information and revises her/his prediction. Then

we show that the conjectures of the players in a coalition S regarding the future

beliefs converge in the long run communication, which lead to a coalition Nash

equilibrium for the strategic game.

151.1 Introduction

For few decades, researchers in economics, AI, and computer science become

entertained lively concerns about relationships between knowledge and actions.

At what point does an economic agent sufficiently know to stop gathering infor-

mation and make decisions? There are also concerns about cooperation and knowl-

edge. What is the role of sharing knowledge to making cooperation among agents?

Considering a coalition among agents, we tacitly understand that each agents in

the coalition shares their individual information and so they commonly know each

other. In mathematical point of view yet a little is known what structure they have to

know commonly. The aim of this paper is to fill the gap. Our point is that in a
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coalition, the members do not necessarily have common-knowledge about each

other but they communicate his/her own beliefs on the others to each other

through messages.

The purposes of this paper are to introduce the concept of coalition Nash

equilibrium of a strategic game and to show that a communication among the

players in a coalition leads to the equilibrium through messages. A coalition Nash

equilibrium for a strategic game consists of (1) a subset S of players, (2) independent

mixed strategies for each member of S, and (3) the conjecture about the actions for

the players outside of S maximizes his/her expected payoff according to all mixed

strategies for all members in S together with the conjectures of all the players

outside of S.

This paper analyzes the solution concept from the Bayesian point of view:

The players start with the same prior distribution on a state-space. In addition

they have private information which is given by a reflexive and transitive binary

relation on the state-space. Each player in a coalition S predicts the other players’

actions as the posterior of the others’ actions given his/her information. He/she

communicates privately their beliefs about the other players’ actions through

messages among all members in S according to the communication network in S,
which message is information about his/her individual conjecture about the others’

actions. The recipients update their belief by the messages. Precisely, at every stage

each player communicates privately not only his/her belief about the others’ actions

but also his/her rationality as messages according to a protocol, and then the

recipient updates their privateinformation and revises her/his prediction. In this

circumstance, we shall show that

Main theorem In a communication process of the game according to a protocol
with revisions of their beliefs about the other players’ actions, the profile of their
future predictions converges to a coalition Nash equilibrium of the game in the
long run.

This paper is organized as follows. In Sect. 151.2, after recalling the knowledge

structure associated with an RT-information structure, we present a game on

knowledge structure. The communication process for the game is introduced

where the players send messages about their conjectures about the other players’

action. In Sect. 151.3 we give the formal statement of the main theorem (Theorem 1)

with an illustrated example, and we conclude with some remarks.

151.2 The Model

Let Ω be a state-space which is a nonempty finite set, N a set of finitely many

players f1; 2; . . . ng at least two (n � 2), and let 2Ω be the family of all subsets ofΩ.

Each member of 2Ω is called an event and each element ofΩ called a state. Let μ be
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a common probability measure onΩ for all players. For simplicity it is assumed that

(Ω, μ) is a finite probability space with μ full support.1

151.2.1 Information and Knowledge2

By an RT-information structure3 we mean hΩ; ðΠiÞi2 �Ni in which Πi : Ω ! 2Ω

satisfies the three postulates: For each i 2 �N and for any ω ∈ Ω,

Ref ω ∈ Πi(ω); Trn ξ ∈ Πi(ω) implies Πi(ξ) � Πi(ω);

This structure is equivalent to a Kripke semantics for the multi-modal logic S4n.

The set Πi(ω) will be interpreted as the set of all the states of nature that i knows to
be possible at ω, or as the set of the states that i cannot distinguish from ω. We will

therefore call Πi i’s possibility operator on Ω and also will call Πi(ω) i’s informa-
tion set at ω.

If the RT-information structure satisfies the below postulate

Sym If ξ ∈ Πi(ω), then ω ∈ Πi(ξ),

it is called an information partition, which is equivalent to a Kripke semantics for

the multi-modal logic S5n.

Our interpretation is given as a player i for whom Πi(ω) � E knows, in the state

ω, that some state in the event E has occurred, and then we say that in the state ω the

player i knows E. It follows

Definition 1 The knowledge structure ⟨Ω, (Πi)i ∈ N, (Ki)i ∈ N⟩ consists of an

RT-information structure ⟨Ω, (Πi)i ∈ N⟩ and a class of i’s knowledge operator Ki

on 2Ω such that KiE ¼ {ω ∈ Ω j Πi(ω) � E}.
The set KiE will be interpreted as the set of states of nature for which

i knows E to be possible.

We record the properties of i’s knowledge operator4: For every E, F of 2Ω,

N KiΩ ¼ Ω and Ki∅ ¼ ∅ ; K Ki(E \ F) ¼ KiE \ KiF;
T KiF � F; 4 KiF � KiKiF;

i’s possibility operator Πi is uniquely determined by i’s knowledge operator
Ki satisfying the above four properties as ΠiðωÞ ¼

T
ω2KiE

E: If Πi satisfies further

Sym, then the below property is also true:

5 Ω ∖ Ki(E) � Ki(Ω ∖ Ki(E)).

1 That is, μ(ω) 6¼ 0 for every ω ∈ Ω.
2 C.f.; Binmore [2] for information and knowledge.
3 RT-information stands for a reflexive and transitive information.
4 According to these we can say the structure ⟨Ω, (Ki)i ∈ N⟩ is a model for the multi-modal

logic S4n.
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151.2.2 Game and Knowledge5

In this paper, by a game G we always mean a finite strategic form game

⟨N, (Ai)i ∈ N, (gi)i ∈ N⟩ with the following structure and interpretations: N is a finite

set of players f1; 2; . . . ; i; . . . ng with n � 2, Ai is a finite set of i’s actions (or i’s
pure strategies), and gi is an i’s payoff function of A into R, where A denotes the

product A1 � A2 �� � � � An, A�i the product A1 � A2 � � � � � Ai�1 � Aiþ1 � � � �
�An . We denote by g the n-tuple ðg1; g2; . . . gnÞ and by a�i the (n � 1)-tuple

ða1; . . . ; ai�1; aiþ1; . . . ; anÞ for a of A. Furthermore we denote a�I ¼ ðaiÞi2NnI for
each I � N. A probability distribution σi on Ai is called an i’s mixed strategy for a
game G. We denote by Δ(Ai) the set of all i’s mixed strategies, so we will denote

ΔðAÞ ¼ Qn
i¼1 ΔðAiÞ and Δ(AI) ¼ ∏i ∈ IΔ(Ai).

A profile (σi)i ∈ N of mixed strategies is called a Nash equilibrium if for each

i ∈ N and for every bi∈ Ai, we have

X
a�i2A�i

giðai; a�iÞ
Y

j2Nnfig
σiðajÞ≧

X
a�i2A�i

giðbi; a�iÞ
Y

j2Nnfig
σiðajÞ

By i’s overall conjecture (or simply i’s conjecture) we mean a probability

distribution φi 2 ΔðA�iÞ ¼ ΔðANnfigÞ. For each player j other than i, the marginal

distribution on j’s actions is called i’s individual conjecture about j (or simply i’s
conjecture about j.) Functions on Ω are viewed like random variables in the

probability space (Ω, μ). If x is a such function and x is a value of it, we denote

by [x ¼ x] (or simply by [x]) the set {ω ∈ Ω j x(ω) ¼ x}.
The information structure (Πi) with a common prior μ yields the distribution on

A �Ω defined by qiða;ωÞ ¼ μð½a ¼ a�jΠiðωÞÞ; and the i’s overall conjecture

defined by the marginal distribution qiða�i;ωÞ ¼ μð½a�i ¼ a�i�jΠiðωÞÞ which is

viewed as a random variable of φi. We denote by [qi ¼ φi] the intersection
T

a�i2A�i

½qiða�iÞ ¼ φiða�iÞ� and denote by [φ] the intersection
T

i2N ½qi ¼ φi�. Let gi be a

random variable of i’s payoff function gi and ai a random variable of an i’s action ai.
According to the Bayesian decision theoretical point of view, we assume that

each player i absolutely knows his/her own actions; i.e., letting ½ai� :¼ ½ai ¼ ai� ,
[ai] ¼ Ki([ai]) (or equivalently,Πi(ω) � [ai] for all ω ∈ [ai] and for every ai of Ai.)

i’s action ai is said to be actual at a state ω if ω ∈ [ai ¼ ai]; and the profile aI is said
to be actually played at ω if ω 2 ½aI ¼ aI� :¼

T
i2I ½ai ¼ ai� for I � N. The payoff

functions g ¼ ðg1; g2; . . . ; gnÞ is said to be actually played at a state ω if

ω 2½g ¼ g� :¼ Ti2N ½gi ¼ gi�: Let Exp denote the expectation defined by

Expðgiðbi; a�iÞ;ωÞ :¼
P
a�i2A�i

giðbi; a�iÞ qiða�i;ωÞ:

5 C.f., Aumann and Brandenburger [1].
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By a coalition S we mean S is a non empty subset of N. Let (σi)i ∈ S be the

profiles of mixed strategies of G for a coalition S. By S-exectation of i’s payoff

function gi at ω we mean

ExpSðgiðaS; a�SÞ;ωÞ :¼
X
a�S2A�S

giðaS; a�SÞ
Y
i2S

σi

 !
qiða�S;ωÞ:

Definition 2 A profile (σi)i ∈ S is called a coalition S-Nash equilibrium ofG if each

member i in S maximizes his/her ExpS(gi(aS, a�S); ω) for every ω ∈ Ω; i.e.: ExpS
ðgiðaS; a�SÞ;ωÞ � ExpSðgiðbS; a�SÞ;ωÞ for every bS in AS.

A coalition S is called rational at ω if for every i ∈ S, each i’s actual action ai
maximizes the expectation of his actually played payoff function gi at ω when the

other players’ actions are distributed according to his conjecture qi(� ; ω). For-
mally, letting gi ¼ gi(ω) and ai ¼ ai(ω), Expðgiðai; a�iÞ;ωÞ � Expðgiðbi; a�iÞ;ωÞ
for every bi in Ai. Let Ri denote the set of all of the states at which i is rational.

151.2.3 Protocol6

We assume that the players communicate by sending messages. Let T be the time

horizontal line {0, 1, 2, � � �t, � � � }. A protocol on a coalition S of a game G is a

mapping PrS : T ! S� S, t� (s(t), r(t)) such that s(t) 6¼ r(t). Here t stands for time
and s(t) and r(t) are, respectively, the sender and the recipient of the communication

which takes place at time t. Simply we call it an S-protocol. We consider the

protocol as the directed graph whose vertices are the set of all members in S and

such that there is an edge (or an arc) from i to j if and only if there are infinitely

many t such that s(t) ¼ i and r(t) ¼ j.
In this paper a protocol PrS is assumed to be fair; that is, the graph is strongly

connected: In words, every player in this protocol communicates directly or indi-

rectly with every other player infinitely often. It is said to contain a cycle if there are
players i1; i2; . . . ; ik with k � 3 such that for all m < k, im communicates directly

with im+1, and such that ik communicates directly with i1. The communications are

assumed to proceed in rounds.

151.2.4 Communication on Coalition

Let S be a coalition of G. A coalition S-communication process πS(G) with

revisions of players’ conjectures (φi
t)(i, t) ∈ S�T according to a protocol for a game

G is a tuple

6 C.f.: Parikh and Krasucki [4].
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πSðGÞ ¼ hG; ðΩ; μÞ; Prs; ðΠt
iÞi2S; ðKt

iÞi2S; ðφt
iÞði;tÞ2S�Ti

with the following structures: the players have a common prior μ onΩ, the protocol

PrS among N, PrS(t) ¼ (s(t), r(t)), is fair and it satisfies the conditions that

rðtÞ ¼sðtþ 1Þ for every t and that the communications proceed in rounds. The

revised information structure Πi
t at time t is the mapping of Ω into 2Ω for player

i ∈ S. If i ¼ s(t) is a sender at t, the message sent by i to j ¼ r(t) is Mi
t. An n-tuple

(φi
t)i ∈ S is a revision process of individual conjectures. These structures are

inductively defined as follows:

– Set Πi
0(ω) ¼ Πi(ω).

– Assume that Πi
t is defined. It yields the distribution qtiða;ωÞ ¼ μð½a ¼ a�jΠt

iðωÞÞ:
Whence

• Ri
t denotes the set of all the state ω at which i is rational according to his

conjecture qi
t(� ; ω)7;

• The message Mi
t : Ω ! 2Ω sent by the sender i at time t is defined by

Mt
iðωÞ ¼

\
a�i2A�i

ξ 2 Ω qtiða�i; ξÞ ¼ qtiða�i;ωÞ
�� ��� �

:

Then:

– The revised knowledge operator Ki
t : 2Ω ! 2Ω is defined by Ki

t(E)
¼ {ω ∈ Ω j Πi

t(ω) � E }.

– The revised partition Πi
t+1 at time t + 1 is defined as follows: Πtþ1

i ðωÞ ¼ Πt
iðωÞ

\Mt
sðtÞðωÞ if i ¼ r(t), and Πtþ1

i ðωÞ ¼ Πt
iðωÞ otherwise,

– The revision process (φi
t)(i, t) ∈ S�T of conjectures is inductively defined as fol-

lows: Letω0 ∈ Ω, and setφ0
sð0Þða�sð0ÞÞ :¼ q0sð0Þða�sð0Þ;ω0Þ. Takeω1 ∈ Ms(0)

0(ω0)

\ Kr(0)([gs(0)] \ Rs(0)
0),8 and setφ1

sð1Þða�sð1ÞÞ :¼ q1sð1Þða�sð1Þ;ω1Þ. Take ωt+1 ∈ Ms

(t)
t(ωt) \ Kr(t)

t([gs(t)] \ Rs(t)
t),9 and set φtþ1

sðtþ1Þða�sðtþ1ÞÞ :¼ qtþ1
i ða�sðtþ1Þ;ωtþ1Þ.

The specification is that a sender s(t) at time t informs the recipient r(t) his/her
prediction about the other players’ actions as information of his/her individual

conjecture. The recipient revises her/his information structure under the informa-

tion. She/he predicts the other players’ action at the state where the player knows

7 That is, each i’s actual action aimaximizes the expectation of his payoff function gi being actually
played at ω when the other players actions are distributed according to his conjecture qi

t(� ; ω) at
time t. Formally, letting gi ¼ gi(ω), ai ¼ ai(ω), the expectation at time t, Expt, is defined by Expt

ðgiðai; a�iÞ;ωÞ :¼
P
a�i2A�i

giðai; a�iÞ qtiða�i;ωÞ: A player i ∈ S is said to be S-rational according

to his conjecture qi
t(� , ω) at ω if for all bi in Ai, Exp

tðgiðai; a�iÞ;ωÞ � Exptðgiðbi; a�iÞ;ωÞ:
8We denote ½gi� :¼ ½gi ¼ gi�.
9 It is noted that ωt+1 ∈ Ms(t)

t(ωt) \ Kr(t)
t([gs(t)] \ Rs(t)

t) 6¼ for every t ¼ 0, 1, 2, � � � .
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that the sender s(t) is rational, and she/he informs her/his the predictions to the other

player r(t + 1).

We denote by∞ a sufficiently large τ ∈ T such that for allω ∈ Ω,qτi ð� ;ωÞ ¼ qτþ1
i

ð� ;ωÞ ¼ qτþ2
i ð� ;ωÞ ¼ � � � . Hence we can write qiτ by qi∞ and φi

τ by φi
∞.

151.3 The Result

We can now state the main theorem, and we will give an example to illustrate it.

Theorem 1 Let G be a strategic form game. Suppose that the players in G have the
knowledge structure with μ a common prior. Let S be a coalition in a game G. In a
coalition S-communication process πS(G) according to an S-protocol PrS among all
members in S, the jSj-tuple of their conjectures (φi

t)(i,t)∈S�T converges to a coali-
tion S-Nash equilibrium of the game in finitely many rounds.

Proof will be omitted, and it will be appeared elsewhere.

Example 1 Let us consider the game G ¼ ⟨N, (Ai)i ∈ N, (gi)i ∈ N⟩ as follows:

– The set of players N ¼ { 1, 2, 3}:

– The action sets A1 ¼ fH;Tg;A2 ¼ fH;Tg;A3 ¼ fW;Eg:
– The payoff functions g1, g2, g3 are given in Table 151.1:

The game G has the unique Nash equilibrium ð1
2
Hþ 1

2
T; 1

2
hþ 1

2
t;WÞ, and let us

reconsider the situation as follows: Each player knows his/her own actions, but
he/she cannot know the other players’ action. To model the situation we

introducethe game G as a Bayesian game equipped with the below information

partition (Πi)i ¼ 1, 2, 3:

– Ω ¼ {ω1, ω2, � � � , ω8} with the equal probability μ; i.e., μðωÞ ¼ 1
8
:

– The partitions (Πi)i ¼ 1, 2, 3 on Ω:

• The partition Π1: Π1ðωÞ ¼ fω1;ω2;ω5;ω6g;Π1ðωÞ ¼ fω3;ω4;ω7;ω8g;
• The partition Π2: Π2ðωÞ ¼ fω1;ω3;ω5;ω7g;Π2ðωÞ ¼ fω2;ω4;ω6;ω8g:
• The partition Π3: Π3ðωÞ ¼ fω1;ω2;ω3;ω4g;Π3ðωÞ ¼ fω5;ω6;ω7;ω8g:

– ai is defined by

Table 151.1 Game G in Example 1

W h t
H 1, 0, 2 0, 1, 2
T 0, 1, 2 1, 0, 2

E h t
H 1, 0, 3 0, 1, 0
T 0, 1, 0 1, 0, 3
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a1ðωÞ ¼ H for ω ¼ ωiði ¼ 1; 2; 5; 6Þ; a1ðωÞ ¼ T for ω ¼ ωiði ¼ 3; 4; 7; 8Þ:
a2ðωÞ ¼ h for ω ¼ ωiði ¼ 1; 3; 5; 7Þ; a2ðωÞ ¼ t for ω ¼ ωiði ¼ 2; 4; 6; 8Þ:
a3ðωÞ ¼ W for ω ¼ ωiði ¼ 1; 2; 3; 4Þ; a3ðωÞ ¼ E for ω ¼ ωiði ¼ 5; 6; 7; 8Þ:

We can observe that the conjectures φi(aj) ¼ qi(aj; ω5) atω5 are:φ2ða1Þ ¼ φ3ða1Þ
¼ 1

2
Hþ 1

2
T;φ1ða2Þ ¼ φ3ða2Þ ¼ 1

2
hþ 1

2
t;φ1ða3Þ ¼ φ2ða3Þ ¼ 1

2
Wþ 1

2
E: This shows

that for each player i, any other players than imust agree on every i’ actions, but these
distributions (φ3(a1), φ1(a2), φ2(a3)) cannot form the Nash equilibrium for G, but
(φ2(a1), φ1(a2)) ¼ (φ3(a1), φ1(a2)) forms a coalition {1, 2}-Nash equilibrium. How-

ever (φ3(a1), φ1(a3)) is not a {1, 3}-Nash equilibrium. It should be noted that

(φ3(a1), φ1(a3)) is commonly known among {1, 3}, and so the notion of common-

knowledge cannot always yield a coalition Nash equilibrium.

Let us consider the coalition {1, 3}-communication process for game G with the

protocol Pr : T ! S ¼ { 1, 3}. After two rounds in the communication, the below

information partition can be obtained:

– The partitions (Πi
∞)i ∈ N on Ω:

• The partition Π1
∞ on Ω: Π1

1 ðωÞ ¼ fω1;ω2g;Π1
1 ðωÞ ¼ fω5;ω6g;Π1

1 ðωÞ ¼
fω3;ω4g;Π1

1 ðωÞ ¼ fω7;ω8g:
• The partition Π2

∞ on Ω is the same as the initial partition Π2:

• The partition Π3
∞ on Ω is the same as the initial partition Π3:

We can observe that the conjectures φi
∞(aj) ¼ qi

∞(aj; ω) at ω5 are: φ1
2 ða1Þ

¼ φ1
3 ða1Þ ¼ 1

2
Hþ 1

2
T;φ1

1 ða2Þ ¼ φ1
3 ða2Þ ¼ 1

2
hþ 1

2
t;φ1

1 ða3Þ ¼ φ1
2 ða3Þ ¼ W;

and these distributions (φ3
∞(a1), φ1

∞(a3)) are a {1, 3}-Nash equilibrium. Fur-

thermore, (φ2
∞(a1), φ1

∞(a2), φ1
∞(a3)) forms the Nash equilibrium for G.

Remark 1 When a coalition S is the ground coalition N, the above theorem shows

that the conjectures of the players lead to a Nash equilibrium through communica-

tion (Matsuhisa [3]). The notion of common-knowledge controls to form a Nash

equilibrium for a game (Aumann and Brandenburger [1]), but it no longer play a

crucial role to form a coalition Nash equilibrium.

151.4 Conclusion

This paper points out that for coalition Nash equilibrium, common-knowledge

cannot play such role as for mixed strategy Nash equilibrium. In fact, the profile

of conjectures of a coalition may not yield a coalition Nash equilibrium even when

the profile is commonly known among all the members of the coalition. To improve

the situation we adopt the knowledge revisions model as a communication model.

The main theorem shows that communication instead of common-knowledge plays

an essential role to form a coalition Nash equilibrium. We have observed that in a
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communication process with revisions of players’ beliefs about the other actions

among all the members in a coalition, their predictions induce a coalition Nash

equilibrium of the game in the long run.
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Chapter 152

An Optimization Model of the Layout

of Public Bike Rental Stations Based

on B+R Mode

Liu He, Xuhong Li, and Dawei Chen

Abstract In order to find out the optimal layout of bike rental stations for B+R

mode, a bi-level programming model combined of genetic algorithm and the joint

model with mode split and traffic assignment model is built. The optimal layout

plan can minimize the total travelling cost and facility cost. A case is used to test

and verify the practicability of the model. The result shows that the model can

effectively solve the layout problem of bike rental stations for B+R mode and can

offer suggestions for related planning.

152.1 Introduction

The connection modes of metro stations are mainly walking, bus, and car. As the

trip distance of walking is short, it can be regarded as direct passenger flow. People

prefer to reach the trip destination directly considering refueling and parking. For

bus, the door-to-door service is restricted by lines and much time is wasted walking

to the bus stop and waiting there. For B+R mode, public bus expands the covering

area that metro stations radiate on the one hand and offer a second connection for

bus on the other hand. As a result, the attraction is improved along metro line and

more indirect passenger flow is brought in. So the study of the layout of bike rental

stations has an essential meaning for metro passenger flows.

Current researches into the layout of bike rental stations are focused on the

analysis, forecast, and principles. Li-hui Li et al. put forward the principles as

“Control total quantity, divide and sort, balance the scale, and adjust flexibly” and

divide rental stations into five types: bus stops, public buildings, blocks, resting

places, and schools. They point out that the scale of blocks should be the same as the

others [1]. Zhenghao Li works out the capacities that each bike rental station needs
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with Markov chain model [2]. Xue Geng et al. get the number and size of bike rental

station in Paris after calculating the average number of trip [3]. Jenn-Rong Lin and

Ta-Hui Yang choose level of service as the factor that affects the layout of public

bike rental station [4]. Zhonghua Wei et al. analyze the road density that R+B

model needs [5]. Karel takes three European cities in his study and shows how

public bike’s trip distance, purpose, and car affect each other [6].

The chapter considers what influence public bike has on the passenger flow

attraction of metro stations. Based on bi-level planning, an optimization model of

the layout of bike rental stations is built and solved to offer support for making such

layout decisions.

152.2 Modeling

Imagining there exists a road network illustrated in Fig. 152.1, bold lines are metro

and bus lines and the rest are roads; dots are metro stations, diamonds are bus stops,

and triangles are residential areas. As is illustrated in Fig. 152.2, public bike raises

passenger attractions from the original two to five, with direct two and indirect one.

When planning public bike rental stations in the region, residential areas and bus

stops are both alternative, and public bike is only allowed within the region.

Starting from residential areas, travellers choose to get to metro station by car, by

bus, or on foot before reaching the destination by metro. The trip modes to be

chosen are illustrated in Fig. 152.3.

Based on the above assumptions and analysis, the question is brought forward:

How to determine the layout of public bike rental stations so as to maximize the

passenger flow volume of metro to the destination?

The layout optimization of public bike rental stations is a discrete network

design problem (DNDP). Based on the DNDP theory, the chapter builds a planning

model that is suitable for discrete transportation network design problem (DTNDP).

1 2 3 40

1

2

3

4

km

km

Fig. 152.1 A sketch map

of a certain region
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The optimization model of the layout of public bike rental stations based on B+R

mode is a two-layer model, in which the upper model is the generation and

screening of the plan set, and the lower model is the evaluation of every single

plan. With the feedback between the two models, the best layout plan that satisfies

both layers’ targets can be found.

The building of the lower level should fully describe users’ trip modes and route

selection on the existing network, that is, mode spilt and traffic assignment.

In the whole system, every traveller needs to decide the trip mode and route that

cost the least. Considering the IIA (independence from irrelevant) among different

trip modes [7], selections among all modes use mixed logit model [8, 9]:

Pin ¼
ð

exp λVinð ÞX
j

exp λVjn

� � g β=θð Þdβ ð152:1Þ

g(β/θ) uses the normal distribution function [10] and the utility function uses linear

form whose limbs including metro, walk, bicycle, public bicycle, car, and bus. The

variables of trip mode are fare and travelling time while the variables of travellers

are whether to have a car, whether to have a private bicycle, age, and trip purpose.

In the assignment model, every traveller selects the path whose travelling cost is

the lowest. When the network reaches equilibrium, travellers cannot reduce their

bus

bike
walk

bike

walk

Fig. 152.2 The effect

public bike has

on the radiation

mode split

car

bike rental bike rental 
stationstation
at originat origin

walk-bike

to the metro 
station

bike

carmetro

bike-bus

walk-bus

walk

walk-bike-
bus

yes

yes

no

no

Fig. 152.3 Trip modes

within the area
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costs by changing the selected mode and path. Though user equilibrium model

achieves theoretical optimization, users actually make the decision according to

their expected cost. In that case, stochastic user equilibrium (SUE) model is more

suitable.

When planning the layout of bike rental stations, the government should con-

sider the characteristics of regional travel demand. Then the optimal layout can be

chosen to minimize the total travelling cost and facility cost.

At the same time, according to the principles for the layout of public bike rental

stations, four constraints should be satisfied. The first is the distance between bike

rental stations should be reasonable considering travelling distance of bicycle; the

second is the density of rental stations should be within a certain range; the third is

the proportion of public bike travelling should reach a certain standard; the fourth is

each rental station should have enough space. Then constraints (152.3), (152.4), and

(152.5) of the model can be found and listed below.

From all the above, the model of the upper level can be expressed as follows:

maxz xð Þ ¼
X
i∈R

Qi �
X
i∈R

QiP
c
i ð152:2Þ

s:t: dmin � dij � dmax i, j∈T, ςi ¼ 1, ςj ¼ 1 ð152:3Þ

ρmin �
X
i∈T

ζi=S � ρmax ð152:4Þ

min Cið Þ � Qb
min ζi ¼ 1 ð152:5Þ

In constraint (152.3), d stands for distance and is the set of alternative public bike
rental stations; ς means whether to build a rental station there and 1 means yes,

while 0 no. In constraint (152.4), ρ is the density and S is the area of the region. C in

constraint (152.5) means the capacity of the rental station.

The upper level is a system optimization problem whose objective function can

get the best solution of the lower level.

152.3 Model Solving

The bi-level planning model is combined of the upper level from the aspect of the

government and the lower level from the users. The government hopes that public

bike can help improve the proportion of metro travelling while users want to

minimize their broad travelling expenses, the average of time, and narrow travelling

expenses. The final result is a best layout plan found to optimize the two objective

functions.

When solving the lower level, a super network should be created to do mode spilt

and traffic assignment in consideration of multi-modes.

1344 L. He et al.



When solving the upper level, an effective plan should be built for the lower

layer according to the constraints. Genetic algorithm has an advantage in solving

the upper level.

When doing mode spilt with mixed logit model, the difficulty lies in building

utility matrix of different modes, whose solving depends on creating a super

network. In addition, traffic assignment is needed to get each rental station’s size.

So the lower level is combined of two steps: mode spilt and traffic assignment. The

detailed steps are listed below:

Step 1: Creating the network. A super network is created according to the layout

of public bike rental stations.

Step 2: Calculating utility. The shortest paths for each OD of different modes are

found and then used to calculate the utility matrix. Dijkstra algorithm can be

used here. Penalty fees increase when transferring.

Step 3: Mode spilt. The travelling proportion of each mode is calculated with

(152.1).

Step 4: Traffic assignment. Trace back with Dijkstra algorithm in Step 2 and

distribute OD volume onto the super network. The scale of each rental station is

obtained at the same time.

The location of public bike rental stations needs the support of modeling and

quantitative method, and the bi-level planning model has the character of NP

(nondeterministic polynomial time complete, NP-complete). The layout plan of

the rental stations can be described with a series of discrete genetic data and then

explored by crossover and mutation. Due to its outstanding advantage in solving

such problems, genetic algorithm is applied to the upper level [11].

One: Construction of Solutions A n-piece gene cluster is used to stand for a set of
layout plans of public bike rental stations. Each gene is composed an n-unit 0–1
variable. Each unit means whether to build a rental station in the location it stands

for, and 0 means no, 1 means yes.

Two: Generating Original Cluster L individuals are generated randomly to

compose the original cluster on condition that the coding plan is satisfied. The

cluster is named G0 ¼ {g1,g2, � � �,gL}, and its feasibility should be verified.

Three: Fitness Function Fitness function is one that measures the degree indi-

viduals approach the optimal solution. In the problem here, it measures each plan.

The higher the value is, the closer it is to the optimal solution.

Fitez xð Þ ¼ f � fð Þkmin þ ξk ð152:6Þ

whereez xð Þ is the objective function of SO problem; f is the objective function value
of the lower level; fmin

k is the minimized objective function value of individuals in

the kth generation; and ξk is the adjusted value of selection pressure, which

decreases as k increases. It’s set as follows:
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ξ0 ¼ M
ξk ¼ c � ξk�1

�
ð152:7Þ

where fmin
k is the smallest individual of the kth generation and M, c are constants,

c ∈ [0.9,0.999].

Four: Genetic Manipulation There are three simple genetic manipulations of

genetic algorithm: selection, crossover, and mutation. Selection is a process during

which individuals with strong vitality produce new clusters; crossover means two

homologous chromosomes recombine through mating to form a new chromosome

during the evolution; and mutation means new chromosome is produced due to

gene mutation and shows some new biological traits.

152.4 Case Study

Imagine the travel demand of all settlements in a region during a certain period as

illustrated in Fig. 152.4. The travelling distance obeys uniform distribution between

4 and 12 km. The bi-level model is used to solve the optimization problem.

Constraints in the upper level are processed with penalty function methods.

Those that don’t satisfy constraints (152.3), (152.4), and (152.5) are punished to

one-third of the original value.

1 2 3 40

1

2

3

4

km

km

250

200

200

150

150

250
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Fig. 152.4 The production volume in settlements
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The selection of genes uses roulette strategy. That is to say, the selection

probability is connected with fitness and individuals are selected at random prob-

ability to the next generation. The crossover probability is 0.9 and mutation

probability is 0.04.

Matlab programming can help realize the two levels’ algorithm of bi-level

planning and be applied to the case. After 60 generations’ evolution, the optimiza-

tion plan is found. The optimal layout plan of station is illustrated in Fig. 152.5.

The final recommended capacity of each rental station is listed in Table 152.1.

As is shown in Table 152.1, 9 public bike rental stations need to be built in the

region with a total capacity of 320; thus, the recommended capacity is 590.

1 2 3 40

2

3

4

km

km

1

Fig. 152.5 The optimal

layout plan

Table 152.1 Scale of public bike rental stations

No. Volume of picking up Volume of dropping off Recommended capacity

21 45 28 50

39 64 22 70

41 0 116 120

51 0 39 40

53 55 39 60

60 36 0 40

71 0 76 80

72 83 0 90

79 37 0 40

Total 320 320 590
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152.5 Conclusion

The optimal layout of public bike rental stations based on B+R mode is an essential

way to increase the attraction of metro’s passenger flow. Considering the charac-

teristics of the layout of public bike rental stations, discrete transportation network

design method and bi-level planning model are chosen to describe and solve the

problem. For the upper level, to maximize the metro trip volume, from the aspect of

travel planners, the model designs a reasonable layout plan under all constraints.

And the lower level uses a combined model of mode spilt and traffic assignment to

describe users’ travelling habits. To validate the bi-level model, a case is taken as an

example. The result shows bi-level model can not only well describe the optimal

layout problem of public bike but also offer technical and scientific support for

decisions of layout of public bike rental stations around metro stations.
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Chapter 153

Modeling of Train Control Systems Using

Formal Techniques

Bingqing Xu and Lichen Zhang

Abstract Train control systems must guarantee a very high level of safety because

their incorrect functioning may have very serious consequences such as loss of

human life, large-scale environmental damages, or considerable economical pen-

alties. The software reliability is related to several factors, such as completeness,

consistency, and lack of ambiguity. Formal methods are widely recognized as fault

avoidance techniques that can increase dependability by removing errors during the

specification of requirements and during the design stages of development. In this

chapter, a brief overview of existing results on formal specification of train control

systems is first presented. Then we propose an integrated formal approach to

specify train control systems; this integrated approach combines CSP and Object-

Z with Clock theory to specify the Railway Control System concerning both the

linear track and crossing area, especially the time delay between any two aspects of

the railway system.

153.1 Introduction

Train control systems must guarantee a very high level of safety because their

incorrect functioning may have very serious consequences such as loss of human

life, large-scale environmental damages, or considerable economical penalties

[1]. To meet safety and reliability requirements, the relative international standards

recommend the application of formal methods in specifying development specifi-

cations and design for train control systems, the approaches using formal methods

which can eliminate ambiguities of specification, and specify and prove system

specification in a rigorous mathematical way, were highly recommended for the

railway systems which belong to software safety integrity level 4 [2]. Although the
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train control system safety and reliability depend not only on software but also on

hardware, without a proper software system support, the system cannot work

perfectly. In addition, compared with hardware faults which are mostly physical,

the detecting and correcting of faults in software systems are usually more abstract

and more troublesome. The software reliability is related to several factors, such as

completeness, consistency, and lack of ambiguity [3]. Formal methods are widely

recognized as fault avoidance techniques that can increase dependability by remov-

ing errors during the specification of requirements and during the design stages of

development. Formal methods can be used to increase the safety of systems by

formally verifying that certain safety properties hold on a model of system. In

addition most formal method approaches are well suitable to be mechanized and a

great variety of tools for automatic validation are nowadays available. Complex

system such as train control system is a system with many different aspects, and the

mechanism of communication between different aspects is hard to define. With the

help of formal methods, we can find a way to construct a detailed specification of

each aspect and the link mechanism among various aspects, while a communication

mechanism is not enough to describe the state change and data change in the

system. Above all, the author tends to use Communicating Sequential Processes

(CSP) [4] to specify the communication part of the train control system. Concerning

the time characteristics in the system, clock [5] specifies the system time require-

ments better [6]. For the state and data changes, Object-Z [7] is ideal for analysis in

data change in a schema box form.

In this chapter, we propose an integrated formal approach to specify train control

systems; this integrated approach combines CSP and Object-Z with Clock theory to

specify the Railway Control System concerning both the linear track and crossing

area, especially the time delay between any two aspects of the railway system.

153.2 Related Works

Formal methods are approaches, based on the use of mathematical techniques and

notations, for describing and analyzing properties of software systems. That is,

descriptions of a system are written using notations which are based on mathemat-

ical expressions rather than informal notations. These mathematical notations are

typically drawn from areas of discrete mathematics, such as logic, set theory, or

graph theory. There exists a lot of work on applications of formal methods in train

control system.

Modeling the controller of the railway network, having resource sharing based

on mutual exclusion constraints, is an important problem. Ahmad, Farooq and

Khan, and Sher Afzal firstly address the specification of safety properties for the

model of a complex railway crossing. The operations, i.e., occupied, free, and

block, are formalized to describe the safety properties along railway crossing.

Second, to develop the control model of the crossing system, they construct the

subnet representing the train flow along the tracks in the crossing region and the set
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of monitors or supervisors are also modeled as subnets. Arc-constant colored Petri

net (ac-CPN) is used to construct the train flow subnet while the monitors are

modeled using the place/transition net. Arc-constant colored Petri net enforces the

specification of not to shift the train from a track to another one. Bottom-up

approach is adopted to model the control for railway crossing as a synchronous

synthesis of the subnets is applied to build the final model. Finally, to verify the

safety properties in the developed controller, the coverability tree method is used

for the analysis of the final model [8].

Defects in requirements specification of train control system may have fatal

consequences. Zhao Lin, Tang Tao, Cheng Ruijun, and He Liyun present a

property-based requirements analysis approach for train control system [9], which

provides support for constructing precise, complete, and consistent requirements

specification and analyzing them with formal techniques.

Level crossings (LCs) are considered to be a safety black spot for railway

transportation since LC accidents/incidents dominate the railway accident land-

scape in Europe, thus considerably damaging the reputation of railway transporta-

tion. LC accidents cause more than 300 fatalities every year throughout Europe,

which represents up to 50 % of all deaths for railway. That is why LC safety is a

major concern for railway stakeholders in particular and transportation authorities

in general. LCs with an important traffic moment $1 are generally equipped with

automatic protection systems (APSs). Here, they focus on two main risky situa-

tions, which have caused several accidents at LCs. The first is the short opening

duration between successive closure cycles relative to trains passing in opposite

directions. The second is the long LC closure duration relative to slow trains. Mekki

Ahmed, Ghaze Mohamed, and Toguyeni Armand suggest a new APS architecture

that prevents these kinds of scenarios and therefore increases the global safety of

LCs [10]. To validate the new architecture, a method based on well-formalized

means has been developed, allowing one to obtain sound and trustworthy results.

Their method uses a formal notation, i.e., timed automata (TA), for the specification

phase and the model-checking formal technique for the verification process. All the

steps are progressively discussed and illustrated.

Railway interlocking system is a distributed, safety, monetary, and environmen-

tally critical system, and its failure may cause the loss of human life, severe injuries,

loss of money, and environmental damages. The complexity of this system requires

formal modeling and step-by-step refinement for its construction and development.

The formal specification-based languages, such as VDM, Z-notation, and RAISE,

have been used for its modeling using crisp (two-valued logic) theory. However,

due to the continuous and inexact features, like speed, weight, and moving block

(breaking distance including length of a train), fuzzy distributed multi-agent

approaches are required to capture the inexactness and uncertainty present in the

existing system.

1 LCs with an important traffic moment are generally equipped with automatic protection systems

(APSs).
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The RBC (radio block center) handover is an important part of European Train

Control System (ETCS) level 2 which is a typical safety-critical hybrid system. Liu

et al. [11] build a formal model of RBC handover procedure using Differential

Dynamic Logic, which is a first-order dynamic logic for specifying and verifying

hybrid systems, and identify some constraints that are necessary for ensuring safety

of train control, including collision avoidance as well as derailment avoidance.

Moreover, they formally verify the safety-related properties of their model with

deductive verification tool KeYmaera. The experimental results show the validity

and feasibility of the method. Meanwhile, the safety constraints and safety-related

properties verified in the chapter can be helpful to the practical application of train

control.

Flaws in requirements may have unacceptable consequences in the development

of safety-critical applications. Formal approaches may help with a deep analysis

that takes care of the precise semantics of the requirements. However, the proposed

solutions often disregard the problem of integrating the formalization with the

analysis, and the underlying logical framework lacks either expressive power, or

automation. We propose a new, comprehensive approach for the validation of

functional requirements of hybrid systems, where discrete components and contin-

uous components are tightly intertwined. The proposed solution allows to tackle

problems of conversion from informal to formal, traceability, automation, user

acceptance, and scalability.

Jochen Hoenicke uses a combination of three techniques for the specification of

processes, data, and time: CSP, Object-Z, and Duration Calculus [12–16]. The basic

building block in our combined formalism CSP-OZ-DC is a class. First, the

communication channels of the class are declared. Every channel has a type

which restricts the values that it can communicate. There are also local channels

that are visible only inside the class and that are used by the CSP, Z, and DC parts

for interaction. Second, the CSP part follows; it is given by a system of (recursive)

process equations. Third, the Z part is given which itself consists of the state space,

the Init schema and communication schemas. For each communication event a

corresponding communication schema specifies in which way the state should be

changed when the event occurs. Finally, below a horizontal line the DC part is

stated. The combination is used to specify parts of a novel case study on radio-

controlled railway crossings. Johannes Faber formally specifies a part of the ETCS

with the specification language CSP-OZ-DC treating the handling of emergency

messages.

153.3 Formal Specification of Train Control Systems

Train control system is composed of two parts [3]: onboard system and control

center. The onboard system is composed of the following: (1) a basic state detection

subsystem, including position and speed of train; (2) an ATP subsystem, which is

used to monitor the speed and will produce appropriate actions if certain situations
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happen (unresponsive train operator, earthquake, disconnected rail, overrun of the

authority, etc.) to prevent accidents from happening; (3) a communication

subsystem, which is used to send and receive messages and commands to and

from the control center when it is necessary, such as approaching the station and

departing from the station; and (4) a record subsystem. The control center is mainly

composed of the following: (1) a communication system, which is used to send and

receive commands and messages to and from trains. The control center knows the

position and station block where every train is, which is the basis of authorization

generation; (2) an interlocking system, which is responsible for the set of points,

and route set based on information received from the trains; and (3) a traffic

operation management, which creates train timetables. All trains share their infor-

mation with the control center periodically. In the event of a natural disaster, once

the train loses communication with the control center for a certain time, it will stop

automatically.

In order to keep the description focused, we concentrate on some particular

points in train control systems rather than the detailed descriptions of all develop-

ment process. The specification is made by integrating Object-Z, CSP, and Clock

theory. The Object-Z is used to specify the data aspect and the operation on the data

of the system; CSP is used to specify communication aspect of the system, and

clock is used to specify the time aspect of the system.

Clock theory [5] puts forward the possibility to describe the event in physical

world by using a clock and can analyze and record the event by clock. To use clock

to specify cyber physical systems, the time description is clearer to every event and

can link continuous world with discrete world better [6].

Let e be an event. Clock (e) denotes the clock that records the time instants when

the event e occurs. And we use clock (event(c)) to denote the event that take place at

every time instant c[i].

The controller should take care of trains running over the track. It should control

the safety of the configuration, i.e., no two trains may enter the critical section.

When one critical section is occupied, some others, which share some part of

section with this one, should be locked. The controlled can control the status,

speed, and position of trains as shown in Fig. 153.1.

We integrate CSP and Object-Z with Clock theory to specify real-time aspects as

shown in Fig. 153.2.

Finally, woven model is shown as Fig. 153.3.

153.4 Conclusion

Train control systems must guarantee a very high level of safety because their

incorrect functioning may have very serious consequences such as loss of human

life, large-scale environmental damages, or considerable economical penalties.

The software reliability is related to several factors, such as completeness, consis-

tency, and lack of ambiguity. Formal methods are widely recognized as fault
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avoidance techniques that can increase dependability by removing errors during the

specification of requirements and during the design stages of development. In this

chapter, we propose an integrated formal approach to specify train control system;

this integrated approach combines CSP and Object-Z with Clock theory to specify

TrainController

position :  [p ! : Position]  chan 
speed :  [s ? : Speed]  chan 
t_now :   [t  ? : Clock]  local_chan 
t_out :   [t ? : Clock]  chan
t_wait :   [t ? : Clock]  chan 
t_idle :   [t ? : Clock]  chan 
record : [r ! : record ]chan
state : [st ? : State] chan

pos ! : Position
sendPosition

speed ! : Speed
sendSpeed

∆(t_out, t_wait,t_idle)
t_out ? :Clock
t_wait? :Clock
t_idle? :Clock

updateCloc
k

t_now = Clocknow
speed = 0
t_out = 0
t_wait = 0
t_idle = 0

Init

∆(speed, position)
speed ?: Speed
position  ?: Position

crossControl

t_out'= t_out
t_wait'= t_wait
t_idle'= t_idle

∆(record)

log

speed' = speed |
0<speed <max_speed

position'= Position

record' = record

Fig. 153.1 Train control

system

ClockController[X]

traini :  Train
trainj :  Train
t_pos_b : Track_Position
t_pos_d : Track_Position
t_now : Clock
t_out : Clock
t_wait : Clock
t_idle : Clock

t_now  = Clocknow
t_out = Clockout
t_wait = Clockwait
t_idle =Clockidle

Init

↑ (Clocknow, Clockout ,Clockwait ,Clockidle , Init, updateClock)

∆(t_out, t_wait ,t_idle)
traini ? : Train
trainj ? : Train
t_pos_b ? : Track_Position
t_pos_d ? : Track_Position

updateClock

t_out' : =Clocknow + Clocknow- Clockcommon 
|U_Cij

fun_pursued∨U_Cij
fun_meet

t_idle' : = Clockcommon-Clocknow|U_Cij
fun_pursued∨U_Cij

fun_meet
t_wait' : = Fun_Track(i,Track_Position).Clockwait-Clockout 
+Clockidle

|U_Cij
fun_pursued∨U_Cij

fun_meet

Fig. 153.2 Model of clock
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the train control system. In this chapter, we have applied the proposed approach to

the specification of train control systems; the proposed approach is expressive

enough to represent the functional requirements, behavior requirements, and real-

time aspects of train control system, yet simple enough to allow for the use by

nonexperts in formal methods.

Future work focuses on the verification tool development of our proposed

method.
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Chapter 154

A Clock-Based Specification

of Cyber-Physical Systems

Bingqing Xu and Lichen Zhang

Abstract In cyber-physical systems, the elapse of time becomes themost important

property of system behavior, and time is central to predicting, measuring, and

controlling properties of the physical world. A cyber-physical system is composed

of two interacting subsystems: a cyber system and a physical system. The behavior

of the cyber system is controlled by the execution of programs on a distributed

digital computer system, while the laws of physics control the behavior of the

physical system. The different models of time—continuous physical time in the

physical system versus discrete execution time in the cyber system and the impos-

sibility of perfect synchronization of the physical clocks of the nodes of a distributed

computer system, lead to interesting phenomena concerning the joint behavior of

these two subsystems. The chapter describes the case studies in applying clock

theory to the production cell. The clock theory described is very simple, in that it

models clocks as potentially infinite lists of reals. Xeno’s paradox and similar

problems are avoided by specifying limits on clock rates, which effectively means

that the model sits somewhere between a discrete synchronous model and a fully

dense continuous-time model as assumed by some other formalisms. The case

study of the specification of the production cell shows that using clock theory to

specify cyber-physical systems can give a more detailed description of the every

subsystem and give a much more considerate observation of the time line and

sequence of every event.
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154.1 Introduction

Cyber-physical systems consist of the class of large-scale infrastructures that have

significant cyber and physical components and have wide-ranging impact on

society in their deployment [1]. Time is central to predicting, measuring, and

controlling properties of the physical world: given a physical model, the initial

state, the inputs, and the amount of time elapsed, one can compute the current state

of the plant. A cyber-physical system consists of two interacting subsystems: a

cyber system and a physical system. The behavior of the cyber system is controlled

by the execution of programs on a distributed digital computer system, while the

laws of physics control the behavior of the physical system. The different models of

time—dense physical time in the physical system versus discrete execution time in

the cyber system and the impossibility of perfect synchronization of the physical

clocks of the nodes of a distributed computer system, lead to interesting phenomena

concerning the joint behavior of these two subsystems.

Cyber-physical systems-related research is based on two, originally different

worldviews: on the one hand, the dynamics and control (DC) worldview and on the

other hand the computer science (CS) worldview. The DC worldview is that of a

predominantly continuous-time system, which is modeled by means of differential

(algebraic) equations or by means of a set of trajectories. The CS worldview is that

of a predominantly discrete-event system. A well-known model is a (hybrid)

automaton, which modeling of discrete-event systems is also based on. As new

CPS applications start to interact with the physical world using sensors and actu-

ators, there is a great need for ensuring that the actions initiated by the CPS is

timely. Cyber-physical systems are characterized by their stringent requirements

for time constraints such as predictable end-to-end latencies and timeliness.

Since cyber-physical systems are dynamic systems that exhibit both continuous

and discrete dynamic behavior, the continuously bilateral interaction between

discrete events and continuous time flow makes it hard to know the dynamic feature

of the system. So specifying the timing issues is a really vital work in the early

stage. This chapter describes the case study in applying clock theory to the

production cell. The clock theory described is very simple, in that it models clocks

as potentially infinite lists of reals. Xeno’s paradox and similar problems are

avoided by specifying limits on clock rates, which effectively means that the

model sits somewhere between a discrete synchronous model and a fully dense

continuous-time model as assumed by some other formalisms.

154.2 Related Works

Duggirala et al. present an algorithm for checking global predicates from distrib-

uted traces of cyber-physical systems for an individual agent [2]. Each observation

has a possibly inaccurate timestamp from the agent’s local clock. The challenge is

to symbolically over-approximate the reachable states of the entire system from the
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unsynchronized traces of the individual agents. The presented algorithm first

approximates the time of occurrence of each event, based on the synchronization

errors of the local clock, and then over-approximates the reach sets of the contin-

uous variables between consecutive observations. The algorithm is shown to be

sound; it is also complete for a class of agents with restricted continuous dynamics

and when the traces have precise information about timing synchronization inac-

curacies. Experimental results illustrate that interesting properties like safe separa-

tion, correct geocast delivery, and distributed deadlocks can be checked for up to

20 agents in minutes.

The specification of modeling and analysis of real-time and embedded

(MARTE) systems is an extension of the unified modeling language (UML) in

the domain of real-time and embedded systems. Even though MARTE time model

offers a support to describe both discrete and dense clocks, the biggest effort has

been put so far on the specification and analysis of discrete MARTE models. To

address hybrid real-time and embedded systems, Liu et al. propose to extend

statecharts using both MARTE and the theory of hybrid automata [3]. As a case

study, they model the behavior of a train control system with hybrid MARTE

statecharts to demonstrate the benefit.

The Object Management Group (OMG) UML profile for MARTE aims at using

the general-purpose modeling language UML in the domain of real-time and

embedded (RTE) systems. We have also defined a non-normative concrete syntax

called the CCSL to demonstrate what can be done based on this structure. Mallet

Frédéric gives a brief overview of this syntax and its formal semantics and shows

how existing UML model elements can be used to apply this syntax in a graphical

way and benefit from the semantics [4].

The UML Profile for MARTE has been recently adopted. The CCSL allows the

specification of causal, chronological, and timed properties of MARTEmodels. The

IEEE Property Specification Language (PSL) provides a formal notation for

expressing temporal logic properties that can be automatically verified on elec-

tronic system models [5]. We identify and restrict the CCSL constructs that cannot

be expressed in temporal logics so that CCSL become tractable in temporal logics.

Event clock automata (ECA) are a model for timed languages that has been

introduced by Alur, Fix, and Henzinger as an alternative to timed automata, with

better theoretical properties (for instance, ECA are determinizable while timed

automata are not). Gilles et al. revisit and extend the theory of ECA [6].

In the chapter of Lamport [7], the concept of “happening before” defines an

invariant partial ordering of the events in a distributed multiprocess system. The

representation of a closed finitary real-time system as a graph annotated with clock

constraints is called a timed automaton [8], since clocks range over the nonnegative

reals, every nontrivial timed automaton has infinitely many states. If the clocks of a

finitary real-time system are permitted to drift with constant, rational drift bounds,

one obtains a finitary drifting-clock system. The representation of a closed finitary

drifting-clock system as a graph annotated with constraints on drifting clocks is

called an initialized rectangular automaton [9]. Two popular specification lan-

guages for the algorithmic verification of untimed systems are finite automata and
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propositional temporal logics. In order to specify timing constraints, these lan-

guages can be extended by adding clock variables. If we judiciously add clocks to

finite automata, one obtains the timed automata (TA); from propositional linear

temporal logic, one obtains the real-time logic TPTL [10]; and from the proposi-

tional, branching-time logic CTL, one obtains the real-time logic TCTL [11].

Bujorianu et al. presented a multiclock model for real-time abstractions of

hybrid systems [12]. They call hybrid time systems the resulting model, which is

constructed using category theory. They define a timed (or clock) system as a

functor from a category of states to a category of time values. They further define

concurrent composition operators and bisimulation.

154.3 Clock Theory

Clock theory [13] puts forward the possibility to describe the event in physical

world by using a clock, and can analyze and record the event by clock. To use clock

to specify cyber-physical systems, the time description is clearer to every event and

can link continuous world with discrete world better [14].

154.4 Case Study: Specification of the Production

Cell Steam Based on Clock Theory

The production cell [15] is composed of two conveyor belts, a positioning table, a

two-armed robot, a press, and a travelling crane. Metal plates inserted in the cell

via the feed belt are moved to the press [16]. There, they are forged and then

brought out of the cell via the other belt and the crane [17]. As is known to all, the

production cell is widely used in factories, and it has brought a large amount of

benefit to the manufacture [18]. Since its multifunction and high efficiency, metal

blank can be made into various shapes to fit different requirements [19]. Fig-

ure 154.1 shows the typical type of the production cell; there are sensors named

sensor1 and sensor2 which conveys information when the press is loaded or

unloaded separately. First of all, the lower part of the press is raised to middle,

and the metal blank is fed. When the press is loaded, sensor1 conveys the

information [20]. When the lower part is raised to the top, the press moves down

to the bottom position to place the metal blank to the lower convey belt. Now

sensor 2 conveys the information when the press is unloaded. Then the lower part is

raised to the middle position and waits for the press to be loaded again. The

production cell is a kind of cyclical control system [21]. All the necessary param-

eters are listed in Table 154.1.

To guarantee the safety of the press, the two basic rules are as follows.

The current height of press is always lower than or equal to the top position, and
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it is always higher than or equal to the bottom position. Bottom position is always

lower than middle position, and so is the middle position to top position.

Bottom � h � Top

Bottom < Middle < Top

First of all, we consider the process of press; h denotes the height of press; c

denotes the height change of press; v denotes the current speed of press; and load

and unload are events which control the convey belt to feed metal blanks. During

the process, the press moves down and up. Suppose the initial situation is that the

press is at the bottom position and is ready to be raised to the middle position.

climb(h,Middle - c) � clock(load) �clock(pressing)
�climb(h, Top –c )

� drop(h, Bottom + c ) � clock(unload)
Between different phases, there exists time latency.

ρ(climb(h,Middle - c), clock(load)) � c/v
ρ(clock(load),clock(pressing)) � c/v

ρ(clock(pressing),climb(h, Top - c)) � c/v
ρ(climb(h, Top – c), drop(h, Bottom + c )) � c/v

(drop(h,Bottom + c), clock(unload)) � c/v

From above, it is obvious that some couple of events in the equations above have

noninterference, since mov_load and mov_unload cannot happen at the same time,

and so do load and unload.

clock(mov_load)[1]) >0
clock(mov_load) � clock(mov_unload) � clock(mov_load)’

Fig. 154.1 The

production cell

Table 154.1 Parameter

list for the production cell
Parameter Value

v Current speed of press

h Height of press

c Height change of press

Bottom, middle, top Position of press

unload, load, pressing Operations of press

mov_unload, mov_load Press moves to load and unload
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clock(mov_unload)
V
clock(mov_load) ¼ ∅

clock(load)[1]>0
clock(load) � clock(unload) �clock(load)’

clock(load)
V
clock(unload) ¼ ∅

In the equations, V denotes continuous speed change, and v denotes discrete

speed at each clock unit. The continuous variable and discrete variable can be

linked as below:

V ¼ v init v0
v ¼ V every c init v0

154.5 Conclusion

In cyber-physical systems, the elapse of time becomes the most important property

of system behavior and time is central to predicting, measuring, and controlling

properties of the physical world. A cyber-physical system is composed of two

interacting subsystems: a cyber system and a physical system. The behavior of the

cyber system is controlled by the execution of programs on a distributed digital

computer system, while the laws of physics control the behavior of the physi-

cal system. The different models of time—continuous physical time in the physical

system versus discrete execution time in the cyber system and the impossibility of

perfect synchronization of the physical clocks of the nodes of a distributed computer

system, lead to interesting phenomena concerning the joint behavior of these two

subsystems. This chapter presented the case study in applying clock theory to the

production cell. Case study shows that using clock theory to specify cyber-physical

systems can give a more detailed description of every subsystem and give a much

more considerate observation of the time line and sequence of every event.

It is brilliant to connect the event with clock, while it is so difficult to handle so

many local clocks with the global clock. In my point of view, it is always hard work

to make local clocks keeping consistent with the global clock, and the verification

of the security and accuracy of the synchronization is very complicated, and we

need more ideas to do this work.
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Chapter 155

Polymorphic Worm Detection Using

Position-Relation Signature

Huihui Liang, Jiwen Chai, and Yong Tang

Abstract This chapter proposes a novel worm signature that is appropriate for the

polymorphic worm detection. Most of the recent worm signatures are constructed

based on worm bytes themselves or relationships between worm bytes. In this case,

most of these signatures cannot detect the polymorphic worms successfully. Our

worm signature takes the worm bytes themselves and the relationships between

worm bytes into consideration. So, it is called position-relation signature (PRS).

The new signature is capable of handling certain polymorphic worms. The exper-

iments show that the algorithm could be used as a basis to implement a worm

detection system.

155.1 Introduction

In recent years, Internet worms have proliferated with the development of computer

hardware and software. When a host is found to be worm infected, a large number

of hosts may have been infected. So, fast spreading worms have presented a huge

threat to the security of the Internet. Whatever in academia or in industry, there are

two major problems that must be solved, the method [1] to detect worms in time and

how to curb worm propagation effectively [2, 3]. In this chapter, we mainly focus

on extracting the signatures of the worms to do a basis for detection.

With the development of polymorphism technology, the next generation of

Internet worms is likely to be polymorphic. Polymorphic worms can be changed

in their spreading process. As a consequence, copies of a polymorphic worm might

no longer share a common invariant substring of sufficient length, and the existing

systems will not recognize the network streams containing the worm copies as the

manifestation of a worm outbreak. Therefore, the polymorphic worms that have
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evolved to the network have brought great threat. Defense of the damage effec-

tiveness mainly depends on the quality of extracted signatures of worms. Most of

the recent worm signatures are constructed based on worm bytes themselves or

relationships between worm bytes. Polymorphic worms can automatically change

its content, so to detect them is a challenging task. To detect polymorphic worm,

extracting the invariant signatures of the same polymorphic worm in different

situations is the key to success.

This chapter presents a novel worm signature based on signature fusion. This

worm signature combines the worm bytes themselves and the relationships between

worm bytes-neighborhood-relation signature. It is called position-relation signature

(PRS). And this chapter is structured as follows. Section 155.2 discusses related

work. Section 155.3 presents the description of the new signature. In Sect. 155.4,

we present the experimental results using different signatures to evaluate our

signature. Section 155.5 briefly concludes and points out limitations of the current

signatures.

155.2 Related Works

Signature is the most fundamental factors in worm detection system that is based on

the signatures. The effectiveness of the polymorphic worm defense system depends

on signature describing the ability of worms. The complexity of worm technology

that is increasing puts forward higher request for the ability of detection and defense

about worms. A lot of research is dedicated to produce worm signatures.

In recent years, most worm signatures mainly divided into two categories are as

follows:

155.2.1 Signatures Based on Worm Bytes Themselves

In such signatures, the longest common substring (LCS) is a typical signature [4,

5]. Many systems use LCS. However, it cannot detect polymorphic worms. For

example, when the samples of polymorphic worms added instructions, LCS cannot

detect the samples after deformation. Newsome, Karp, and Song [6] put forward a

polymorphic worm signature generation system—polygraph—and present a kind of

suitable system for matching the characteristics of the polymorphic worms. Poly-

graph system extracts many tokens from suspicious traffic pool; these tokens

referring to independent substring have emerged at least k times in the suspicious

pool n series.

Position-aware distribution signature (PADS) is proposed by Tang and Chen

[7]. It is a collection of position-aware byte-frequency distribution function. Com-

pared with tokens signature, PADS is more flexible. When the polymorphic worm

uses encryption technology and uses limited decryption routines, the decryption
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routines can be identified if we get enough samples of worms. However, we find it

difficult to get enough polymorphic worm samples in a short period of time, so

suspicious traffic pool cannot contain all polymorphic worm samples produced by

each routine. Therefore, the PADS extracted from suspicious traffic pool cannot

detect polymorphic worm which includes many decryption routines successfully.

155.2.2 Signatures Based on Relationships Between
Worm Bytes

Most of recent worm signatures are constructed based on worm bytes themselves.

They can be used to detect one pattern of worms successfully, but are not appro-

priate when treating on polymorphic worms since these worms can change their

patterns dynamically. A class of neighborhood-relation signatures (NRSs) [8] is

proposed based on neighborhood relationship between worm bytes. The NRS can

exhibit characteristics of polymorphic worm and can be used to detect polymorphic

worm with no noise efficiently. However, NRS is difficult to have a good perfor-

mance when the polymorphic worm has noise.

Each of these two category signatures has its own advantages and disadvantages.

In this chapter, we combine these two kinds of signatures, combine these advan-

tages, and gain a better performance.

155.3 Position-Relation Signature Description

Before introducing the signatures of worms, we give an introduction on how to

determine the significant regions of the worms. Given a set S of worm variants, at

first, we know either the significant regions of the worm variants or the signature of

this worm. If we know the signature of a worm category, we can compute the

significant region of a worm variant; in the same way, given the significant region,

we can compute the signature of the worm category. This is a “missing data

problem” in statistics; in this chapter, we solve it using expectation-maximization

(EM) algorithm.

Expectation-maximization (EM) algorithm can estimate the maximum-

likelihood parameter by using an iterative procedure. In this chapter, we use it to

determine the signature and the significant regions. Given a set S ¼ S1, S2, � � �, Sn
of collected worm byte sequence, let (a1,a2, � � �,an) represent the start positions of
the significant regions and parameter F represent the signature.

At first, we initialize the start positions (a1,a2, � � �,an) of the significant regions
for the worm byte sequences (S1,S2, � � �,Sn) and compute the maximum-likelihood

estimate of the signature F. Then, we calculate the new locations of the significant

regions based on the computed signature F. In this algorithm, the new start location
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aj( j ¼ 1, 2, � � �, n) of the significant region of the worm variant Sj( j ¼ 1, 2, � � �, n)
is the position that the worm byte sequence has the maximum match sore with the

current signature F. The formulation of the start position of the significant region is

shown as follows:

ai ¼ arg maxaiScore F; Si; aið Þ, ð155:1Þ

where Score(F,Si,ai) is the matching score function; it is formulated in Function 1.5.

This is the expectation step. And then, based on the current locations of the

significant regions, we compute the maximum-likelihood estimate of signature;

this is called a maximization step.

The EM algorithm iterates between the expectation step and the maximization

step. It terminates while the difference of the current average matching score and

the score of the previous iteration is less than E. In this chapter, the signature width

is denoted by w. The EM algorithm decides the significant regions and the signa-

ture. In the following, we introduce three kinds of signatures.

155.3.1 Position-Aware Distribution Signature

The PADS signature is a frequency distribution in different byte positions. We use

( f1, f2, � � �, fw) to denote the worm signature or the byte-frequency distribution of the

worm, and let f0 represent the byte-frequency distribution of the normal traffic or

the normal signature. The PADS signature is Fpads ¼ (f0, f1, f2, � � �, fw).
Then we give detailed information on how to compute the signature while the

significant regions of the worm sequence are known. At first, we compute the byte-

frequency distribution for each significant region position. For position p( p ¼ 1,

2, � � �, w), the maximum-likelihood estimation of frequency fp(x) is defined as

follows:

f p xð Þ ¼ cp,x
n

ð155:2Þ

where cp,x is the number of times x appears at position p in the significant regions

x ∈ [0, � � �,255]. The above function is constrained by
X255
b¼0

f p bð Þ ¼ 1.

155.3.2 Neighborhood-Relation Signature

NRS takes the frequency of the neighbor distance of the bytes of the significant

regions as the feature. The worm variant of each kind of worm contains at least one
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significant region to complete the function of the worm. Most of the worm detection

method detects worms directly based on the worm payload bytes or subsequences.

Because the load contents of the polymorphic worm are often changed, such

methods cannot effectively detect polymorphic worms. However, NRS can be

used to detect polymorphic worms effectively. This signature combines the char-

acteristics of the polymorphic worms and takes the relationship of the payload bytes

and the subsequence into important consideration. NRS has a good performance on

polymorphic worm detection.

For convenience, at first, we give the definition of neighbor distance. Given a

sequence Sj ¼ c1c2 � � � cn, assume the byte distance between ci and ci + 1 is di,i + 1,

and di,i + 1 is referred to as the neighbor distance of location i of the sequence Sj. The
formulation of the neighbor distance di,i + 1 is as follows:

di, iþ1 ¼
��ciþ1 � ci

�� i ¼ 1, 2, � � �, n� 1ð Þ: ð155:3Þ

The sequence set S ¼ S1, S2, � � �, Sn is a kind of collected worm variants.

Assume the length of the significant regions of such kind of worm is w. The start

locations of the significant regions of the worm sequences are ai(i ¼ 1, 2, � � �, n).
Then we introduce how to compute NRS of this worm.

Given a value p( p ¼ 1, 2, � � �, w � 1), the neighbor distance of the location

index ai + p of sequence Si is daiþp,aiþpþ1 ; count( p,d ) represents the occurrence

number of value d of daiþp,aiþpþ1, i ¼ 1, 2, � � �, nð Þ for the sequences of the sequence
set S. Define the distribution function of the neighbor distance as follows:

f
0
p dð Þ ¼ count p; dð Þ

n
ð155:4Þ

with the constraint,
X255
d¼0

f
0
p dð Þ ¼ 1, p ¼ 1, 2, � � �,w� 1.

( f 01, f 02, � � �, f 0w � 1) is the NRS of the n sequences of the sequence set S. The
signature length is w � 1. f 00 denotes the normal signature. The NRS signature of a

worm category is denoted as Fnrs ¼ ( f 00, f 01, f 02, � � �, f 0w � 1).

155.3.3 Position-Relation Signature

PRS is a novel signature that combines the byte-frequency information and the

neighbor distance information. The PRS F is represented as (Fpads,Fnrs). This

signature combines the merits of PADS and NRS. In the following experiments,

it has a good performance on worm detection.

For an incoming connection Si, we want to decide whether Si is a worm variant.

Assume the length of Si is l. Si, j( j ¼ 1, 2, � � � l ) is the byte of Si at position j.
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seg(Si,ai) denotes the w-byte segment of Si with the start position ai. The matching

score of seg(Si,ai) with the PRS is defined as follows:

Score F; Si; aið Þ ¼ Πw
p¼1

f p Si,aiþp�1

� �
f 0 Si,aiþp�1

� �þ Πw�1
p¼1

f
0
p daiþp,aiþpþ1

� �
f
0
0 daiþp,aiþpþ1

� � : ð155:5Þ

We define the maximum of Score(F,Si,ai) among all possible position ai as the
matching score of the byte sequence Si with the PRS. The formulation is shown as

follows:

Score F; Sið Þ ¼ maxl�wþ1
ai¼1 Score F; Si; aið Þ: ð155:6Þ

Alternatively, we reformulate the score function as the logarithmic form. The

final matching score of Si with the PRS F as shown is

Θ F; Sið Þ ¼ maxl�wþ1
ai¼1

�Xw
p¼1

1

w
log

f p Si,aiþp�1

� �
f 0 Si,aiþp�1

� �þXw�1

p¼1

1

w� 1

f
0
p daiþp,aiþpþ1

� �
f
0
0 daiþp,aiþpþ1

� �
 !

:

ð155:7Þ

The w-byte segment that maximizes Θ(F,Si) is called the significant region of Si.
The matching score of the whole byte sequence is the matching score of the

significant region.

For the incoming byte sequence Si, if Θ(F,Si) is greater than a threshold (here,

the threshold is set as 0), we take Si as a worm byte sequence. If the value of Θ(F,Si)
is above 0, it means Si is closer to the worm signature; else if the value is below 0, it

means Si is closer to the normal signature.

155.4 Experiments

This experiment adopted Blaster worm and SQL Slammer worm as the test cases.

Blaster worm spreads through the leak of Windows RPC DCOM. Blaster worm will

get a copy of the infected files in the system, when the attack after successful

execution. SQL Slammer worm uses a leak of SQL Server to attack during buffer.

In the experiment, we use the polymorphic technology to generate Blaster worm

sample and SQL Slammer worm sample.

Generate data sets. First of all, to generate 1,000 Blaster worm sequences, the

number of samples in the pool is 1,000, and then, replace worm sequences with

noise sequence. In this experiment, we consider five kinds of situations. The details

are in Table 155.1 to extract PADS [8], NRS, and PRS, respectively, and to use

them to detect worms. The results of detection are expressed in the missing report

rate (MRR) and error report rate (ERR) in Table 155.1.
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Experiment results. As seen in Table 155.1, when suspicious pool contained in

article 200 and 500 of the noise sequences, the MRR of NRS is 0; however, it has

higher MRR in other situations. The MRR of PADS and PRS is 0. That means the

NRS have unstable performance. In this case, the performance of PRS is similar

with PADS. In Table 155.1, PADS perform higher ERR than NRS and PRS mainly

because PADS does not exclude noise jamming. The PADS not only include worm

features but also include features about noise sequences.

Table 155.2 shows the MRR and ERR about SQL Slammer worm signatures.

PADS, NRS, and PRS have different performance when the signature has different

length. From the result, the PRS has better performance than others in MRR and

ERR.

155.5 Conclusion

To detect polymorphic worm, this chapter presented a novel worm signature: PRS

which is based on signature fusion. This worm signature combines the worm bytes

themselves—PADS and the relationships between worm bytes, NRS. In this chap-

ter, a large number of experiments are completed. We get the following conclusion:

Table 155.1 Missing

report rate and error report

rate about Blaster worm

Number

of noise

MMR (%) ERR (%)

NRS PADS PRS NRS PADS PRS

0 0.0 0.0 0.0 0.0 0.0 0.0

100 67.2 0.0 0.0 0.0 80.8 0.0

200 0.0 0.0 0.0 0.0 92.4 0.0

300 64.8 0.0 19.2 0.0 96.8 49.2

400 63.7 0.0 0.0 0.0 97.9 0.0

500 0.0 0.0 0.0 0.0 99.9 0.0

Table 155.2 Missing

report rate and error

report rate about SQL

Slammer worm

Signature

length

MMR (%) ERR (%)

NRS PADS PRS PADS PADS PRS

10 0.0 12.5 0.0 0.0 0.0 0.0

20 0.0 30.6 0.0 0.0 0.0 0.0

30 5.5 30.2 3.2 0.0 0.0 0.0

40 5.7 30.1 4.8 0.0 0.0 0.0

50 14.5 30.4 14.5 0.0 0.0 0.0

60 17.6 30.9 16.8 0.0 0.0 0.0

70 19.3 31.2 10.3 0.0 0.0 0.0

80 26.2 31.3 20.3 0.0 0.0 0.0

90 27.3 31.7 28.9 0.0 0.0 0.0

100 29.8 31.3 25.6 0.0 0.0 0.0
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PRS is a combination of two kinds of signatures. It is better than PADS and NRS.

It is more suitable for the polymorphic worm detection, which is complicated and

changing.
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Chapter 156

Application of the Wavelet-ANFIS Model

Rijun Zhang, Caishui Hou, Hui Lin, Meiyan Zhuo, Meixin Zhang,

Zhongsheng Li, Liwu Sun, and Fengqin Lin

Abstract Since many predicting methods, such as CS and PP are not very precise,

Wavelet-ANFIS with high estimation precision is always used to model the decom-

posed series recently. This chapter uses wavelet analysis to decompose water level

series and then uses ANFIS to model the decomposed series; in the end, it combined

these series and predicted Lingxi Reservoir’s runoff. The runoff forecast of reservoir

is essential for its flood control safety. The forecast result shows that the prediction

accuracy of Wavelet-ANFIS is very high and the model is quite fit to use in daily

runoff and water level prediction.

156.1 Introduction

Lingxi Reservoir was built and put into operation in June 1956, whose total capacity

is 30.6 million m3. It is a comprehensive utilization of medium-sized reservoir,

which is combined with functions of water supply, irrigation, and flood protection.

Currently, the reservoir is responsible for industries and domestic water supply of

Fujian Refinery and Hui’an county, and its downstream is an important transport

area. Therefore, the runoff and water level forecast of the reservoir is essential for

its flood control safety [1].

This chapter predicts Lingxi Reservoir’s runoff; it is the basic of influence

research of the dam project. Once there were many predicting methods, such as

CS and PP [2], but these methods are not very precise. This chapter uses wavelet

analysis to decompose water level series and then it uses ANFIS to model the

decomposed series; in the end, it combined these series.

Wavelet analysis is a good multi-resolution frequency method; by the multi-

scale sequence analysis, it can effectively recognize the main frequency
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components and local information. ANFIS has strong nonlinear approximation

functions and self-learning, adaptive characteristics. So they can be combined

and give full play to the advantage of both [3].

156.2 Wavelet Analysis

Wavelet analysis is a window fixed but the shape can variable (variable bandwidth

and when wide) changing in the time-frequency analysis method. It has adaptive

time-frequency window: high frequency, frequency-domain window increased, the

time window reduced, the time window expands, and the frequency domain win-

dow reduced. Wavelet analysis is the key to satisfy certain conditions, the intro-

duction of the basic wavelet function ψ(t) to replace the Fourier transform of basic

functions e� iωt. The next is stretching and translation functions:

ψa,b tð Þ ¼ aj j�1=2ψ
t� b

a

0
@

1
A a, b∈R, a 6¼ 0 ð156:1Þ

in which ψa,b is called the analysis wavelet or continuous wavelet; a is measure-

ments (telescopic) factor, in a sense, is corresponding to frequency ω; b is the time

(translation) factor, and it reacts to time’s translation.

156.3 ANFIS

Artificial Fuzzy Neural Network (ANFIS) [4, 5] is combined by Artificial Neural

Network and fuzzy theory. It uses ANN to construct the fuzzy system. According to

input and output sample, it can automatically design and adjust the design param-

eters of the fuzzy system, and then it can achieve fuzzy system’s self-learning and

adaptive function. It can fit to complex input and output’s linear and nonlinear

mapping relations. So it is especially applicable to complex nonlinear hydrological

system [6].

The network structure of Artificial Fuzzy Neural Network (ANFIS) is shown in

Fig. 156.1.

In Fig. 156.1, the connecting line between the nodes only shows the flow of

signal; it doesn’t associate with weight. Square nodes represent nodes which have

adjustable parameters; circular nodes represent nodes which don’t have adjustable

parameters. ANFIS’s structure can be divided into five levels:

Level 1: Membership zij ¼ μi(xj,θi), i ¼ 1, 2, L, Mnum, j ¼ 1, 2, L, Inum, Mnum is

the number of membership functions; Inum is the number of input variable; μ(.)
is the generalized membership function; and the commonly used membership
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functions are triangle membership function, trapezoidal membership function,

Gaussian membership function, and bell-shaped membership function. The form

of triangle and trapezoidal membership functions is simple, and their computing

efficiency is high. However, because their membership function is constructed by

linear line, the corner points of some specified parameters are not smooth enough.

Gaussian function and bell-shaped membership function have smooth and simple

representation, so they are the most commonly used form for definite fuzzy sets.

Formula 1 is the bell-shaped membership function:

μi
�
x,θi

� ¼ 1= 1þ x-ci

ai

� �2bi" #
ð156:2Þ

x and θi ¼ [ai bi cj] are respectively I the membership function’s input and original

reasoning parameter set.

Level 2: k the incentive intensity, in which Rnum is the number of fuzzy rules.

Wk ¼ Π
Inum

Zij, i∈ 1; 2; � � �;Mnum½ �, i ¼ 1, 2, � � �,Rnum
ð156:3Þ

Level 3: Normalized incentive intensity is the ratio of the rule’s incentive intensity

and the sum of all of the rule’s incentive intensity.

W k ¼ Wk

XRnum

j¼1

Wj

, k ¼ 1, 2, � � �,Rnum

ð156:4Þ

Its vector form is:

W ¼ W1;W2; � � �;WRnum

� �T ð156:5Þ

Level 4: Fuzzy rule’s conclusion, which is accurate output.

f i ¼ pi1x1 þ pi2x2 þ � � � þ pijxi þ ri i ¼ 1, 2, � � �,Rnum, j ¼ Inum ð156:6Þ

N

N

∑

1x

numIx

y

1f

numRf

1W

numRW
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numRW

Π

Π

11 fW

numnum RR fW

1x 2x

� �

1x 2x

� �

�

�

�
A2

Z1

Z2

A1

Fig. 156.1 Structure

of ANFIS
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The parameter set, which is composed by all of {pij, ri}, is called consequent

parameter set.

Level 5: After weight-average, the overall output of the net can get:

y ¼
XRnum

i¼1

W
T
F ð156:7Þ

in which F ¼ f1, f2, L, fRnum
½ �.

This chapter uses hybrid learning algorithm to optimally select the parameter of

ANFIS; this gets the smallest sum of square error between the final output result and

the goal. The core idea of this algorithm is that in the forward calculation, it keeps the

value of all of the original reasoning parameter unchanged and improves the value of

consequent parameter by recursive least squares; then, it keeps the value of all of the

improved consequent parameter unchanged and improves the value of original

reasoning parameter by error back-propagation.

156.4 Wavelet-ANFIS Rainoff Forecast Model

Since wavelet analysis is a good multi-resolution frequency method and ANFIS has

strong nonlinear approximation functions and self-learning, adaptive characteris-

tics, the result will work better and give full play to the advantage of both if they are

combined. It is named Wavelet-ANFIS rainfall forecast model.

In the model, first, data sequence is decomposed and reconstructed J times by

Mallat wavelet, by which a low frequency signal CJ and the high frequency signals

(D1, D2,,, DJ) in J scale can be obtained; then ANFIS models are established for

each decomposed signal(CJ, D1, D2,,, DJ); after that it is time to determine the

model parameters and to start prediction. Finally, the ultimate forecast result is

obtained by synthesis of forecast results of the decomposed signals, and accuracy of

the results is analyzed. The combined model flowchart is shown in Fig. 156.2.

156.5 Calculation Example

This chapter uses Wavelet-ANFIS model to find the suitable level of the runoff

series; by some trying, it finds level 2 as the best level. The decomposed result is

delayed as shown in Fig. 156.3.

In the figure we can clearly see that wavelet analysis can well separate the trend

item and the wave item.

Next we use ANFIS to separately predict the trend item and the wave item.

We use runoff historical data from 1954 to 1993 as the modeling series and

1994–1996 as the predict series. In order to combine them in the end, we select the
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Fig. 156.2 Wavelet-ANFIS model flow diagram

Fig. 156.3 The decomposed result of wavelet analysis
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same function for these series. This chapter adopts ANFIS function of MATLAB’s

toolbox to predict these series; the type of function is bell-shaped membership

function. After the 20th iteration, we can get a good simulating result. Then this

chapter combined the result of this series to make the final result. The contrast result

of the forecast result and the original sequence is delayed as shown in Fig. 156.4.

The evaluation of this model is delayed as shown in Table 156.1.

From Fig. 156.3 and Table 156.1, we can see that the result is very good. The

relative error is nearly all less than 5 %. So we can use Wavelet-ANFIS model to

forecast Lingxi Reservoir’s runoff. The precision is very high. This is also the basic

research of other water resources’ researches.

156.6 Conclusion

This chapter combined wavelet analysis and ANFIS to predict Lingxi Reservoir’s

runoff, which is called Wavelet-ANFIS model with the advantage of both; through

series of analysis, we can find that Wavelet-ANFIS model is very fit to predict water

level. The forecast result is very close to the original sequence and can be used to

evaluate the influence of Lingxi Reservoir.
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Chapter 157

Visualization of Clustered Network Graphs

Based on Constrained Optimization Partition

Layout

Fang Huang, Wenjie Xiao, and Hao Zhang

Abstract Hybrid layout is a common visualization technique for clustered network

graphs. Since most previous hybrid layout methods do not consider a reasonable

balance between screen utilization and layout aesthetics of the network graphs, the

inappropriate partition of the display region may result in unpleasant display effect

of network graphs. This chapter proposes to address this problem with nonlinear

constrained optimization techniques. This chapter analyzes why the circular algo-

rithm would fail in region partition. To ensure that every subgroup of network

nodes can be assigned to a rectangular region, the maximal utilization of the display

area is taken as an objective function and the rectangular ratio is taken as con-

straints. The constrained optimization layout model leads to efficient balance

between regional utilization and layout aesthetic. Experimental results show that

the constrained optimal partition layout generates more balanced relation network

graphs with better visual effects.

157.1 Introduction

Visualization of clustered network graphs is an important research topic in social

relations modeling and analysis based on network information technology. To

clearly display relation networks, it is necessary to construct a clustered graph by

dividing all nodes into clusters according to network closeness degrees. In the

process of clustered graphs visualization, it is crucial to decide how to display all

the nodes in various clusters in the screen. Besides, in order to achieve a balanced

aesthetic effect, we need to spread nodes to the whole area. Integrating the two

issues together, we can obtain efficient and coordinated picture by optimizing
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layout of nodes for clustered network graphs. The optimal layout can present the

nodes and associations of network diagram more clearly and evenly.

In 2008, Huang proposed a hybrid layout method [1] which is commonly used in

visualization of clustered graphs. This algorithm firstly divides all the nodes into

subgroups according to the tightness of contact in relation network structure, then

partitions the screen into several rectangular regions in accordance with the number

of subgroups, and finally layouts nodes in the rectangular regions. In the hybrid

layout, it is supposed that the display area is fully utilized, and a reasonable length-

to-width ratio is required so that the layout is aesthetic. If only one of the two

constraints are not satisfied, the program executing would be terminated, which will

cause the subgroups to be not incompletely distributed to the rectangular region and

sequentially impacts on the effect of network layout. Therefore, this chapter pro-

poses an optimization region partition method for the hybrid layout, which merges

utilization rate of display area, aesthetic proportion of rectangle as well as uniform

density of nodes. We employ the constrained nonlinear optimization model to

conduct region partition, which can ensure that every subgroup can occupy a

rectangular region by dividing the screen completely and meet the conditions of

aesthetic layout. As a result, the effect of visualization of relation network graphs

can be improved.

So far, the visualization of clustered graphs is still an open topic in social

relations modeling and analysis. In 2006, Eades proposed that the planar clustered

graphs can be converted into convex polygons and can be drawn by a straight line,

which is named as straight-line algorithm [2]. Since confusion visualizations are

usually caused by many cross-edges in the clustered graphs, in 2007, Omote

provided a novel force-directed algorithm, which reduces the number of the

cross-edges with clearer graphs [3]. In 2008, Huang made a synthesis process for

the network graphs visualization, which integrates partition of clusters and layout of

nodes [1]. In the scheme, the hierarchy-clustering algorithm is employed to build a

node-clustered tree, then utilize the region partition algorithm to assign the display

area for every cluster and, lastly, take force-directed algorithm to layout the nodes

in each area. In 2009, Battisia raised a directly visualized method that organizes all

nodes by clustered trees and the network graph shows the shape of the tree [4]. In

2012, Liu achieved more effective clustering while considering the relationship

strength between nodes and more attributes of nodes [5]. Since the region partition

algorithm plays an important role in clustered graphs visualization, it has been paid

much attention. In 2005, Nguyen investigated the region partition algorithms, such

as circular region partition, Squarified treemaps, and Sunburst, and compared the

balance of nodes and orderliness of the edges [6]. The conclusion is that the circular

region partition is better in effect and aesthetic. So, in 2008, Huang adopted circular

region partition as a part of his hybrid layout process [1]. However, in the method,

the unbalanced node of clustered trees easily leads to an incomplete partition

process. The purpose of the study is to explore an optimal region partition to

improve visual effect of clustered graphs.
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157.2 Analysis of Circular Region Partition

Hybrid layout is composed of nodes clustering [7], circular region partition [6], and

force-directed layout [8]. Firstly, nodes closely related to each other are classified as

various subgroups by nodes clustering. Then, the circular region partition is adopted

to divide the display screen into several rectangular regions roughly so that each

subgroup is positioned in their respective rectangle. Finally, the force-directed

layout is applied to spread all the nodes of the subgroup in the rectangle in order

to achieve balanced effect. In the hybrid layout, the circular region partition plays a

decisive role for the overall effect of the relation networks visualization. The

circular region partition assigns a rectangular region to each subgroup one by one

clockwise along the four edges of the display screen, which is a key factor for

aesthetics and integrity of the circular region partition.

• Calculating the Size of Rectangles

In Fig. 157.1, the width of display area in the screen is denoted by W, and the

height is denoted byH. Assume there are n subgroups to be assigned, and we denote
the number of nodes in subgroup i by wgi to serve as the subgroup weight. For

example, m subgroups are divided into rectangles in the left part of the display area

as shown in Fig. 157.1. Since the area of rectangle Ri is Si, the width wi, height hi,
and Si of each rectangle can be calculated, respectively, by the following:

Wpi ¼ wgi=
Xn
i¼1

wgi ð157:1Þ

Si ¼ W∗H∗Wpi: ð157:2Þ

In formulas (157.1) and (157.2), Wpi represents the percentage of the weight of
subgroup i in all subgroups. Expression (157.2) means the area Si of the rectangle Ri

is a percentage of the total area, which corresponds to the ratio between the number

of subgroup nodes and the total number of all nodes in the network.

Expression (157.3) shows that hi is the percentage of the vertical height of the

display screen, which is the ratio between the number of subgroup nodes and the

total number of nodes in the m subgroups along the vertical edge.

hi ¼ H wgi=
Xm
i¼1

wgi

 !
ð157:3Þ

wi ¼ W
Xm
i¼1

wgi=
Xn
i¼1

wgi

 !
ð157:4Þ
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From expression (157.4), wi is decided by the ratio of the number of m subgroup

nodes to the total number of nodes. According to the above formulas, it is sure that

the sum of all rectangular areas is equal to the display area. In other words, the

circular partition algorithm takes full utilization of display area as a precondition.

• Constraining the Proportion of Width and Height

In addition to the width and height of a rectangle, the ratio between them must

also meet the aesthetic criteria of a rectangle in the circular partition. Otherwise, the

algorithm will be terminated. That is to say, not only the ratio of rectangles decides

the aesthetics but also the probability of partition success. Here, we use λi ¼ wi/hi to
represent the ratio between width and height. The ratio is set to be larger than 0.67

by trial and error and it is manually set in order to achieve the best rectangular

layout [6].

• Process of Circular Region Partition

In Fig. 157.1, the partition divides the first rectangle on the bottom-left corner

along the direction of the vertical dashed arrow. First, the area, height and width

of the rectangle is calculated according to expression (157.2) (157.3) and (157.4).

Next, the width/height ratio of the rectangle is checked. If it meets the constraints,

try to assign two subgroups in the direction and calculate the height, area, and width

of the two rectangles successively. Similarly, check whether the ratio of each

rectangle meets the requirements. Trying and computing repeatedly, an extra

subgroup is added in each iteration until one of these rectangles doesn’t meet the

proportional constraints. At this point, the partition in the current direction will be

ended. The partition continues in the next direction clockwise. If the attempts in all

direction are finished but the remaining subgroups cannot be assigned to any

suitable region, the circular region partition fails. The number of rectangles

arranged on one edge of the display screen is m, which is in accordance with the

ratio constraints [6].

In the circular region partition, dividing rectangles is based on assuming rect-

angular seamless arrangement. If the premise does not hold, the rectangular formula

is not valid, and the segmentation process cannot be carried out. Thus, the first rule

of the circular partition algorithm is the full utilization of display area. Secondly,

the aspects ratios of the rectangle should satisfy the constraint condition to ensure

H Ri
wi

hi

Rm

R1

WFig. 157.1 Circular region

partition
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the aesthetics of networks. Regardless of whether the other subgroups are

partitioned to the region, the algorithm will terminate if the constraint cannot be

established. In other words, the circular partition has the effectiveness and aes-

thetics as two absolutely independent conditions. However, in applications, the

aesthetics should be on the basis of the validity. It is first to assure that all subgroups

can be assigned to a rectangular region, then to consider the aesthetics. Meanwhile,

the aesthetic criteria can be flexible, if only a good visual effect is kept. Therefore,

to take the above factors into consideration, we propose a nonlinear constraint

optimization for the region partition layout.

157.3 Constrained Optimization Partition Layout

Constrained optimization layout model includes an objective function and con-

straints [9]. For the region partition of subgroups after nodes clustering, it is the

main goal to guarantee that all subgroups can get the right rectangle from the

display area. On this basis, adjusting the size and position of the rectangle leads to

maximum utilization of the display screen. We designed the optimization model

which aims to maximize the sum area of all rectangles and takes rectangular

aesthetics and reasonable position as constraints. A set of the rectangles with

optimal size and position are found by solving the model so as to achieve the

optimal layout.

157.3.1 The Effect of Rectangular Aspects Ratio
on Aesthetics

The aspects ratio decides the shape and size of rectangles in the process of region

partition. Its purpose is to layout nodes of the subgroup in the region, namely, the

regional division of the subgroups. We should conduct the quantitative evaluation

for the aesthetic effect of display area objectively. Since visualization should meet

the aesthetic standards of people, the feasible solution of constrained optimization

model must be limited in the acceptable range. Therefore, the quantitative range of

aesthetics can be derived to be the model constraints.

Battista proposed a method to measure the effect of visualization according to

aesthetic criteria which include the overall edge lengths di, variance ei of edge
lengths, the number of cross-edges ci, and variance ai of an included angle between
associate edges [10]. If the overall edge lengths are longer, the layout of nodes is

more dispersed. Minimizing the variance of edge lengths can result in more

balanced layout of nodes to a certain extent. The less cross-edges show more

reasonable layout of nodes and smaller variance of angles makes network diagrams

clearer. We build a sample dataset of relationship networks to evaluate the effect of
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rectangle aspects ratios on aesthetics. For k relationship networks, the comprehen-

sive assessment for the above four rules can be defined as following formulas:

Dave ¼ 1

k

Xk
i¼1

di,Eave ¼ 1

k

Xk
i¼1

ei,Cave ¼ 1

k

Xk
i¼1

ci,Aave ¼ 1

k

Xk
i¼1

ai: ð157:5Þ

Here Dave, Eave, Cave, and Aave are the average values of total edge lengths,

variance of edge lengths, the number of cross-edges, and variance of angle,

respectively. In addition, DLi, DEi, CEi, and ANi defined below are the proportion

of deviation from i network graph to the average value of all networks on the above
four rules, respectively.

DLi ¼ di � Dave

Dave
, DEi ¼ ei � Eave

Eave
, CEi ¼ ci � Cave

Cave
, ANi ¼ ai � Aave

Aave
ð157:6Þ

We also define NETi as a comprehensive estimation for network i in formula

(157.7).

NETi ¼ DLi � DEi � CEi � ANi ð157:7Þ

In the current relation network, when di gets larger, the layout of nodes is more

dispersed. If di-Dave is positive, it shows that the overall edge lengths in the current

network will be larger than the average value. That is, DLi contributes to the

comprehensive assessment, so it is a positive sign. For smaller ei, the layout of

nodes is more uniform. If ei-Eave is positive, the variance of edge lengths will be

greater than the average; at the same time, the DEi has a negative impact on

the comprehensive assessment, so we can use minus sign for the item. CEi and

ANi are similar toDEi. In other words, whenDLi is positive andDEi,CEi, andANi are

negative, the NETi is positive. That means that the aesthetics of current network is

better than the average effect of all networks. The comprehensive assessment

reflects the relative value of visualization between the current network and all

networks.

In order to determine the effect of rectangular aspects ratios on the aesthetics of

the display area, take the network containing 21 nodes as inputs, set the rectangular

aspects ratio λ from 0.1 to 0.7 for constraint layout, and then get the quantitative

evaluations, respectively.

In Table 157.1, when the rectangular aspects ratio equals 0.1, 0.2, 0.3, 0.4, and

0.5, respectively, the comprehensive evaluations are negative. That indicates the

aesthetics of these networks is poorer than the average effect. When the ratio is 0.6

or 0.7 and the assessments are positive, it means a better effect. So we set the

rectangular aspects ratio greater than 0.6 as the constraint of rectangular aesthetics.
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157.3.2 Nonoverlapping Criteria

All rectangles in the display area should not be overlapping, which is a rigorous

constraint in the process of region partition. In Fig. 157.3, there are two rectangles:

Ri and Rj. Supposing Ri is fixed, there are four situations that Ri is not overlapping

with Rj: the Rj is on the right, left, up, and down of the Ri, respectively.

In Fig. 157.2, xi and yi are the center coordinate of Ri, wi and hi is the width and

height, and xj and yj are the center of the Rj. For example, when the Rj locates on the

right of the Ri, the nonoverlap rule is that the abscissa of Rj left edge must be greater

than the abscissa of Ri right edge. When the Rj is on the left of Ri, the abscissa of the

Rj right edge is smaller than the abscissa of the Ri left edge. Similarly, Rj stands

above Ri; the ordinate of Rj bottom must be greater than the ordinate of Ri top, and

Rj is below Ri; the ordinate of Rj top is smaller than the ordinate of Ri bottom.

157.3.3 Nonlinear Constrained Optimization Layout Model

In optimization layout, the objective function and constraints are defined by the

following.

• Objective Function for the Maximizing Utilization of Display Area

Table 157.1 Quantitative

evaluations of visual

networks Ratio λ

Various aesthetics criteria

di ei ci ai NETi

0.1 1,235 14.08 58 11.08 �0.4789

0.2 1,220 12.9 44 15 �0.15

0.3 1,204 16.65 38 18 �0.34

0.4 1,180 16.21 32 16 �0.03

0.5 1,157 12.35 26 23.71 �0.13

0.6 1,162 13.73 12 16 0.64

0.7 844 12.81 8 17 1.1

Ri (xi, yi) Rj (xj, yj)

Right

Up

Left

Down

hi

wjwi

hj

Fig. 157.2 Nonoverlapping between rectangles
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In layout partitioning, every subgroup must correspond with a rectangle in

display area and minimize the remaining area. In other words, we maximize the

utilization to reduce center-of-gravity shift and unbalance of networks in the

display area, which can cause too much blank areas. Therefore, the utilization of

display screen is taken as the objective function:

max
Xn
i¼1

wihi ð157:8Þ

Here, wi and hi are the width and height of Ri; n is the number of all rectangles.

• Constraints of Rectangular Aesthetics

0:6 � λi ¼ wi

hi
� 1:67i ¼ 1, 2, ::::::, n ð157:9Þ

Here λi is the ratio between width and height of Ri.

• Nonoverlapping Constraints

xi þ wi

2

� �
� xj � wj

2

� �
� 0, i ¼ 1, 2, � � �n, j ¼ 1, 2, � � �, n, i 6¼ j ð157:10Þ

or

xi � wi

2

� �
� xj þ wj

2

� �
� 0i ¼ 1, 2, � � �, n, j ¼ 1, 2, � � �, n, i 6¼ j ð157:11Þ

or

yi þ
hi
2

� �
� yj �

hj
2

� �
� 0i ¼ 1, 2, � � �, n, j ¼ 1, 2, � � �, n, i 6¼ j ð157:12Þ

or

yi �
hi
2

� �
� yj þ

hj
2

� �
� 0i ¼ 1, 2, � � �, n, j ¼ 1, 2, � � �, n, i 6¼ j ð157:13Þ

Formulas (157.10)–(157.13) show the constraints of rectangular center coordi-

nate to ensure nonoverlapping and just located on right, left, up, and down.

• Constraints for Exceeding Boundary
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hi � Hi ¼ 1, 2, ::::::, n ð157:14Þ

wi � Wi ¼ 1, 2, ::::::, n ð157:15Þ
wi

2
� xi � W � wi

2
i ¼ 1, 2, ::::::, n ð157:16Þ

hi
2
� yi � H � hi

2
i ¼ 1, 2, ::::::, n ð157:17Þ

The constraints limit of the width and height of rectangles should be smaller than

the width and height of display area, respectively.

• Relaxed Constraint for the Rectangular Area

H �W �Wpi � 1� 5%ð Þ � Si � H �W �Wpi � 1þ 5%ð Þ ð157:18Þ

The constraint of rectangular areas, formula (157.18), is a relaxation condition

based on the rectangular area accounted for the proportion of total area which is

equal to the subgroup weight to total weight. Since small changes of the rectangular

area bring about little impact on the visual aesthetics, the relaxation can help to

expand the range of feasible solutions. The relaxed range of rectangular area is 5 %.

The best partition layout is determined by calculating the width and height of

rectangles and the abscissa and ordinate of centers in constrained optimization

model.

157.4 Comparison and Analysis of Visualization

Since the objective of the proposed optimal region partition is to avoid layout

failures of the circular region partition, it is necessary to compare the visual effect

for circular region partition and optimal region partition. Four relationship net-

works containing 21, 40, 80, and 160 nodes, respectively, are chosen to implement

the experiments.

157.4.1 Visual Comparison

Figure 157.3 is for the circular region partition; since the ratio of the rectangle in the

middle of display area does not satisfy the aesthetic constraint, it leads to partition

failure. However, the process of layout of nodes has to be implemented by the

rectangle with inappropriate proportion so that it is more crowding and has many

cross-edges in the middle. For optimal region partition, Fig. 157.4 shows more

scattered nodes, fewer cross-edges, and clearer visualization.

157 Visualization of Clustered Network Graphs Based on Constrained. . . 1389



In Fig. 157.5, since the rectangle of inappropriate ratio stands on the left space of

display area, it results in nonuniform distribution of nodes on the left. After

optimizing the partition layout, nodes in Fig. 157.6 are distributed in a more

uniform way.

Figure 157.7 is a network diagram by the circular region partition for 80 nodes,

and all the nodes are concentrated at the middle of the display area. The visualiza-

tion result is poor because of small distances among the nodes. After optimal region

partition, the nodes in Fig. 157.8 are more uniformly and clearly distributed.

Figures 157.9 and 157.10 show the visualization results for a network with

160 nodes using circular and optimization partition layout, respectively. Comparing

with Fig. 157.9, Fig. 157.10 presents the network distribution with better visual

effect. In particular, we choose the network with fewer connections, in order to

better contrast on vision.

Fig. 157.3 21 nodes

by circular partition

layout

Fig. 157.4 21 nodes

by optimizing partition

layout
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Fig. 157.5 40 nodes

by circular partition

layout

Fig. 157.6 40 nodes

by optimizing region

layout

Fig. 157.7 80 nodes

by circular partition

layout
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Fig. 157.8 80 nodes

by optimizing partition

layout

Fig. 157.9 160 nodes

by circular partition

layout

Fig. 157.10 160 nodes

by optimizing partition

layout
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157.4.2 Assessment on Aesthetics of Visualization

We elaborate the quantitative evaluation of visualization for the above four net-

works including 21, 40, 80, and 160 nodes, respectively. Aesthetics criteria include

the total edge lengths d, edge length variance e, the number of cross-edges c, and
variance of angle a. The statistical results are shown in Tables 157.2, 157.3, 157.4,

and 157.5 separately.

From the above four tables, it can be concluded that optimization partition layout

can produce greater total length of edges, fewer cross-edges, and smaller angle

variance, which result in wider distribution of nodes and more uniform and clearer

network. The most critical point is the cross-edge by using optimization layout less

than the number generated by circular region partition. It makes network connec-

tions clearer. In the four criteria, only the edge length variance is larger by circular

region partition, which indicates that the distance between nodes should not be

more uniform, but a smaller variance of edge length cannot absolutely guarantee a

uniform distribution of nodes. The optimal partition performs better results on the

three aesthetic criteria. Synthetically, the relation network graphs produced from

optimization layout is superior to circular partition layout.

Table 157.2 Aesthetics

evaluations of 21 nodes
Aesthetics criteria d e c a

Circular partition 2,030 125.75 26 21.3

Optimizing partition 2,046 162 20 18.6

Table 157.3 Aesthetics

evaluations of 40 nodes
Aesthetics criteria d e c a

Circular partition 11,232 115 985 24.2

Optimizing partition 16,287 210 754 29.3

Table 157.4 Aesthetics

evaluations of 80 nodes
Aesthetics criteria d e c a

Circular partition 22,500 48.5 3,048 29.1

Optimizing partition 34,596 62.7 2,169 25.3

Table 157.5 Aesthetics

evaluations of 160 nodes
Aesthetics criteria d e c a

Circular partition 2,076 65.5 385 101

Optimizing partition 2,112 76.4 283 95
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157.5 Conclusion

In the optimization region partition, the nonlinear constrained optimization model is

employed to avoid the failure partition in circular region layout. It effectively

balances the contradictions of the aesthetics and utilization by taking the utilization

of the display area as the objective function and putting the rectangular ratio as

constraints. It ensures that all subgroups of nodes can be assigned to a rectangular

region. We randomly generated 60 relationship networks as the experimental inputs,

then ran programs with the following three steps: nodes clustering, optimizing region

partition, and force-directed node layout. Since the optimization region partition is

implemented on LINGO 13 and other two parts are programmed by Java, the total

running time is the sum of the three parts. The experiment results showed that the

average running time of circular region partition and optimal region partition are 1.23

and 1.8 s, respectively. However, the latter has a 92 % average utilization of the

display screen in all experiment networks and effectively avoids the layout failures.

The results showed that the optimization partition layout not only achieved better

quantitative evaluations on aesthetic criteria but also made the visual effects of

relationship networks more balanced and clearer. In future work, we will further

improve the algorithm in order to display scalable large-scale relation networks.

Acknowledgements This work was supported by Project 61073105 of National Natural Science

Foundation of China.
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Chapter 158

An Ultra-Wideband Cooperative

Communication Method Based

on Transmitted Cooperative Reference

Tiefeng Li, Ou Li, and Zewen Zhou

Abstract In order to decrease the power waste of relay node, the paper presents a

novel ultra-wideband cooperative communication method that uses two relay nodes

to transmit reference impulses and data impulses separately. A transmitted

cooperative-reference UWB cooperative communication model is developed in

this paper. Based on the model and sampling expansion approach, a closed-form

SER expression was deduced for delay-hopped transmitted-reference UWB sys-

tems which use cooperation strategy of decode and forward relaying and equal-gain

combining. Simulation results show that the transmitted cooperative-reference

method can obtain multi-order diversity gains.

158.1 Introduction

It becomes the current research hotspot to involve cooperative diversity technique in

the ultra-wideband communication system because of the additional spatial diver-

sity. By doing this, both transmission reliability and communication coverage will

be substantially enhanced. At present, studies of cooperative UWB technology are

mainly focused on multiband orthogonal frequency division multiplexing ultra-

wideband (MB-OFDM-UWB). There are a few essays which refer to the issue that

combines impulse radio ultra-wideband with cooperative communication technique

and few researches on cooperative communication that are based on the transmitted

reference (TR) [1]. The paper just simply combines two techniques and chooses a

relay node with best SNR to forward. In fact, it had developed a relay-forward
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channel without diversity gain [1]. As well known, TR techniques can implement

reliable communication with low complexity in the random or unknown channel [2].

Therefore, it is necessary to research the performance of cooperative TR-UWB

system.

The transmitted-reference UWB can be classified into three main categories:

time-domain transmitted reference [3], frequency-domain transmitted reference

[4], and code-domain transmitted reference [5]. In the time-domain transmitted-

reference system, since the nodes not only transmit data impulse but also send

reference impulses that independent of the data, so it wastes half of the total energy.

If all cooperative nodes are using this modulation to participate in cooperative,

apparently the relay nodes have to pay half power as much as the source node. This

cooperative approach can be named “transmitted-reference UWB cooperative.”

This paper presents a new method that is named “transmitted cooperative-reference

UWB cooperative.” It uses two relay cooperative nodes to send cooperative-

reference impulses and cooperative-data impulse separately. Obviously, it is effec-

tive to save transmitting power by using this cooperation strategy.

The paper is organized as follows: In Sect. 158.2, we build transmitted

cooperative-reference UWB communication system model. Next, in Sect. 158.3,

based on the sampling expansion approach, a closed-form SER formulation was

deduced from the delay-hopped transmitted-reference UWB systems which use

cooperation strategy of decode and forward relaying, equal-gain combining. Then,

Sect. 158.4 details the experiment results and discussions.

158.2 Transmit Cooperative Reference UWB Cooperative

Communication System Model

We consider a cooperation strategy with two phases and three nodes in the

cooperative model, which can be extended to the multi-node. Figure 158.1 shows

the specific three-node cooperative model:

Compared to the three-node model, the transmitted cooperative-reference UWB

cooperative communication model added an additional relay node as shown in

Fig. 158.2. The model includes a source node (S), two relay nodes (R1 and R2), and
a destination node (D). Firstly, S sends a signal; R1, R2, and D receive it. Secondly,

R1 and R2 forward the decoded reference impulses and data impulses separately,

and then D receives them.

Assume that the system can always find two relay nodes R1 and R2, which can

establish a good time-synchronous accordance with the destination node through

the upper layer cooperate protocol. Assume R1 only sends the cooperative-

reference impulse, and R2 only sends cooperative-data impulse. Good synchroni-

zation means that when the impulse transmitted from each relay nodes arrived to the

destination node, the time delay between the reference impulse and data impulse

sent separately by R1 and R2 has the same effect as R in Fig. 158.1. So, the model is
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equivalent to the classic three-node model. R in Fig. 158.1 can replace the role of

R1 and R2 in Fig. 158.2. In cooperative communication network with multi-nodes,

it is possible to satisfy such conditions.

Figure 158.2 depicts the transmitted cooperative-reference UWB cooperative

model; in stage one, the source node broadcasts to the destination node and the relay

nodes. The signals received by destination and relay, respectively, are defined as:

ys,d ¼
ffiffiffiffiffi
Ep

p
hs,dsþ ns,d

ys, r1 ¼
ffiffiffiffiffi
Ep

p
hs, r1sþ ns, r1

ys, r2 ¼
ffiffiffiffiffi
Ep

p
hs, r2sþ ns, r2 ð158:1Þ

where Ep is transmission energy carried by single impulse and S is the symbol

signal calculated as:

s tð Þ ¼
XNs2 �1

n¼0

�
p t� 2nTf

� �þ d0p t� nTf � Tr

� �� ð158:2Þ

hs,d, hs,r1, hs,r2, hr2,d, and hr1,d are the channel coefficients correspond to S toD or S to
R, and R to D, respectively, are modeled as zero mean, complex Gaussian random

variables with variances δ2s;d, δ
2
s;r1, δ

2
s;r2, etc. ns,d, ns,r1, and ns,r2 are the additive white

Gaussian noise. Tf is the delay time between the reference impulse and data impulse.

A frame consisted of a pair of impulse, that is, reference impulse and data impulse. Tr
is the time delay between the reference impulse and data impulse.Ns is the number of

impulse in one symbol signal. d0 is the binary data bit.

In stage two, the relay nodes separately decode and only forward reference

impulse or data impulse. For simplicity to derivate and analyze, the role of R1
and R2 in Fig. 158.2 can be replaced by R in Fig. 158.1.

S D

R

s,rh
r,dh

s,dh
pE

pa EFig. 158.1 Transmitted-

reference UWB cooperative

model

S D

R1

s,r1h
r1,dh

s,dh
pE

pEα

R2

s,r2h
r2,dh

pEα

Fig. 158.2 Transmitted

cooperative-reference

UWB cooperative model
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After two periods of this stage, the destination received three copies of signals

via source and relay channel. The received SNR of the destination is compounded

with the SNR of S and R. The optimal method of maximizing the total SNR is

maximum-ratio combining (MRC). The output SNR via MRC is equal to the

summation of SNR of each branch. However, it needs to know the real-time SNR
of each branch. It implies that we need to obtain the real-time channel estimation.

On the contrary, the advantages of transmitting-reference scheme can implement

reliable receive without channel estimation. It is more suited for transmitted-

reference scheme with the gain-equal-combination strategy. Based on the gain-

equal combination, the output rrec at destination is given by

rrec ¼ ys,d þ yr,d

¼ ffiffiffiffiffi
Ep

p
hs,d þ a

ffiffiffiffiffi
Ep

p
hs, rhr,d

� �
sþ ns,d þ ahr,dns, r þ nr,dð Þ

¼ s
0 þ n

0

ð158:3Þ

where

s
0 ¼ ffiffiffiffiffi

Ep

p
hs,d þ a

ffiffiffiffiffi
Ep

p
hs, rhr,d

� �
s ¼

ffiffiffiffiffi
E

0
p

q
αls

E
0
p ¼ Ep 1þ ahs, rð Þ2, n0 ¼ ns,d þ ahr,dns, r þ nr,dð Þ:

We assume that three transmission channels are independent and identically obey

the Rayleigh distribution. The fading coefficient here is represented by the variable

h. Since all signals transmitted in the channel of S to R have been processed by relay,

we employed a constant h s, r to represent the statistical average of the fading

coefficient of the channel. Assuming that the components of channels of S to

R have been combined by relay, we extend the abovemodel to themultipath case. Let

c ¼
XLCAP
l¼1

h lð Þ ¼
XLCAP
l¼1

αl ð158:4Þ

rrec multi ¼
ffiffiffiffiffi
E

0
p

q
csþ n

00

¼
XNs2 �1

m¼0

b
0
r t� 2mTf

� �þ d0b
0
d t� 2mTf � Tr

� �þ n
ð158:5Þ

where n’’ ¼ (ns,d + ahr,dns,r + nr,d); b
0
r tð Þ ¼ b

0
d tð Þ≜

XLCAP
l¼1

ffiffiffiffiffi
E

0
p

q
αlp t� 2mTf

� �
. LCAP is

the number of maximum multipath that can be captured by the receiver.
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158.3 Performance Analysis of DHTR-UWB System

In this paper, we focus on delay-hopped transmitted-reference ultra-wideband

(DHTR-UWB). The structure of DHTR-UWB receiver is shown in Fig. 158.3.

The decision signal ZTR can be given as

ZTR≜
XNs2 �1

m¼0

ðT
0

eb 0
r tþ 2mTf

� �þ n
00
tþ 2mTf

� �h i

� d0eb 0
d tþ 2mTf þ Tr

� �þ n
00
tþ 2mTf þ Tr

� �h i
dt

¼
XNs2 �1

m¼0

ðT
0

w
0
m tð Þ þ η

0
m tð Þ

� �
d0w

0
m tð Þ þ ξ

0
m tð Þ

� �
dt

¼
XNs2 �1

m¼0

Um ð158:6Þ

where Um ≜
Ð

T
0 (w

0
m(t) + η

0
m(t))(d0w

0
m(t) + ξ

0
m(t))dt,

eb 0
r tþ 2mTf

� �
, and eb 0

d tþð
2mTf þ TrÞ are the impulse response of the BPZF, denoted as reference impulse

and data impulse, respectively. η
0
m(t) ¼ n’’(t + mTf); ξ

0
m(t) ¼ n’’(t + 2mTf + Tr).

m is the frame number in a symbol.

We assumed that all impulses experience the same channel, implying that

w
0
m tð Þ≜eb 0

r tþ 2mTf

� � ¼ eb 0
d tþ 2mTf þ Tr

� �
: ð158:7Þ

Though it is easy to solve SER with traditional Gaussian approximation

approach, some restrictions must be taken into account [6]. In addition, the analyt-

ical solution cannot be obtained by using Gaussian approximation approach, thus

making it difficult to carry out further research, such as power allocation and relay

selection. An analytical method is introduced that combines sampling expansion

approach with time transmitted reference and solved for the analytical solution of

the system [6–8]. In this paper, we extend it to DHTR scheme to analyze the

performance of cooperative DHTR-UWB system.

)(~ tr _rec multir
0

T

∫ DecisionTRZ 0d

Fig. 158.3 DHTR-UWB

receiving model
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According to the sampling theorem, we consider to use 2WT-dimensional

discrete signal to project the received continuous waveform Um without losing:

U
0
m ¼ 1

2W

X2WT

l¼1

w
0
m, l þ η

0
m, l

� �
d0w

0
m, l þ ξ

0
m, l

� �

¼ 1

2W

X2WT

l¼1

d0w
02
m, l þ w

0
m, lξ

0
m, l þ d0w

0
m, lη

0
m, l þ η

0
m, lξ

0
m, l

� �
ð158:8Þ

where the lth sample of w
0
m(t), dm(t), η

0
m(t) are w

0
m;l(t), dm,l(t), η

0
m;l(t), respectively. In

the condition on d0, we can rewrite Um
0 as follows:

U
0
m jd0¼þ1 ¼

1

2W

X2WT

l¼1

w
02
m, l þ w

0
m, lξ

0
m, l þ w

0
m, lη

0
m, l þ η

0
m, lξ

0
m, l

� �
ð158:9Þ

U
0
m jd0¼�1 ¼

1

2W

X2WT

l¼1

�w
02
m, l þ w

0
m, lξ

0
m, l � w

0
m, lη

0
m, l þ η

0
m, lξ

0
m, l

� �
ð158:10Þ

We obtain the following simplification:

U
0
m jd0¼þ1 ¼

X2WT

l¼1

1ffiffiffiffiffiffiffi
2W

p w
0
m, l þ χ1,m, l

� �2

� χ22,m, l

" #
ð158:11Þ

U
0
m jd0¼�1 ¼

X2WT

l¼1

� 1ffiffiffiffiffiffiffi
2W

p w
0
m, l � χ2,m, l

� �2

þ χ21,m, l

" #
ð158:12Þ

where χ1,m,l and χ2,m,l are given by Eqs. 158.13 and 158.14

χ1,m, l ¼
1

2
ffiffiffiffiffiffiffi
2W

p ξ
0
m, l þ η

0
m, l

� �

¼ 1

2
ffiffiffiffiffiffiffi
2W

p n
lð Þ
1, s,d þ ah

lð Þ
1, r,dn1, s, r þ n

lð Þ
1, r,d

� �
þ n

lð Þ
2, s,d þ ah

lð Þ
2, r,dn2, s, r þ n

lð Þ
2, r,d

� �h i

ð158:13Þ

χ2,m, l ¼
1

2
ffiffiffiffiffiffiffi
2W

p ξ
0
m, l � η

0
m, l

� �

¼ 1

2
ffiffiffiffiffiffiffi
2W

p n
lð Þ
1, s,d þ ah

lð Þ
1, r,dn1, s, r þ n

lð Þ
1, r,d

� �
� n

lð Þ
2, s,d þ ah

lð Þ
2, r,dn2, s, r þ n

lð Þ
2, r,d

� �h i

ð158:14Þ
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ξ
0
m;l and η

0
m;l are white Gaussian noises, with the following mean and variance:

E ξ
0
m, l

n o
¼ E η

0
m, l

n o
¼ 0: ð158:15Þ

The variance of DHTR-UWB can be defined as

σ
02
TR ¼ E ξ

0
m, l � η

0
m, l

h i2	 

¼ N0

4
2þ a2δ2r,d
� � ð158:16Þ

We can define the four normalized random variables as shown below:

Y
0
1≜

1

2σ
02
TR

XNs2 �1

m¼0

X2WT

l¼1

1ffiffiffiffiffiffiffi
2W

p w
0
m, l þ χ1,m, l

� �2

ð158:17Þ

Y
0
2≜

1

2σ
02
TR

XNs2 �1

m¼0

X2WT

l¼1

χ22,m, l ð158:18Þ

Y
0
3≜

1

2σ
02
TR

XNs2 �1

m¼0

X2WT

l¼1

1ffiffiffiffiffiffiffi
2W

p w
0
m, l � χ2,m, l

� �2

ð158:19Þ

Y
0
4≜

1

2σ
02
TR

XNs2 �1

m¼0

X2WT

l¼1

χ21,m, l ð158:20Þ

where Y2
0
and Y4

0
are central chi-squared random variables with NsWT degrees. Y1

0

and Y3
0
are noncentral chi-squared random variables with same degrees. The

noncentrality parameter is given by

μ
0
TR≜

1

2σ
02
TR

XNs2 �1

m¼0

X2WT

l¼1

1

2W
w

02
m, l: ð158:21Þ

So, we obtain as

μ
0
TR ¼ 1

2σ
02
TR

XNs2 �1

m¼0

ðT
0

w
02
m tð Þdt ¼ 1þ ah s, r

� �2
2þ a2δ2r,d
� � Es

N0

XLCAP
l¼1

α2l ð158:22Þ

where E
0
s ¼ E

0
pNs ¼ 1þ ah s, r

� �2
EpNs, α2l ¼ h(l )2.

We assume that qTR ¼ NsWT/2, γ
0
TR ¼ μ

0
TR/2, and the conditional SER of coop-

erative DHTR-UWB system are as follows [6]:
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P e
��γ 0

TR

�  ¼ P Y2 > Y1

��d0 ¼ þ1
� 

¼ e�γ
0
TR

2qTR

XqTR�1

i¼0

γ
0
TR

� �i
i!

XqTR�1

k¼i

1

2k
k þ qTR � 1ð Þ!

k � ið Þ! qTR þ i� 1ð Þ! ð158:23Þ

Considering the uncertainty of channel coefficient h2, we define the expectation

of P{e|γ
0
TR} as follows [7, 9]:

Pe,TR ¼ E P e
��γ 0

TR

� � 

¼ 1

2qTR

XqTR�1

i¼0

E γ
0
TR

� �i
e�γ

0
TR

n o
i!

XqTR�1

k¼i

1

2k
k þ qTR � 1ð Þ!

k � ið Þ! qTR þ i� 1ð Þ!

¼ 1

2qTR

XqTR�1

i¼0

�jð Þi
i!

di

dvi
ψ

0
γ
0
TR

jvð Þ
������
jv¼�1

�
XqTR�1

k¼i

1

2k
k þ qTR � 1ð Þ!

k � ið Þ! qTR þ i� 1ð Þ!

≜Pe ψ
0
γ
0
TR

jvð Þ, qTR
� �

ð158:24Þ

where ψγ
0
TR

jvð Þ is the CF of γ
0
TR [9]:

ψ
0
γ
0
TR

jvð Þ ¼
YLCAP
l¼1

ψ
0
l, γ

0
TR

jvð Þ ¼
YLCAP
l¼1

1

K 1� jvγ
0
TR

� � ð158:25Þ

where γ
0
TR ¼ 1þah s, rð Þ2

2 2þa2δ2r,dð Þ
� �

ΩEs

N0
, Ω ¼ 1

L.

158.4 Results and Discussion

In this section, we evaluate the performance of DHTR-UWB system. We consider a

dense multipath channel, where each path’s signal experiences flat Rayleigh fading.

hs,d, hs,r, hr,d are the channel fading coefficient which are defined as complex

Gaussian random variables with zero mean and normalized square deviation δ2s;d
¼ δ2s;r ¼ δ2r;d ¼ 1, respectively. The actual number of multipath components is

L ¼ 30, and the number of multipath components captured by the autocorrelation

receiver (AcR) is denoted by LCAP¼TW. We also discuss the effect of time-

bandwidth product, number of impulse, and instantaneously received SNR on the

cooperative DHTR-UWB system as shown in Figs. 158.4, 158.5 and 158.6.
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In Fig. 158.4, we note that the tendency of SER performance is from bad to good

then turns into bad again as TW increases. This is due to the fact that time-

bandwidth product TW represents for the integral duration. L < TW implies that

multipath components cannot be captured completely, thus severely degrades the

SNR at the receiver termination and drops the SER performance of the cooperative

system. On the contrary, increasing TW beyond L will only accumulate more noise

energy, and it degrades performance as well.

We assumed that the actual number of multipath components is L ¼ 30 in this

simulation. For the case TW ¼ 30, at which point integral interval equals to the

multipath delay, the energy of multipath components is fully captured and the noise

is maximally restrained. As we can see from Fig. 158.3, the cooperative DHTR-

UWB system gains five-order diversity under the condition of optimum integration

interval. This embodies the advantage of impulse scheme in dense multipath

channel transmission.

Figure 158.5 details the effect of time-bandwidth product TW on the SER
performance of DHTR-UWB cooperative system. It can be observed that the SER
decreases with TW until it rises to a value of 30, which is equal to L. We obtain the

best SER performance at the inflection point TW ¼ 30 for each fixed Eb/N0. Due to

the fixed bandwidth W at the transmitting terminal, we can easily deduce that the

optimum integral interval is 30/W.

In order to analyze the number of impulse Ns impact on SER performance, we

fixed time-bandwidth product and specify the optimum integral interval T ¼ 10/W.

We observe that SER decreases with Ns that correspond to Fig. 158.5. Increasing Ns

implies less energy per impulse and leads to more noise energy accumulation. This

can be seen as the reason why performance degradation as Ns increases in

Fig. 158.6.

Obviously, the transmitted cooperative-reference UWB cooperative approach is

not suitable for simply amplify and forward (AF) because in AF the relay node do

not decode. They cannot separate and regenerate the reference impulses or data

impulses to forward further alternatively. Only decode and forward supports trans-

mitted cooperative-reference cooperative approach.

Further, the transmitted cooperative-reference UWB cooperative approach is

only applicable to the transmitted-reference system and applies only to time-

domain transmitted-reference system. For the frequency-domain and code-domain

transmitted-reference system, the node finally transmits the composite impulse of

the reference impulse and the data impulse [4, 5]. It is not possible that the relay

node decodes and forwards only one of the reference impulse and the data impulse.

Furthermore, in the TR-UWB cooperative communication network, it can be the

degradation or evolution between of three cooperative communication modes:

two-relay transmitted cooperative-reference mode, single-relay transmitted

cooperative-reference mode, and direct transmission mode. System will convert

to two-relay transmitted cooperative-reference mode when we got two ideal relays,

and the power of each relay will reduce by half. Similarly, single-relay mode will be

chosen if there is only one proper relay in the system. Otherwise, the system will

degenerate into direct transmission mode.
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158.5 Conclusion

The paper proposes a novel transmitted cooperative-reference UWB cooperative

communication method that uses two relay nodes to forward reference impulses

and data impulses separately. For each relay node is concerned, it can save half of

the energy and help to encourage nodes to participate in cooperation. It also pro-

vides a new relay strategy for cooperative communication. We established a

cooperation model based on this method and analyzes the performance of

it. Simulation result shows that the DHTR-UWB cooperative system has favorable

SER performance. System can obtain SER ¼ 10�3 performance under optimal

integration time with receiving SNR is 10 dB. Cooperative system can gain

approximately five-order diversity in dense multipath channels. Future research

will focus on the effect of distance and power distribution on DHTR-UWB system.
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