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Preface

This book is a collection of the papers accepted by CENet 2013—the third
International Conference on Computer Engineering and Network (CENet), which
was held from 20 to 21 July, 2013 in Shanghai, China. It has two volumes and three
parts in each. Part I focuses on Algorithm Design with 29 papers over 232 pages;
Part IT emphasizes Data Processing containing 184 pages divided among 22 papers;
Part IIT Pattern Recognition includes 29 papers in 234 pages; Part IV has 22 papers
and 187 pages devoted to one of the most exciting technologies currently surging in
popularity—Cloud Computing; Part V covers recent advances in Embedded Sys-
tems with 28 papers in 228 pages; and finally Part VI has 28 papers spanning
234 pages dedicated to Network Optimization.

Each part can be used as an excellent reference by industry practitioners,
university faculty, and undergraduate as well as graduate students who need to
build a knowledge base of the most current advances and state of practice in the
topics covered by this book. This will enable them to produce, maintain, and
manage systems with high levels of trustworthiness and complexity that provide
critical services in a variety of applications.

Thanks go to the authors for their hard work and dedication as well as the
reviewers for ensuring the selection of only the highest quality papers; their efforts
made this book possible. Invaluable assistance with the publication was also
provided by the editorial staff at Springer, especially Mr. Brett Kurzman and
Miss Rebecca Hytowitz.

Richardson, Texas, USA W. Eric Wong
Beijing, China Tingshao Zhu
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Chapter 1

Simulation Algorithm of Adaptive
Scheduling in Missile-Borne Phased
Array Radar

Qizhong Li, Shanshan Sun, and Jianfei Zhao

Abstract In contrast to conventional radars, phased array radars have the capability
to switch the direction of the radar beam very quickly without inertia. The measure-
ments from phased array radar can contribute to many application fields such as data
and intelligence process and radar performance evaluation. However, it often costs
more than we can bear to obtain phased array radar measurements. It is necessary
to model and simulate the phased array radar, especially for missile-borne phased
array radar. This chapter lays a strong emphasis on the search and simulation
technology of missile-borne phased array radar. According to operational theory
of phased array radar, this chapter focuses on the functional modeling and simulation
techniques. It contains three parts: beam arrangement of phased array radar in sin
coordinate, parameter optimization of missile-borne phased array radar, and a
function simulation model of missile-borne phased array radar.

1.1 Introduction

In ballistic missile defense system, the beam width of tracking radar is usually very
narrow, and the dwell time is longer, so the implementation of routine large
airspace search is not realistic. Only under the guide information of early warning
system, the radar can intercept the target in small space [1]. The flight time of
ballistic missile is usually short, and the lethality is enormous, which requires that
the tracking radar can intercept the target as early as possible. Therefore, the
missile-borne radar search strategy, especially on the wave search order, is very
important.

Based on the previous research, considering the constraints of radar, we com-
plete the simulation of adaptive scheduling method and make the constraints

Q. Li (<) « S. Sun ¢ J. Zhao
North China Institute of Science and Technology, Beijing 101601, China
e-mail: li_qz@126.com.cn

W.E. Wong and T. Zhu (eds.), Computer Engineering and Networking, Lecture Notes 3
in Electrical Engineering 277, DOI 10.1007/978-3-319-01766-2_1,
© Springer International Publishing Switzerland 2014
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modeling for recursive form, through adjusting the scheduling of periodic inspec-
tion the constraint conditions [2]. This chapter presents the realization method and
process of the algorithm in detail, through the scenario simulation, and verifies the
effectiveness and practicability of the method.

1.2 Scheduling Model

1.2.1 Single Beam Search Simulation

In the distance occlusion problem under a single frequency, pulse Doppler wave-
form exists, which is mainly due to pulse Doppler radar seeker using the same
antenna for transmitting and receiving. Transmitting and receiving is timeshare;
when the transmitter sends electromagnetic wave, the receiver is in a closed state,
which can avoid the leakage of the transmitter signal to the receiving system and
burn the frequency receiver [3]. The high-frequency receiver uses gating switch
to guarantee isolation in certain, if the target echo arrival seeker at the time of
the transmitter sends pulse. Because the receiving system is in the closed state, the
return signal cannot be received by target seeker in the “shelter area.” And while the
missile is close to the target, the delay time of the target echo pulse with respect to
the transmission pulse is fluxing. Thus, the blocking periodic phenomenon appears,
which has entered the “transparent area,” “translucent area,” “shelter area,” “trans-
lucent area,” and then the “transparent area.” In the “translucent area,” the return
signal is not affected; in the ‘“shelter area,” it cannot receive the return signal
completely; and in the “translucent area,” the width of echo pulse which is received
by seeker gradually increases to the width of transmission pulse or from the width
of transmitted pulse which decreases to zero [4].

We assume that the occlusion period is T,, width of “shelter area” is 7., width of
“transparent area” is z,,, and width of “translucent area” is z,,,; they were calculated
by the following equation:

99 ¢ EEINT3

C
T, =—T, 1.1
< ZV]« ( )
— (T, -7 —1) (1.2)
T, = 2, =T — T .
- (5, —7) (1.3)
Ty = 2, T, — 1Ty .
C
m T — 1-4
T = 51 (1.4)

In formula (1.1) to (1.4), C is the speed of light, v, is the missile-target relative
velocity, T, is pulse width, 7, is received pulse width, and 7; is transmitted pulse
width.
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Target Q

First
cycle

Zero | | |

moment T

Sending Receiving The i’th cycle The j’th cycle
area area

Fig. 1.1 The radar “eclipse” phenomenon mathematical model diagram

1.2.2 Establish Mathematical Model

According to the basic principle of the radar “eclipse” phenomenon, we can start
from a simple mathematical model as shown in Fig. 1.1 and establish the idealized
mathematical model of “eclipse” phenomenon step by step.

Assume that the target can be detected by radar, and the distance to the target
is D, the radar frequency is f, the speed of light is C, pulse width of radar is T,, the
return moments of the i beam radar is Tj, and V,V, ... V; is the speed of the target
in different intervals.

Z(D— (V] +V2...+V,’_1)) x T,

Ti=>i—1)xT;
(l ) + C+V,’

(1.5)

1.3 Multi-beam Search Simulation Modeling
and Algorithm

1.3.1 Beam Position Arrangement Method

The antenna of phased array radar is fixed while scanning. When the scanning angle
deviates from the normal direction, the beam will change. So the beam arrangement
was usually complete in the sinusoidal spherical coordinates.

First step: determine the scanning space which was required in the radar station
coordinates and change the space into the front spherical coordinates through
coordinate transformation.
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(1) (2) 3

Fig. 1.2 Beam accumulation method

Table 1.1 Three waves of a style of the coverage and overlap rate

Arrangement The wave number  Fraction of coverage (%) Coincidence rate (%)
Vertical and horizontal 645 86.4 0
arrangement wave
Staggered wave 783 98.7 0
Crisscross wave 920 100 3.56

Second step: change the space of the front spherical coordinates into front sine
coordinate system and complete the beam arrangement in the sine coordinate
system.

Third step: after the completion of beam arrangement in sine coordinate system, we
can get the beam distribution in radar station coordinates by coordinate
transformation.

The optimal beam position arrangement aims at making full use of the prior
information and the phased array radar system resources and makes the average
time of finding target as short as possible. So we can think it is an optimization
problem under constraints [5], as shown in Fig. 1.2 (Table 1.1).

From the table above, we know that three kinds of beam position arrangement
each have advantages. The first arrangement needs the minimum number of wave,
but the coverage rate is only 86.4 %. When the resource is limited or in the small
target distribution density area, we can use it. Although the coverage rate of the
third arrangement can reach 100 %, it is easy to cause the redundancy detection,
which limits its application. In the second arrangement, the wave number and the
coverage rate achieve a better balance, so it is a common beam position arrange-
ment style. To make a long story short, the specific choice of what kind of
arrangement style cannot lump together; we should think about the actual back-
ground and phased array radar system resources to make a reasonable choice.

1.3.2 Mathematical Model

According to the phased array radar beam position arrangement theory and calcu-
lation, we use the above three kinds of beam position arrangement. If the number of
beam is N in the first forms, according to the theory, we need 1.15N beam in the
second forms and 1.54N beam for the third forms.
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Fig. 1.3 Radar scanning
airspace flow chart
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energy is greater than
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N

That finding the target,
and calculate the total target
time Tf= (J-1)x Tb+Tn

The object is not found, calculate ra-
dar target detection time for scanning
the entire space time

Assuming a certain air-to-air missile radar scan area for [100,100], [100,100],
radar beam width is 20, then the first form needs 50 beams in the area, the second
form needs 58 beams, and the third form needs 77 beams.

So we can design a mode which has three different scanning forms. Assume that
the target must be in the airspace that the radar will scan; to find the target or not, we
will use the basic model of radar scanning to determine by target’s frequency,
radar’s duty ratio, radar return wave threshold, and other factors. At the same time,
we assume that the probability of the target appears in a wave of the space is
different.

To take the first mode, for example, in the 50 wave, we will begin numbering
from the largest probability of targets appearing as no. 1,2 ... N and the probability
as P1,P2 ... Pn (nis the wave number). We design an algorithm of target emerging
randomly by the probability and make probability of the target emerging in the
wave I as Pi. We set radar to start scanning from the maximum probability of waves
until it finds the target. If it has scanned j wave from the start of radar scanning, the
time the target is found is Tf = (J—1) x Tb + Tn, where Tb is the time of scanning
a wave and Tn is the time of finding the target in the jth wave, as shown in Fig. 1.3.

The simulation program uses C/C++ language to compile the simulation model
of the function such as source code, establishes user interface in the VC++6.0
environment, tests results under various conditions through the simulation calcula-
tion, and uses the program for calibration and correction of simulation model
[6]. We select Access as the background data management and ODBC for accessing
dynamic target echo simulation database.



8 Q. Li et al.

1.4 Conclusion

Using the above method, we can do the simulation for each beam position arrange-
ment. For each method, we tested the time of radar target detection as Tf for three
groups of 100 times, and then we calculated the average time as Ta. We can analyze
the data to find the shortest average time which we take as the optimal model. Of
course it should consider radar’s frequency, target distance, duty ratio, and other
factors. We need to complete simulation and calculation under the conditions of
different target distance, frequency, and duty ratio and analyze large amounts of
data to derive the optimal searching adaptive algorithm that can automatically
adjust the radar’s frequency and duty ratio in order to find the target at the shortest
time under the changing target distance.

Acknowledgments A lot of thanks to the fundamental research funds for the Central Universities
Fund (DX2013B01).
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Chapter 2
A Second-Order Algorithm for Curve
Parallel Projection on Parametric Surfaces

Xiongbing Fang and Hai-Yin Xu

Abstract A second-order algorithm is presented to calculate the parallel projection
of a parametric curve onto a parametric surface in this chapter. The essence of our
approach is to transform the problem of computing parallel projection curve on the
parametric surface into that of computing parametric projection curve in the
two-dimensional parametric domain of the surface. First- and second-order differ-
ential geometric characteristics of the parametric projection curve in the parametric
domain of the surface are firstly analyzed. A marching method based on second-
order Taylor Approximation is formulated to calculate the parametric projection
curve. A first-order correction technique is developed to depress the error caused by
the truncated higher order terms in the marching method. Several examples are
finally implemented to demonstrate the effectiveness of the proposed scheme.
Experimental results indicate that both the computational efficiency and accuracy
of the presented method have dominant performance as compared with the first-
order differential equation method.

2.1 Introduction

Curves on a surface have a wide range of applications in the fields of Computer
Graphics, Computer-Aided Geometric Design, Computer Animation, CNC, etc.
For instance, curves on a surface can be used for surface trimming [1], surface
blending [2], NC tool path generation [3, 4], and so on. According to the designing
manner, curves on a surface can be the intersection curve of two surfaces [4],
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the offset of a given curve on a surface [3], the projection curve of a spatial curve
onto a surface [5-9], the image of a curve in the parametric domain of a parametric
surface [1, 2], or the fitting curve of a sequence of points lying on a surface [10].

In this chapter, we focus on computation of parallel projection of a parametric
curve onto a parametric surface. Presently, there are two ways to do this problem. One
is the first-order differential equation method [6] and the other is discrete method.

For the problem of calculating the parallel projection of parametric curves onto
parametric surfaces, Wang, et al. transformed the condition of parallel projection
into a system of differential equations and then formulated the problem as a first-
order initial value problem. Numerical methods such as Runge—Kutta and Adams-
Bashforth can be utilized to solve the initial value problem to generate a sequence of
points. Under this transformation, difficulties lie in the choice of an accurate initial
value and the stability of the adopted numerical method. For the discrete method,
the parametric curve should first be discretized into a series of points. Parallel
projections of these separated points can be calculated through the technique of
intersection of a line with a surface. Usually, the computational efficiency of the
discrete method depends on that of the intersection algorithm. Though the current
projected point can be taken as the initial value of the next iteration, efficiency of the
discrete method is generally slow as it does not fully utilize the differential geomet-
ric properties of both the parametric curve and the projection curve. The projection
curve can be constructed by fitting the projected points generated by the two
aforementioned types of approaches.

A second-order algorithm is put forward for tracing the parallel projection of a
parametric curve onto a parametric surface. Experimental results show that the
proposed scheme has dominant performance in both efficiency and computational
accuracy as compared with Wang’s approach [6]. The rest of the chapter is
organized as follows. An overview for our approach is presented in the next section.
A second-order technique with error adjustment for tracing the projection curve is
given in Sect. 2.3. Implementation and experimental results of our approach are
carried out in Sect. 2.4 and we conclude the chapter in Sect. 2.5.

2.2 Overview

A 3D parametric curve p(¢) and a parametric surface S(u,w) given in Fig. 2.1a are
represented as

p(t) = [x(2) y(t) 2(1)] (2.1)
and

St w) = e, w) y(at,w) 2(at,w) (22)
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Fig. 2.1 Parallel projection
of 3D curve onto surface

respectively. Suppose p is a point on the curve p(f) and the ¢ is the corresponding
point generated by projecting the point p along with the direction V onto the
surface S. While the point p moving along the curve p(¢), its parallel projection
point ¢ also moves along a curve on the surface, which is termed as the parallel
projection curve of p(f) along with the direction V onto the surface S. According to
the definition of parallel projection, one has

(q(t) —p()) x V=0 (2.3)

where “Xx” denotes the cross product of two vectors. As the point lies on the
parametric surface S(u,w), the curve g(f) can be represented as q(¢) = [x(u(?),
w(D)) y(u(®), w(n) z(u(®), w(r)].

From the above analysis, there is a curve g(f) = [u(?), w()] in the parametric
domain of the surface (please see Fig. 2.1b), which has a one-to-one corresponding
relationship with the parallel projection curve on the surface. Thus a one-to-one
corresponding relationship exists between the 3D curve p(¢) and the 2D curve g(?).
For the convenience of description, we call g(#) as parametric projection curve in
the remainder.

In this chapter, we transform the problem of computing parallel projection curve
on parametric surface into the one of tracing parametric projection curve in 2D u—w
parametric domain. In Sect. 2.3.1, the first- and second-order differential quantities
of the parametric projection curve are analyzed. A second-order iteration method
for marching a series of points on the parametric projection curve based on Taylor
Approximation is established and two methods for choosing the iterative step size
are developed in Sect. 2.3.2. Considering the error caused by truncated higher order
terms, a simple and efficient way to decrease the error is put forward in Sect. 2.3.3.

2.3 Parallel Projection Marching

2.3.1 The First- and Second-Order Differential Quantities
of the Parametric Projection Curve

In order to calculate the first-order differential quantities, i.e., #, and w,, of the
parameters u# and w with respect to the parameter ¢ of the 3D curve, differentiating
Eq. (2.3) with respect to ¢ produces
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(Su X Vu, + (S x VIw,=p, x V (2.4)
Taking the cross product of the S,, and both sides of the Eq. (2.4), one has
([Su x V]-Sw)u, = [p, x V] - S, (2.3)

Substituting [S,, x V] - S,, = — (S, x S,) - Vinto Eq. (2.5), we have

—-L-S,
=——— 2.6
IS < S,V (26)
where L = p, x V. Similarly, dot-multiplying Eq. (2.4) by S, gives
L-S,
=" 2-7
YIS xS,V (2.7)

One can continue to differentiate Eq. (2.3) with respect to the parameter ¢

ds, ds,,
( ke V)u, + (Su X Vu, + ( PTake V)w[—i— Sy x V\w, =p, xV (2.8)

Since% = S,uit; + Sy, and’l‘f’”’ = Suwls + Sywwr, Eq. (2.8) can be rewritten as

[su,,(uff 128w, +sww(w,)2} X V4 (Su % Wity + (S % V)wy
=p,xV (2.9)

Dot-multiplying Eq. (2.9) by S,, and S,,, respectively, gives

IS,
M (S % 8,V
J.S, (2.10)
Wit =7 o o\ 1r
(S x8,) -V

where J = [p,, — S,m(u,)2 — 28, uw; — Sww(w,)z] x V, and u,, w, are computed
by Eqgs. (2.6) and (2.7), respectively.

2.3.2 Parametric Projection Curve Marching

In this section, we will use a second-order Taylor Approximation method to trace
the parametric projection curve g(f) to generate a series of points.
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Let g; = (u;,w;) and g;4; = (u;11, wiy1) be the current and the next parametric
projected point in the u—w domain respectively. Then the position of point g;,; can
be iteratively calculated through the current projected point and the first- and
second-order differential quantities u,, wy, u,, wy, at the point as follows

(i o wiry] = [uiwi] + [, wi] [k + 1/ 2]ty wik* (2.11)

where k is a constant iteration step size.

If k = At is constant, one can utilize the Eq. (2.11) to get a sequence of points
(u;, w;) on the parametric projection curve g(¢), where i = 1, 2, .... However, the
distribution of the projected points may not be well-proportioned. In order to fully
use the differential geometric characteristics of g(¢) and p(¢), we will give two ways
to choose the iteration step size.

One can consider marching along the parametric projection curve based on a
constant step size v, along the 3D parametric curve. Suppose r is the arc-length
parameter of the 3D parametric curve, one has

dr = |y, zil|de = |p[|de (2.12)

Marching along the 3D parametric curve uses

1
tiv1 =t +k with k= T Vp (213)
i

in addition to using Egs. (2.6), (2.7), (2.10) and (2.11).
For marching along the parametric projection curve based on constant step size
v, along the projection curve, one can write

ds = |q,)ldr (2.14)

where s is the arc-length parameter of the parallel projection curve and ¢, = S, u, +
S,.w;. Marching along the parallel projection curve uses

1

tivi=t+k with k=———-——v
H St + Spowi||

(2.15)

in addition to using Egs. (2.6), (2.7), (2.10) and (2.11).

2.3.3 Error Adjustment

Considering the truncated higher order terms, the position of point computed
through Eq. (2.11) may depart from the parametric projection curve g(¢) in u—w
domain. Hence, a first-order adjustment technique is presented to reduce the error.
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Suppose £, = (#ti+1,Wi+1) be the parametric projection point computed by
Eq. (2.11)

[I:iiJrlyVAViJrl] = [Miawi] + [Mt,Wt]k + l/z[uttawft}kz

As the above iteration formula omits higher order terms, the image point of g,
may deviate from the parallel projection curve on the parametric surface S, i.e.,

(@iﬂ _Pi+1> xV=e#0 (2.16)

where q ;. = S(itj11, Wis1), Piv1 = P(ti 1 1)-

Let [Au, Aw] be the correction vector, the corrected parametric projection point
and parallel projection point be g, | = (ti1,Wi+1) = (#i41 + Au, w1 + Aw) and
q:+1 = S(u; 4 1,wi41), respectively. According to the definition of parallel projec-
tion, one has

(@is1 —Pia) x V=0 (2.17)

In order to calculate the error adjustment vector [Au, Aw], we use a first-order

Taylor formula to expand the point ¢, at £, ie., ¢ = S(lip1, Wit1)
+8,Au + S, Aw. Substituting ¢;,; into Eq. (2.17) produces

(S, Au+ S,Aw) x V= —¢ (2.18)

Dot-multiplying Eq. (2.18) by S,, and S, respectively, gives

e-S,
Au=——"2"
TS xSV
.S (2.19)
Aw=— "%
VTS xS,V

Note that all variables in Eq. (2.19) are evaluated at pointg ;, and #;, ;. When the
deviation ||¢|| calculated by Eq. (2.16) is greater than a given threshold «, i.e.,
|le]l > a, one can adopt the error adjustment vector calculated by Eq. (2.19) to
adjust the parametric projection point &, ;. In the following, the quantities ||| and
a are called as projection error and projection error threshold, respectively.

Suppose g; and g,,; are two adjacent points after error correction lying on the
parametric projection curve g(f) = [u(f) w(#)]. One can use a line segment to
connect the two points g; and g;,; as follows:

u=t (uigtgu,-ﬂ)
{w = wi + It — u;) (2.20)
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where | = Wiy 1 — w)/(uis 1 — u;). A G° continuous parallel projection curve is
acquired by substituting Eq. (2.20) into Eq. (2.2). One can also use the G' approx-
imation method [10] to fit the sequence of points S(u;,w;), i = 1, 2, ..., to get a
parallel projection curve with G' or higher continuity.

2.4 Demonstrations

Our parallel projection algorithm framework is outlined in Sect. 2.4.1 and a number
of examples are given to demonstrate the validity of our proposed method in
Sect. 2.4.2. The examples make use of cubic NURBS curves and bicubic NURBS
surfaces. In this context, these are viewed as parametric curves and surfaces,
respectively.

2.4.1 Outline of Our Parallel Projection Algorithm

Given the control points and knot vectors for a NURBS curve and a NURBS
surface, we need to compute a series of parallel projection points on the surface.

Algorithm 1. Parallel projection of parametric curves onto parametric surfaces

Input: Parametric curve p(f), parametric surface S(u, w), the initial projection point po=p(#,) and its
parallel projection point gy=S(u9, wo) on surface .S, projection error threshold a

Output: A series of parallel projection points ¢= S(u;, w;) (i=1,2,..) on surface S.

Algorithm Description:

L. 1= to, (ui+1, Wir1)= (o, Wo), Pi = Po, 4: = qo;
2.do{

3 Compute step size & , t;1: t;1=t/tk and p(t:11);

4. Compute (#+1, wi+1) and point ;=S (U1, Wir1);

5. Compute the projection error &;

6. while( || >a ) do{

7 Compute the adjustment vector [Au, Aw] with equation (19);
8 Compute (1,
9

o W) = (U, W) +(Au, Aw) and g, = S(,,, W) 5
Renew (i1, Wis1): (is1, wir1)= (i, W) and gini: q,,, =4, 5
10. Recalculate the projection error & with new parameters (u;:1, wi+1) and g;:1;
11. }end while
12. Renew t;: t=tir1, (us, wy): (us, w)=(uir1, wir) and g;: q;= ;415
13.  Output the parallel projection point ¢;;
14. }while(p(#) is at the end of the 3D parametric curve p(f))
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Fig. 2.2 Parallel projection example 1. (a) A butterfly curve onto an undee surface, and
(b) parametric projection curve in u—w domain
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Fig. 2.3 Parallel projection example 2. (a) A hand-form curve onto a mouse surface, and
(b) parametric projection curve in u—w domain

2.4.2 Examples

In this section we firstly give four examples (please see Figs. 2.2, 2.3, 2.4, and 2.5)
obtained by the Algorithm 1. Further detailed comparisons of our scheme with
Wang’s first-order differential equation method [6] are carried out to testify the
computational efficiency and accuracy of our methods (please see Tables 2.1, 2.2,
2.3, and 2.4). All the examples are implemented with Matlab, and run on a PC with
2.80 GHz CPU and 1 GB memory.

Figure 2.2a shows an example of projecting a closed butterfly curve onto an
undee surface. The corresponding parametric projection curve in the u—w parame-
tric domain is shown in Fig. 2.2b. The second example shows the projection of a
small hand-form curve onto a mouse surface. The hand-form curve and its parallel
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Fig. 2.4 Parallel projection example 3. (a) A closed NURBS curve onto a ridge surface, and
(b) parametric projection curve in u—w domain

0 01 02 03 04 05 06 O

Fig. 2.5 Parallel projection example 4. (a) A closed NURBS curve onto a ridge surface, and
(b) parametric projection curve in u—w domain

projection curve on the NURBS surface is show in Fig. 2.3a. Figure 2.3b denotes
the parametric projection curve in the u—w parametric domain.

Figures 2.3a and 2.4a are examples of projecting a same closed NURBS curve
onto a same complex ridge NURBS surface along two different directions. The
corresponding parametric projection curves in the u—w parametric domain are
shown in Figs. 2.3b and 2.4b.

For the parallel projection examples 1 and 2, we compared our method with
Wang’s first-order differential equation method [6] focusing on computational
accuracy and efficiency (please see Tables 2.1, 2.2, 2.3, and 2.4). For the sake of
fairness, the step size is specified by constant parametric increment A¢ and the
tolerance « of the parallel projection error € is set as constant («a is set as 1.0e-009
for all the comparisons). Moreover, the initial values for the two methods are the
same. As the parallel projection error of Wang’s method may overrun the error
threshold a, it is solved with the classical fourth-order Runge—Kutta method and our
error adjustment technique deduced in Sect. 2.3.3.
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Table 2.1 Comparison of accuracy: projection of a butterfly curve onto an undee surface

APE of Wang’s method APE of our method
Step size, At (no error adjustment) (no error adjustment) (error adjustment)
0.05 2.2598e-009 1.3133e-004 1.8662e-012
0.04 4.7598e-010 8.3957e-005 4.8905e-013
0.03 2.0282e-007 4.9389¢-005 8.6769¢-014
0.02 6.7689¢-011 2.0942e-005 7.6519¢-015

Table 2.2 Comparison of accuracy: projection of a hand-form curve onto a mouse surface

APE of Wang’s method APE of our method
Step size, At (no error adjustment) (no error adjustment) (error adjustment)
0.05 2.8146e-004 4.1585e-002 7.7697e-011
0.04 1.2407e-004 2.4439¢-002 2.6262e-011
0.03 4.1559e-005 1.2371e-002 5.4997e-012
0.02 8.4125e-006 4.8313e-003 1.4454e-012
0.01 5.0854e-007 1.0423e-003 4.5111e-013

Table 2.3 Comparison of efficiency: projection of a butterfly curve onto an undee surface

Wang’s method (error adjustment) Our method (error adjustment)
Step size, At APE CPU time (s) APE CPU time (s)
0.05 3.0445e-010 30.1094 1.8662e-012 27.2031
0.04 2.1330e-010 37.2500 4.8905e-013 33.0781
0.02 6.7689¢-011 73.0781 7.6519¢-015 66.1406

For comparison of accuracy of the two methods, the first-order method is
realized just by using the classical four-order Runge—Kutta method, while our
method is implemented in two ways that one is carried out with error adjustment
and the other is without correction. From the results in Tables 2.1 and 2.2 (Note that
the symbol “APE” in Tables 2.1, 2.2, 2.3, and 2.4 denotes average projection error),
we can see that our method is much lower than Wang’s in precision when
implemented without error correction. After the error adjustment, the accuracy of
our method is much finer than Wang’s. From the results of large numbers of
experiments, we found that the CPU time of our method with error adjustment is
less than that of Wang’s as projecting the same number of points onto a surface,
while the precision of ours still has predominant performance.

Tables 2.3 and 2.4 are the comparison results of accuracy of our method with
Wang’s, which are gained under the conditions of same initial values, iteration step
size, and error threshold. Both of the two methods adopted the error correction
technique given in Sect. 2.3.3. From the column of CPU time in Tables 2.3 and 2.4,
we can see that the efficiency of our method is about 1.1 times of Wang’s. On the
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Table 2.4 Comparison of efficiency: projection of a hand-form curve onto a mouse surface

Wang’s method (error adjustment) Our method (error adjustment)
Step size, At APE CPU time (s) APE CPU time (s)
0.05 4.5873e-010 30.5469 7.7697e-011 26.9219
0.03 1.7461e-010 49.7031 5.4997e-012 43.7813
0.01 3.9048e-010 145.3438 4.5111e-013 131.0313

other hand, from the comparisons of Tables 2.1, 2.2 and Tables 2.3, 2.4, one can
also find that our first-order error adjustment approach could efficiently improve the
computational precision of the Wang’s method.

2.5 Conclusion

A second-order algorithm based on Taylor Approximation is proposed to compute
the parallel projection of a parametric curve onto a parametric surface. Several
examples are presented to demonstrate the effectiveness of the presented approach.
Experimental results and comparisons indicate that the computational efficiency of
our method is about 1.1 times of that of the first-order differential equation method
and our method has superior performance in the computational accuracy.
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Chapter 3

Computation Method of Processing Time
Based on BP Neural Network and Genetic
Algorithm

Danchen Zhou and Chao Guo

Abstract Looking-up standard processing time table is a commonly used and
important determination method of processing time. However, the large error in
nonstandard nodes brings adverse effect on its accuracy. In view of the problem, a
computation method of processing time based on back propagation neural network
(BPNN) and genetic algorithm (GA) is proposed. Several key technologies of
BPNN based on Matlab, including computation of the number of neurons in hidden
layer, determination of training algorithm, and affecting factors of generalization
ability, are researched in depth. In order to improve the training efficiency of
BPNN, GA is used to optimize its connection weights and thresholds. The encoding
method, selection operation, crossover, and mutation operation of GA are discussed
in detail. The higher computation precision and faster operation speed of the
proposed method is demonstrated through application cases.

3.1 Introduction

Processing time is the time consumption of per unit product or per unit work under
the condition of certain production technology and organization manner. The main
methods for determining processing time include experience estimation, probabil-
ity estimation, statistic analysis, analogism comparison, and standard looking-up.
On the basis of systematical and whole-set processing time standards, the method of
standard looking-up obtains processing time of job, operation, or step in terms of
decomposition of work elements and confirmation of one-to-one corresponding
factor. As the criterion for determining processing time, processing time standards
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Table 3.1 An example of standard processing time table (min)
Length (L/mm)
Width (B/mm)  Depth (t/mm) 20 30 43 64 94 138 204 300 426

14 3 20 21 23 25 29 34 42 5.3 6.8
22 5 21 22 24 27 32 38 48 6.2 8.1
30 7 22 24 27 31 37 45 58 7.6 10.0
38 9 24 27 3.0 35 43 44 7.1 95 127
50 11 28 32 37 45 56 13 98 134 182
Working condition Cutting tool: high-speed steel end mill

generally are established based on multiple measurements by taking processing
factors (surface roughness, cutting tool, length, width, depth, height, diameter,
radius, volume, area, modulus, etc.) into full consideration under the premise of
the same process conditions, such as machine, working environment, and personnel
skill. Processing time standard is usually represented into the tabular form, which is
called standard processing time table (SPTT). An example of SPTT with three
factors (length, width, and depth) is shown in Table 3.1.

As for factors in standard nodes, processing time value can be obtained directly
from SPTT. However, as for factors in nonstandard nodes, processing time value
can only be obtained according to the principle of taking value of the closest to a
standard node. Obviously, it is difficult to satisfy customers’ requirements due to a
large error. Aiming at the problem, for SPTT with only one factor, data fitting
method can be used to transform SPTT into mathematical model. Unfortunately,
the great majority of SPTT have more than one factor, each of whose influencing
regularity on processing time is very difficult to be mastered at present. As a result,
it is almost impossible to implement data fitting under the condition of indefinite
curve equation.

Nowadays, artificial neural network (ANN) has been widely applied in function
approach, data fitting, and structural optimization. Compared with general data
fitting method, it has greater advantage and higher precision in training and
computing data with no distinct regularity and multiple parameters. As a kind of
multilayer feed-forward neural network based on error back propagation algorithm,
back propagation neural network (BPNN) is the most popular neural network
learning algorithm [1-3]. However, BPNN has some disadvantages such as over
long training time and convergence difficulties, thanks to easily getting stuck in
local minimum caused by randomicity of connection weights and thresholds [4, 5].
Thus, this paper attempts to find an accurate and fast computation method of
processing time based on the combination of BPNN and genetic algorithm
(GA) according to the characteristics of SPTT.
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3.2 GA-BPNN Algorithm

GA-BPNN algorithm is the combination of BPNN and GA. Based on the evolu-
tionary ideas of natural selection and genetics, GA is a stochastic parallel search
algorithm with high robust performance and strong global search ability [6-8]. In
order to improve training efficiency and convergence rate of BPNN by overcoming
the randomicity of its initialization, GA is used to optimize the connection weights
and thresholds of BPNN.

The main ideas of GA—BPNN algorithm are as follows. Firstly, population size
and chromosome length of GA are determined in accordance with the structure of
BPNN. Secondly, chromosome with the maximal fitness value is decoded as initial
connection weights and thresholds of BPNN by means of the selection, crossover,
and mutation operation of GA. Eventually, the satisfactory model of BPNN is
determined through repeated training, by which the processing time can be accu-
rately computed.

According to Kolmogorov theorem, a three-layer feed-forward neural network
can exactly approach sample sets with regularity [5]. Accordingly, BPNN involved
in this paper belongs to three-layer neural network, including input layer, hidden
layer, and output layer, and research works are based on neural network toolbox and
genetic algorithm toolbox in Matlab. In addition, all sample sets (SPTT) used in this
paper are from processing time of petroleum machinery (SY/T 5179-93) in Chinese
oil and natural gas industry standards.

3.3 BPNN-Based Computation Method of Processing Time

3.3.1 Computation of the Number of Neurons
in Hidden Layer

For three-layer neural network, the number of neurons in input layer and output
layer neurons is determined by sample sets. As for SPTT, the former is the number
of factors in a table, and the latter is always one (processing time value). Hence, as
long as the number of neurons in hidden layer has been decided, the structure of
BPNN will be fixed. However, there is no theoretical guideline for its determination
at present [8]. Consequently, some empirical formulas are used to determine its
approximate range at first, and then, the model of BPNN meeting the error require-
ment is found out by gradual adjustment of the number of neurons in hidden layer
and repeated training. Five tested empirical formulas for the number of neurons in
hidden layer are listed as below.
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h = /0.43mn + 2.54m + 0.77n + 0.35 + 0.12n2 + 0.51 3.1)
h=2m+1 (3.2)
h=vm+n+a 3.3)

0.5n(m>
pmtnt 2"(’" LN S (3.4)

-1
h = round (M) 3.5
m+n+1

where / is the number of neurons in hidden layer, m is the number of neurons in
input layer , n is the number of neurons in output layer (here, n = 1), a is the integer
between 0 and 10, p is the quantity of samples, b is 1 or —1, and round( ) is integral
function.

The experimental results show that, for five empirical formulas, Eq. (3.3) has the
highest predicting accuracy for SPTT. However, because value obtained by
Eq. (3.3) is only an estimation range, it will spend more training times to determine
the most appropriate structure of BPNN. Therefore, Eq. (3.2) is selected as pre-
ferred formula because its accuracy is secondary to Eq. (3.3) and the value is
definite. At the same time, if the structure of BPNN determined by Eq. (3.2) does
not converge, or has poor generalization ability in the process of training, Eq. (3.3)
will be selected.

3.3.2 Determination of Training Algorithm

Multiple training algorithms are provided by neural network toolbox in Matlab [9].
For selecting the appropriate training algorithms, an experiment scheme for eval-
uating training performance of every algorithm oriented to SPTT is designed. It is
divided into two parts. The first part is to examine the training epochs (maximum is
5,000) and time of every algorithm under the condition of reaching specified
convergence error (0.00001). The second part is to examine minimal convergence
error and time of every algorithm under the condition of setting fixed training
epochs (10,000). The comparisons of two parts are shown in Tables 3.2 and 3.3,
respectively.

It can be seen that trainlm algorithm is the most excellent in training speed and
convergence error among these algorithms. However, it is also discovered during
the experiment that, when there are a large number of training samples, trainlm
algorithm will take a large amount of resources of computer. By comprehensive
consideration, trainlm, traingdx, and trainrp algorithms are selected as training
algorithm of BPNN.
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Table 3.2 Comparison of training performance for different algorithms through first part of
experiment

Whether reaching specified

Algorithm name Training epochs convergence error Time (s)
Traingd 5,000 No 29
Traingdm 5,000 No 31
Traingda 5,000 No 31.2
Traingdx 3,776 Yes 23.6
Trainrp 549 Yes 3.9
Trainlm 8 Yes 0.9
Trainbr 64 Yes 1.6

Table 3.3 Comparison of training performance for different algorithms through the second part
of experiment

Algorithm name Training epochs Minimal convergence error Time (s)
Traingd 10,000 3.5E-3 56.5
Traingdm 10,000 4.6E-3 59.1
Traingda 10,000 2.7E-4 65.4
Traingdx 10,000 9.1E-5 59.6
Trainrp 10,000 1.6E-5 60.4
Trainlm 1,019 3.2E-28 10.9
Trainbr 6,965 5.6E-20 96

3.3.3 Affecting Factors of Generalization Ability

3.3.3.1 Quality of Samples

Quality of samples denotes whether data in sample sets are accurate and their
distributions are uniform. In other words, bad quality of samples will directly
lead to poor generalization ability. Because all sample sets used in this paper are
from SPTT, in which data have been verified by practice and have better regularity,
it can be believed that quality of samples has less effect on generalization ability.

3.3.3.2 Structure of BPNN

The structure of BPNN has greater impact on generalization ability, which is
mainly reflected in the number of neurons in hidden layer. Namely, the appropriate
number of neurons in hidden layer will make BPNN reach the specified conver-
gence error with the least training epochs and meanwhile easily meet generalization
error requirement. Through extensive experiments for SPTT, relations of the
number of neurons in hidden layer, convergence error and generalization error
are studied. An experimental result is shown in Fig. 3.1.
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It can be seen from Fig. 3.1 that with the increase of number of neurons in hidden
layer, the tendency is gradual reduction of convergence error and gradual increase
of generalization error, but in the beginning, both of them reduce simultaneously.

3.3.3.3 Convergence Error

Experimental result of relation between generalization error and convergence error
for two different structures of BPNN is shown in Fig. 3.2.

It can be seen from Fig. 3.2 that for a fixed structure of BPNN, generalization
error also reduces correspondingly with the reduction of convergence error, which
is maybe because the hidden regularity in training samples is learned in depth step-
by-step. Due to higher correctness of the regularity guaranteed by higher reliability
of data in SPTT, predicting results are more and more accurate.
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3.4 GA-Based Optimization for BPNN

3.4.1 Chromosome Encoding Method

For GA-based optimization for BPNN, binary encoding, real encoding, and Gray
code encoding are dominant chromosome encoding methods. To test the perfor-
mance of three encoding methods, a comparative experiment is conducted. There-
fore, three SPTTs with 216, 60, and 72 data are selected as sample sets. The
structures of BPNN are 4-9-1, 3-7-1, and 2-5-1, respectively. In the experiment,
their fitness function is defined as reciprocal of the mean squared error (MSE),
which is expressed in Eq. (3.6).

—_—

fitness = , (3.6)

1 2
1+ NI- (y, — dl>

M=

1

where N represents the number of training samples and y; and d; represent the
computing and expected processing time value, respectively. The time consump-
tion and maximum of fitness values of three encoding methods are listed in
Table 3.4.

It can be found from experimental result that three encoding methods have the
approximate maximum of fitness value, but real encoding method consumes the
least running time of program. Therefore, the real encoding is chosen as encoding
method.

3.4.2 Selection Operation

An improved ranking selection method is adopted in this paper. The steps are as
below.

Step 1: Rank all chromosomes of initial parent population in descending order
according to their own fitness values.

Table 3.4 Performance comparison among three encoding methods

Comparison item Sample set Binary encoding Real encoding Gray code encoding
Time consumption (s) SPTT1 809.940 718.000 3,562.4

SPTT2 359.391 318.015 1,725.6

SPTT3 329.830 299.580 1,124.7
Maximum of fitness values SPTT1 0.998 65 0.998 75 0.994 92

SPTT2 0.998 54 0.999 66 0.866 17

SPTT3 0.999 74 0.999 50 0.942 84
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Step 2: Choose the top N chromosomes as initial child population for crossover
and mutation operation.

Step 3: Generate new child population through carrying out crossover and muta-
tion operation for initial child population.

Step 4: Generate new parent population through mixing new child population into
initial parent population.

Step 5: Rank all chromosomes of new parent population in descending order
according to their own fitness values.

Step 6: Choose the top N chromosomes as next-generation population.

3.4.3 Crossover and Mutation Operation

In this paper, single-point crossover method is adopted due to its low possibility of
destroying structure of chromosome in population. At the same time, uniform
mutation method is adopted because, on the one hand, it is suitable for real
encoding, and on the other hand, it accords with the actual states of nature for the
reason that the number in mutation range is randomly generated with the same
possibility.

3.5 Application Cases

To verify the validity of the proposed method, two standard processing time tables
with three factors, which have 65 and 60 data, respectively, are selected as sample
sets. The structure of BPNN is 3-10-1 and 3-7-1, respectively. Parameters setting of
BPNN and GA are shown in Table 3.5. Comparison between computing values and
actual values of testing samples is shown in Table 3.6. The convergence curves of
training error for two SPTTs are shown in Fig. 3.3.

It can be calculated from Table 3.6 that average relative errors are 0.376 % and
0.620 % and the MSE are 0.016 and 0.048, respectively. The result proves the

Table 3.5 Parameters setting of BPNN and GA

BPNN GA

Parameter Value Parameter Value
Required generalization error 0.05 Population size 50
Training epochs 2,000 Maximum of generation 500
Specified convergence error 0.0001 Generation gap 0.7
Learning rate 0.7 Crossover probability 0.75
Momentum 0.5 Mutation probability 0.1

Training algorithm Traingdx Maximum and minimum of encoding 2, -2)
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Table 3.6 Comparison between computing values and actual values of testing samples

SPTT1 SPTT2
Computing  Relative Computing  Relative

Sample  Actual value value error Actual value value error
1 3.34 3.3313 0.26 35 3.4945 0.16
2 3.39 3.3758 0.42 3.7 3.6882 0.32
3 3.43 3.4229 0.21 3.8 3.8675 1.78
4 3.44 3.4500 0.29 39 3.8520 1.23
5 3.45 3.4358 0.41 4.0 3.9800 0.50
6 3.48 3.4690 0.32 4.1 4.1051 0.12
7 3.52 3.5154 0.13 4.2 4.1863 0.33
8 3.54 3.5570 0.48 4.4 4.3905 0.22
9 3.63 3.6439 0.38 4.5 4.4620 0.84
10 3.64 3.6552 0.42 4.7 4.7640 0.98
11 3.67 3.6943 0.66 4.8 4.8068 0.14
12 3.74 3.7472 0.19 5.2 5.2194 0.37
13 3.83 3.8357 0.15 5.3 5.2637 0.68
14 3.93 3.9230 0.18 5.8 5.7651 0.6
15 4.03 4.0112 0.47 6.5 6.5149 0.23
16 4.13 4.1023 0.67 6.8 6.6884 1.64
17 4.28 4.2483 0.74 7.4 7.3693 0.42
18 4.38 4.3542 0.59 7.5 7.5163 0.22

Best Training Perdformance is Nal at epoch 10 Best Training Peformance is NaM at epoch 6

——— Train |

Mean Squared Emor (mse)
Mean Squared Ermor (mse)

5
10 Epachs & Epachs

Fig. 3.3 Convergence curves of training error for SPTT1 and SPTT2

models of GA-BPNN have better generalization ability. Meanwhile, Fig. 3.3 shows
that the GA—BPNN models can converge to the specified accuracy with much fewer
training epochs. Therefore, application cases demonstrate that the computation
method proposed in this paper has higher computation precision and faster opera-
tion speed and is capable of accurately determining processing time.



30 D. Zhou and C. Guo

3.6 Conclusion

In view of the characteristics of SPTT, a computation method of processing time
based on BPNN and GA is proposed, and depending on the optimization of GA for
connection weights and thresholds of BPNN, training efficiency and convergence
rate are obviously improved because the probability of getting stuck in local
minimum is greatly decreased. Application cases have proved its higher computa-
tion precision and faster operation speed by means of in-depth studies on some key
technologies.

References

1. Ding, S., Su, C., Yu, J. (2011). An optimizing BP neural network algorithm based on genetic
algorithm. Artificial Intelligence Review, 36(2), 153—-162.

2. Wang, H., & Liu, M. (2012). Design of robotic visual servo control based on neural network and
genetic algorithm. International Journal of Automation and Computing, 9(1), 24-29.

3. Wang, Z., Zhao, Z., Wang, L., Wang, K. (2011). Study on the law of short fatigue crack using
genetic algorithm-BP neural networks. Lecture Notes in Computer Science, 6677(1), 586-593.

4. Long, J., Lan, F., Chen, J., Yu, P. (2009). Mechanical properties prediction of the mechanical
clinching joints based on genetic algorithm and BP neural network. Chinese Journal of
Mechanical Engineering, 22(1), 36-40.

5. Zhang, J., Xu, C., Yi, M., Fang, B. (2012). Design of nano-micro-composite ceramic tool and
die material with back propagation neural network and genetic algorithm. Journal of Materials
Engineering and Performance, 21(4), 463-470.

6. Lin, J. (2012). A systematic estimation model for fraction nonconforming of a wafer in
semiconductor manufacturing research. Applied Soft Computing Journal, 12(6), 1733-1740.

7. Zemin, F., & Mo, J. (2011). Springback prediction of high-strength sheet metal under air
bending forming and tool design based on GA-BPNN. The International Journal of Advanced
Manufacturing Technology, 53(5-8), 473-483.

8. Xu, M., Jin, B., Yu, Y., Shen, H., Li, W. (2010). Using artificial neural networks for energy
regulation based variable-speed electrohydraulic drive. Chinese Journal of Mechanical Engi-
neering, 23(3), 327-335.

9. Zain, A. M., Haron, H., Sharif, S. (2010). Prediction of surface roughness in the end milling
machining using Artificial Neural Network. Expert Systems with Applications, 37(2),
1755-1768.



Chapter 4

Integral Sliding Mode Controller
for an Uncertain Network Control
System with Delay

Zhenbin Gao

Abstract Integral sliding mode control is formulated with respect to an uncertain
continuous network control system with the state delay. The parameter uncertainty
is assumed to be the norm-bounded and satisfy the sliding mode matching require-
ments. The switching function is presented which include the integral term of the
state feedback gain and the sliding mode compensator. The sliding mode controller
is designed which is divided into the equivalent controller and switching controller,
so the reachability of the sliding surface is ensured. A sufficient condition is derived
by means of linear matrix inequality such that the asymptotical stability of the
closed-loop system is guaranteed. The validity and feasibility of the proposed
approach is investigated via the corresponding numerical simulation.

4.1 Introduction

A networked control system (NCS) is a feedback control system with network
channels used for the communications between spatially distributed system com-
ponents, such as sensors, actuators, and controllers. Since the signals are transmit-
ted over a communication network of limited bandwidth, there exist network-
induced delays, which may deteriorate the performance and stability of the
closed-loop control system [1, 2].

Owing to the fact that the conventional control methods do not take into account
the uncertainties of the network environment, the study of new control strategies
dealing with this problem is of practical importance.

Sliding mode control (SMC) has been successfully used in controlling many
uncertain systems; it is preferred because it’s robust character and superior perfor-
mance [3, 4]. During the last decades, numerous contributions to SMC theory have
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been made. The switching schemes, putting the differential equations into canonical
forms, and generating simple SMC strategies are considered in detail. The appli-
cation of SMC scheme to robotic manipulator is studied, and the quality of the
scheme is discussed from the point of robustness [S]. The performance of SMC
scheme is proven to be satisfactory in the face of external disturbances and
uncertainties in the system model representation.

A new sliding mode, called integral sliding mode, is proposed [6]. Having
this feature, integral sliding mode control has been widely applied to various
systems [7, 8].

In this paper, we design a novel integral switching function to tackle a contin-
uous NCS which is comprised of the parameter uncertainties and the state delay.
The sliding mode controller is achieved and the reachability of SMC is analyzed.
The example is given to verify the feasibility and effectiveness.

4.2 Problem Formulation

In an NCS, the controlled plant with parameter uncertainty is a continuous system
that can be described as follows:

+ AA)x(t) + (Ag + AAy)x(t — d) + (B + AB)u(t)

A
(Sﬁ(t),rE[—d, 0] 1

x(1)
x(1)

where x(f) € R" is the state vector; u(f) € R™ is the control input; d > 0 is the
delay constant; ¢(¢) is the original state vector defined in [—d, 0]; A, A, B are
matrices of the appropriate dimension; and AA, AA,AB are uncertain matrices,
which are satisfied with the condition of the norm-bounded, that is,

[AA, AA4, AB] = DF(E, Ey, E;)]

where D, E,, E;, E, are the known matrices of the appropriate dimension and F is
the unknown matrix which satisfies F'F </
The sliding mode matching requirements are satisfied with

[AA AA; AB]=B[AA AA, AB]
Then, the system (4.1) can be formed as follows:
x(t) = Ax(1) + Agx(t — d) + Blu(t) + W ()] 4.2)

where W(t) = B[AAx(t) + AAx(t — d) + ABu(t)] and B* is the pseudo inverse,
namely, B* = (B"B)” 'B".
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4.3 Main Results

The main idea is to find a sliding mode controller for the abovementioned systems
(4.1) and (4.2); the corresponding normal system is

x(t) = Ax(t) + Agx(t — d) + Bu(r) 4.3)

Define the integral switching function as
t
s(n==C [x(t) - / (A —|—BK)x(t)dt] +T 4.4)
0

where the state feedback gain K is unknown, C is the matrix with the appropriate
dimension and satisfy CB > 0, and T is the sliding mode compensator which
satisfies

T = —CAux(t — d) (4.5)
During sliding surface s(¢) = $(¢) = 0, from Egs. (4.3), (4.4), and (4.5), we have
$(t) = Cx(r) — C(A+ BK)x(t) — CAgx(t —d) = CBu(t) — CBKx(t) =0 (4.6)
Then, the equivalent controller is

Ueg (1) = Kx(1) 4.7

4.3.1 SMC Design

For the system defined by Eq. (4.2), the SMC law is written as
u(t) = g (1) + un (1) (4.8)

where uy(f) is the switching controller which is used to overcome the system
uncertainties; the form is selected as

un (1) = —ys(r) — fsen(s(1)) (4.9)

where f > |W()|, y > 0 and sgn(e) is the sign function.

Theorem 1 Consider the system (4.2), design the switching function as Eq. (4.4), if
the SMC law is given by Eq. (4.8), then, the system (4.2) can be asymptotically
stable.

Proof Suppose Lyapunov function is V(1) = $s%(7), s(?) is described as Eq. (4.4),
then
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V(t) = ss = s[Ck — C(A+BK)x — CAux(t — d)]

— S[CBulo) + WD) - CBR(0)
S CBu) + () + W(0) — CBR()
= s[CB(—ys —fsegn(s) + W())] = —CB(y|s|* + fls| — sW) < 0

Then, the SMC law is considered to guarantee the reachability of the sliding
surface. Thus, the proof is complete.

4.3.2 Stability of the Sliding Surface

Lemma Given a scalar, if there exist matrices and satisfying, where, is an identity
matrix, then the following matrix inequality holds:

DFE + E'F'D" < eDD" + ¢ 'E'E

Put the equivalent controller Eq. (4.7) into system (4.1), we have the sliding
mode dynamics equation as follows:

£(1) = [(A + AA) + (B + AB)K]x(r) + (Ag + DAg)x(t — d) (4.10)

Theorem 2 For system (4.1), given constant € > 0, select switching function (4.4).
If exist symmetric definite matrices X,V and matrix W, satisfy linear matrix
inequality (LMI) as follows:

© AV (EX+EW) X
* =V VE} 0

<0 4.11
* * —el 0 ( )
* * * -V

where ® = AX + XA" + BW + W'B" + eDD”. The asterisk denotes the transpose
of the corresponding block above the main diagonal, and I denote the identity matrix
of appropriate dimension. Then, the equivalent controller is u.,(t) = WX~ x(n),
and the sliding mode dynamics system (4.10) is globally asymptotically stable.

Proof Suppose the Lyapunov function is
t
V(t) = 2 (£)Px(t) +/ xT (7)Rx(z)dr
—d

where P, R are symmetry definite matrices. Calculate V (7) as follows:
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=27 (t)Px(t) + xT (1)Rx(t) — xT (t — d)Rx(t — d)
2x1(t)P[(A + DFEy) + (B + DFE;)K|x() + 2x" (t)P (A4 + DFE)x(t — d)
+ T ()Rx (1) — xT (t — d)Rx(t — d)
= x"(1)(PA+ A"P + PBK + K"B"P + R)x(t) + x" (1) (PAs + A}P)x(t — d)
—x"'(t = d)Rx(t — d) + x" (1) (PDFE; + PDFE;K + E{F'D"P + KTEJF"D"P)x(t)
+ xT(1)PDFEx(t — d) + x" (t — d)ELF" D" Px(t)

Using Lemma, we get
x"'(t)(PDFE, + PDFE,K + E{F'D"P + K"E}F'D"P) ()

< (1) [ePDDTP + &7 (Ey + EK)' (1 + EoK) |x(1)

X" (t)PDFEx(t — d) + x" (t — d)E;F" D" Px(t)

< xT(t)ePDD"Px(t) + & 'x" (t — d)ELEqx(t — d)

Consequently, we obtain
V(1) <& (o)

where £(7) = [x(¢) x(t—d)], and

z PAy

C=1ATP Rt EE,

4.12)

andZ = PA+A"P + PBK + K'B"P + R + ePDD"'P + ¢ Y(E, + E-K)(E; + E-K)
Thus, V(t) < 0 is satisfied if ® < 0. From Eq. (4.12) pre-multiply and post-
multiply the matrix diag{P~ ',P~ '}; the nest LMI can be derived:

Y A X(E\+EXK) X

* —R El 0

<0
* % —el 0
* * * —R!

where T = AX + XA” + BKX + XK'B" + eDD". Let W = KX and pre-multiply
and post-multiply the diag{/,R™ A },and set V =R~ ! we have the LMI “4.11).
Thus, the proof is complete.

4.4 Experiment Studying

For the system (4.1), we have the system parameters as follows:
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Fig. 4.1 The curve of state

Fig. 4.2 The phase
trajectory

0 1 0
A= B=| |.As=

E;=[0 0.1],E;=0.1

0 0
0.1 0.1

the delay constant d = 3; original state is Xo = [1 0]".

From the Egs. (4.8) and (4.9), we have the SMC law u(z). Set f = 0.01, y = 0.6
and the perturbation W(¢) = 0.005 sin(2xt). According to Theorem 2, using Matlab
LMI toolbox, we have

¥ 0.4002 —0.2891 [ 11928 —0.0078
| -0.2891 03968 | | —0.0078 1.1850 |
W =[-0.1470 —0.0418]

then, the equivalent controller gain is K = WX~! = —[0.9358 0.7870].

The simulation results are shown in Figs. 4.1, 4.2, 4.3, and 4.4. The evolutions of
two state variables x(¢), x,(¢) are depicted in Fig. 4.1.

The motion in the phase plane is illustrated in Fig. 4.2. It shows that after a fast
reaching mode, a sliding mode is maintained on the sliding surface s(#) = 0 by the
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Fig. 4.3 Switching
function

Fig. 4.4 Control input

suitable control input. It can efficiently eliminate the chatter due to apply the
integral sliding mode controller.

The evolution of the switching function is depicted in Fig. 4.3. In Fig. 4.4, it is
seen that the control signal slightly vibrates at first time and then tends to zero in the
finite time.

4.5 Conclusion

In this paper, the proposed integral sliding mode controller is applied for an
uncertain continuous NCS with the state delay. The parameter uncertainties satisfy
the norm-bounded, and the sliding modes comply with the matching requirements.
The main contribution of this work is to design the new integral switching function
which includes the state feedback control gain and the sliding mode compensator.
Furthermore, according to Lyapunov stability condition and in basis of the LMI
convex optimal technology, a sufficient condition is derived so that the
asymptotical stability of the closed-loop system is guaranteed. The numerical
simulation is provided to verify the correctness and superiority of the approach.
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Chapter 5

Synthesis of Linear Antenna Array
Using Genetic Algorithm to Control
Side Lobe Level

Zhigang Zhang, Ting Li, Feng Yuan, and Li Yin

Abstract In array pattern synthesis, it is often designed to achieve the desired
radiation pattern. In this paper, real-coded genetic algorithm (RGA) optimization
method is presented to optimize the value of weights of each antenna element to
minimize side lobe level of the uniform spaced linear array geometries with a
certain main beam width. The optimization program is done by using MATLAB. It
compared with the conventional analytical methods such as Chebyshev and Taylor
through radiation patterns with different number of elements and intervals of each
element. The simulation results show that the optimization results are of little
difference when d > 1/2, but GA can get a more optimal result when d < /2.
The application of genetic algorithm for pattern synthesis is found to be useful.

5.1 Introduction

Synthesis of array antennas is very important to get the desired pattern, and how to
achieve low side lobe in the condition of a fixed main beam width has been
considered since a long period [1]. Conventional analytical methods such as
Chebyshev and Taylor are widely used for uniformly spaced linear arrays with
isotropic elements [2, 3]. However, these methods cannot synthesize antenna array
with complicated geometry layout. In recent years, numerical approach has become
more popular in synthesis of antenna arrays such as Powell’s method, memetic
algorithm (MA), tabu search (TS), particle swarm optimization (PSO), and genetic
algorithm (GA) [4-6].
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As a general optimization algorithm, genetic algorithm is simple in coding and
genetic operations. Optimization is not bounded by other constraint. Because of its
global search ability, GA does not have to rely on good initial values to obtain the
optimal solution. J. Michael Johnson and Yahya Rahmat-Samii applied genetic
algorithm to antenna synthesis firstly, illustrated the basic theory of array synthesis
by using genetic algorithm, and have proved the probability of synthesized one and
two dimensions of uniform and nonuniform antenna array by genetic algorithm [7].
Randy L. Haupt used genetic algorithm to optimize the 200 symmetric linear array
and plane array, respectively, to obtain the minimum side lobe level, got less
than 20 db side lobe level, and provided a general method of synthesized array by
genetic algorithm [8]. R. L. Haupt presented a genetic algorithm which could deal
with real number coding and binary coded simultaneously [9]. V. R. Lakshmi and
G. S. N Raju compared GA with synthesis of Taylor by different scan angles.

In this paper, it is assumed that the array is uniform, where all the antenna
elements are identical and equally spaced. The design criterion here considered is to
minimize the side lobe level with a fixed main beam width. In these conditions, GA
compared with the methods of Chebyshev and Taylor through radiation patterns
with different number of elements and intervals of each element.

5.2 Uniform Linear Antenna Array

In linear antenna array, all the antenna elements of mutually uncoupled isotropic
radiator are arranged along the x-axis with equal spacing between them, N is the
total number of elements in the antenna array, and d is the distance between two
consecutive elements [10, 11]. A, is the amplitude of each element, A symmetric
linear array with even number is shown in Fig. 5.1.

The far-field radiation pattern in the XY—plane of the array in the free space—
can be obtained with the array factor (AF) as given in Eq. (5.1):

M
AF(0) =2 _ Ay cos (kz, cos 0 + a,) (5.1)
n=1

where A, and a,, are excitation magnitude and phase, respectively, the wave number
of the carrier signal is k = 2x/4, @ is the angle from broadside, and z,, is the distance
between nth element with origin (the array center) as given in Eq. (5.2):

t(n—dn=1,2--M+1(N=2M+1)
(2n—1)
2

(5.2)

Iy =

+ don=12,-- M(N = 2M)
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Fig. 5.1 Geometry of 2M
elements array

In this paper, only

41

Observer

Amplifier

Array Factor

amplitude is considered in pattern synthesis, uniform the

phase of excitation (a,, = 0), and formula (5.1) can be translated as given in

Eq. (5.3):

AF'(0)

2
f(n— Ddcosd |, (N =2M + 1)

M
ZZA,, cos

n=1
(5.3)

(2n —1)dcos@ |, (N = 2M)

NN

5.3 Optimizing by GA

Genetic algorithm is a stochastic global search algorithm based on the natural

selection and genetic.

GA is different with the traditional optimum algorithms,

which are used to generate a deterministic test solution sequence merely based on
the gradient calculation of evaluation function [12, 13]. Genetic algorithm searched
the optimal solution through imitating the natural evolutionary process. It provides
a generic framework for solving complex system optimization problems. It is not
dependent on the problem of specific fields with a strong robustness. Genetic
algorithm has a strong vitality in nonlinear numerical optimization. It is very useful
for many electromagnetic optimization problems and adapted to beams forming of

antenna array.
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Fig. 5.2 Fl hart of GA
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GA produced the first generation randomly and calculated the fitness value of
each individual based on the fitness function. Fitness criterion suggested the
advantages and disadvantages of each individual. The fittest individual has the
biggest fitness value. The best will be survived to the next generation, and the worst
will be eliminated directly. The rest are selected to produce new generation by
recombination. Recombination consists of two genetic operators named crossover
and mutation. And it will be recycled for a certain number of generations to get the
optimal solution. The flowchart is shown in Fig. 5.2.

The important operators of GA can be summarized as follows:

1. Selection: The purpose of selection is to get good individuals from present
population and then make them have chances to generate descendants as father
generation. The selection probability is dependent on the fitness value.

2. Crossover: The new individuals can be generated through the operator of
crossover and combined the characters of two individuals of their father gener-
ation. The operator happened based on the crossover rate.

3. Mutation: The change in a single individual depended on the mutation rate. The
operator provides a chance to generate new individuals.
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In amplitude-only synthesis, the main concern is to optimize the amplitude
levels to produce the lowest side lobe level. The objective function associated
with this array is the maximum side lobe level of its radiation field pattern to be
minimized with a certain main beam width. The general form of the objective
function is given by Eq. (5.4)

54

o max|AF'(9)|
Objective = 20 log,,

max|AF’ (6))]

where AF' (0) is array factor as given in Eq. (5.3), and 0 < 6, < #, 0 belong a
certain bands. Fitness function is ordered the values of objective function of every
generation from small to big by nonlinear sequence. The fitness value decreased
follow with the increasement of objective value. The range of fitness value is from
Oto 1.

5.4 Experimental Results

Here we have used genetic algorithm for linear antenna array design. The results
have been compared with that of Chebyshev optimization and Taylor optimization.
The antenna model consists of certain number elements and equally spaced along
the x-axis. Voltage sources are at the center segment of each element, and the
amplitude of the voltage level is the antenna element weight. Only amplitude
distribution is changed to find the optimum result; the array geometry and elements
remain constant. GA with population size of 40, generation gap of 0.9, crossover
rate of 0.8, and mutation rate of 0.2 runs for a total of 100 generations by using
MATLAB. The optimal results will be founded each iteration. The fitness function
is minimized the side lobe level of antenna pattern. Figure 5.3 shows that the
antenna array with N = 12 elements and interval of each element is d = /2 has
been designed for minimum side lobe level in bands [0, 80] and [100, 180]. The
maximum of SLL calculated by GA is —18.49 dB, approximated with the method
of Chebyshev and Taylor. Figure 5.4 shows the maximum side lobe level value of
every generation. The evolutionary tendency suggested that the optimal solution
tends to be converged with the increase of generation and there is no premature
convergence.

The synthesis of Chebyshev and Taylor can achieve the minimum side lobe level
in a given main beam width based on the classical array theory. However, the
optimal is conditional. It required array element spaced d > 4/2. When the array
element spaced d < /2, Chebyshev and Taylor were not the optimal, but genetic
algorithm was still valid. Figure 5.5 showed the radiation pattern with array element
spaced d = 31/4 and the minimum side lobe level in bands [0, 82.5] and [97.5, 180].
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Figure 5.6 showed the radiation pattern with array element spaced d = /4 and the
minimum side lobe level in bands [0, 70] and [110, 180]. The maximum side lobe
level calculated by GA is —19 dB, which is lower about 3 dB than the result by
Chebyshev and Taylor.

Figure 5.7 showed the radiation pattern with 24 elements spaced d = /4 and the
minimum side lobe level in bands [0, 80] and [100, 180]. The maximum side lobe
level calculated by GA is —19.5 dB, which is lower about 2 dB than the result by
Chebyshev and Taylor.
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5.5 Conclusion

From the results, it is clear that genetic algorithm performs better than the method
of Chebyshev and Taylor synthesis. As calculated in the previous section, the three
methods performed almost the same when d > A/2. However, GA can achieve
about 3 dB lower than Chebyshev and Taylor in radiation pattern with the same
main beam width when d < 1/2 for 12 elements array. The application of genetic
algorithm for pattern synthesis is found to be useful.

References

—

11.

12.

13.

. Rajya Lakshmi, V., & Raju, G. S. N. (2011). Synthesis of linear antenna arrays using array

designer and genetic algorithm. IJAEST, 9(1), 44-48.

.Raju, G. S. N. (2005). Antennas and wave propagation (pp. 132-139). India: Pearson

Education.

. Elliot, R. S. (1981). Antenna theory and design (pp. 49-54). New Jersey: Prentice-Hall.
. Jiao, Y. C., Wei, W. Y., Huang, L. W., & Wu, H. S. (1993). A new low side lobe pattern

synthesis technique for conformal arrays. Antenna Propagation, 41(8), 824-831.

. Er, M. H, Sim, S. L., & Koh, S. N. (1993). Application of constrained optimization techniques

to array pattern synthesis. Signal Processing, 34(5), 323-334.

. Chen, T. B., Chen, Y. B., Jiao, Y. C., & Zhang, E. S. (2005). Synthesis of antenna array using

particle swarm optimization. In Microwave conference proceedings 2005. Asia-Pacific con-
ference proceedings, China (pp. 4-9).

. Johnson, J. M., & Rahmat-Samii, Y. (1994). Genetic algorithm optimization and its applica-

tion to antenna design. In Antennas and propagation society international symposium, 1994,
USA, AP-S. Digest Volume 1 (pp. 326-329).

. Haupt, R. L. (1994). Thinned arrays using genetic algorithms. Antennas and Propagation,

12(7), 993-999.

. Haupt, R. L. (2007). Antenna design with a mixed integer genetic algorithm. Antennas and

Propagation, 55(5), 577-582.

. Shrivastava, S., & Cecil, K. (2012). Performance analysis of linear antenna array using genetic

algorithm. IJEIT, 2(5), 84-88.

Laseetha, T. S. J., & Sukanesh, R. (2011). Synthesis of linear antenna array using genetic
algorithm to maximize side lobe level reduction. International Journal of Computer Applica-
tions, 20(7), 27-33.

Mandal, D., & Chandra, A. (2010). Side lobe reduction of a concentric circular antenna array
using genetic algorithm. Serbian Journal of Electrical Engineering, 7(2), 214-218.

Johnson, J. M., & Samii, Y. R. (1997). Genetic algorithm in engineering electromagnetic.
Antennas and Propagation, 39(4), 7-21.



Chapter 6

Wavelet Analysis Combined with Artificial
Neural Network for Predicting
Protein—Protein Interactions

Juanjuan Li, Yuehui Chen, and Fenglin Wang

Abstract In order to solve the prediction problem of interaction between proteins,
we use a wavelet coefficient combined with artificial neural network method,
improving the prediction accuracy of the problem of protein—protein interactions.
By introducing the Biorthogonal Wavelet 3.3 coefficients as the feature extraction
method and the three-layer feedforward neural network as a classifier, we solve the
problem of protein interaction effectively. Using the Human dataset verifies the
validity of this method. Through testing the Human dataset, using Biorthogonal
Wavelet 3.3 coefficient combined with the three-layer feedforward neural network,
solve the prediction problem of protein interactions with well results. This combi-
nation of wavelet coefficients and the three-layer feedforward neural network to
predict protein interaction problem is an effective method. At the same time,
compared with other prediction methods, this method performs at least 4 % higher
accuracy than the better accuracy of auto-covariance (11) combined with PNN on
the same dataset.

6.1 Introduction

Proteins are major component of organism and play a very important role in
organism. Proteins play biological function through the interactions in organism.
The study of interaction between proteins starts from biological experiment, and
commonly biological experimental methods have the following: yeast two-hybrid
(Y2H) [1], a biological method aiming at the yeast; mass spectrometry protein
complex identification (MS-PCI) [2], which is from the protein molecular and
atomic micro, based on which forecast is carried on; and protein chip technology
[3], a technology that solidifies some known proteins and chips are used to predict
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the interactions of solidified proteins. Using methods of biological experiment for
studying the interactions between protein prediction problems has its own advan-
tages. Biological experiments operate simply and can get intuitive and reliable
results. But with the development and use of high-throughput biological experi-
ments, a large number of biological data are produced. Using biological experiment
for high throughput data is a very large project and also time consuming. So,
intelligent calculation methods are introduced to solve biological problems. Intel-
ligent calculation method is a technology combining computer technology with
biology. It is generated through the rapid development of computer and can be a
very good solution in solving biological problems of high throughput
calculation [4].

At present, many intelligent computation methods are used for the study of
protein—protein interaction (PPI) problem. Among them, typical feature extraction
methods have amino acid composition, pseudo-amino acid composition, and phys-
icochemical properties. Classification methods have kernel-nearest neighbor, sup-
port vector machine [5], and probabilistic neural network. In this chapter, we
proposed the resonant recognition model combined with artificial neural network
to predict interaction between proteins. Experiment results show that our proposed
method performs at least 4 % higher accuracy than the best of other related works.

6.2 Technical Introduction

The term wavelet means small wave; the so-called small means it is capable of
decaying; and wave refers to the volatility, the amplitude of positive and negative
form of shocks. Compared with the Fourier transform, the wavelet transform is a
time frequency analysis (spatial) localization, signals (functions) multi-scale refine-
ment through telescopic translation operations, and ultimately achieves frequency
time segments and low frequency subdivision. The wavelet transform can automat-
ically adapt to the time-frequency signal analysis requirements, which can focus on
any signal details, solve the difficult problem of Fourier transform, and become a
major breakthrough in the scientific methods of Fourier transform since [6, 7].
Neural network is an algorithm of the simulation to process human neurons. The
input data are combined to a single output node through the nonlinear transforma-
tion. The typical structure of the neural network has three layers, and it has strong
robustness and fault tolerance; at the same time, it can learn and adapt uncertain
systems. The neural network needs to set the number of neurons of the input layer,
hidden layer, and output layer. The neural network classification process has two
steps: first, training the neural network parameters by continuous input training
data; and second, inputting test data to get the results of the test data used in the
optimization of neural network. Using artificial neural network (ANN) classifica-
tion has the advantages of speed and potential super speed and good fault tolerance
ability. It is suitable for solving some problem. Compared to some clustering
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ideological classification, for example, support vector machine (SVM) and nuclear
nearest neighbor, it has better classification results [8, 9].

6.3 Research Programs

The dataset used in this study is Human dataset with more difficulty. Human
biological structure is very complex, and the human body to maintain its own
physiological function needs a lot of proteins to participate, so the interaction
between the human proteins is more complex, and then the prediction of this dataset
has some difficulty. The human data contain 914 positive protein pairs and 941 neg-
ative protein pairs for a total of 1,882 protein pairs. This dataset is used in this study
to verify the effectiveness of the method we chose [10].

Feature extraction. The following are the three main steps to extraction feature
of the protein interaction sequence pairs and finally into a one-dimensional vector
of the neural network input:

1. Assign the two test proteins to respective IC value, which will be converted to
two numerical sequences. The IC values are shown in Table 6.1.

2. Transform the two protein sequences using the discrete wavelet transform of
DWT, using Biorthogonal Wavelet 3.3 (see Fig. 6.1). The discrete wavelet
transform is performed at three levels (see Fig. 6.2).The original numerical
signal is decomposed into A3 (approximation at level 3), D3 (detail at level 3),
D2 (detail at level 2), and D1 (detail at level 1) signals of four scales. D3, D2,
and D1 contain details of the signal in the original signal at different levels, but
A3 only retained a few low-frequency signals [11].

3. Wavelet coefficients are expressed by CDX7, and wavelet coefficients were
normalized; see Eq. (6.1)

€Dy |

K,p —
MO =, ([

(6.1)

wheren = 1,2,.. N; p = 1,2; K = A3, D3, D2, DI.

Among them, P is protein serial number.

So we can get the wavelet coefficient, using the wavelet coefficients as the feature
for protein—protein prediction. But because the sequence length is too long, the result
in numerical sequences of wavelet coefficients is also very long; as such, the input of
the classifier is not reasonable, so we choose 1 of the 20 largest values as the feature
representation input to the classifier prediction. But we save these maximum values
with their original order. Therefore, our neural network input is 20D.

Classify. Using artificial neural network to classify PPIs has two steps. Firstly,
we need to use the training set to train parameters of neural network. Secondly, we
need to use the test set to test the trained classifier. We choose particle swarm



50 J. Lietal
Taple 6.1‘ IC value of the Amino acid L A N P W T
amino acid ICvalue 240 230 220 196 240 2.00 2.37 2.09

Amino acid Y H Q K M R

IC value 220 230 206 198 246 220 2.17 1.82

Amino acid V E S

IC value 2.35 230 2.10
Fig. 6.1 Biorthogonal fi
wavelet 3.3 05 / ‘ ‘3 k

0 .4 0 |—al hp —]
|‘ | 1 lf\
05 | | 2 i‘
0 0 5

Y
er W

UL e
A dew

Fig. 6.2 Discrete wavelet transform three levels

algorithm as parameter optimization algorithm to optimize parameters of neural
network. It is a random search algorithm developed by simulating the foraging
behavior of bird flocks based on group cooperation. It is generally considered
swarm intelligence. Particle swarm optimization parameters mainly consist of
two steps, one is the change of speed, and other is the change of position, using

formulas (6.2) and (6.3):

Vie =w* Vg +cy xrand() * (Pig — Xiq) + 2 * rand () *

(Pgd fX,-d) (6.2)
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Fig. 6.3 The model of the
artificial neural network

Xia = Xia +Via (6.3)

Through the feature dimension obtained, we design the neural network structure
as shown in Fig. 6.3. The input dimension is 20, and after trying, hidden layer is set
to 6. Because this is a two-classification problem, the output is one dimensional.

6.4 Analysis of Results

This chapter uses 10-fold cross-validation test to verify this method performance.
The 10-fold cross-validation divides the dataset into 10 groups, each with nine
datasets to do the training set and the rest of the group to do the test set, turns to a
total of 10 times, and then takes the average value as a result of the test. Each test set
has 94 positive samples and 94 negative samples, a total of 188; each train set has
867 positive samples and 867 negative samples, a total of 1,694. Classification
index using the total classification accuracy (Acc) and sensitivity (S) and precision
(P) [12] is defined as follows:

PT +NT

Ace — 4
T PT ¥ PF+NT + NF (6:4)
PT
S = P INF (65)
PT
p———1 (6.6)
PT + PF

in which PT is the correct number of positive samples, PF is the error number of
positive samples, NT is the correct number of negative samples, and NF is error
number of negative samples. The positive samples here refer to the interaction of
the protein pairs, while the negative samples refer to the non-interaction protein
pairs (Table 6.2).

The chapter is experimented many times to verify the selected methods’ effec-
tiveness; the following tables show the results of ten pairs of train set and test set
and the best result of the integrated methods (Table 6.3).
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Table 6.2 Best result

- Dataset P S Acc
of the experiment Human 78.723 84.09 81.9149
Table 6.3 Best I‘CSl.lltS. P Pl P2 P3 P4 P5
of 10-fold cross-validation ¢ 8511 808511 76.0638 77.6596 81.9149
P P6 P7 P8 P9 P10 Best
R 808511 78.1915 80.8511 79.7872 78.1915 81.9149

Table 6.4 Results of different methods used

Data Classifier Feature Code Result
Human SVM KMC + KNN + BIO [10] Link 73.10
Human KNN ACC [9] Summation 73.90
Human PNN AC (11) Link 78.37
Human ANN Wavelet Summation 81.9149

List the results of the different methods, where AC (11) presents calculating AC
of 11 physicochemical properties (Table 6.4).

Through this table, we can achieve a conclusion: the wavelet coefficients
combined with artificial neural network perform at least 4 % higher accuracy
than the AC (11) combined with PNN on the same dataset.

6.5 Conclusion

This chapter uses ANN as a classifier to predict protein interactions. Through
experiment of a variety of physicochemical properties of the protein, we find that
the wavelet analysis combined with ANN reached good results. This feature
extraction method combined with ANN achieves more high precision. It can
obviously be seen that the accuracy is improved. Through confirmation, this
method we used is effective.
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Chapter 7
Application Analysis of Slot Allocation
Algorithm for Link16

Hui Zeng, Qiang Chen, Xiaoqiang Li, and Jianguo Shen

Abstract In order to improve the efficiency of slot utilization of Link16, the
traditional binary tree model of timeslot allocation is improved, and the perfor-
mances of three kinds of timeslot assignment algorithm are compared and analyzed
in the average transmission delay and message sending failure rate. When the user
is determined and the message arrival rate is lower, the fixed timeslot allocation is
simple and effective. When there are a lot of users or the user is uncertain, and the
message arrival rate is very low, competitive slot allocation should be more
efficient. When the number of users is small, the user message arrives sudden,
and arrival rate is high, the performance of the dynamic slot allocation has a very
distinct advantage. Finally, based on the characters of different timeslot assignment
algorithms, the overall timeslot allocation scheme is presented for Link16 network.

7.1 Introduction

In the traction of modern information warfare demand, the data link has been
significant developed in the field of military information, and Link16 is one of
the most widely used tactical data link which uses the TDMA protocol. Because the
platforms which need to access data link networks become more and more, timeslot
allocation is very important for the efficiency to the Link16 network. In this chapter,
the binary tree slot allocation model is analyzed. According to uniformity principle,
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a method of slot allocation based on binary tree model [1] is proposed when the
number of timeslots is not 2"

Timeslot allocation algorithm of Linkl6 includes fixed allocation
(FA) algorithm, competitive allocation (CA) algorithm, and dynamic allocation
(DA) algorithm [2]. There are some researches in recent years of the performance of
various algorithms, but their performance indicators are inconsistent, such as
queuing delay of FA algorithm [3], collision probability of CA algorithm [4], and
the throughput of DA algorithm [5], which cannot be an effective evaluation or
meet the characteristic of Link16 application. In this chapter, the relations between
the delay and the failure rate of message transmission and the load rate are analyzed
for the three kinds of slot allocation algorithm. Each algorithm has advantages and
disadvantages. According to the characteristics of the network participation group
(NPG), different algorithms should be used for different NPG of Link16 network.

7.2 The Model of Timeslot Resource

One day is divided into 112.5 time units in Link16. Each unit is divided into 64 time
frames, and the time frame is divided into 1,536 application timeslots. There is
7.8125 ms for every timeslot. Because the time unit is too long to describe the real-
time demand of Link16, usually, the time frame is analyzed as a slot cycle in the
process of timeslot allocation.

For the stability of the system work, the timeslot resource of every NPG should
be uniformly distributed in the slot cycle. Binary tree model is commonly used in
the slot block allocation of resources. 1,536 application timeslots of a time frame is
divided into three groups (A, B, and C); each group consists of 512 timeslots. The
timeslots of a group are staggered arranged as A-0, B-0, C-0, A-1, B-1, C-1,...,
A-511, B-511, and C-511. In order to simplify the identification and assignment, a
slot block which contains 2" timeslots can be defined by the group of timeslots
(A, B, or C), index (0~511), and recurrence rate number (RNN). As shown in
Fig. 7.1, A-0-9 which contains all 512 slots in the A group is divided into A-0-8

Fig. 7.1 The model
of binary tree slot
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and A-1-8. A-0-8 contains A-0, A-2,..., A-510, and A-1-8 contains A-1, A-3,...,
A-511. Finally, the timeslots A-0-0, A-1-0, A-2-0,..., A-511-0, respectively,
denote A-0, A-1, A-2,..., A-511.

As can be seen from the binary tree model diagram, if the timeslot block
assigned to the NPG just by the power of 2 slots, it ensures that the timeslots
belonging to a NPG are uniformly distributed in the slot ring, and the distance
between the timeslots is 3 x 2°F™N_ In the decomposition process of the model, if
encoding the left represents 0 and the right represents 1, the tree node index number
of the slots is the binary values of the coding which consists of a string from the leaf
node to the root node of the direction of the binary code, and the number of
timeslots of the slot block is 28N,

If the timeslot block assigned to the NPG is not a power of 2, then it should be
decomposed into a group of timeslot subblocks which are the power of 2. Because
the slots of timeslot block are not a power of 2, the slot cannot be uniformly
distributed in the slot ring. In order to achieve the slot distribution as uniform as
possible, the choice of timeslot subblock should comply with the principle that the
common ancestor node is closest.

7.3 Performance Analysis of the TDMA Slot
Allocation Algorithm

7.3.1 Fixed Slot Allocation Algorithm for Linkl6

Based on the estimated amount of the user’s business, fixed timeslot resources are
assigned to each user by fixed timeslot allocation, and then the user can only occupy
its own dedicated slot to send a message. Assuming that the messages arriving obey
Poisson distribution with the parameter A, the message transmission rate (u) of the
user is directly related to the amount of the dedicated timeslot; therefore, the
message processing model is a M/D/1 queuing models. The message have to wait
for the arrival of the transmit timeslot to send, so the arrival of the first message is
the equivalent to the second message of the M/D/1 queuing models. Considering
the change of the amount of messages in the send buffer { X (t), t > 0}, itis a typical
birth and death process. State space defined as E = {1, 2, 3, ...}, and the state
transition matrix is

(7.1)
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The stationary distribution is obtained as

k

>~ (2 A

= - =1-p, p=-<1

=\ ;
- (7.2)
A

n=| m=p(1=p), (k=23

p is called load rate. Therefore, the average number of the message to wait for
transmission is obtained as

L= (k-2)m =2 (7.3)
=2 I—=p
The average transmission delay is equal to
L P
Wy=—-=—"7 (7.4)
TT1 T U =pm

When the message in the transmission queue is more than N,, it is assumed that
the message will be discarded for the real-time requirements of sending a message,
so message sending failure rate should be obtained as follows:

N+l
Fr=1-3 m=p"" 15)
k=1

Figures 7.2 and 7.3 illustrate the relation between the system average waiting
delay, message transmission failure rate, and user load rate, respectively.

As indicated in Fig. 7.2, the average waiting time is increased as the load rate
increases. In the lower interval of p, the change of W,is slow and gentle. However,
when p increases to a certain extent, the value of W, sharply becomes high.
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As shown in Fig. 7.3, Fy increase with the increasing of p. The major factor to
reduce Fy is to decrease p, and the increasing of the transmit buffer can also be
appropriate to reduce the Fy.

7.3.2 Competition Slot Allocation Algorithm for Linkl6

All users of the NPG randomly grab slot to send messages. Assumed all users have
the same priority, which sent the message as soon as possible, so there may be a
plurality of users competing for the same timeslot. Then the slot conflict will occur,
which will result in a communication failure.

Assuming that the NPG number of users is N, the messages arriving obey
Poisson distribution with the parameter A and are independent of each other.
The available slot resource of NPG is evenly distributed in the slot ring with the
interval T. Then, the probability of n messages arriving in NPG is obtained as

(NAT)"eN4T

Pln) = n!

(7.6)

The probability of two or more messages arriving is much smaller than one for a
user at time T, so we can ignore the probability that a user received two or more
messages at time T, then the probability of the slot competition conflict which will
result in communication failure can be obtained as

Fe=1—e™ —Nite ™ =1-(1+C)e, (C=Nu) (7.7)

C = NIt is defined as the competitive strength of user timeslot. The number of
users, the user message arrival rate, and the slot interval have the equivalent effects
on C. The relationship between F. and C is shown in Fig. 7.4.

In this case,the message transmission delay also can be obtained by the formula
(7.3). Because the load rate p is a user relative to the entire NPG and u is message
transmission rate of the entire NPG, the average waiting delay is greatly reduced.
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Fig. 7.5 Timeslot distribution of the dynamic slot allocation algorithm

7.3.3 Dynamic Slot Allocation Algorithm for Linkl6

The slot block is divided into a dedicated timeslot and shared timeslot. Dedicated
timeslot is assigned to the specified user to send a message or make an appointment,
and the shared timeslot is that all users can make an appointment to use. The
distribution of timeslots in the timeslot frame is shown in Fig. 7.5.

Assuming message source can use ON/OFF model to describe, there are active
period T,, and quiet period T, the message is generated. The messages arriving
obey the Poisson distribution with parameter A in active period, and no message
arrives in the silent period. Active factor r is defined as

T,
A — (7.8)
Ton + To[f

In this case, assuming that the length of T,,, and T, obeys negative exponential
distribution, in a reservation period 7, the probability that n active period is
triggered by the all N independent users can be obtained as

(Nrtr)"e Nrir
n!

P(n) = (7.9)

Shared slot averaging assigned to the user that enters the active phase, the
average transmission delay of the message can be calculated by the formula (7.4)
as follows:
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pn and u,, are the load ratio and the message sending rate of n users that is triggered,
respectively, wherein the condition of uy > A should be complied with.

The message sending failure rate can be calculated by the formula (7.5) as
follows:

N Nrt
F, = Pln)p retl — M(@)nﬁl 711
1= P, ; p N (7.11)
The average transmission waiting delay and message transmission failure rate
with the variation of the load ratio are shown in Figs. 7.6 and 7.7, respectively.
Since the dynamic slot assignment takes account of the burst of the message
arrival and the sharing of resources, performance in both the average transmission
waiting delay or message transmission failure rate is improved significantly. The
analysis here, however, does not consider the impact of the dedicated timeslot
occupying the timeslot resources. The amount of the timeslot resources occupied by
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dedicated timeslot is determined by the number of users and the appointment cycle
length. Dynamic slot allocation should give full consideration to the impact of the
increase in the number of users and the shorter of the appointment cycle length.
Specially, when the dedicated timeslots occupy the all timeslots of the slot block, it
becomes fixed slot allocation algorithm. On the other hand, it becomes competition
slot allocation algorithm if the all timeslots is defined as shared timeslots.

7.4 Link16 Slot Allocation Scheme

The network of Link16 is divided into different NPG. Firstly, the resources of the
timeslot frame allocated to the NPG and then reallocated to the users of NPG.

The purpose of NPG division is to reduce the mutual influence of the commu-
nication of the different functional domains, so the resources of timeslot frame
divide into timeslot blocks for NPG by fixed timeslot allocation algorithm.

There are about 20 major NPGs of Link16 [6]. Because the number and type of
users and the characteristics of message are different from NPG, the timeslot block
of NPG should be assigned to the user in different ways. From the above analysis,
the slot allocation scheme for Link16 NPG is shown in Table 7.1.

Table 7.1 The slot allocation scheme for the NPG of Link16

NPG-index NPG-function Timeslot allocation algorithm
1 Initial entry FA CA
2 RTT-A FA

3 RTT-B CA

4 Network management FA CA
5 PPLI-A FA

6 PPLI-B CA

7 Surveillance FA DA
8 Mission management FA CA
9 Air control FA CA
10 Electronic warfare FA

12 Voice A CA

13 Voice B CA

14 I-PPLI FA DA
18 Weapons coordination FA

19 Fighter-to-fighter net FA CA
27 Joint PPLI FA

28 Distributed network management FA

29 Residual message FA CA
30 IJMS P message FA DA
31 IIMS T message FA DA
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7.5 Conclusion

When the user is determined and the message arrival rate is lower, the fixed timeslot
allocation is a simple and effective allocation method. When there are a lot of users
or the user is uncertain, and the message arrival rate is very low, competitive slot
allocation should be more efficient. When the user message arrives sudden, the
message arrival rate is high, and the number of users is small, the performance of
the dynamic slot allocation has a very distinct advantage. Accordingly, the slot
allocation method of the different NPG of Link16 should be adapted to its features,
which help to reduce the delay of message transmission, improve the slot utiliza-
tion, and reduce the probability of the message failed to be sent.
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Chapter 8
An Improved Cluster Head Algorithm
for Wireless Sensor Network

Feng Yu, Wei Liu, and Gang Li

Abstract Routing algorithm is one of the key technologies of wireless sensor
network. Based on the LEACH algorithm, the second choice of cluster head
algorithm for WSN is proposed. It takes into account the cluster head as residual
energy and distance to BS, and then it chooses a senior cluster head. The improved
algorithm avoids direct communication between BS and the cluster head which has
low energy and is far away from BS, which prolongs the lifetime of network
and enhances the ability of data collection. The experiments show that this tech-
nique of event-driven can cut down the data transmission and further extend the
lifetime of network.

8.1 Introduction

Wireless sensor network (WSN) is a convergence technology of computer network,
communications, and sensor. WSN usually is widely applied in the military oper-
ations, environmental monitoring, medical rescue, traffic control, home automa-
tion, and other commercial applications [1, 2]. Study at home and abroad of WSN is
not yet mature. Carrying out this cutting-edge technology research timely will bring
great value and strategic significance to the development of the country. As the
bright future in their application, a main goal in designing such WSNss is optimizing
energy consumption to maximize the network lifetime. However, the influencing
factors are various in impacting lifetime of network [3]. Actually, after deploying
sensor nodes, effective routing control protocol is the key to improve the efficiency
of energy. In the current study, the clustering algorithm is considered to be one
of the most effective ways of efficient energy management. Typically, LEACH
(Low Energy Adaptive Clustering Hierarchy) is the earliest cluster-organized
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routing protocol in clustering algorithm [4, 5]. Inspired from LEACH, many of
clustering algorithms are created, such as LEACH-C [6, 7], PEGASIS [8], and
TEEN [9]. In this paper, contraposing the deficiencies of LEACH, we present an
improved routing protocol LEACH-SC, which put forward the cluster head of
secondary selection algorithm and single-multi-hop routing algorithm to further
reduce energy costs.

8.2 Related Works

8.2.1 LEACH Protocol

LEACH protocol is based on the hypothesis that all sensor nodes can communicate
with sink node directly and run with many rounds. Each round begins with a setup
phase when the clusters are organized, followed by a steady-state phase when data
are transferred directly from the ordinary nodes to the cluster heads and then
transmit to sink node or base station (BS). In the setup phase, each node chooses
a random number between 0 and 1, if the number is lower than the threshold T(n),
then the node becomes a cluster head for current round. The threshold limit is
defined by the following formula (8.1).

p .
,ifn=G
T(n) = { 1 —p=[r+mod(1/p)] n (8.1)

0, otherwise

Where p denotes the percentage of cluster head in the total number of nodes, r is
current rounds, G is a node set which have not been elected in the past 1/p rounds.
When one node is selected as cluster head, it will inform other nodes, or else it will
choose a cluster to join in deciding as the distance to cluster heads.

8.2.2 Energy Model

LEACH employs the familiar radio model discussed in Lv’s method [10], which is
the first order radio model. If transmit an I-bit message over distance d, the energy
consumption of the node is

kE¢jec + kgfsdzs d <dy

kEFI()(‘ + keampd4v d 2 d() (82)

ETX(k7 d) = lETx—elec + E’Fx—amp(la d) = {

kE ... 1s the energy consumption of radio dissipation, while the second item pre-
sents the energy consumption for amplifying radio. Depending on the transmission
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distance, both the free space ke and the multipath fading channel models ke, are
used. When receiving this data, the radio expends:

ERx(l» d) = ERxfele('(l) =1 Eelec (83)

8.2.3 Problem Description

Cluster heads are selected randomly in LEACH. It is possible that the number of
node joining the same cluster head could be too much or too little, which will
eventually lead to cluster heads with the excessive number of nodes energy
exhausted and die too fast [11]. But only a few nodes of the cluster heads energy
will be surplus. Accordingly, the entire network load becomes imbalanced. In
addition, because in LEACH protocol the cluster heads communicate with base
stations by single-hop manner, its energy consuming and expandability is limited so
it could not adapt to large network. In the following, we will discuss how to
improve LEACH algorithm from two points: optimizing the method of cluster
heads choosing and cluster heads routing.

8.3 The Second Choice of Cluster Head Algorithm

8.3.1 The Second Choice of Cluster Heads

Because the cluster heads of LEACH protocol are randomly generated by ordinary
nodes in the network, from this way, there are some defects that cannot ensure the
uniform distribution of cluster heads and guarantee the reasonable scale of the
clusters. So the major scheme of LEACH-SC is to maintain the formula (8.1)
without any changes and to propose the thought of second choice for cluster
heads. After the clusters formed, the large scale of clusters will be broken, and
then reselect cluster heads within the cluster; accordingly utilize multi-cluster heads
to share the cluster together. Meanwhile, break up the small-scale clusters and
cancel the cluster heads, and finally let the members of the cluster join other
clusters. This can optimize the distribution of cluster heads, balance the scale of
the clusters, and, to some certain extent, solve the problem of uneven distribution of
cluster heads. However, we need to choose the number of cluster head and the scale
of cluster reasonably, bringing them close or equal to the optimal number of cluster
head. As is referred in Lv’s paper [10], Eq. (8.4) was proposed.

Efs
8.4
kopr = Vzn conp dbs (8.4)
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Where N is numbers of nodes in our experiment, & and &, are amplifying
coefficient. M is side length of square region, and d;, denotes square of distance
from cluster heads to base station. We choose &, = 10 pJ/bit/m*, N = 100, M = 100,
Eamp = 0.0013 pJ/bit/mz, 50 < dps < 71, next by the Eq. (8.4) we can get 7 < kopt
< 14. Accordingly, in the theory, the scale of each cluster is [N/14, N/7], and that
approximately means [7,14].So we can stipulate that when the cluster size is greater
than 14 will be rebuilt and when its less than 7 will be broken.

8.3.2 Clusters Formation

After choice of the cluster heads have been completed, the message “joining
cluster” will be broadcast within their communication range, to tell other nodes
they are cluster heads. Typically, when receiving the broadcast message, the
ordinary nodes will select a cluster joining in as the member of it.

In the LEACH algorithm, ordinary nodes choose which cluster to join in judging
by their distance to the cluster heads. There being a shortcoming by this way. When
the ordinary nodes distance to the sink node is far less than to the any cluster heads,
they will do not join to the sink node, instead of the cluster heads, then the energy
demand could be larger to communicate with the cluster heads than to communicate
with the sink node directly. In the improved algorithm LEACH-SC, therefore, to
join in a cluster for ordinary nodes, not only take into account the cluster heads, but
think over the sink node, based on distance and energy consuming, and decide to
join a cluster or as a stand-alone node communicating with the sink node directly.

8.3.3 Cluster Heads Routing

When without range of the sink nodes radio, the cluster heads cannot communicate
with them directly, even if within the scope, resultingly far away from the sink
nodes, it would consume greater energy to communicate between them. In the
improved algorithm LEACH-SC, the cluster heads adopt the communication of
single-multi-hop routing, which take the method of single-hop routing when
close to the sink nodes, meanwhile, when the cluster heads farther from the sink
nodes, they will use multi-hop manner to pass data to the sink nodes through other
cluster heads.
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8.4 Simulation and Analysis

In order to evaluate the capability of the improved routing protocol, this paper
makes a simulation for LEACH and LEACH-SC. For our experiments, in a zone
with dimensions of ® X ® and the distribution of N homogeneous sensor nodes are
randomly simulated by MATLAB simulator. All nodes have the same initial energy
Ey and energy consumption of radio E,.. Table 8.1 shows the simulation
parameters.

Figure 8.1a shows the building of clusters for the LEACH. From Fig. 8.1a, we
can see the network appearing as many small clusters, which increase the number of
cluster heads and cannot get them a reasonable distribution. If this kind of circum-
stance is appearing frequently, it will affect the overall energy distribution, so as to
shorten the whole network of survival cycle. Figure 8.1b shows the building of
clusters for the LEACH-SC. Compared to Fig. 8.1(a), Fig. 8.1(b) reveals that the
number of cluster head is more reasonable and its cluster size is more balanced,
which overcomes the disadvantage of LEACH clustering algorithm.

Figure 8.2 shows the total number of dead nodes over time, where the solid line
represents LEACH-SC, and the forked line expresses LEACH. We assume the

Table 8.1 Table of parameter value

Description Parameter Value
Initial energy Ey 057
Radio electronics energy E.joc 50 nJ/bit
Radio amplifier energy for free space model & 10 pJ/bit/m>
Radio amplifier energy for multipath fading model Eamp 0.0013 pJ/bit/m>
Desired probability of cluster heads P 0.07
Data size [ 500 x 50 bit
Network size o X o 100 mx 100 m
Nodes N 100
a b

°0 90

80 i o e Y- S

10 i s 70 >~ .
E & W
P, b o Lo
7 - i

¥ 30

2 X - i

- 10 —
- ] 10 20 30 40 50 80 70 8o 90 100 ! ] 10 20 b [1] 40 50 &0 70 80 90 100
Metwork area(m} Network arcaim)

Fig. 8.1 The cluster head choosing of LEACH (a) and LEACH-SC (b)
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interval of First Node Dies (FND) as a steady period of network. Simulation results
appear that FND = 85 rounds for LEACH, whereas FND = 115 for LEACH-SC.
We can see that the improved algorithm increases 15 % of network stability on
average comparing to LEACH. After running 200 rounds, the whole of network life
increases 12 %.

Figure 8.3 is the result of average residual energy simulation. Judging from the
figure, we can see the improved protocol have the more average residual energy of
nodes than LEACH at any time, reflecting the greater energy-saving advantage.
After running 160 rounds, the LEACH network of energy exhausted in advance, but
the LEACH-SC still has a surplus energy to keep the network running and to extend
the lifetime of the entire network up to 20 %. Thus, the improved protocol adopts a
more reasonable means of cluster head election and intercluster communication,
ultimately, effectively reducing the overall consumption of the network.
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8.5 Conclusion

Cluster head is a chief undertaker of maximum energy consumption, and it is
important to consider the energy consumption balance among cluster heads for
WSNs. This paper introduced the improved routing algorithm LEACH-SC, which
optimized the method of cluster heads choosing and cluster heads routing, realizing
efficient energy distribution and prolonging the lifetime of network.
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Chapter 9
An Ant Colony System for Dynamic Voltage
Scaling Problem in Heterogeneous System

Yan Kang, Ying Lin, Yifan Zhang, and He Lu

Abstract Dynamic voltage scaling is an effective energy minimization technique
by conjointly changing the supply voltage and the operational frequency during
run-time. In this chapter, an improved ant colony system is presented for distributed
systems consisting dynamic voltage scalable processing elements. The energy
saving can be obtained by using the DVS algorithm on the schedule obtained by
the presented scheduling algorithm. The pheromone information of the ants and the
heuristic information inspired by the list heuristic rule and energy consumption are
combined together to guide the ants search. The parameter value of heuristic is
varied from higher value to lower value to lessen its impact on ants search, while
the parameter value of pheromone information is increased during the run of ant
algorithm. And the elitist solution is discarded if it cannot be improved from
generation to generation. By cooperating several generations of artificial ants, the
ants search for the path with a minimum energy consumption cost, and the quality
of the solution can be improved for minimizing the energy consumption. Experi-
ments are implemented to demonstrate the performance of the algorithm.
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9.1 Introduction

Energy efficiency has become an important issue of the distributed system especially
the embedded system which is composed of processing elements (PES) normally
powered by batteries. The power consumption depends on function executed,
resulting in the various processing elements characteristics if gated clocks switch
off unused circuit parts during idle periods. Energy consumption is at least a
quadratic function of the supply voltage (hence CPU speed). Modern processors
can reduce the power consumption by using dynamic voltage scaling (DVS) to
utilize the idle intervals between the deadline and the real finishing time. It is shown
that further energy consumption can be reduced by using the process element power
characteristic during the voltage selection [1]. The voltage scales is investigated that
DVS can decrease the power consumption by up to 10 times when executing real-life
applications by taking full use of the intervals to process tasks as slowly as
possible [2].

Yao presented one of the earliest theoretical models for DVS and presented an
O(n?) algorithm for computing a characterization of the minimum energy DVS
schedule [3]. This optimal schedule did not make any special assumption on the
power consumption function except convexity, and it has been referenced widely as
it gave a main benchmark for evaluating other scheduling algorithms in both
theoretical and simulation work.

There are static and dynamic techniques to using dynamic voltage scaling to
decide appropriate operating voltage/speed. Schmitz researched static techniques
by taking advantage of off-line parameters, such as periods and worst-case execu-
tion cycles [4]. Dynamic techniques (based on slack reclamation) exploit early
completions of tasks to further decrease the speed and energy consumption. Here,
we investigate static one. Scordino and Lipari used dynamic method to reduce the
speed based on these predicted values and achieve more energy saving than static
ones [5]. But the interest in static techniques is still high since static approaches can
be enhanced to develop dynamic ones.

Pillai and Shin computed a single-optimal speed off-line and obtain the minimal
speed to make a task set schedulable under earliest deadline first, and proposed a
near-optimal method under rate monotonous [6]. Without fixing the processor
speed, Saewong and Rajkumar assumed that the speed of the processor can be
changed continuously in a given range and presented an algorithm to find the
optimal speed value based on fixed priority assignments [7]. Based on the task
parameters, Aydin proposed some methods to decide statically processor speed and
assign different speed to every task before system execution [8, 9]. Liu and Mok
gave a more general scheme to choose the speed switching instants more freely
during the activation/deadline of some jobs [10].

Recently, there are several DVS-based algorithms proposed for slack allocation
for a multiprocessor real-time system, while extensive researches on DVS sched-
uling algorithms have been proposed for independent tasks in a single processor
real-time system.
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In this chapter, we combine the schedule algorithm and dynamic scaling voltage
strategy together to save the energy consumption effectively. Complicate task sets
are concurrently processed on the distributed system with different degrees of
parallelism. The presented scheduling algorithm wants to utilize the nonuniform
workloads of processors and generates promising schedule pattern to reduce the
energy consumption by using DVS strategy. Dynamic scaling voltage can reduce
the energy consumption by exploiting the idle or slack time among the schedule
pattern without obeying the precedence restricts and concurrence situation. By
using ant colony optimization and heuristic strategy together to accumulate the
pheromone information on path, the searches move towards the path with high trail,
and find the solution with smaller energy consumption by iteratively ant genera-
tions. The algorithm includes three important co-synthesis steps: (a) assigning,
determining the assignment of computational tasks to machines; (b) allocating,
determining the execution order (sequencing) of tasks mapped to machines and
communications cost; and (c) evaluation, determining the quality of the implemen-
tation candidate (energy consumption). The experiments are implemented to verify
the performance of the algorithm.

This chapter is organized as follows: The next section briefly describe the
problem model which includes task model and energy model. In Sect. 9.3, an
ACO algorithm is presented while its performance is studied in Sect. 9.4. In
Sect. 9.5, a conclusion is presented.

9.2 Task and Energy Mode

In the task scheduling problem, a deterministic set of tasks ST = {st,, sta,. .., st,,}
that are divided from an application is processed on a available set of processors
SP = {sp;, spz,. . ., Sp,,} With fixed computing times SC = {sc;;, SC;2,. - -, SCum }. A
directed acyclic graph (DAG) is given to demonstrate the set of tasks and the
precedence restriction among them. The precedence constraints mean the successor
task can be assigned after all its processor tasks have been completed. The com-
munication cost cm;; represents the transfer time from precedence task #; to its
successor task ¢; if they assigned on the different processors.

The task model is a fixed model, i.e., the execution time and the precedence
constraint among the tasks are deterministic. Each task can be run on different
processors with different processing time and cannot be interrupted before it
finishes. All the processors can execute a task at a time, and they are continuously
available and can process at most one task at a time. A feasible solution to the task
scheduling problem satisfies the precedence constraint among the tasks.

It is shown that the power of a processing element is the sum of each CMOS
circuit power which is composed of the static power and the dynamic one [4]. Most
research groups have focused on reducing the dynamic power while the static
power is negligible with respect to the dynamic power. The power consumption
of a processor is calculated as
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Table 9.1 Computation 1 B 3 4 5 6

time of Fig. 9.1
8 (32) 10 (30) 1947  7(19) 15(42) 24 (61)
11 (41) 927 25(52) 6(43) 19 (36) 13 (41)

Fig. 9.1 Example of a task
graph with six tasks

E=Pgt=Cy Vi -c 9.1)

where P4y, C,.s V4, are the dynamic power, the workload capacitance, and the
supply voltage, respectively.

It is noted that various task scheduling patterns generate different initial energy
consumptions and the slack and idle times. While a lot of researches focus on how
to scale the tasks’ execution speed to appropriate operating voltage/speed, we
research the impact of task scheduling algorithm on the energy consumption.

First row in the table shows the tasks, second row shows the information about
the first machine, and third row shows the information about the second machine.
Table 9.1 gives the processing time (initial energy consumption) of the tasks in
Fig. 9.1. Tables 9.2 and 9.3 show the normal execution time and scaling execution
time of each task with the deadline 90, and the system consumption decreases from
2,482.56 to 945.19. It is demonstrated that energy saving obtained by DVS strategy
is different based on the various schedule patterns.

The objective function of the scheduling problem by using DVS strategy is to
find a feasible schedule with minimum energy consumption.

9.3 ACO-DVS Algorithm

Huang presented an ACO (ant colony optimization) algorithm combined with taboo
search for the job shop scheduling problem [11]. In this chapter, a real number
matrix (PT,,,,) is used to imitate the pheromone trail of the real ants and is updated
during the run of the algorithm. When a good solution is found by assigning task st;
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Table 9.2 Energy consumption of Fig. 9.1 on one specific scheduling

1 2 3 4 5 6
0-8.45 8.45-18.72 18.72-41.41 41.41-58.7 58.7-90
(0-8.0) (8.0-18.0) (18.0-37.0) (37.0-52.0) (52.0-76.0)
20.72-55.7
(20.0-26.0)

Table 9.3 Energy consumption of Fig. 9.1

1 2 3 4 5 6

0-11.96 11.96-43.11 43.11-67.02

(0-8.0) (8.0-27.0) (27.0-42.0)
13.96-44.83 44.83-69.02 69.02-90.0
(10.0-19.0) (19.0-25.0) (44.0-57.0)

on processor sp;, pheromone is added to an element of the pheromone matrix T,;.
The following ants of the next generation directly use the value of T; to evaluate
the promise of placing task on the processor sp;. T;,; is actually simplified by
omitting the iteration counter k from T;(k) which the amount of pheromone
depends on previously found solution and will be changed after the following
iteration. In our ACO, each task is considered as an ant, and the pheromone trail
of ants is imitated by the solution obtained by the list heuristic strategy.

9.3.1 Initialization Phase

In ACO, the generated schedules by artificial ants may be so coarse that they should
be improved by some complementary local search method. The reason that the
earliest application of ACO to the problem generates unsatisfactory results may be
due to the lack of an appropriate local search.

A set of artificial ants is initially created according to initial schedule and the
pheromone information obtained by using the list scheduling heuristics. The energy
consumption of each task and the total energy consumption of the schedule are used
to generate the initial pheromones to all ants.

sty = {c +a/ecij + b/initec  if sch(i,j) =1 9.2)
c else

where sch(i,j) = 1 means that task sz; is processing on processor sp;, and ec;; is the
initial energy consumption of task st;, and initec is the total energy consumption of
the schedule obtained by the DVS algorithm.
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9.3.2 Construction and DVS Phase

As the DVS slow down certain tasks by using available idle and slack time obtained
following, the execution sequence of tasks is optimized by list scheduling strategy.
The list scheduling heuristic is preferable than other heuristics in terms of the
solution quality and time performance. The order of the tasks is obtained by
using heuristic strategy, and then leads the ant to explore the new neighborhood
based on the pheromone.

The execution sequence of the tasks is obtained by ordering the priority of tasks.
The priority of tasks ¢; is obtained as follows:

pst; = se;j + max (ESjy, se; + sc) 9.3)

1 Etsu(t;)

where fsu(t;) is the conjunctive and disjunctive successors of task st;, ES;; is the
earliest start time of task sz; if it is executed on processor sp;.

The schedule is constructed according to the execution order obtained by the
heuristic strategy, and then the processor is select based on the pheromone trail of
the ants. The probability pr, a real number uniformly distributed in [0,1], is
generated randomly. The pheromone trails for task st; is calculated as follows:

max? [pt;;|“|ech;; i if  pr <thre
{ o] [ech, ﬂ} ’

[pt,, [ah’/} Jﬁ / Z pt,, [Ph,-j} ijﬂ else O

plij =

where the heuristic information ech;; is the sum of earliest finish time and energy
consumption for assigning task st; on processor sp; The value of heuristic is
decreased from generation to generation and is increased the pheromone values
to further improve the solution quality it has found so far.

When extended by a time quantum which is a slice of the slack, the energy
consumption of task #; during the iterative j is computed as:

E}(e; + Ae;) = Ef(e;) - Viy/div - Vi, 9.5)
where div, the number of the processors which run the direct successor of the task #;,

is used to evaluate the extend of energy saving. V, is the scaling voltage of task ¢;
and is given as:

Vias = Vi + Vic/rd; + \/(Vfr +Vie/rd)* = V;, ©.6)

The strategy allocates the slack or idle time to the task with most perspective to
optimize the power consumption of the tasks. And then it can reduce the processors
power consumption more effectively by unevenly dividing the slack or idle interval
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among the tasks. In the construction phase, each task is considered as an artificial
ant, and the heuristic value is generated by some problem-dependent heuristic.

For lessening the influence of the old generations of ants, the corresponding
pheromone information is updated by applying the local pheromone update rule as
follows:

psti = (1 —r)-pst;j+r-CO 9.7)

Based on the best solution found so far and the evaporation of some portion of
pheromone, the global pheromone information is updated as follows:

pstj = (1 — k)pst;; + k/Btec 9.8)

Btec is the best found energy consumption of the obtained schedule, and » and k are
the pheromone evaporation rate.

9.4 Experiments

The algorithm was implemented in eclipse and run on Intel Xeon processors with
1 GHz speed with 1 GB of memory. The performance of ACO-DVS algorithm is
compared with and genetic algorithm. For this purpose, we consider randomly
generated tests and some specific sets by using various graph sizes and the energy
consumptions. Figure 9.2 demonstrates the comparison of the energy consumption
obtained by ACO-DVS and genetic algorithm. The horizontal line represents
the number of the tasks, and the vertical line represents the average energy
consumption. The average energy consumption obtained by ACO-DVS is smaller
than that obtained by genetic algorithm for graph size from 5 to 20.

The results show that the ACO-DVS outperforms the general genetic algorithm.
And the energy saving is larger when the number of tasks is increased.
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9.5 Conclusion

This chapter presented a combination of ACO algorithm and the DVS strategy
for minimizing the energy consumption of the set of tasks executed on the hetero-
geneous distributed system. The heuristic information is obtained according to
the energy consumption of the schedule system. The pheromone information
and the list heuristic strategy are used to guide the search of the ants and generate
the scheduling pattern. The factor of the heuristic and pheromone information is the
variable based on the execution of the ant algorithm. Parameters of the algorithm
are assigned by various values in the procedure of the ACO-DVS algorithm as
parameter determines the convergence speed of the algorithm. At the beginning of
the algorithm, parameter values are set to explore different regions of the search
space and do not focus the search too early on a small region. At the end of the
algorithm, parameter values are set to focus search near the best solution that has
been found so far. The computational results on a set of random and specific
instances testify the performance of the presented approach.
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Chapter 10

An Improved Ant Colony System for Task
Scheduling Problem in Heterogeneous
Distributed System

Yan Kang, Yifan Zhang, Ying Lin, and He Lu

Abstract Task scheduling problem is a major issue of distributed system. An
improved ant colony algorithm is presented to solve the scheduling problem in
heterogeneous distributed system whose complexity is known to be NP-complete
in general cases. To speed up the converging rate of the algorithm, elite initial
solutions are generated by using an adaptable list heuristic algorithm which is a
good tradeoff between the computation complexity and solution quality. A novel
representation of pheromone can make effectively use of the task fitness value to
accumulate pheromone in ACO (ant colony optimization) algorithm. To improve the
self-adaptability of the algorithm, the ACO algorithm and the heuristic rule are
combined together to adjust the searching space on the progress of the algorithm.
Finally, local and global neighborhood searching are performed on the best solution
obtained in iterations. Simulation results show that the performance of the improve
ACO algorithm is better on finding optimal or near-optimal solutions than general
genetic algorithm.
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10.1 Introduction

Scheduling for the tasks of an application represented as a directed acyclic graph
(DAG) is very important in both fields of scientific computation and commercial
application. The task scheduling problem is a branch of scheduling problem, which
is complex combinatorial optimization problem and is very difficult to solve. It is
well known that task scheduling problem is NP-complete, and its optimal solutions
are hard to be achieved with traditional optimization approaches owing to the high
computational complexity [1]. The classical task scheduling problem consists in
scheduling a set of tasks on a set of processors with the objective to minimize the
makespan of the schedule, subject to the precedence constraints among the tasks.

Various approaches have been proposed to solve task scheduling problem in
the homogeneous system as this problem has been widely studied in the literature.
Recently, many researches are focus on the application scheduling for
achieving high performance in heterogeneous systems with nonuniform task
processing time [2]. Since task scheduling problem in heterogeneous systems
cannot be solved to guarantee optimality even under simplified assumption, many
heuristics have been proposed for giving a suboptimal in polynomial time.

In this chapter, we improve the effectiveness and efficiency of the algorithm by
proposing a hybrid algorithm for the task scheduling problem. The proposed
algorithm combines a new list heuristic rule and ACO approach for the task
scheduling problem. The list scheduling heuristic generates good initial solution
by using characteristics of the heterogeneous multiprocessor scheduling problem,
and ACO enhances it iteratively. The proposed hybrid algorithm has high perfor-
mance in terms of both performance metrics (schedule length ratio, speedup,
efficiency, and frequency of best results) and a cost metric (scheduling time).

This chapter is organized as follows: the next sections briefly describe the
scheduling problem and a presented list scheduling algorithms, respectively. In
Sect. 10.4, we propose an improved ant algorithm. In Sect. 10.5, experiments are
given to investigate the performance of the algorithm which Sect. 10.6 concludes
the chapter.

10.2 Task Scheduling Problem Model

In the task scheduling problem, a finite set of tasks T = {ty, f5,..., t,} that are
divided from an application is processed on a finite set of machines N = {ny, ns,. . .,
n,,} with deterministic processing times £ = {eyy, €12,. . ., €.} . €;;is the execution
time of task #; on machine »; that may be different on different processor depending
on the processors computational capability. All tasks and their precedence con-
straints are represented as a DAG, and the precedence restriction means the
successor task cannot be scheduled until all its processor tasks have been finished.
The communication cost CM = {cmyy, ¢mya,. . ., cMy,,}, cm; jrepresents the cost of
the data transfer from task #; to its successor task ;.
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10.3 An Adaptable Scheduling Heuristic

10.3.1 Related Work

These heuristics are classified into a variety of categories such as list scheduling
algorithms, clustering algorithms [3], genetic algorithms [4, 5], and task
duplication-based algorithms [6, 7].

In list scheduling algorithms, the task in a list is constructed by assigning priority
to it, and each task is assigned to the processor based on its priority. Several variant
list scheduling algorithms have been proposed to deal with heterogeneous system,
for example, Mapping Heuristic (MH), Levelized MinTime (LMT), Dynamic-
Level Scheduling (DLS), Heterogeneous Earliest Finish Time (HEFT), and Critical
Path On a processor (CPOP) [8, 9].

Ant colony optimization (ACO), one of the population-based metaheuristics
dedicated to combinatorial optimization problems, has been successfully applied
to a large number of discrete optimization problems, such as the traveling salesman
problem and the vehicle routing problem, for which ACO was shown to be very
competitive to other metaheuristics. Also, ACO has been applied successfully to
task scheduling problems [10, 11].

With respect to list scheduling algorithms, it has been shown that minimizing the
makespan of the tasks throughout the schedule is preferable to sequence the tasks in
the descend order of their previously computed priorities, and then assign tasks on
machines according to their sequence.

10.3.2 An Adaptable Scheduling Heuristic

If a task can be assigned to more than one predecessor and the computation cost of
the task varies in the system, we think that the performance of the scheduling
algorithm will be improved by considering the change ratio of the computation cost
of the tasks. We present an elastic factor to imply the elastic of the task, i.e., the
flexibility of the task performance. The priority of task ¢; is given as

pti = (wi + max (pf;+ cm,;,)) a+efib, (10.1)

viSsuce(v;)

where succ(t;) is the set of immediate successors of task z;, w;, the time-weight of
task #;, is the average computation cost of task #;. a, b are coefficients whose values
are smaller than 1, and the sum of a,b is 1. And the value of the elastic factor ef; is
the computation time difference between the maximum computation time and the
minimum computation time of task #;.
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The execution order (sequencing) of tasks is based on the priorities of all tasks.
To assign priorities to all tasks, the upward rank of a task is computed as the critical
path of that task.

Each task is scheduled onto the processor that gives the earliest completion time
for the task. For the tasks to be scheduled, the value is computed recursively as
shown in Eq. (10.2); all immediate predecessor tasks of #; must have been
scheduled.

EC; = min <te,-j + max (AVy, e+ cm,-j)), (10.2)

JEn; tiEsucc(v;)

where AV; is the earliest time that processor 7, completed the execution of the last
assigned task or the idle slot between the assigned tasks enough to schedule task ¢;
as early as possible. The inner max block in the EC equation returns the ready time,
i.e., the time when all the data needed by ¢#; has arrived at processor n;. The elastic
factor of a task is given as a valid heuristic to minimize the schedule length. The
solution is obtained by scheduling the tasks #; onto processor n; that gives the
earliest finish time for the task.

10.4 Improved Ant Colony Optimization Algorithm

The general principle of ant algorithms is that the pheromone information reflects
the outcomes of the decisions which have been made by former ants that found
good solutions. In case of task scheduling problems, the decisions are which task to
put on which place in the schedule. In our ACO, each task is considered as an ant,
and the pheromone trail of ants is imitated by the solution obtained by the adaptable
heuristic strategy. This pheromone trail, the executing situation of the processor, is
updated during the run of the algorithm. The task is selected according to the order
given by task prioritizing phase of the adaptable heuristic strategy. And ants select
the processor based on its pheromone information and heuristic information. This is
done to make explicit that the amount of pheromone depends on the current
iteration and changes during the run of the algorithm. Yet, for simplicity, we omit
the iteration counter.

10.4.1 [Initialization Phase and Heuristic Rule

In ACO, the generated schedules by artificial ants may be so coarse that they should
be improved by some complementary local search method. The reason that the
earliest application of ACO to the problem generates unsatisfactory results may be
due to the lack of an appropriate local search.



10 An Improved Ant Colony System for Task Scheduling Problem. .. 87

A set of artificial ants is initially created according to initial schedule and the
pheromone information obtained by using the adaptable list scheduling heuristics
given in Sect. 10.2. The execution situations of tasks give the pheromones to all
ants, especially the execution situation of all tasks scheduled onto the same
processor.

As in the task scheduling problem, the absolute position of a task is of impor-
tance; we use the following list scheduling strategy to generate the positions of
tasks that represent the desire of setting task at the position in the sequence. And
then ants build up new schedule by extending the already fixed prefix of the
schedule and profit from existing list scheduling heuristics. The priority of task ¢;
is computed according to the former scheduling pattern as

pti = e; + max (AVij, ey + cm,-j), (10.3)

tEasu(vi)

where asu(t;) is the set of immediate successors of task #; and the immediate task
running after task #; on the same processor n;, c¢my; is the communication time
between task #; and its successor task ;.

10.4.2 Construction Phase and Update Pheromone Rule

We construct a schedule by choosing the tasks based on the order given by the
adaptable list heuristic strategy, and then a task can only be selected if all its
predecessors are already in the partial schedule in each construction step. To assign
each task onto a particular machine, an important issue is to define the pheromone
trails for the machines to be assigned. When the random probability rp, a real
number uniformly distributed in [0,1], is less than the given probability gp, an ant
chooses the machine with maximal pheromone for the task to be scheduled.

vi; = max{ phr (i, )] [heu(G, j)]/’} (10.4)

When the random probability rp is larger than the given probability gp, a
processor is chosen according to the following probability distribution.

iy — [p r(h])]’[ 'eu(h])]. . (10.5)
ijl [phr (i, j)][heu(i, j)]
where the pheromone information phr(i;j) is the last completion time for the
processor ;. And the heuristic information heu(i,j) is the earliest start time for

the task #; on the processor n;, which is given as
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heu(i,j) = e; + AV;; + max (ekj + cmik), (10.6)

. Esuce(t;)

where AV; is the earliest start time that processor n; can process task #;.

The heuristic and pheromone information are indicators of how good it seems to
put task #; on the processor n;. Parameters f determine the relative influence of the
pheromone values and the heuristic values on the decision of the ant.

After an artificial ant has been assigned to a machine, the corresponding pher-
omone information is updated by applying the local pheromone update rule as
follows:

phr(i.j) = (1= p)phr(i,j) +p - C, (10.7)

where 0 < p < 1 is the pheromone evaporation rate, C is the initial pheromone
level. The effect of the local pheromone update rule is to make the choice of putting
t; on the processor n; less desirable for other ants to achieve diversification.
Consequently, this mechanism favors the exploration of different schedules.

10.5 Experiment and Results

The algorithms described in Sect. 10.4 were implemented in eclipse-jee-indigo-
SR1-win32 and run on Intel Xeon processors with 1 GHz speed with 1 GB of
memory. Figure 10.1 demonstrates a DAG with 10 tasks and 15 edges on which the
communication times of each task are labeled and assumed to be the same on the
whole network.

Table 10.1 shows the processing times of each task on three available processors
in the heterogeneous computing system. Table 10.2 shows the minimum results
obtained by the IACO algorithm, i.e., begin time and completion time of all tasks.
Table 10.3 shows the minimum results obtained by the genetic algorithm. Com-
parison between the genetic algorithm and IACO algorithm is shown in Tables 10.2
and 10.3 under the used number of ants is 52 and initial genetic individuals is
52 after 10 iterative. The schedule length obtained by IACO algorithm is 47 which
is less than the schedule length obtained by genetic algorithm is 66. The improve-
ment ratio between the difference between two results and the larger result is
28.8 %.

The performances and cost of the algorithms were compared with respect to set of
experiments with various graph characteristics. The results show that the IACO algo-
rithm is more effective than genetic algorithm with improvement is larger than 10 %.
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Fig. 10.1 Example of a
task graph with 10 tasks
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Table 10.1 Communication v 1 ) 3

o 4 5 6 7 8 9

and computation time

of Fig. 10.1 P1 8 16 9 15 8 8 11 9 12
P2 7 17 11 12 9 14 17 13 14
P3 10 12 15 14 7 16 13 15 19

Table 10.2 Schedule of Fig. 10.1 by IACO algorithm

\% 1 2 3 4 5 6 7 8 9

P1 7-16 27-35 19-27 12

P2 0-7 7-19 19-32 14

P3 7-19 19-32 19

Table 10.3 Schedule of Fig. 10.1 by genetic algorithm

\% 1 2 3 4 5 6 7 8 9

P1 0-8 8-23 36-47 12

P2 8-25 25-36 36-45 14

P3 38-54 23-38 19

10.6 Conclusion

This chapter presented a combination of ACO algorithm and the list heuristic
algorithm for the task scheduling algorithm in the heterogeneous multiprocessor
system. We present a heuristic strategy to generate the initial solution for the ACO
algorithm. And then new ant can generate by using pheromone and heuristic
information based on the characteristic of the problem. The feasible solution is
obtained by sequence the task based on the priority given by the heuristic rule. The
computational results on a set of random and specific instances testify the
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performance of the approach. And it is also demonstrated that the percentage of
final schedule length is less than the initial one and the average improvement ratio
are both sensitive to the graph structure and the initial one.
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Chapter 11

Optimization of Green Agri-Food Supply
Chain Network Using Particle Swarm
Optimization Algorithm

Qian Tao, Zhexue Huang, Chunqin Gu, and Chenxin Zhang

Abstract The green agri-food supply chain network (GASCN) design is critical to
reduce the total transportation cost for efficient and effective supply chain man-
agement. This paper proposes a new solution based on particle swarm optimization
(PSO) to find optimal solution for GASCN problem. PSO adopts transforming
operator to modify particles in the population. The novelty of the transforming
operator is that it can avoid applying the penalty function so that the diversity of
populations is decreased. To show the efficacy of the algorithm, PSO is also tested
on three cases. Results show that the proposed algorithm is promising and out-
performs GA by both optimization speed and solution quality, especially when the
scale of problem is large.
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11.1 Introduction

With the increasing demand for green agri-food, the green agri-food supply chain
network (GASCN) design problem has been gaining focus of more and more
researchers recently. Due to increasing competitiveness, the logistics firms are
obliged to maintain high customer service levels at the same time they are forced
to reduce total transportation cost for profit maximization.

As any other SCN, the GASCN is a network of organizations in order to bring
agri-food to customers. The network involves planting bases (PB), distribution
centers (DC), and points of sales (POS) with purpose of satisfying POS’s demands,
beginning with the PB of green agri-food, following with DC and ending with POS
such as vegetable markets and supermarkets. Traditionally, manufacturing, distrib-
uting, and marketing along the supply chain operated independently. These orga-
nizations have their own objectives, and these objectives are often conflicting. But
there is a need for a mechanism through which these different functions can be
integrated together [1].

As for the SCN problem, the models and solutions for industrial products are
relatively massive, but the solutions of the SCN about green agri-food are limited.
In literature, there are many different studies on the design problem of supply
networks, and these studies have been reviewed by Erenguc et al. [2] and
Pontrandolfo et al. [3]. Amiri [4] has presented a Lagrangian relaxation approach
to minimize the total cost of two-stage supply chain. Costa et al. [5] have worked on
three stages of SCN optimization problem. Most of the researchers have concen-
trated on the improvement of the supply chain performance, and very few have
considered the performance improvement of the algorithm concurrently [6].

Due to the NP hardness of SCN problems [7] and the large-sized problems in the
real world, intelligent algorithms such as genetic algorithms (GA) [8] have been
proposed to solve the SCN problems. Particle swarm optimization (PSO) [9], which
is an important optimization tool as well as a continuous optimization method, was
proposed by Kennedy and Eberhart in 1995. As a swarm intelligence algorithm,
PSO simulates preying behaviors of bird flocking and fish schooling and searches
for the optimal solution iteratively. Since PSO was put forward, it has attracted
much attention from many scholars especially in the research fields of multi-
objective problems [10]. The standard PSO has great advantage in searching for
non-inferior solutions in a multidimensional complex space.

In this paper, an enhanced PSO is proposed in order to solve the GASCN
problem for optimization. The proposed algorithm can be applied to SCN problems.
The distinct feature of PSO is that it adopts transforming operator to modify
chromosomes in the population and uses effective genetic operations. The
transforming operator can assure that the solutions are always feasible. The perfor-
mance of the proposed PSO has been compared with the state-of-the-art GA [8].
Results show that the proposed algorithm can achieve high-quality solutions with a
much faster optimization speed.
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The remainder of this paper is organized as follows. Section 11.2 presents the
statement of the optimization problem. Section 11.3 describes the implementation
of the proposed algorithm in detail, including the encoding method of particles, the
design of transforming operator during the process of initialization of chromo-
somes, the design of fitness function, the identification of the local best position and
global best position, and updating the particle’s velocity and position. In Sect. 11.4,
a series of experiments are conducted, and the results are analyzed to illustrate the
performance of the proposed algorithm. Finally, in Sect. 11.5, this paper is con-
cluded, and suggestions are given for future research.

11.2 Problem Statement

In order to optimize performance of GASCN, we should design the distribution
network strategy that will satisfy demand requirement for the products imposed by
points of sales. The problem is a SCN design problem for single green agri-food.
The main objective to solve such an optimization problem of GASCN is to evaluate
the selection of different planting bases or set of the planting bases and different
distribution centers or set of the distribution centers, whereas the performance
criteria are the minimization of the total transportation cost. Simultaneously, the
demand for green agri-food from each point of sales must be satisfied. The
assumptions used in this problem are as follows.

Planting bases, distribution centers, and points of sales are known. The require-
ment for green agri-food from each point of sales is known. Green agri-food and
distribution centers are enough for distribution. The transportation costs of green
agri-food on the path from each planting base pb; to each distribution center dc; and
from each dc; to each point of sales pos; are known. Green agri-food distributed to
pos; are supplied by a dc; or multi-dc;, and green agri-food distributed to dc; are
supplied by a pb; or multi-pb;.

Suppose there are planting bases PB = {pby, pb,, ..., pbipp }; distribution centers
DC = {dcy, dcy, ..., dcpca}, points of sales POS = {posy, pos,, ..., posiposi}; a
green agri-food SCN GASCN C PB x DC U DC x POS, where “x” is Cartesian

product; and demand of POS Regp,g = {Reqpml Reqp,,, - - Reqpos }, the objec-
tive of optimization of GASCN is to find PB; = {pb,-l, pbi, ..., pbi|PB_|} C PB,
DC; = {dcjl,dcjz, -~~,dcj|Dc’} C DC, GASCN = {(pb,, dc)), (dc;, posy))|pb; €

PB;, dc; € DC;, pos; € POS}, satisfying

min f = TQ} x Cos tz;,’ +TQ!Cos e,
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Fig. 11.1 A GASCN
application used in our
experiments

Table 11.1 Notations

Q. Tao et al.

45

1

65

2 35+10=45
PB
Symbol Descriptions
PB Set of planting bases
pb; Planting base i
DC Set of distribution centers
dc; Distribution centers j
POS Set of points of sales
DOS Points of sales k
TQ{: Transportation quantity from node i to node j
X; Particle i
X! The position of dimension n particle i
M Number of particles in the population
N Total number of impossible paths
n The index of paths, n € [1,N]
Req,, The requirement of point of sales k
f _ pb(n) The map from 7 to a planting base
g _ dc(n) The map from 7 to a distribution center
h _ pos(n) The map from » to a point of sales
Costf: Unit transportation cost from node i to node j

Reqpos, = TQqc,'

A GASCN is shown in Fig. 11.1. Table 11.1 lists the notations used in this paper.

11.3 Proposed PSO Algorithm

This paper proposes a PSO algorithm for optimization of green agri-food supply
chain networks. In PSO, a novel transforming operator is applied. In addition, the
method of representation is the critical to solve the optimization problem. In this
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Fig. 11.2 Flowchart
of the proposed PSO

Initialization and transforming

v

*' Evaluation of fitness

v

Evaluation of all particles’pBest

v

Evaluation of globe gBest

Updating of velocity and position of
particles according (2) and (4)

No ;

section, the particle’s representation is firstly described. Then the particle’s initial-
ization, the evaluation of fitness, and the identification of the local and global best
position, updating the particle’s velocity and position, are presented. A complete
flowchart of the proposed PSO is shown in Fig. 11.2.

11.3.1 Encoding Method of a Particle

The encoding of particles is the premise of using particle swarm to search for an
optimal solution in a GASCN problem. In the PSO, the number of particle dimen-
sions is equal to the number of paths from PB to POS by DC, and each dimension
corresponds to the transportation quantity of green agri-food on each path. In
Fig. 11.2, the GASCN has 2 PB, 3 DC, and 4 POS, and the particles are encoded
by 24 (2 x 3 x 4 = 24) dimensions. The number of solution in the searching
space of a particles is |PB| x |DC| x |POS|. Figure 11.3 gives an illustration of a
searching of particle swarm in a 24-dimensional space.
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Fig. 11.3 An illustration of m Ist path
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11.3.2 Evaluation of Fitness

The fitness function of a particle X; in the population is defined as

fitness; = ix? X (Cos tfg_'j;((:g + Cos tz:’;fzfl';)) (11.1)
n=1

where  f_pb(n) = TBCTXTPOS] g-dc(n) = ‘PLOS‘%|DC , h _pos(n) = n%lPOS,

Cost}’;”:(gl)) is the transportation cost of green agri-food from PB; _ ) to DCy 4

() and Costz’; (oz’(f;) is the transportation cost from DCy  ge(n) 10 POS),  pos(ny- More-

over, every particle is evaluated according to Eq. (11.1).

11.3.3 Updating the Particle’s Velocity and Position

VIt +1) = V! (t) +crory - (pBestl’»' (t) —x! (t))

+cy -1 (gBest,,(t) —x! (t)) (11.2)
w = 1.0 — gen*0.6/499 (11.3)
X+ 1) =X+t + 1) (11.4)

The position and velocity of the particle are updated by Eqgs. (11.2) and (11.4),
respectively. In Eq. (11.2), @ is the inertia weight and is calculated by Eq. (11.3),
¢y, ¢ are acceleration constants (also known as cognitive parameters and social
parameters), and 7y, 7, are the independent random variables evenly distributed
within [0, 1]. If the new particle does not satisfy the requirement of points of sales,
the transforming operator is applied.
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11.4 Experimental Study and Discussions

The proposed PSO for optimization of green agri-food supply chain network
was performed on a machine with Pentium D 3.00GHz CPU and 1024MB of
RAM. The operating system was MS Windows XP, and the compiler was VC++
6.0. We tested the PSO on Case_1, Case_2, and Case_3 from small scale to large
scale (Table 11.2).

The following parameters were used in the PSO: M = 20, ¢y + ¢, = 1.8 + 1.8
< 4. To validate the proposed PSO, we compared the PSO with GA [10] to tackle
the various problems in GASCN. Experiments were independently simulated
30 times. Table 11.3 presents the comparison of GA and PSO. To validate the
reliability and robustness of PSO, we tested two algorithms with a longer running
time and 10,000 iterations. The mean fitness, best fitness, the average time in
second used for obtaining the best result in each run of the two algorithms are
compared with each other. The statistical results are shown in Table 11.3.
From Table 11.3, GA outperforms PSO on Case_1 in speed, but as the increasing
of cases scale, PSO outperforms GA both in the solution quality and in the
optimization speed.

Table 11.2 Test cases

Test cases  |PB| |LC| |ST| Scale Req, Cost,

Case_1 2 3 4 24 [10,50] [1, 10]
Case_2 10 15 16 2,400 [10,50] [1,10]
Case_3 15 20 25 7,500 [100, 500] [1, 10]

Table 11.3 Convergence speed and the solution accuracy comparisons

GA PSO
Test cases  Mean fitness  Best fitness  Time (s) Mean fitness  Best fitness  Time (s)
Case_1 758.978 750.229 17.656 590 590 24.757
Case_2 2,878.92 2,874.12 421.563 1,253.598 1,110 171.829
Case_3 78,239.3 76,546.6 2,867.44 39,694.79 36,667.6 689.686

“Convergence speed being measured on the mean CPU time needed to reach an acceptable
solution; solution accuracy being measured on the best fitness and the mean fitness on 30 inde-
pendent trials
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11.5 Conclusion

In this paper, we have proposed a PSO for optimization of green agri-food supply
chain network. PSO uses float-point representation to encode the SCN problems. In
PSO, a transforming operator is used to keep solutions in feasible ones when total
transportation number does not meet the demands of each POS. Experiments were
conducted on three cases, and the experimental results demonstrate the superiority
and effectiveness of the proposed algorithm for green agri-food supply chain
network. In our future research, to the best of our knowledge, we will study more
effective and efficient solution methodology based PSO algorithm.
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Chapter 12

A New Model for Short-Term Power System
Load Forecasting Using Wavelet Transform
Fuzzy RBF Neural Network

Jingduan Dong, Changhao Xia, and Wei Zhang

Abstract Power load changes periodically. And the effects of climatic (precipitation,
relative humidity, temperature, wind speed) on the load should be fuzzy. In order to
solve the problem, this chapter presents a method combining wavelet transform, fuzzy
set concept, and neural networks for short-term load forecasting. Through the wavelet
transform, the load sequence decomposes into subsequences consisting of different
wavelet coefficients. On the other side, by the fuzzy neural network, the samples of
five meteorological factors influencing power load are transformed into fuzzy input
with the subsequences, and then, the suitable RBF neural networks for the forecasting
are selected. Finally, the load forecasting sequence is obtained by the reconstruction of
the forecasted results from the subsequences. The simulation results demonstrate the
proposed method possesses validity and practicability with a mean absolute error
below 1.5 %.

12.1 Introduction

Power load forecasting is to study the change rule and variation trend of the electric
load. Accurate power load forecasting can improve the security and stability as well
as economy of the power systems. Because of the factors such as climate, economy,
price, and policy many more efforts have been made towards the application and
improvement of power load forecasting techniques in order to adapt to the impact of
these factors. Short-term load forecasting is an essential part of power system
operation mainly used in optimal unit commitment, generation schedule, hydro-
thermal coordination, power exchange schedule, and so on [1]. Accurate prediction
can forecast the load variation and lower power loss for power grid in advance.
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However, the power load is uncertain and changeable by external factors. The
study shows that the impact of different climatic factors on the electricity load is
also different from each other. Climate change is one of the important reasons of
load fluctuations which make further research on improving the prediction
methods [2].

There are various methods used in load forecasting over the years. The tradi-
tional short-term load forecasting methods are time series, autoregressive average,
exponential smoothing, etc. The prediction models in these mathematical expres-
sions cannot meet the requirements of power systems nowadays. The modern
prediction algorithm artificial neural network (ANN) will be introduced in this
chapter for the reason that the network can approximate any nonlinear function then
model the performance and learn characteristics. ANN has been widely applied in
short-term load forecasting in power system.

This chapter presents a wavelet transform fuzzy neural network model. It uses
the subsequences of the load and the transformed climate fuzzy variable as the input
of the neural network. The subsequences of the load are decomposed by wavelet
transform, and the climate variables are transformed by membership functions.
Then, the predicted results are obtained by the reconstruction through inverse
wavelet changes to get the load sequence of the forecast day. The simulated results
demonstrated that the accuracy meets the demand.

12.2 Wavelet Decomposition and Reconstruction

To process data scientifically and rationally is the most basic part to improve the
load forecasting precision. For the short-term load forecasting, load data also need
the process in an appropriate way. It is because of the power load changes
periodically and will also fluctuate with the users’ contingency change and the
variety of climate conditions (precipitation, relative humidity, temperature, wind
speed) at the same time that the various types of load signal generally performs as a
continuous spectrum. This load type can be transformed into nonperiodic compo-
nents, and these load components have different frequency characteristics including
low and high frequencies [3]. By this way, the load transforms into different scales
of wavelet coefficients. Then, the feature vector composed by the wavelet coeffi-
cients replaces the load data for neural network training. Finally, the load forecast-
ing sequence was obtained by the reconstruction of the forecasted results from the
output.

The historical power load data can be treated as time series signals. An original
signal can be expressed by a multi-resolution representation. In order to give a brief
introduction on multi-resolution decomposition, we need to take a three-tier multi-
resolution decomposition, for example. The signal decomposition processes is
shown in Fig. 12.1, where S means the original signal, c is low-frequency compo-
nent, and d is high-frequency component.
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Fig. 12.1 The
decomposition process

As we can see from the figure, multi-resolution analysis is just the decomposi-
tion of low-frequency part, and the high-frequency part will not be considered
further. What is more, the multi-resolution analysis is essentially an iterative
process of signal analysis between the two adjacent resolutions [4].

Mallat algorithm is employed in this chapter for wavelet decomposition and
reconstruction. Using Mallat algorithm, the known signal can be decomposed into
different scales. Mallat decomposition algorithm uses the extraction method that
the subsequence is shortened to half of the original sequence. So it greatly reduces
the amount of computation of the wavelet transform that improves computing speed
which is conducive to processing large amounts of information. Briefly, in the space
of discrete sequence, under the prerequisite of Shannon sampling theorem, the
Mallat algorithms use a low-pass filter (k) and a high-pass filter g(k) to the
sampling signal binary band division. Through observing the signal in different
frequency bands, the signal feature can be extracted. Besides, Daubechies function
is selected as the mother wavelet.

The decomposition algorithm has the form of

Cit1,k = ch.lhlfzk (12.1)
=

divie =Y 8o (12.2)
=

On the contrary, the algorithm also provides the simple way to reconstruct the
original single:

Cik = Z hi—2iCjy1,1 + ng—ﬂdjﬂ,l (12.3)

=7 =7

12.3 Wavelet Transform Fuzzy Neural Network
Forecasting Model

The neural network model based on the method of this chapter is shown in Fig. 12.2
where x| ~ x,, are original load inputs and x,, . ; ~ x,, are original climatic factors
inputs. The way to deal with load sequence via wavelet transform will not be given
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Fig. 12.2 Wavelet AATL
transform combined with 3¢ - .
fuzzy RBF neural network . N A.‘f\ N
forecasting model . g
vl
I o= . y‘|
Sag i
T - -y
p_ o -

unnecessary details here. As for climate data, they are turned into fuzzy input via
membership functions. The learning network chooses radial basis function (RBF)
neural network which is similar to nonlinear continuous function with uniform
approximation so as to speed learning process.

This new model considers the climatic factors affecting load, the analysis of the
uncertainty factors, load data processing, and the basic forecast model. It combines
these algorithms in an optimal way which ensures the accuracy of the prediction.

12.3.1 Fuzzification of Meteorological Factors

Fuzzy neural network combines fuzzy theory with neural network. The fuzzy logic
is inserted into the fuzzy neural network instead of Boolean logic, so that the
network can obtain the ability of fuzzy inference to improve the learning speed.
Fuzzy neural network just blurs some of elements and retains the basic properties
and structure.

The fuzzy set is the collection of elements that with some specific characters in
some degree. The characteristic function which describes the elements’ degree of
membership in a fuzzy set is membership function. Furthermore, fuzzy set theory is
the method of mapping from region to region while ANN mapping from point to
point. Through combining the merits of the two, the network can be applied to
different power systems.

Natural factors (typical micro factors such as temperature, precipitation, and
wind speed) will lead to short-term relative volatility of the load [5]. Lots of load
forecasting models just consider the influence of temperature on load. Obviously,
temperature is an important indicator of the load fluctuation [6]. However, some
other natural factors will affect human comfort so that cause fluctuations of power
load. The fact is people tie between meteorological factors and load change.
Specifically, meteorological factors affect the comfort of the human and thereby
affect human behavior which will lead the load change [7].
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There are five primary factors (i.e., daily maximum temperature, daily minimum
temperature, precipitation, relative humidity, wind speed) which will be considered
as the fuzzy input. The selection of the membership functions is based on the output
and input functions linear or not. Due to the inputs above are mainly linear factors,
we elect 2~3 membership functions for simplified precondition here. For these
inputs, use fuzzy number of triangular or trapezoidal distribution to express the
input spatial distribution. Therefore, we can simultaneously obtain multiple fuzzy
membership degree of the input if a specific input value has been given.

12.3.2 Radial Basis Function Neural Network for Training

The RBF neural network involves three layers with only one hidden layer which
applies a nonlinear transformation form input space to hidden space in its most
basic form. Comparing to BP network, it has a higher learning efficiency and
function approximation.

The input in this chapter is a feature vector constituted by the load coefficients of
wavelet and fuzzy meteorological factors. And the input-output mapping of RBF
network has the following form:

£ =" wig(|lx = x]) (12.4)
=

where m is the number of hidden nodes, w; is the adjustment weight, ¢(||x — x;||) is
a set of m arbitrary functions, and ||.|| refers to Euclidean norm.

For regularization RBF network itself, while it is in the process of learning, the
hidden layer’s activation functions evolve slowly in accordance with some
nonlinear optimizations strategies, and output layer’s weights adjust themselves
rapidly through a linear optimization strategy. Here, take the method of fixed center
selected at random for learning and employ an isotropic Gaussian function
whose standard deviation is fixed according to the spread of the centers. In effect,
the standard deviation of the Gaussian radial basis functions is fixed at

dmax
5= 12.5
5P (12.5)

where d,,,, is the maximum distance between the chosen centers and P is the
number of centers. This formula ensures that the individual RBF is not too peaked
or too flat. Both of these two extreme conditions should be avoided.

Then, the weights of output layer adopt least mean square algorithm (LMS), and
the weight adjustment takes the following form:
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AWy = n(dy — W,/ @)@ (12.6)

In formula (12.6), W, is the linear weight in the output layer of the network, d; is
the desired respond, and @ is an m-by-m matrix with elements.

Only a small number of connection weights need to be adjusted by training. It is
because of this characteristic that the RBF neural network has a relatively higher
learning speed. And RBF network proves to be effective in power load
forecasting [8].

12.4 Practical Example

In this practical example, the method above is used to deal with 24-h-ahead load
forecasting. In order to verify the reliability of the algorithm, we select the vagaries
of climate on season transition. Hubei Yichang is just the city where the weather is
changeable and rainy. Choose the historical hourly load data (24 points a day, a
total of 720 points, load measured in MW) and corresponding climate data from
October 1, 2005, to October 30, 2005, of Yichang, Hubei, China. The previous
29 days’ data are taken as the training samples into the forecasting model for
learning, and then, the data sequence of October 29 is used to forecast the power
load data of October 30.

The load sequences adopt Mallat algorithm with layer 3 scale decomposition.
Besides, take the method of periodic extension to get biorthogonal compactly
supported wavelets db4 (Daubechies function as the mother wavelet) thus obtaining
the wavelet coefficients. At the same time, select five climate factors (daily max-
imum temperature, daily minimum temperature, precipitation, relative humidity,
and wind speed) related to the load fluctuation and choose respectively appropriate
trapezoidal membership functions or triangular membership functions to obtain the
fuzzy inputs. This step can be achieved easily by Matlab programming language.
The neural network model is built via Matlab R2010a simulation software for
simulation training and prediction.

The training error curve is shown in Fig. 12.3. As we can see from the figure, the
network has a high convergence speed, and the number of iteration is just 27. Itis a
short time before the target error is met. And this is one of the reasons why we
choose the RBF neural network. After the simulating, the mean absolute percentage
error (MAPE) is used to appraise the performance of the network on the test. From
the simulation result we can easily get that the network has a mean absolute error of
1.4775 % whose forecast value is almost identical with the actual value. This
forecast accuracy meets the power system operation needs. The specific experiment
results are shown in Table 12.1 and Fig. 12.4.
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Fig. 12.3 The error Performance is 4.06596-031, Goal is 0.0001
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Table 12.1 Comparison between the forecast load and actual load

Actual Forecasting Actual Forecasting Error

Hours load load Error (%) Hours load load (%)

1 737 748.1 1.44 13 766.2 764.3 —-0.25
2 734.5 747.3 1.74 14 790.3 782.8 —0.95
3 740.1 753.8 1.85 15 797.5 788.6 —1.12
4 720.8 732.4 1.61 16 811.4 788.3 —2.85
5 715.5 729.2 1.91 17 814.9 793.9 —2.58
6 718.5 728.7 1.42 18 833.0 841.6 1.03
7 749.1 759.6 1.40 19 845.6 829.4 —1.92
8 806.0 810.9 0.61 20 807.8 793.1 —1.82
9 798.3 800.3 0.25 21 774.7 769.1 0.72
10 764.5 750.4 —1.84 22 740.1 755.5 2.08
11 747.0 729.5 —-3.27 23 763.3 753.8 1.24
12 766.2 741.7 -0.71 24 755.2 748.8 0.85

MAPE = 1.4775

12.5 Conclusion

The predictive model established in this chapter for short-term load forecasting
combines wavelet transform with fuzzy neural network. The short-term power
system load is periodic and nonlinear that the chapter puts forward a model consid-
ering different scales of load as well as the impact made by climate. This method
highlights the relevance of the power systems and outside environment impact.
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Fig. 12.4 Curves of the
forecast and actual load
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It proves to be viable and applicable through the practical example. The forecasting
precision meets the demand for power system operation. Although the impacts of
climate have been considered in this model, the degrees of influences vary from each
other. Future work is to deal with the diversity to improve the prediction accuracy of
the forecasting.
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Chapter 13

Energy-Effective Frequency-Based Adaptive
Sampling Algorithm for Clustered Wireless
Sensor Network

Meiyan Zhang, Wenyu Cai, Liping Zhou, and Jilai Liu

Abstract The objective of wireless sensor networks is to extract the synoptic
structures (spatiotemporal sequence) of the phenomena of ROI (region of interest)
in order to make effective predictive and analytical characterizations. Energy
limitation is one of the main obstacles to the universal application of wireless
sensor networks. Recently, adaptive sampling strategy is regarded as a much
promising method for improving energy efficiency. In this paper, we dedicate to
investigating how to regulate sampling frequency of sensor nodes in different
clusters dynamically following the change of signal frequency. The adaptive
frequency-based sampling (FAS) algorithm proposed in this literature is to
measure periodic signal frequency online in different clustered region, afterwards
regulate signal sampling frequency following with minimal necessary frequency
criterion; as a result, the previous desired level of accuracy is achieved, and the
energy consumption is decreased. The simulation results are compared with that of
fixed sampling rate approach with respect to energy conservation.

13.1 Introduction

Wireless sensor networks have received considerable academia research attention in
present years [1]. Wireless sensor networks consist of a large number of tiny sensor
nodes deployed over a geographical area; each node is a low-power device that
integrates computing, communication, and sensing abilities. The key application of
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wireless sensor networks is monitoring physical phenomena and acquiring environ-
ment information. Typically, each sensor node collects raw sensory data to the users
through network interconnection for further analysis. The simplest way is to permit
each sensor node to deliver its raw sensory data to the base station periodically,
where the data can be assembled for subsequent analysis. However, this approach
results in excessive communication, and the energy is wasteful. Energy limitation is
one of main obstacles to the universal application of wireless sensor networks. In
recent years, several energy management schemes have been proposed to reduce
power consumption in the literatures, the novel one is adaptive sampling. It is
emphasized that reducing the amount of acquired data by using adaptive sampling
techniques also reduces the energy consumption for communication. A detailed
survey shows that data acquisition and processing have energy consumption, which
is significantly lower than that of communication [2].

Generally, data acquisition and processing consume energy that is significantly
lower than that of communication. Therefore, traditional researches are concerned
with conserving energy as much as possible by reducing transmission capability.
Unfortunately, this assumption does not always hold in a number of practical
applications. Therefore, this paper proposes a frequency-based adaptive sampling
(FAS) algorithm to solve the problem of how to regulate sampling frequency of
sensor nodes dynamically following the change of signal frequency. The key idea
of this paper is to measure periodic signal frequency online, afterwards adjust signal
sampling frequency to the real needs of the physical phenomena under observation.
As a result, these two complementary requirements can be achieved: the previous
desired level of accuracy is achieved through guaranteeing certain minimal sam-
pling rate for reconstruction, e.g., Nyquist sampling frequency; moreover, the
energy consumption is decreased through reducing sampling frequency rate of
sensor nodes as much as possible. The FAS algorithm does not assume any
hypothesis with regard to the observed signal; therefore, it is of more general
applicability. The sensory signal evolution rates of different clustering regions are
different for large-scale wireless sensor networks with many clusters; therefore,
signal sampling rate ought to adjust subsequently following signal evolution ten-
dency of different clusters.

13.2 Related Works

The problem of energy-efficient transmission has been investigated with certain
technology such as mathematical optimization in the current papers [3]. However,
most researches are concerned with energy-efficient transmission, not energy-
efficient sampling. Unfortunately, data acquisition or sampling will consume
much more energy than data transmission in a number of practical applications
because acquisition times are typically longer than transmission or some sophisti-
cated acquisition process such as multimedia sensor networks. Therefore, some
researchers have been investigating energy-efficient sampling scheme. Temporal
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correlation is used in an adaptive sampling algorithm for minimizing the energy
consumption of a snow sensor [4]. A similar approach has been suggested that the
sampling rate is adapted based on the outcome of a Kalman filter [5]. Adaptive
sampling is also proposed that a flood alerting system is presented. The system
includes a flood predictor that is used to adjust the reporting rate of individual node
[6]. Other researchers are discussing how to perform energy-efficient sensory data
sampling [7].

Generally, adaptive sampling schemes can be divided in two categories: one is
adaptive spatial sampling scheme and the other is adaptive temporal sampling
scheme. Adaptive spatial sampling schemes assure monitor accuracy using region
location adjustment or wake-up state scheduling. Adaptive temporal sampling
schemes assure monitoring accuracy using sampling frequency adjustment or
online model estimation of signal tendency. Certainly, there are a few mutational
adaptive sampling schemes such as multi-scale adaptive sampling, which provides
multi-resolution sensory information as possible as required.

There are only a few researches concerned to temporal sampling schemes for
wireless sensor networks. Lygouras presented a velocity-adaptive measurement
system for closed-loop position control that relies on the adaptation of the sampling
frequency to improve the response time [8]. Aplippi proposed an adaptive sampling
algorithm (ASA) that adapted the sampling frequencies of the sensors to the
evolving dynamics of the process. The ASA reduced the power consumption of
the measurement phase by adapting the real needs of the physical phenomena under
observation; however, it is a centralized approach but not adaptable for large-scale
wireless sensor networks [9]. In this paper, we dedicate to studying adaptive
temporal sampling by regulating sampling rate adaptively and proposing a novel
adaptive frequency-based sampling algorithm. To the best of our knowledge, this is
the first novel approach for clustered adaptive frequency-based technology. By
adaptively sampling ROI of different clusters, the sampling rate decreases energy
consumption; moreover, the necessary sensory accuracy is guaranteed.

13.3 FAS Algorithm

As we know, following the most famous Nyquist law in signal processing field, if
the highest frequency F.x of signal is given, the minimum sampling frequency Fy
is more than at least twice the highest frequency so that signal reconstruction is
guaranteed [10]. In particular, it is common to pick a sampling frequency 3-5 times
higher than the signal maximum frequency, i.e., Fy = cFp.x, where ¢ = 3-5
generally [11].

First of all, the principle of adaptive frequency sampling algorithm proposed in
this paper is explained with Fig. 13.1, where a specific signal with amplitude
shifting with time is figured. Fixed sampling rate by Nyquist law is illustrated in
Fig. 13.1a, and over-sampling and under-sampling cases are illustrated in
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Fig. 13.1 Over-sampling a
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Fig. 13.1b, c. Obviously, over-sampling denotes that the sampling rate is much
higher than necessary Nyquist sampling rate, and under-sampling denotes that the
sampling rate is low than necessary Nyquist sampling rate. Consequently, design
appropriate and necessary sampling rate to satisfy certain accuracy and minimal
energy consumption is a promising but difficult mission.

Unfortunately, signal maximum frequency is not available a priori and changes
over time in a nonstationary process. Consequently, the sampling frequency has to
change adaptively following change tendency. For large-scale wireless sensor
networks with many clusters, signal evolution rates of different clustering regions
are different; therefore, signal sampling rate ought to adjust subsequently following
signal evolution tendency of different clusters. Therefore, our proposed FAS
algorithm must be operated on different clustering regions. We will illustrate the
details of three procedures that form FAS approach.

13.3.1 Clusters Construction

In the first phase, sensor nodes establish different clusters autonomously and elect
cluster head (CH) in a fully distributed fashion. Our design proposes a simple
distributed clustering algorithm named maximum energy and minimum distance
(MEMD) clustering algorithm to establish one-hop clusters, which is described
below. First of all, the weight value of sensor node to elect CHs is defined as

o(i) > w(j) & E(i) > E(j) or E(i) = E(j) && id(i) > id(j) (13.1)

where E(i) and E(j) denote the residual energy of sensor node i and j, respectively,
and id(i) and id(j) denote ID number of sensor node i and j, respectively. It is
obvious that the defined weight is positive correlation with node residual energy
and the ID value of sensor node is the second factor. More specially, sensor nodes
with more residual energy within all the neighbor nodes should be chosen to be
cluster heads with higher probability, thus implementing maximum energy first
principle. After cluster heads election, each cluster member sensor node will select



13 Energy-Effective Frequency-Based Adaptive Sampling Algorithm. .. 111

the nearest CH and join that cluster. It is required that the distance between each
cluster member and its nearest CH must be smaller than maximal transmission
power radius R ..

13.3.2 Intra-cluster Sampling Frequency Regulation

Within each cluster, sensor nodes are divided into two categories: one particular
sensor node is elected as CH, which is responsible for data aggregation, and the
other sensor nodes as cluster members (CMs) that are responsible for data acqui-
sition. The most important assumption of this paper is the region of interest (ROI)
within each cluster is data correlated and variation identical. Therefore, the sam-
pling frequencies of sensor nodes in the same cluster ought to be same. The
distributed nature of FAS algorithm is that different sampling frequency regulation
processes are operated in different clusters at the same time; therefore, the FAS
algorithm is appropriate even for large-scale sensor networks.

The primary and difficult problem is to estimate the maximal frequency of
phenomena signal within certain cluster. Unfortunately, precise estimation of signal
maximal frequency is hard, so we use a heuristic method for sampling frequency
modification in this paper. In each iteration, CH broadcasts a certain sampling
frequency to all CMs which is derived by current sensory accuracy. If the acquired
sensory accuracy is lower than the threshold value 6, then increases sampling rate
fe=f+P (= Thnax — Thuin)/M). On the contrary, if the acquired sensory
accuracy is larger than the threshold value 6, then decreases the sampling rate
fe=a xf. (a =05 — 0.8). The sampling frequency regulation scheme obeys
multiplicative increase additive decrease (MIAD) rule. The details are illustrated
in Fig. 13.2. The parameters used in this algorithm comprise of a, £, Thmaxs Thmins
M, and T. The sensory accuracy value 0 is a prefixed threshold and calculated by
model-based correlation mechanism, which will be illustrated in our further paper.

In order to improve transfer reliability in wireless sensor networks, several
retransmission manners such as ACK are used. Therefore, the impact of communi-
cation unreliability will influence the performance of FAS algorithm; nevertheless,
the influence of the communication reliability has not been studied in this paper.

13.3.3 Inter-clusters Data Delivery

The final phase is inter-clusters data delivery from CHs to the base station.
Although sampling frequencies of different clusters are different, CHs transmit
aggregated data to the base station with the same frequency 7. Actually, the
delivery ratios of different CHs can be different with different regions, because
the signal evolution over time in each region is different. The relay method between
sensor nodes is the same with traditional routing schemes.
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Fig. 13.2 Pseudo-code of #Cluster i Sampling Frequency Regulation procedure
intra-cluster sampling begin
frequency regulation Given initial sampling frequency f,;

CH broadcast f;
while(each Time interval T)
{
CH receive data and aggregation;
CH calculate sensory accuracy;
if (sensory accuracy = @)

f.=axf, (¢ =0.5-0.8)
else

Thye = Thas

fo=f+B (B = T)
if(fe2Thyy) fo=Thuus f (fe <Thy)  fo=Thy,
CH broadcast f_;
}
end

13.4 Performance Evaluation

In this section, we describe the evaluation settings and the metrics we have chosen
for the evaluation. In order to verify the performance of FAS algorithm, some
simulations are carried out with a series of fancied data with mutable and limited
signal frequency. The evaluation metrics comprise of sampling frequency f. and
energy consumption rate comparing with fixed sampling rate. In our simulations,
some important parameters of FAS algorithm are defined in Table 13.1.

The half value of actual sampling frequency f,./2 and the signal frequency are
described in Fig. 13.3. The original sampling frequency is defined as (Thy.x +
Thmin)/2 = 50 Hz. It is obvious that the change of sampling frequency drops behind
that of signal maximal frequency with windows M = 10 samples from Fig. 13.3.
Moreover, the actual sampling frequency approaches the maximal frequency of
signal. Therefore, the sampling frequency derived from FAS algorithm is better
than fixed sampling frequency.

The energy consumption ratio is defined as the rate of actual sampling frequency
with maximal frequency threshold, which is set as 100 Hz in our simulations. The
results are illustrated in Fig. 13.4. As we know, if the actual signal frequency
increases, the sampling rate ought to increase, thus consuming much more energy;
therefore, energy consumption ratio will increase because of the fixed maximal
frequency threshold Th .
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Table 13.1 FAS parameters
for simulations

Fig. 13.3 Sampling
frequency following signal
frequency evaluation

Fig. 13.4 Energy
consumption ratio

13.5 Conclusion

Parameter Value
Thmax 80 Hz
Thinin 20 Hz
M 10
a 0.5-0.8
T 10 samples

H : B B

M,, e gt :
@ o L @ R

FrequenoyHz)

Energy Consumption Ratio

20

1) 40 S0 -1 70 =1 =]
Samplar Sequence

In this paper, we proposed an energy-efficient adaptive sampling algorithm based
on adaptive sampling frequency, which regulates signal sampling frequency of
related sensor nodes so as to reduce energy consumption intelligently. However,
most of the proposed solutions are limited to either temporal or spatial correlation.
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Our future work is dedicated to finding more energy-efficient approach using the
spatiotemporal correlation of wireless sensor networks. Moreover, in our next
simulations, we will use real sensory data, which is derived from Intel Berkeley
Research lab.
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Chapter 14

An Indoor Three-Dimensional Positioning
Algorithm Based on Difference Received
Signal Strength in WiFi

Yibo Li and Xiting Liu

Abstract To further solve the problem that using the positioning algorithm
directly based on received signal strength (RSS) in WiFi technology has lower
positioning accuracy because the characteristics of the wireless channel affect the
signal attenuation largely and randomly, an indoor three-dimensional positioning
algorithm based on difference received signal strength (DRSS) is proposed through
the analysis that two close propagation paths have similar interference. It can
reduce the large positioning error caused by time-varying interference and directly
use the fluctuant values of the interfered received signal. Meanwhile, the wireless
signal attenuation model with a parameter of time-varying environment factor is
used. A method of real-timely estimating and modifying the parameters by least
square estimation (LS) and the way of average is proposed to solve the problem that
the model cannot describe the real-time changes of signal attenuation accurately.
The environmental test results show that this method not only can obtain a more
accurate model but also has higher positioning accuracy in three-dimensional multi-
interference environment.

14.1 Introduction

Indoor positioning in WiFi technology has became a hot research with the growing
popularity of WiFi access points. It can be used in many fields such as indoor
airship positioning and personnel positioning [1]. The walls, pillars, personnel
walking, and humidity can influence the signal attenuation [2]. The difficulty of
indoor positioning is how to locate accurately based on large fluctuations of
received signal strength values.
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The positioning based on received signal strength (RSS) in WiFi includes
model-based method and model-free method. The model-free method mainly
uses fingerprint database and ray-tracing technology [3, 4]. The model-based
method is used widely and mostly improved by separating section or adding
different compensation factors to describe the signal attenuation more accurately
[1, 5]. The estimation of the parameters in the model is very important. Usually, the
empirical values and the fixed values which are estimated before positioning are
used [6]. In recent years, parameters are dynamically revised by mean value method
[7, 8].

To further improve the positioning accuracy, the algorithm based on difference
received signal strength (DRSS) is proposed through the analysis that two close
propagation paths have similar interference. It can reduce the large positioning
error caused by directly using the interfered received signal values. A method of
real-timely modifying the parameters by least square estimation (LS) and the way
of average is also proposed to make the model describe the real-time changes of
signal accurately. The environmental test results show that this method has higher
positioning accuracy in three-dimensional multi-interference environment.

14.2 Analysis of the Model

The signal attenuation model with an environmental factor is used, as below.
d
0

Thereinto, P,(d) and P,(d,) express the received signal strength at the distance of
d and dy from the transmitter, and they are measured in decibel. d expresses the
distance of the fixed receiver to the transmitter, and the value is generally set to 1 m.
h is environment factor which compensates the real-time changes of the environ-
ment. The exponent »n is path loss exponent which means the degree of the signal
strength attenuating with the propagation distance. The value is two in ideal free
space, but it increases in practical environment. Meanwhile, there are extra losses
because of the uncertain multi-interference factors such as the temperature, humid-
ity, and personnel walking. So the values of n and / are time-varying and influence
the positioning accuracy largely.
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14.3 Proposed Approach

14.3.1 Real-Time Estimation and Correction of Parameters

Multigroup signal strength values received by the fixed reference receivers from the
fixed transmitters with known position are used to estimate the values of n and / by
least square estimation (LS) and the way of average. Then, use the present param-
eter values in the model to calculate the current position. To describe conveniently,
a access points and b fixed receivers are set with known positions, and a mobile
receiver is used as the object to be located. The access points are divided into m
(m > 4) groups, and each group has two access points with little distance. Use AP;;
with the coordinate (x;;,y;;,z;;) to express the ith group and jth access point (i = 1, 2,
...m; j=1,2). FR; with the coordinate (x;,y;,z;) expresses the ith (1 = 1, 2,
..., b, A > m) fixed receiver, and each fixed receiver has a group of access points at
a distance of approximately 1 m at least. MR expresses the mobile receiver. The
structure of the positioning is shown in Fig. 14.1.
The steps of estimating the model parameters are introduced as follows.

(1) The nearest group of access points to the FR, is found out and set to AP; which
consists of AP;; and AP;,.

(2) According to the above model, the signal strength value received from AP;
by FR; is used as P,(dy), and the distance between FR, and AP;, is used as dj.
The values received from other 2(m — 1) groups of access points by
FR, are used as P,(d), and the corresponding distance is used as d. Then,
Cg(W ) values of n and & can be obtained through the model by least square

estimation, and they can be expressed as ¢,;; = {’71 L o T } and

W:{hl hy ... he

2 } In the same way, other Cg(mfl) values of

Transmitters Receivers

Fig. 14.1 The structure
of positioning
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n and & can be obtained by using the values received from AP,, by FR;
as P,(dy). They can be expressed as ¢, = {'71 np ... ”cg(m)} and

M:{hl hy ... he

2o } Then, the averages of n and A can be calcu-

lated based on only one fixed receiver FR, by Eq. (14.2).

ni = b
2C%(m—l) ZC%(

m—1)

(3) Because b fixed receivers are used, the current values of the path loss exponent
and the environment factor can be estimated by Eq. (14.3).

b b
E ny E &
= =

=

(14.3)

Then, the model with time-varying environment factor and path loss expo-
nent can be obtained by the substitution of the estimated values in real time.

14.3.2 The Positioning Algorithm Based on Difference
Received Signal Strength

Directly using the signal strength value can cause large error because the value includes
theoretical value and interference value which is difficult to estimate, as below.

P,(d) = Pup(d) + Prin(d) (14.4)

Thereinto, P,,,(d) expresses the theoretical value, and P,;,(d) expresses the
interference value. In general indoor positioning, the wireless signal transmitted
by a transmitter will arrive at a receiver through some paths. So the wireless signal
transmitted by two very close transmitters will arrive at the same receiver through
nearly the same paths, and they will have almost the same interferences and the
interference values, as shown in Fig. 14.2.

Based on this idea, the difference received signal strength is presented to reduce
the time-varying and random influences, as below.

P.(din) — Pr(dia) = [Pr(din) — Prn(di)] + [(Prin(dir) — Prin(di2)] (14.5)

Thereinto, P,(d;;) and P,(d;;) express the signal strength values received by
mobile receiver from two transmitters AP;; and APj. d;; and d;, express the
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Fig. 14.2 The signal Obstacle
propagation paths of two =
close transmitters A group of transmitters”',,:' » \

\ % Reflected wave . Receiver

Direct wave

distance between mobile receiver and AP;; , AP;>. So, combining with the model,
Eq. (14.6) can be obtained.

RN e (14.6)

Thereinto, n; = Zg; d;yo1 and d;o, separately express the distance between the
nearest fixed receiver and AP;; and AP;,. RSSle;1» = RSSI;1» — RSSlip12 — Civo,
RSSI 12 = PAdi) — Pdpn), RSSlio1o = P(dio1) — Pdio2),  Ciro = Cir — Cin-
P,(djo1) and P,(d;,) express the signal strength values received by a fixed receiver
from AP;; and AP,. {;; and {;» express the environment factors of the signal
received from AP;; and AP;,.

According to the relation between distance and coordinates shown in Eq. (14.7),

2
dij = \/(x,;,» —x)’+ (Yij - y) + (25— 2)° (14.7)

Equation (14.8) is obtained through a further derivation of Eq. (14.6).

2(xn — 7/ 2(yn — 71y 2z — vz
R2+ ( 22 Vi 1)X+ (y122 Vi yll)y+ ( 22 Vi 1)
(r2—1) (r2—1) (r2—1) 148
Cxpl 4yt izt — v +ya’ + ) (149
(r?—1)

Thereinto, (x,y,z) expresses the coordinate of mobile receiver. R*=x+ y2 +
2 d;
=Y =g

Because this algorithm needs four groups of access points at least, for conve-
nience, four groups are set and substituted in Eq. (14.8), as below.
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2 —yPvn) 20 —rivn) o 2@ —ytmn) vt vt e’ — v Ao’ 4y o)
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R+ 2(x2 — 722X21)x 2(y2 = 12°va1) o, 2 — 722221)2 _ X20” 4+ y® + 20 =’ o +2?)
(r2-1) (r2-1) (r2-1) (r2-1)
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(a2 =1 (ra2—1) (ra2—1) (ra2—1)

(14.9)

Using the first formula to subtract other ones separately can get another equation
including three formulas, and it can be expressed in the form of matrix equation, as
below.

A0 =p (14.10)
Thereinto,
[ —riPxn) (2 —pPx) G —7r"v)  On—rva) Go-r’m) (2 -r'm)]
(r?-1) (r2-1) (r?-1) (r2-1) (r?-1) (r2-1)
. G —rl) (e -rte) Gn-rdve) On—rtva) Ge-rilo)  (n—rsta)
T P-1 (s> =1 (r>—1 (s> = 1) -1 rs* = 1)
(2 —rixn) (e —rlxa) O —rdvn)  Oe—rdva) Go—rlm) (e —rii)
rn>-1 (rs?—1) (-1 (rs = 1) -1 -1
[x12% + v + 2022 — 7121 + 3142 + 210%) -~ 0 4y’ + 20’ = (v’ 20) ]
22— 1) 2(r? - 1)
§= 2 v’ F 20—yt v ) xw tyn’ ozt —yst (e s )
B 2(r2-1) 2(r* - 1) ’
X122 +y122 +z1p% — 712(«‘6112 +y||2 + 21 12) 7«‘6422 +y422 + 2% — 742()6412 +y4|2 + Z412)
2n*-1) 2rs? - 1)
[x
0= |y
_Z

Then, the value of the real-time coordinate of the mobile receiver can be
estimated by least squares estimation, as below.

015 = (ATA) 'ATp (14.11)
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14.4 Experimental Test and Validation

To evaluate the performance of the proposed method, the test environment which is
about28m x 19m X 8 miis set up at first floor lobby of laboratory building, as shown
in Fig. 14.3. Four groups of access points are placed near the middle of four walls. The
distance between the two access points in one group is set to 0.2 m. Computers are used
as the mobile receiver and the fixed receivers. The fixed receivers have to send the real-
time received signal to the mobile receiver to modify the parameters and evaluate the
coordinates. Twenty coordinates are selected to analyze the results. Figure 14.4 shows

= Four groups of APs
@ Four fixed receivers

Z axis/m
o=
¢% is/m
dl
: . e Jhed Stair
Fig. 14.3 The schematic - ey
plot of test environment X axis/m
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the comparison of the theoretical signal strength values with the practical ones which are
received from two groups of access points. It can be seen that the practical values
fluctuate largely and unregularly around theoretical ones and this will result in large
positioning error. But the values received from one group of access points have almost
the same fluctuations.

To know the positioning performance in the experiment, the proposed algorithm
is compared with other three received signal strength-based algorithms including
dynamic correction and centroid-based algorithm, DARL (dominant access
point RSS location)-based algorithm, and ML (maximum likelihood)-based algo-
rithm [6, 8, 9]. The positioning errors which are analyzed on X, Y, Z coordinate axis
are shown in Fig. 14.5. We can see that most errors of proposed algorithm are less
than 2.6 m and smaller than that of other algorithms. At present, the positioning
error is generally about 3—4 m in similar research (based on WiFi technology), and
the better ones can control the most errors within 3 m.

Another experiment is made to know the improvement degree of using new
proposed method of estimating model parameters. Other three methods, weighted
average, MVU (minimum variance unbiased), and fixed empirical value [1, 7, 8],
are also used to compare with it, and the comparison results are shown in Fig. 14.6.
The positioning accuracy is obviously improved when the real-time values are used
and the new proposed method has better effect than other three ones.
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14.5 Conclusion

The algorithm of indoor three-dimensional positioning based on difference
received signal strength (DRSS) is presented in this paper, and a new method of
the real-time estimation and correction of parameters of the model with an envi-
ronment factor is also used at the same time. As we have seen from the environ-
mental test, the effect of the positioning based on this method is more sound. The
multipath propagation, multi-interference factors, nonlinearity, and time variation
of the wireless channel bring great influence on the positioning. So this method can
use the difference received signal strength to weaken it to some degree, and the
indoor propagation model of wireless signal can describe the real-time changes of
the attenuation more accurately through the correction. Further research will be
made to improve the performance of indoor positioning based on WiFi access
points.
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Chapter 15

The Universal Approximation Capability
of Double Flexible Approximate Identity
Neural Networks

Saeed Panahian Fard and Zarita Zainuddin

Abstract This study investigates the universal approximation capability of
three-layer feedforward double flexible approximate identity neural networks in
the space of continuous functions with two variables. First, we propose double
flexible approximate identity functions, which are a combination of double approx-
imate identity functions and flexible approximate identity functions as investigated
in our previous studies. Then, we prove that any continuous function f with two
variables will converge to itself if it convolves with double flexible approximate
identity. Finally, we prove a main theorem by using the obtained results.

15.1 Introduction

Universal approximation capability is the first question in the approximation theory
of neural networks. That is, neural networks can approximate any continuous
function in the topological space w.r.t. to a proper norm to any accuracy. Thus,
the most fundamental theoretical studies for neural networks are related to the
universal approximation capability of a new class of neural networks.

In this study, the main results of the universal approximation capability of
artificial neural networks are surveyed in the space of continuous functions. It
has been shown that any continuous function can be approximated on a compact
set with uniform topology by sigmoidal neural networks [1, 2]. It has been
proved that Gaussian radial basis function neural networks are universal
approximators [3]. Moreover, it has been obtained that radial basis function neural
networks can uniformly approximate any continuous function on a compact set
provided that the activation function is continuous almost everywhere, locally
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essentially bounded and not a polynomial [4]. Furthermore, it has been surveyed the
universal approximation capability of feedforward neural networks [5].

On the other hand, we have introduced double approximate identity neural
networks [6]. Double approximate identity neural networks are the generalization
of Plane-Gaussian neural networks which were introduced in [7]. Then, we have
proved that flexible approximate identity neural networks are universal
approximators [8, 9]. Flexible approximate identity neural networks are the gener-
alization of generalized Gaussian RBF neural networks which were presented in
[10]. In addition, in our latest result, it has been shown that Mellin approximate
identity neural networks are universal approximators [11].

The motivation of this study is to combine double approximate identity functions
and flexible approximate identity functions in order to obtain an extension class of
approximate identity. This extension is called double flexible approximate identity
functions. Thus, a new class of neural networks is obtained by using double flexible
approximate identity as activation functions.

The approach of this study is illustrated below. First, a theorem is proved by
using the fundamental concept of the double flexible approximate identity func-
tions. The proof of this result is based on the double convolution linear operator in
the space of the continuous functions with two variables. Then, by using this result,
a main theorem is obtained. The proof of the main theorem is in the framework of
the theory of e-net. This theorem shows the universal approximation capability of a
three-layer feedforward double approximate identity artificial neural networks in
the space of the continuous functions with two variables.

The remainder of this study is organized as follows: in Sect. 15.2, some basic
definitions are studied which will be used in the following sections. In Sect. 15.3, a
theoretical result is presented which will be constructed the fundamental structure
of the next section. In Sect. 15.4, a main theoretical result is given. Finally, in Sect.
15.5, conclusions are derived.

15.2 Basic Definitions

In this section, a certain number of definitions are reviewed which will be used in
the succeeding sections. As the fundamental concept, the definition of the double
flexible approximate identity functions is presented.

Definition 1 Let A =A(ay,...,an),a; € R,ji=1,...,m be any parameters,
{Dn(x, v, A2y, @, R> - R,bea sequence of two-dimensional flexible func-
tions. The sequence is called a double flexible approximate identity if it satisfies the
following conditions:

1) f]R f]R(/),,(x,y,A)dxdy:l;
2) for any € > 0 and 0 > 0, there exists a number N such that if n > N it results:
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® fl>’|<6 flx|25 |, (x,y,A)|dxdy < e,
(i) f\y\zé f\x\<5 |, (x,y,A)|dxdy < ¢,
(iii) f\y\ZrS f\x\zﬁ |¢n(x7y7A)|dXdy <e.

The above definition will be used in Theorems 2 and 4. In the following
definition, double convolution is reviewed which will be used in Theorem 2.

Definition 2 ([12]) A double convolution of two integrable functions f and g is
defined as

f(xv y)*x*yg(x’y) = /]R /Rf(u?‘))g(x — U,y — v)dudv.

Now, the definitions of e-net and finite e-net will be studied, respectively. These
definitions will be used in Theorems 3 and 4.

Definition 3 ([13]) Let e > 0. A set V. C C(, J) is called e-net of a set V , if
f €V, can be found for V f ¢ V such that ||f —f||c(,7‘,) <e.

Definition 4 ([13]) The e-net is said to be finite if it is a finite set of elements.

In the next section, a theoretical result in the space of continuous functions with
two variables will be given.

15.3 Theoretical Result for Continuous Functions
with Two Variables

In this section, the following theorem is studied which will be used in the proof of
Theorem 2.

Theorem 1 ([14]) Let I,J C R be closed and bounded intervals and let f : [ X J
— R be a continuous function with two variables. Then f is uniformly continuous.

Now, Theorem 2 is presented. This theorem shows a very important property of
double approximate identity functions in the space of continuous functions with
two variables.

Theorem 2 Let A = A(ay,...,am),a; €R,i =1,...,m be any parameters, {¢,
(6,9, A) }ens @a(x,,A) R? — R be a double approximate identity. Let f be a
function on C(1,J). Then ¢, %™ x*f uniformly converges to f on C(I, J).

Proof. Letx € I, y € J and € > 0. Based on Theorem 1, there exists a 6 > 0 such
that [f(x,y) — f(u,v)| < Wl(z) for all u, v, |x — u| < 8,|y — v| < 8. Let us define
L' (R:

{#0x ¥ } e bY du(x, y, A) = n’(n x, n y, A). We consider
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¢”*x*yf(x,y) —f(x,y)
- / / B, v, AV — 1,y — v) — £ (x, ) Yludy
R JR

LV S O S B B O Y
pi<e Jiv<s s Juzs Jpizs Jw<o Sy Juize

¢(i’llzi, I’lV,A){f(X —u,y— V) —f(x,y)}dudv
=L +L+5+14

We calculate I, I,, 15, and 14 as follows:

n < /| . / R sy ) ()l
yl<s Jx|<

<;/ / n?|p(nu, nv, A)|dudy
Pl w2y Jyi<s Jixj<s

—sa— [t ajasar
4||¢||L1(]R2) lt|<ns J|s|<né

€ €
A TE— |¢(57I7A)|det:_'
49l @2 /R /R 4

For I,, we have

1] < 2 e /|

y|<s

2l [ [ bt aldsde
|t|<né J|s|>né

/ n?|p(nu, nv, A)|dudv
[v|>8

Since

lim/ / |p(s,t,A)|dsdr = 0,
=00 Jit|<ns J|s|>no

there exist ny € N such that for all n > ny,

/ / (s, 1, A)|dsdr < ————.
tj<ns J|s|=ns 8[fllcq

For I3, we have

3] < 20l / 2| p (ot mv, )|y
bizs Jpl<s

= 2fller, / / (5.1, 4) il
|t|>né J|s|<né
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Since

lim/ / |p(s,1,A)|dsdt =0,
1= Ji>ns J)sls

there exist ny € N such that for all n > no,

/ / lp(s,t,A)|dsdt < S
1zn5 J|s|<ns 8[1fllcq

For 14, we have

4] < 20 e /|

y|=6

= 2fller, / / (s, A)\ds.
|t|>ns J|s|>né

/ n?|p(nu, nv, A)|dudv
[x|>6

Since

lim / / (s, £, A)|dsdt = O,
=00 Jt|>ns J|s|>né

there exists an ny € N such that for all n > no,

/ / (s, 1, A)|dsdr < ————.
=5 J|s|=ns 81Fllcr

Combining 1y, I», I, and I, for n > ny, we have

||¢n*x*yf(xay) _f(xvy)”C(lJ) <e€
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The above theorem will be used in the next section. The next section shows a main

result for continuous functions with two variables

15.4 Main Result for Continuous Functions
with Two Variables

In this section, Theorem 3 is reviewed which will be used in the proof of the

Theorem 4.

Theorem 3 ([13]) A set V in C(I,J) is compact iff Ve > 0 in R there exists a finite

e-net.
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Now, Theorem 4 is presented. This main result shows the universal approxima-
tion capability of double flexible approximate identity neural networks in the space
of continuous functions with two variables.

Theorem 4 Let I,J C R be closed and bounded intervals. Let C(1,J) be the real
linear space of all continuous functions on any compact subset of real
two-dimensional space, and V. C C(1J) a compact set. Let A = A(ay,...,an),
a; € R,i = 1,...,mbe any parameters,{$,(x,y,A)} ,crp ¢ : R? — Rbe a double
flexible approximate identity. Let the family of functions {Z,Ai1 4id;(x,y)|4; € R,
x € R,y € R,M € N}, be dense in C(1,J), and given € > 0. Then there exists Ne N
which depends on 'V and € but not on f, such that for any f €V , there exist weights
cx = cx(f,V,e) satisfying

Moreover, every cy is a continuous function of fE V.

< €.

N
f(xay) - ch¢k(x7yﬂA)
k=1

ciJ)

Proof Since V is compact, for any & > 0, there is a finite 5-net ... My forv.
This implies that for any f € V', there is an f/ such that || f — f/ ||y < §. For any
7, by assumption of the theorem, there are /1{ € R,N; € N,and ${(x, y, A) such that

€
< =. .
5 (15.1)
c(d)

N/ . .
P =D iy, 4)
i=1

For any f € V , we define
Fof) = {il 1 = lleun< 5}
Folf) = {11 1£ =F lleun=75}
Folf) = {il1f = lewn> 5}

Therefore, F_(f) is not empty according to the definition of £ -net. If f eV

approaches f such that || f — f llc,s) is small enough, then we have F_(f) C F_

(f) and Fo(f) CFo(f). Thus F_(A)NFL(f) C F-(F)NF-(f) = &, which

implies F_(f) C F_(f) U Fo(f). We conclude the following:

F_(f) CF_(f) CF_(f) UFo(f). (15.2)
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Define

d(f) = [ > (%— 1f =71 c<1,.,>>]
)

JEF-(f

and

N/ . .
fi= > Zd(f)(%— If = ||c<1.‘/)>/1§¢f-(x,y,A) (15.3)

JEF-(f) i=1
then fj, € { Zfil Aih;(x, y,A)} approximates f with accuracy ¢ :

| f = f llcar

S ) (515 -1 e

JEF-(f)
(f - Zl{[/)i(xayvA))
i=1 ()
S (517 -F lews))
JEF-(f)
(f —ffi - Z%d)ﬁ(&»/‘))
i=1
< a5 151 llewn
JeF-(f)
Nj . .
}//—2’1545{(%%14) )
=1 c(J)

< > dl) (g— If =7 ||c(1,./)) (5+3) =« (15.4)
JEF-(f)

c())

(Hf —f llcasy +

In the next step, we prove the continuity of ¢;. For the proof, we use Eq. (15.2) to obtain

S (5177 llewn)
)

JEF-(f

< 5 (5177 lewn)

JEF_(f)

< 5 (517 ~Fllan )+ Z)(g—nf—ff lews ). @59

JeF-(f) JEFo(f
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Let f — f in Eq. (15.5), then we have

Z (%‘ I f=F lcw.n )—> Z <§_ 1f =7 llean ) (15.6)
. )

JeF_(f) JeF-(f

This obviously demonstrates that d(f) — d(f). Thus, f — f results

~ €

d(f)(%— If—f ||c(1.,./)>/1j,: - d(f)(i_ If=F |C(1,.’))ﬁ/l:' (15.7)

Let N =3 cr ) N; and define ¢, in terms of

fim Y515 1 e )0, )

JeF_(f) =1

N
= Z Ck¢k(xﬂyvA)
k=1

From Eq. (15.7), ¢ is a continuous functional of f. Thus the approximation result
follows.

15.5 Conclusions

In this study, the universal approximation capability of three-layer feedforward
double approximate identity neural networks was investigated in the space of
continuous functions with two variables. First, the definition of double flexible
approximate identity functions was proposed. Then, Theorem 2 was obtained
through this definition. Theorem 2 showed that any continuous function f with
two variables convolved with double flexible approximate identity functions con-
verges to itself. Through the obtained result, Theorem 4 was proved as the main
result. The proof of Theorem 4 was in the framework of theory of e-net and similar
to the proof of Theorem 1 [15]. Theorem 4 showed that three-layer feedforward
neural networks were capable of uniformly approximating any continuous function
f with two variables on a compact set to arbitrary accuracy.
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Chapter 16
A Novel and Real-Time Hand Tracking
Algorithm for Gesture Manipulation

Zhiqin Zhang

Abstract Direct use of the hand as an input device is an attractive method for
providing natural human—computer interaction (HCI). Computer vision (CV) has
the potential to provide more natural, noncontact solutions. As a result, there have
been considerable research efforts to use the hand as an input device for HCI in
recent years. Hand tracking is the most important procedure for HCI. This chapter
presents a novel hand tracking algorithm which can track a hand stable and is real
time, and we review on the latter hand tracking research direction, which is a very
challenging problem in the context of HCI. Our algorithm is based on mean-shift
and we improved it to fit for robust hand tracking by using integrated GIH and skin
color mask, our improved algorithm can track hand reliably even in clutter envi-
ronments. Finally, we demonstrate the benefits of our approach in contrast to
existing methods.

16.1 Introduction

There has been a great emphasis lately in HCI research to create easier to use
interfaces by directly employing natural communication and manipulation skills of
humans. Adopting direct sensing in HCI will allow the deployment of a wide range
of applications in more sophisticated computing environments such as Virtual
Environments (VEs) or Augmented Reality (AR) systems. The development of
these systems involves addressing challenging research problems including effec-
tive input/output techniques, interaction styles, and evaluation methods [1, 2]. In
the input domain, the direct sensing approach requires capturing and interpreting
the motion of head, eye gaze, face, hand, arms, or even the whole body [3].

Z. Zhang (D<)
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Among different body parts, the hand is the most effective, general-purpose
interaction tool due to its dexterous functionality in communication and manipula-
tion. Object manipulation interfaces [4—6] utilize the hand for navigation, selection,
and manipulation tasks in VEs. A reliable hand tacking method can make the
manipulation tasks easy-to-use and stable.

Target tracking is a difficult problem which can be affected by environments,
occlusion, movement speed, scaling, and rotation. A reliable hand tracking should
solve several pivotal problems: deformation, background disturbance, and scaling.
Our approach has been inspired by an established trend in hand tracking, mean-shift
is a good tracking method which can track deformation targets, but the traditional
mean-shift is not reliable in complicated background. In this study, we presents a
novel algorithm which is a significant improvement comparing with existing
methods, experiments show that our algorithm can achieve similar or greater
performance at a lower computational cost in comparison to existing methods,
and the hand tracking system can be real time.

16.2 Background

There exist many reviews on target tracking [7—10], but the reviews involved in
hand tracking is seldom, latest of which only covers studies up to 100.

A recent survey includes a very interesting overview of the use of color for face
(and, therefore skin color) detection. A major decision towards providing a model
of skin color is the selection of the color space to be employed. Several color spaces
have been proposed including RGB [11], normalized RGB, HSV, YCrCb, YUV,
etc. Color spaces efficiently separating the chrominance from the luminance com-
ponents of color are typically considered preferable. This is due to the fact that by
employing chrominance-dependent components of color only, some degree of
robustness to illumination changes can be achieved. Terrillon et al. [12] review
different skin chrominance models and evaluate their performance.

Another approach is to assume that the probabilities of skin colors follow a
distribution that can be learned either offline or by employing an online iterative
method [13].

The skin colors information is sensitive to the background and local luminance,
the presented method aims to solve this disturbance by using both color information
and shape information.

The remainder of this chapter is organized as follows: Sect. 16.3 describes the
traditional mean-shift tracking algorithm, Sect. 16.4 describes our method details,
Sect. 16.5 shows our experiments results, and the final section makes a conclusion.
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16.3 Mean-Shift Tracker

The heart of the mean-shift algorithm is computation of an offset from location
vector x to a new location according to the mean-shift vector

A= ZaK(a —x)w(a)a L ZUK(a —x)w(a)(a — x) (16.1)

Zal((a —x)w(a) Zal((a —x)w(a)

where K is a suitable kernel function and the summations are performed over a local
window of pixels a around the current location x. A “suitable” kernel K is one that
can be written in terms of a profile function k such that

K@) = k(1P (16.2)

and profile k is nonnegative, nonincreasing, piecewise continuous, and

/ k(r)dr < oc.
0
An important theoretical property of the mean-shift algorithm is that the local

mean-shift offset x computed at position x using kernel K points opposite to the
gradient direction of the convolution surface.

Cx) = ZaH(a — x)w(a) (16.3)

Kernels K and shadow kernels H must satisfy the relationship

’

h(r) = —ck(r) (16.4)

where & and k are the respective profiles of Hand K, = || @ — x || %, and ¢ > O/is
some constant.

Note that the mean-shift vector computed by Eq. (16.1) is invariant to scaling of
the sample weights w(a) by a positive constant ¢, that is, if each w(a) is replaced by
cw(a) for ¢ > 0. Note that the mean-shift vector is not invariant to a constant offset
w(a) + c. However, all mean-shift kernels explored to date are symmetric about the
origin, such that K(x) = K(—x), in which case
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B ZK(a —x)(w(a) +¢)(a —x) B ZK(a —x)w(a)(a —x) + cZK(a —x)(a —x)
- ZK(a —x)(w(a) +¢) - ZK((I —x)(w(a) +¢)

B ZK(a —x)w(a)(a —x)

) Kla—x)(w(a) +c)

Ay

(16.5)

showing that the direction of the mean-shift vector is invariant and just the step size
changes [14].
The mean-shift target tracking procedure as follows:

1. Initialize the location of the target, in the current frame with y,, compute the
distribution {f? (57 0) }M:L“m and evaluate

p[p (50)-a] =D . VPulvo)ds (16.6)

2. Derive the weights {w;}

i=1...n

, according to Eq. (16.7)

=3 Xi) —u Ay )
W= 2 8l00e) — el s (16:7)

3. Based on the mean-shift vector, derive the new location of the target

np 2
> e
5}1 = 2 (168>
T Yo—Xi
Zilwig(’ b >
Update {p,(§ 1)}, and evaluate p[p (5 ,).q] = > . V/Pu(y1)d,

u=1
4. While p[p (3,).4] <p[p (§0).4] Doy, —1(Fo+791)
5. If H(yl —yOH < € Stop.

Yo—xi
h

Otherwise Set §, < ¥, and go to step 1. The tracking consists in running for
each frame of the optimization algorithm described above. Thus, given the target
model, the new location of the target in the current frame minimizes the distance in
the neighborhood of the previous location estimate [15].
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16.4 Our Hand Tracking Method

16.4.1 Features Selecting

Traditional mean-shift algorithm s not reliable in complicated environments and is
easy to produce track offset error because of falling into local optimum. Using the
skin color detection to track hand is also easy to track wrong targets because of local
luminance and background similar to skin color. The kernel reason of producing
track error is that the selected features is not sufficient to identify the hand and the
other fault objects, so we extract the skin color features and extended histogram
features to represent the hand. HSV is a good color space which can distinguish
efficiently hand color from background color [13], so we extract the integrated
features in HSV.

16.4.2 Features Extracting

The three channel color features is computed in HSV, every channel responds to
two thresholds which can be used to distinguish hand color and background color:

fi(x) =k(x —){i=1,2,3} (16.9)

k(x) is a signal function and if (x—®1i) > 0, k(x) = 1, else k(x) = 0. ®i represents
for three color channel thresholds and the thresholds were calculated from exper-
iment results. After the procedure we can get the mask image which represents for
the most probability candidate hand regions, then the extended histograms can be
calculated based on the three mask images. The single channel image histogram is
not sufficient to represents for the hand shape information, which inspires us to use
GIH (gradient-integrated histogram) features to extend the mean-shift tracking.

16.4.3 Algorithm Procedure

The algorithm can be described as follows:

1. Calculating the three channels mask images using Eq. (16.8).

2. Using the channel mask images and original HSV images to extract the hand
candidate region images.

3. Weighting the three mask image using Eq. (16.10) and get the singe integrated
result mask image:
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F(x) = wl x h(x) + w2 * s(x) + w3 * v(x); (16.10)

where w3 = 0.6, w2 = 0.3, wl = 0.1, and G(x) is the result mask image,
x = {X,y} is image coordinates, and h(x), s(x), v(x) correspond to the three
channel mask images.

4. Normalized the result mask image F(x) using Eq. (16.11)

Fn = max (0, F(x)/(max(F(x) + 1))); (16.11)

5. Get the gradient image G(x), where G(x) = Fy’(x). According to the hand shape
distribution, we calculate the gradient features using only vertical and two
45 degree diagonal gradient features: Gv, Gd1, Gd2, then G(x) can be calculated
using the following equation:

G(x) = w3 x Gv + w4 « Gd1 + w5 * Gd2 + w6 « Fy; (16.12)

where w3 = 0.3, w4 = 0.15, w5 = 0.15, w6 = 0.4.
6. Using the G(x) as the input image to calculate the mean-shift iterative as the
above Sect. 16.3 mentioned.

16.5 Experimental Results

In this section, representative results from a prototype implementation of the
proposed tracker are provided. The reported experiment consists of five long
(total 12,815 frames) sequences that has been acquired and processed on-line and
in real-time on a Pentium 4 laptop computer running MS Windows at 2.00 GHz. A
camera with an usb2.0 interface has been used for this experiment.

Figure 16.1 provides a few characteristic snapshots of the experiment. For
visualization purposes, the bounding rectangle of tracked object is shown. The
first column shows our method tracking results, the second column shows the
traditional mean-shift tracking results, and the third column shows the skin color
method tracking results.

The tracker is initialized using a hand detector such as haar detector or some
others color detectors, then the tracker can work well on the whole tracking
procedure even encountering the clutter background and drastic hand deformation.

As it can be verified from the snapshots, the labeling of the object hypotheses is
consistent throughout the whole sequence, which indicates that they are correctly
tracked. Thus, the proposed tracker performs very well in all the above cases, some
of which are challenging.

Besides the reported example, the proposed tracker has also been extensively
tested with different cameras and in different settings involving different scenes and
humans.
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Fig. 16.1 Comparing
of several tracking results

Our method mean shift skin color

The second column and the third column in Fig. 16.1 shows the snapshots of the
traditional mean-shift tracking and skin color tracker, respectively, results using the
same cameral recording video, the two trackers are lost under clutter environments.
From the results we can make a conclusion that our method can achieve good
performance improvement comparing to the existing mean-shift tracker and skin
color tracker even under clutter background.

Table 16.1 shows the cost of our algorithm and existing methods, the cost is
almost the same and real time. Moreover, the cost can be reduced greatly by using
parallel algorithm design [16].

16.6 Conclusion

In this chapter a new method for tracking hand has been presented. The proposed
method can cope successfully with hands moving in complex patterns and local
illumination environments using a still camera. The experiments verified that the
proposed method is fast and reliable comparing to the existing methods. Since the
tracker is not based on explicit background modeling and subtraction, it may



142

Z. Zhang

Table 16.1 The cost comparison table of several methods

Video no. Mean-shift (traditional) Proposed method Skin color
1. 8 ms 10 ms 20 ms
2. 10 ms 13 ms 28 ms

operate even with images acquired by a moving camera. Ongoing research efforts

are

currently focused on improving the reliability of tracking with a moving

camera.
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Chapter 17

A Transforming Quantum-Inspired Genetic
Algorithm for Optimization of Green
Agricultural Products Supply Chain Network

Chungin Gu and Qian Tao

Abstract The green agricultural products supply chain network (GAP-SCN)
design provides an optimal platform for efficient and effective supply chain man-
agement. This chapter proposes a new solution based on transforming quantum-
inspired genetic algorithm (TQGA) to find optimal solution for the GAP-SCN
problem. TQGA adopts transforming representation to convert the Q-bit represen-
tation to float-point number, and the float-point number to Q-bit representation,
using transforming operator to modify chromosomes. The novelty of the
transforming operator, that it can avoid the diversity of populations, is decreased.
To show the efficacy of the algorithm, TQGA is tested on two cases. Results show
that the proposed algorithm is promising and outperforms the classic GA by both
optimization speed and solution quality.

17.1 Introduction

In recent years, the demand for green agricultural products is increasing. The green
agricultural products supply chain network (GAP-SCN) design problem has been
gaining importance due to increasing competitiveness. The logistics firms are
obliged to maintain high customer service levels while at the same time they are
forced to reduce total transportation cost.

The GAP-SCN, as any other supply chain, is a network of organizations. The
network involves production bases (PB), logistics centers (LC), and sale terminals
(ST) with purpose of satisfying sale terminals’ demands, beginning with the PB of
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green agricultural products, following with LC, and ending with ST such as
supermarkets and vegetable markets. Traditionally, manufacturing, distribution,
and marketing along the supply chain operated independently. These organizations
have their own objectives, and these objectives are often conflicting. But there is a
need for a mechanism through which these different functions can be integrated
together [1].

As for the SCN problem, the models and solutions for industrial products are
relatively massive, but the solutions of the SCN about green agricultural products
are limited. In literature, there are many different studies on the design problem of
supply networks, and these studies have been reviewed by Erenguc et al. [2] and
Pontrandolfo et al. [3]. Amiri [4] has presented a Lagrangian relaxation approach to
minimize the total cost of two-stage supply chain. Costa et al. [5] have worked on
three stages of SCN optimization problem. Moreover, there are also some intelli-
gent algorithms for SCN problem, such as genetic algorithms (GA) [6, 7]. Most of
the researchers have concentrated on the improvement of the supply chain perfor-
mance, and very few have considered the performance improvement of the algo-
rithm concurrently. Recently, Han and Kim [8] proposed several quantum-inspired
GAs (QGAs). Obviously, it is a challenge to apply the algorithm for other different
problems. Since the solution representation of the GAP-SCN problem is completely
different from that of the knapsack problem, the original QGAs cannot be directly
applied to the GAP-SCN problem. The main contribution of the study is to propose
a novel transforming QGA in order to solve GAP-SCN problem for performance
optimization.

The remainder of this chapter is organized as follows. Section 17.2 presents the
statement of the optimization problem. Section 17.3 describes the preliminary
knowledge of QGA. Section 17.4 gives the implementation of the proposed algo-
rithm in detail. In Sect. 17.5, a series of experiments are conducted, and the results
are analyzed to illustrate the performance of the proposed algorithm. Finally, in
Sect. 17.6, this chapter is concluded.

17.2 Problem Statement

In order to optimize the performance of GAP-SCN, we should design the distri-
bution network strategy that will satisfy demand requirement for the products
imposed by sale terminals. The main objective to solve such a performance
optimization problem of GAP-SCN is to evaluate the selection of different produc-
tion bases or set of the production bases and different logistics centers or set of the
logistics centers, whereas the performance criteria are the minimization of the total
transportation cost. Simultaneously, the demand for GAP from each sale terminal
must be satisfied. The assumptions used in this problem are as follows:

1. Production bases, logistics centers, and sale terminals are known.
2. The requirement for GAP from each sale terminal is known.



17 A Transforming Quantum-Inspired Genetic Algorithm for Optimization. . . 147

Table 17.1 Notations

Symbol  Descriptions Symbol Descriptions
PB Set of production bases P The /th individual in the gth generation
with the Q-bit representation

pb; Production base i M Number of chromosomes in the population

LC Set of logistics centers m Length of Q-bit gene

lc; Logistics center j N Total number of impossible paths

ST Set of sale terminals n The index of paths, n € [1,N]

sty Sale terminal k Regqy, The requirement of sale terminal k

TQ Transportation quantity f_pb(n)  The map from n to a production base
from node i to node j

C, Chromosome ¢ g _lc(n)  The map from n to a logistics center

ocC, Quantum chromosome ¢ h _ st(n)  The map from n to a sale terminal

X7 nth gene of chromosome i Costf Unit transportation cost from

node 7 to node j

(O8]

. GAP and logistics centers are enough for distribution.

4. The transportation costs of green agricultural products on the path from each
production base pb; to each logistics center /c; and from each Ic; to each sale
terminal s7; are known.

5. GAP distributed to st are supplied by a Ic; or multi-/c;, and GAP distributed to Ic;

are supplied by a pb; or multi-pb;.

Suppose there is a set PB = {pby, pb,, ..., pbpg} of production bases, a set
LC = {lcy, lcy, ..., lope} of logistics centers, a set ST = {sty, st, ..., stisr|} of
sale terminals, a GAP — SCN C PB x LC U LC x ST, where “x” is a Cartesian

product, and a set Reqgr = {Reqs,],Reqm, ...,Req|ST|} of requirement of sale

terminal ST; the objective of performance optimization of GAP-SCN is to find

PBi = {pb,‘],pb,‘z, e ’pbi|PB-| } g PB, LC_,' = {le], le/z, ey lci|LC»| } g LC, ST,
and  SCN = {(pb;, Ic)), (Ic;, stp)|pb; € PB;, Ic; € LC, sty € ST},  satisfying
minf = TQ] x Costy}, +TQ'Cost}, Req,, = TQ}" (Table 17.1).

lcj?

17.3 Preliminary Knowledge of QGA

The smallest unit in a two-state quantum computer is called a Q-bit. The Q-bit may
be in the “1” state or in the “0” state, or in any superposition of the two. The state of
a Q-bit can be represented as

W) = al0) +A[1), (17.1)

where a and f are complex numbers that specify the probability amplitudes of the
corresponding states. |a|* and |3|* denote the probability that the Q-bit will be found
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in the “0” state and “1” state, respectively. Normalization of the state to the unity
guarantees |a|® + |f]> = 1.
A Q-bit individual as a string of m Q-bit is defined as

ay|ay|...| 0y
, (17.2)
|:,B1 ﬁZ ﬂm:|
where |a,]* + |B)* = 1,i = 1,2, ..., m.

Q-bit representation has the advantage that it can represent a linear superposition
of states. Because the Q-bit representation and represent linear superposition of the
state’s probability, evolutionary computing with Q-bit representation has a better
characteristic of population diversity than other representation. The state of a Q-bit
can be updated by the quantum gate operation U.

In QGA, rotation quantum gate is selected. The quantum gate is adjusted as
follows:

{Z;} - U(ei)[(ﬂxj] - [zf;((g:i)) ;o:i(llei()gi)] [;] (17.3)

where (a;, f;) is the ith Q-bit and 6; is the rotation angle of each Q-bit toward either
0 or 1 state depending on its sign.

Inspired by the concept of quantum computing, QGA applies the probabilistic
amplitude representation of Q-bit to the coding of chromosome, based on the
representation of the quantum vector, so that one chromosome can represent any
linear superposition.

17.4 Proposed Transforming Quantum-Inspired
Genetic Algorithm

This chapter proposes a TQGA for performance optimization of green agricultural
products supply chain networks. In TQGA, the transforming representation and
transforming operator are applied. In addition, the chromosome representation is
critical to solve the optimization problem. In this section, the chromosome repre-
sentation is firstly described. Then, the chromosome initialization, the evaluation of
fitness, and updating operator by rotary quantum gate are presented.

17.4.1 Representation of Chromosomes

Each gene in the chromosome is mapped to a path from PB to ST by LC. The gene
value indicates transportation quantity of green agricultural products on a path.
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Based on this idea, we use float-point representation to encode the SCN problems.
Each chromosome C; in the population is represented as

Co=(x)xf ... X Xt (17.4)

where x} € [0, Req), ] represents the transportation quantity of green agricul-

tural products on path n, n =1, 2, ..., N, N = |PB| x |LC| x |ST| is the total

maximum number of impossible paths, t = 1, 2, ..., M. Req;, ) is the require-

ment of sale terminal 4 _ s#(n) and is applied to clamp the maximum gene value.
Each quantum chromosome QC, in the population is represented as

_ 11 12 Im 21 22 2m N1 N2 Nm
chf(p[ 7pf a"'vpf »Pt 7[7; 7~-->P, a"'vpf aP; a"'vpf )

17.4.2 Transforming of the Encoding

After QC, is created, we should transform it into float-number representation for
evaluating the fitness. x}' is calculated by Eq. (17.5).

& i Um X Umin
X;I = Umin + <Z bi X 2l_l> X %, (175)
i=1

where Umin = O’ Umax = Reqh _ st(n)-
Before applying rotation quantum gate to updating quantum chromosome, the
float-number representation chromosome also should be transformed into quantum

m

chromosome. Zbﬁ x 271 is calculated by Eq. (17.6); then, bﬁ is calculated by
i=1

method of successive division

m . 2m _ 1
;bi x 2! I = (X? — Umin) X m (176)

17.4.3 Initialization of Chromosomes

Initially, a population with M Q-chromosomes is created. aﬁ and ﬂ[ A=1.2,...,m,

are initialized with 1/ V2. If the gene value of some chromosome is more or less
than the maximum requirement, an additional operator, called transforming, is
applied on chromosomes. After transforming operator, the initial population Cy,
C,, ..., Cy is generated.
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17.4.4 Evaluation of Fitness

The fitness function of a chromosome C, in the population is defined as

N
fitness; = fo X (Cos tﬁ:}l;f:j) + Cos tzjz((:?)) (17.7)
n=1

n n _le(n) .
where f_pb(n) = T glc(n) = W%|LC|’ h _ st(n) = n%IST\, Cos t;f_pb((n)) is
the transportation cost of green agricultural products from PBy 4, 10 LCq _ je(my,
h_st(n)

and Cost

o ic(n) 18 the transportation cost from LCy _ jeny t0 STh _ su(r)-

17.4.5 Rotation Operation

The rotation operation is only used in QGA to adjust the probability amplitudes of
each quantum gene. According to the rotation operation in Eq. (17.3), a quantum
gate U(6;) is a function of 6; = s(a;,f;) - AG;, where s(a;,3;) is the sign of 6; that
determines the direction and A#; is the magnitude of rotation angle. The lookup
table of A#; is proposed by [8].

17.5 Experimental Study and Discussions

The proposed TQGA for performance optimization of green agricultural products
supply chain logistics network was performed on a machine with Pentium D
3.00GHz CPU and 1024MB of RAM. The operating system was MS Windows
XP, and the compiler was VC++ 6.0. We tested the TQGA on Case_1 and Case_2
as given in Table 17.2.

The following parameters were use in the GA: M = 50; in the TQGA, M = 20.
To validate the proposed TQGA, we compared the TQGA with GA to tackle the
various problems in GAP-SCN. Experiments were independently simulated
30 times. Figure 17.1 presents the comparison of GA and TQGA. To validate the
reliability and robustness of TQGA, we tested two GAs with a longer running time
and 10,000 iterations. It can be seen from Fig. 17.1 that TQGA has higher solution
accuracy and quicker convergence speed than GA. The advantage of optimization
speed of TQGA is outstanding. TQGA outperforms GA both in the solution quality
and in the optimization speed, especially in the optimization speed.
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Table 17.2 Test cases

Testcases |[PB| |LC| |ST| Scale Reqy, Costf
Case_1 2 3 3 18 [10,50] [1,10]
Case_2 10 15 16 2400  [10,50] [1,10]
a b
GA GA
850 - =——TQGA, 3400 4 —TQGA
3200 4
é 750 o g 2800 4
i 8
| 2400 o
650 T T T T T T 2200 T T T T T T
o 2000 4000 6000 8000 10000 0 2000 4000 8000 8000 10000
Generations Generations

Fig. 17.1 Comparison of GA and TQGA. (a) Case_1, (b) Case_2

17.6 Conclusion

In this chapter, we have proposed a TQGA for performance optimization of
GAP-SCN. In TQGA, a transforming operator is used to keep solutions in feasible
ones when total transportation number does not meet the demands of each ST. A
transforming of encoding between float-number representation and quantum rep-
resentation is described. Experimental results demonstrate the superiority and
effectiveness of the proposed algorithm for green agricultural products supply
chain network.
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