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This book is dedicated to the valuable
contribution made by all researchers in the
field of Artificial Intelligence. Society
continues to benefit from their hard work and
inspiration. The editors also extend their
unwavering support to those now involved in
the sister domains of Computation
Intelligence and Machine Intelligence.
There is hope that these innovations will
stimulate increased autonomy within the
digital realm



Foreword

In the domain of Artificial Intelligence (AI) we are constantly challenged in
investigating and modelling complex real-world problems and developing intel-
ligent solutions. The field is rapidly being enriched by increases in processing
power, communication infrastructure and distributed paradigms. The modern
society is becoming increasingly savvy in the use of smart technologies in their
business, social and professional lives. There is significant reliance on technology
in the way we live our lives and in hybrid solutions that holistically solve real-
world problems. This has reinvigorated enormous interest in research and inno-
vation centred on AI. The new perspectives and interest have generated an
exciting, yet active research interest that now underpins new applications.

Research in most areas of complex systems (well-structured or ill-structured) fit
the characteristics of AI. The AI domain is diverse and many sub-domains form
the current research frontier. Examples include: signal processing, knowledge
representation (of structured and unstructured data), computational modelling,
pattern recognition, data analytics, big data, behavioural modelling and knowledge
discovery. They represent rich domains of research and innovation in the context
of current and emerging needs of the industry and society. The modern paradigm
of distributed computing is connecting computers, systems, organisations, indi-
viduals and communities. This adds new challenges for AI and empowers intel-
ligent solutions. The potential of AI can be enormous but its full breadth is difficult
to fully grasp. AI has produced some extraordinary success stories, however, it
seems that the golden age of AI is just beginning. The renewed interest in this
modern era of AI is primarily due to the growing technical capacity of researchers
in solving more complex real-world problems being championed through industry
support.

Jeffrey Tweedale and Lakhmi Jain have been leading contributors to AI
research. They compiled the compendium of recent contributions to research and
innovation in AI based on industry and real-world applications. They are both
well-accomplished researchers in core areas of AI and problem-based applications.
The perspective adopted in this compendium is of holistic research and innovation
to model difficult real-world problems. The chapters selected for the book update
on the modern perspective of AI research and innovation. It is a very good col-
lection covering several areas of applications and motivates new research
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directions. The theme across all chapters combines several domains of AI research,
especially computational intelligence and machine intelligence.

The first chapter introduces the recent research and models. Each of the sub-
sequent chapters reveals leading edge research and innovative solution that employ
AI techniques with an applied perspective. The problems include classification of
spatial images, early smoke detection in outdoor space from video images,
emergent segmentation from image analysis, intensity modification in images,
multi-agent modelling and analysis of stress. They all are novel pieces of work and
demonstrate how AI research contributes to solutions for difficult real-world
problems that benefit the research community, industry and society. The book is
informative for researchers and AI practitioners. It provokes ideas for further
research directions. I have found it stimulating, and believe you will too.

Canberra, April 2013 Dharmendra Sharma
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Preface

Artificial Intelligence (AI) is a field of study related to getting computers to
achieve intelligent tasks. Research is predominantly software based, however,
requires and incorporates technology to build new or innovative tools that ulti-
mately benefit society. Industry continues to invest in AI, with many creating
internal research facilities .The entertainment industry was a heavy investor in the
twentieth century, although value engineers continue to mechanize industry,
resulting in a shift towards more intelligent robots and unmanned systems. Another
growth area is in the field of medical imaging, monitoring and portable healthcare
products.

Two major research threads have manifested in semantic programming. These
include: AI and Knowledge Engineering support of domain specific applications.
Intelligent Systems are becoming ubiquitous in a wide range of situations. These
include facets of simple everyday actions on mobile devices through to more
advanced enterprise level applications in logistic systems and the medical domain.
Society benefits daily, using applications to deliver digital news, socialisation and
enhancements derived from expert decision making in knowledge-based systems.
Knowledge Engineering relies on the exploitation of AI techniques to employ
human-like intelligence in machine systems, tailored to solve specific problems.
Hence, researchers continue to improve existing techniques within the domain.

This evolution in Information Processing has become a pervasive phenomenon
within the community. Mobile computing continues to promote the ubiquitous
access to information resources. Technology is enabling increased processing
capabilities to hand-held devices, forcing more innovative access techniques to
existing intelligent systems. Society is beginning to demand everyday applications
that provide convenient access to the wealth of information processing systems
serving the public. To achieve this, we must take advantage of the most recent
research in information technologies.

We have chosen a dozen world class contributions from leading-edge
researchers to provide readers with the ability to explore cutting edge examples of
this evolution in a single volume. With over 50 years of combined experience in
promoting and sharing advancements in AI and Knowledge-Based engineering,
the editors are proud to offer this ensemble of experts and the wealth of knowledge
presented. The reader is encouraged to read the introduction for initial direction
prior to focusing on their topic of interest. They are also encouraged to extend their
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interest to the remaining chapters for an up-to-date exposure to a diverse range of
modern AI topics and techniques. Several chapters are also dedicated to employing
AI methodology to a diverse range of problems in the industry. We hope you enjoy
the innovations presented as much as we did shepherding these contributions into
print.

May 2013 Jeffrey W. Tweedale
Lakhmi C. Jain
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Chapter 1
Advances in Modern Artificial Intelligence

Jeffrey W. Tweedale and Lakhmi C. Jain

Abstract This chapter presents a brief overview of advances in modern artificial
intelligence. It recognises that society has embraced Artificial Intelligence (AI),
even if it is embedded within many of the consumer products being marketed. The
reality is that society is already in the throws of digitizing its past and continues
progressively moves on-line. The volume and breadth of data being processed is
becoming unfathomable. This digital future heralds the dawn of virtual communi-
ties, operating a Web of Things (WoT) full of connected devices, many fitted with
wireless connectivity 24/7. This pervasiveness increases the demand on researchers
to provide more intelligent tools, capable of assisting humans in prosecuting this
information, seamlessly, efficiently and immediately. Ultimately AI techniques have
been evolving since the 1950s. This evolution began with Good Old-Fashioned Arti-
ficial Intelligence (GOFAI) using explicitly coded knowledge, heuristics and axiom-
atization. This digital analogy of biological systems initially failed to realise its
potential, at least until the birth of personal computers. This introduced a paradigm
shift towards the Fuzzy/Neural era, which furnished society with computer vision,
character recognition and Evolutionary Computing (EC) (among other successes).
The value engineering proponents continued to invest in automation, which spurred
the growth of Machine Intelligence (MI) research, further increasing expectations
for computers to do more with less human interaction. McCarthy recently agreed
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that it is now more appropriate to reliable AI research as Computational Intelligence
(CI), because primitive methodologies have matured and science continues to wit-
ness more hybrid solutions. It is true that modern AI techniques typically employ
multiple techniques and many now form hybrid systems with flexible problem solv-
ing capabilities or increased autonomy. This book contains a series of topics aimed
at illustrating advances in modern AI. This book provides discussion on a number of
recent innovations that include: classifiers, neural networks, fuzzy logic,Multi-Agent
Systems (MASs) and several example applications.

Keywords Artificial Intelligence · Computational Intelligence · Evolutionary
Computing · Fuzzy Logic ·Machine Intelligence · Neural Network

1.1 Introduction

Information processing plays an important role in virtually all systems. This book
examines a range of systems, that cover healthcare, engineering, aviation and educa-
tion. This chapter presents some of the most recent advances in information process-
ing technologies. A brief outline is presented with background information about
knowledge representation and AI. A brief outline of each chapter is also included.

This book is intended to extend the readers knowledge of information processing
and take you on a journey intomany of the advanced paradigms currently experienced
in this domain. There are as many forms of information as there are methods of
prosecuting its sources. To achieve this goal researchers are required to communicate
a collection of acquired facts, goals or circumstances and coalesce these repositories
into one or more manageable bodies of knowledge. Society has increasingly become
reliant on specialists to prosecute data reliably in order to make decisions about
almost everything humans do.

Data is the representation of anything that can be meaningfully quantized or
represented in digital form as a number, symbol and even text. Researchers process
data into information by initially combining a collection of artefacts that are input into
a system which is generally stored, filtered and/or classified prior to being translated
into a useful form for dissemination. The processes used to achieve this task have
evolved over many years and has been applied to many situations using a magnitude
of techniques. Accounting and pay role applications take center place in the evolution
of information processing. Data mining, expert system and knowledge-based system
quickly followed. Today society lives in the information age in which people collect
data faster than it can be processed. This book examines many recent advances in
digital information processing with paradigms for acquisition, retrieval, aggregation,
search, estimation and presentation.

Technically researchers could quote the abacus as being the first device used to
process information. More recently the calculator, word processors and computing
devices have had a major effects on society. Certainly the Internet became the single
most disruptive influence in the modern era. It has provided access to information



1 Advances in Modern Artificial Intelligence 3

globally which is doubling exponentially. Societies ability to cope with this torrent of
information continues to provide many challenges. Given that technology continues
to provide improved access to even more sources of reliable data and faster machines
to process information.

1.2 Artificial Intelligence

It is acknowledged that McCarthy first used the term Artificial Intelligence (AI)
during a conference held in 1956 at Dartmouth [1]. Minsky prefers the term Com-
putational Intelligence (CI)1 [2], because it describes the science and engineering
required tomakemachines conduct human-like task [3]. Others prefer to use the term
Machine Intelligence (MI), however it is clear that scientific techniques continue to
manifest as solutions to many industrial problems.

AI has endured a rocky history2 for many reasons. Pollack believes that success
is masked by the fact that solutions are embedded within systems as soon as they
appear [4]. Progress is reported based on at least three phases of active research.
These include Good Old-Fashioned Artificial Intelligence (GOFAI), an evolutionary
period and modern AI techniques. Going forward a new wave of AI is forcast based
on hybrid techniques using new cyber soultions. As industry continues to mechanize
its workforce, it relies on CI methods to provide innovative solutions to provide
increasingly more intelligent functionality [5–7]. Machines are starting to appear
with human-like behavior. There is even an expectations that they will soon evolve
limited congnitive functionality. Regardless of the terminlogy used, AI techniques
continue to attract significant research effort because they do benefit society.

GOFAI research techniques used basic symbolic computation and is commonly
referred to as Weak AI [8]. AI uses a collection of facts and heuristic knowledge to
solve deterministic problems. Bourg and Seeman discussed a broader interpretation
for its use in games [9] and a number of techniques have evovled to model the cogni-
tive aspects of human behavior. Other developments include: perceiving, reasoning,
communicating, planning and learning.

Alan Turing introduced a test to measure computation intelligence using two
approaches (commonly known as top-down and bottom-up) [10, 11]. Most
researchers initially followed formal programming techniques, using top-down
symbolicAI approaches. Unfortunately cognitive functions are described using high-
level concepts, requiring top-down techniques [12]. Researchers using the bottom-
up approach produced simple elements that emulated primitve cognitive processes
called Artificial Neural Networks (ANN). Following a series of leaps and bounds,
researchers [13–15] realized that problems could be solved by incorporating learn-
ing method within Multi-layered Perceptron (MLP) using backpropagation. These
developments stimulated a significant resurgence of ANN research [16–20].

1 McCarthy also recently stated it would be more appropriate to use the term CI.
2 AI is commonly being maligned based on expectation promoted through science-fiction movies.
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There is a clear transition period where more Modern AI techniques appeared.
Although no boundaries have been defined, many believe this transition is associated
with the appearance of: Rule-Based systems [21, 22], Finite State Machines (FSM)
[23], Fuzzy Logic [24, 25] and even Fuzzy State Machines (FuSM) [26].

Following another dip in research (introducing a possible advanced phase of AI),
Russell andNorvig redefinedAI as the ‘study of creating systems that think or act like
humans’, alternatively it can be described as a rational approach to doing the ‘right
thing’, within a known environment [7]. This new AI embodied rationality inside
agents that receive inputs from the environment via sensors and provide outputs
using effectors respectively. This definition has since been adopted by many in the
AI community.

The concept of Multi-Agent Systems (MASs) emerged to tie together the isolated
sub-fields of AI. A MAS consists of teams of Intelligent Agent (IA) that are able to
perceive the environment using their sensory information, process the information
with differentAI techniques to reason and plan their actions in order to achieve certain
goals [27, 28]. IAmay be equipped with different capabilities including learning and
reasoning. They are able to communicate and interact with each other to share their
knowledge and skill to solve problems as a team. MASs have been used to create
intelligent systems and they have a very promising future.

Advanced AI techniques include non-deterministic techniques that enable entities
to evolve and learn or adapt [9]. Advanced ANN, Bayesian Networks, Evolutionary
Algorithm (EA) and Reinforcement Learning (RL) have become mainstream pre-
processors used in hybridised techniques. For instance:

• Bayesian Networks are used to enable reasoning during uncertainty [29].
• ANNs provide a relevant computational model used by agents to adapt to changes
in the environment using learning techniques (either Supervised, Unsupervised
or Reinforcement) [7]. Some examples of learning paradigms include: Temporal
Difference learning [30] and Q-Learning [31].

• EA techniques arewithin the category ofEvolutionary Computation and have been
used for learning [32].

• Genetic Algorithm (GA), Genetic Programming (GP) [33], Evolutionary Strate-
gies (ES) [34] and Neuro-Evolution (NE) [35]. GA techniques [36] also offer
opportunities for optimise or evolve intelligent game behavior.

• NE [35] is a machine learning technique that uses EAs to train ANN. Examples
of NE techniques include Neuro-Evolution of Augmenting Topologies (NEAT),
Feature SelectiveNeuroEvolution ofAugmentingTopologies (FS-NEAT) [37] and
Real-time Neuro-Evolution of Augmenting Topologies (rtNEAT) [38, 39].

1.3 Research Directions

Many of the advanced techniques use Hybrid AI systems. Here, traditional AI tech-
niques are used to pre-process uncertainty prior to using advanced AI techniques
to solve real-world problems. The implementation of advanced AI techniques has
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provided researchers with many challenges because they are extremely difficult to
understand, develop and debug. The lack of advanced AI technique experience by
game developer has created a barrier to the expansion of these techniques in commer-
cial games. The aim of this research is to provide appropriate tools in a test-bed to
enable researchers investigate all forms of advanced AI techniques suited to problem
solving.

Humans increasingly rely on machines to assist them in manufacturing and their
everyday live. During the post war era, industry has embraced robotics and con-
tinues to mechanize its workforce. The trend began with logistic systems (packing,
stacking, canning and bottling) and has steadily moved towards semi-autonomous
articulated machines with nine degrees of freedom and these machines are no-longer
fixed to static locations (painting, welding and assembly). Scientists continue to cate-
gorize robots based on their intended function [40]. A summary of several categories
include:

Intelligent Tools: Assistants to improve quality, efficiency and ultimately
improve productivity;

Augmentation Systems: Exo-skeletons for strength, agility and endurance; and
Environmental Assistants: To protect humans from hazards, repetition and steady

them during micro-manipulation.

GeneralMotorsHolden installed the first industrial robot (Unimate) in its New Jersey
factory in 1961. This mechanized work force continues to evolve. Today there are
between 50–250 robots per 10,000 employees3 within the industrial nationals [41].
According to the International Federation of Robotics4, this figure will grow by
200,000 installations per annum. China, India, Brazil and eastern Europe have clearly
indentified the value chain propositions associated with increased scale and produc-
tivity tools. They have all forecast increased investment in future robotic manufactur-
ing. Unfortunatley present day machines are still considered primitive with respect
to human level intelligence, slowing their ability to displace humans engaged in cog-
nitive activities. In fact there is no standard measurement for machine intelligence
(sudo Machine Quotient (MQ)) and non of these measures have any relationship
to the human Intelligence Quotient (IQ) rating or scale. It may not be necessary
to proivde all machines with human-like intelligence, however it does make cogni-
tive processing and self-governance easier to implement (representing the definition
of true autonomy). At present, it is clear that increased automation insulates select
industries from labour shortages and demographic shifts. It also improves long-
term sustainability, eco-friendly production and power efficient measures to enable
manufactures to increase their profit margins (globally). It should be possible for
researchers to collaboratively employ ‘intellignet capabilities’ with highly autono-
mated sub-systems to improve the level of autonomy. Until then, more investment
is required to realise more modern AI techniques to facilitate desired increases in

3 In Australian terms this equates to only 0.5% of its total workforce.
4 See www.worldrobotics.org.

www.worldrobotics.org


6 J. W. Tweedale and L. C. Jain

levels of automation in the tools, assistants and intelligent systems being employed
in the work place.

1.4 Contributions

All contributions in this book were sourced from authors attending the 16th annual
conference on Knowledge-Based and Intelligent Information and Engineering Sys-
tems. A selection of topics and techniques have been selected to promote the innova-
tion and advances in AI by active researchers in this field. The topics chosen reflect
the need for designers to deliver smaller, faster, more portable computers. Industry is
now manufacturing powerful Graphics Processing Units (GPUs) and smart phones.
These devices have changed the way society accesses information and increases
the demand for researchers to deliver increased auotomation through more innova-
tive techniques to deliver desired outcomes to the public. Hence the editors focused
on the selection focus on selection of techniques that contribute to this evolution.
They include: classifiers in Sect. 1.4.1, neural networks in Sect. 1.4.2, fuzzy logic in
Sect. 1.4.3, MASs in Sect. 1.4.4 and a number of applications used to solve industrial
problems in Sect. 1.4.5. A full list of each chapter is show in Table1.1.

Table 1.1 List of topics

Chapter title

1 Advances in modern artificial intelligence
2 Computing efficiently spectral-spatial classification of hyperspectral images on

commodity GPUs
3 Early smoke detection in outdoor space by spatio-temporal clustering using a single

video camera
4 Using evolved artificial neural networks for providing an emergent segmentation with an

active net model
5 Shape from SEM image using fast marching method and intensity modification by

neural network
6 Fuzzy evidence reasoning and navigational position fixing
7 Segmentation of hyperspectral images by tuned chromatic watershed
8 Impact of migration topologies on performance of teams of agents
9 A cooperative agent-based multiple neighborhood search for the capacitated vehicle

routing problem
10 Building the automatic body condition assessment system (ABiCA), an automatic body

condition scoring system using active shape models and machine learning
11 The impact of network characteristics on the accuracy of spatial web performance

forecasts
12 Using multi-agent systems techniques for developing an autonomous model used to

analyze work-stress data
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1.4.1 Classifiers

Most AI applications use classifiers to either divide (segregate data) or control the
flow of information. They can also be used to pre-process data into categories, prior
to inferring any further action(s). The most popular techniques include: random
forest, Neural Networks (NNs), Support Vector Machines (SVMs), k-nearest neigh-
bour, Bayes and decision trees. The system designer will select which technique is
appropriate based on the desired performance, efficiency and the type of data being
prosecuted [42]. It is not possible to describe every classifier in this volume, there-
fore two SVM examples have been provided. One using traditional techniques on
a standard computer network for smoke detection and the other embracing GPU
enhancements for hyperspectral imaging.

Hyper-spectral Imaging. Hyper-spectral imaging is the process of analysing
high resolution, multi-spectrum images tomeasure properties previously unavailable
using the visible light spectrum. Using new technology, sensors are now able to
capture hyper-spectral images (visible, infra-red and ultraviolet light bands). The
mining industry has invested in this technology, because every chemical has its own
unique response to light at differentwavelengths.A spread spectrum sensor combines
the science of spectroscopy and imaging technologies in order to conduct for mineral
exploration [43]. Most sensors provide a serial stream of data. The volume of data
increases as the spectrum increases, hence the processing requiredmust also increase.
A supercomputer processes increased volumewith parallel processes, typically using
a Single Instruction, Multiple Data (SIMD) taxonomy [44]. Taking these machines
into the field is as prohibative as maintaining an adhoc broad-band connection. GPUs
are providing access to this form of technology to portable computers, facilitating
this process on aerial platforms. It is possible to accelerate geometric calculations;
such as the rotation and translation of vertices into different coordinate systems,
using Compute Unified Device Architecture (CUDA) and Open Graphics Library
(OpenGL) or more recently Open Computing Language5 (OpenCL).

Recently pixel-wise segmentation based on SVM classifiers have emerged.
Tarabalka et al. [45] incorporated a watershed transform technique to conduct clas-
sification of hyperspectral images. They obtained a Robust Color Morphological
Gradient (RCMG) using readily available General-Purpose Computing on Graphics
Processing Units (GPGPUs). Similarly Quesada-Barriuso et al. also introduced an
innovative technique for segmentation and classification of hyper-spectral images
using GPUs [46]. Their scheme efficiently exploits memory hierarchy and using
thousands of threads facilitated within the GPU architecture. Chapter 2 documents
experiments used to analyse five techniques (Two using SVM, one Robust Color
Morphological Gradient (RCMG), Asynchronous CA-Watershed and the Majority
vote algorithms). The results were impressive, with the asynchronous CA-Watershed
achieving an increase of up to 27.5 times that of the baseline.

5 This is a standard to facilitiate the development of code for both the CPU and GPUs with an
emphasis on achieving accelerated computation throughput for portable processing.

http://dx.doi.org/10.1007/978-3-319-01649-8_2
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Smoke Detection. Most people in society associated smoke as an environmental
consequence of combustion. Scientist know it can occur as a aerosol or condensed
phase components typically contain evolved gases. The appearance and structure,
ranges from from light coloredwhiffs or clouds to turbulent sooted swells. These flow
patterns will determine how the smoke concentrates and moves within its environ-
ment. The properties are therefore based on color, concentration and the distribution
of particles (size, density and distribution). This makes smoke detection difficult and
typically reliant on visual methods. Photoelectric and ionization sensors are currently
used to detect smoke in many commercial, industrial and residential systems. Auto-
mated fire alarms originated in Boston during 1852 (Mosser and Farmer).6 These
indicated the location of a fire. They were aimed at reducing the loss of life and
property.

Moving forward, heat detectors were patented by George Andrew Darby in 1902.
Integrated fire alarm systems started appearing in the 1930’s, however battery oper-
ated detectors flourished during the 1960’s and since then, their mandatory instal-
lation has become law for many nations. Existing detectors rely on the detection
of smoke, robustly and as early as possible. Verstockt et al. [47] evovled a smoke
and flame detection systems using visual sensors. Researchers have embraced Com-
puter vision using AI techniques to map and track smoke and flame, even at night.
Toreyin et al. [48] incorporated techniques to detect motion, edge blurring, and color
features within smoke wavelets. Stream dection and texture pattern analysis using
hidden Markov trees were subsequently proposed by Ferrai et al. [49]. New tech-
niques are emerging based on spatio-temporal clustering. Favorskaya and Levtin
explain an advanced algorithm used to extract an enhanced set of features from
video sequences in Chap.3.

This describes the process of detecting smoke outdoors using Spatio-temporal
Clustering techniques on images provided from a commercially available video cam-
era [50]. It uses commercial Red, Green, Blue (RGB) video streams and their results
are promising. This technology indicates they can provide an effective and inex-
pensive method of identifying smoke and fire alarm for use in the outdoor space
using a real-time application. Color-texture analysis of moving regions includes the
choice of the color space and application of filters. An approach based on moving
clusters will be appropriate in detecting smoke dynamically. This investigation uses
statistical self-similarity and a wavelet analysis to improve the techniques used to
identify smoke segmentation. Although physical detection is possible, augmented
visual systems provide improved early warning and reduced false alarms, especially
in dangerous situations.

6 See http://www.alliedfiresafety.com/page/alarms/.

http://dx.doi.org/10.1007/978-3-319-01649-8_3
http://www.alliedfiresafety.com/page/alarms/
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1.4.2 Neural Nets

This topic of NNs focuses on artificial means of mimicking a biologically inspired
nervous system. The key elements of an ANN are the perceptrons (neurons), inter-
connected processing elements (neurones), its structure and weights [51]. Lipmann
provides a rounded description, reviewing six important neural net models [52].
These include the: classic M class classifiers [53], Hopfield nets [54], Hamming nets
[55], Carpenter/Crossberg classifiers [56], Single-Layer Perceptrons (SLPs) [15]
and Kohonen’s self organising feature maps [57]. Typical applications include pat-
tern recognition or data classification, however more novel applications continue
to apear. Two examples include: medical image segmentation and shape formation
using SEM images.
Medical Image Segmentation. Computer-aided diagnostic systems continue to
attracting significant research effort. There are obvious cost benefits for the patient,
their specialist and even the diagnostic provider. Numerous techniques have evolved
to support segmentation. Some include: thresholding, clustering, compression, His-
togram, Edge detection, region-growing, split-and-merge, partial differential equa-
tions, graph partitioning, watershed and model-based segmentation. Novo et al.
describe a new approach to segmentation ofmedical images usingTopologicalActive
Net (TAN) deformable models [58]. They use a discrete implementation of an elas-
tic n−dimensional mesh with interrelated nodes [59]. Their methodology was tested
using Computed Tomography (CT) images to evolve an ANN with a Differential
Evolution (DE) solution using between 100 and 150 images. Chapter4 discusses
their design and the test methodology. Validation was performed using CT, Cone
Beam Computed Tomography (CBCT) and retinal images.
Obtaining Shape from SEM Images.AScanning ElectronMicroscope (SEM) uses
a focused electron beam to methodically illuminate the surface of its target material.
Individual electrons interact with the material being bombarded and the detected
signals used to generate the topological structure and composition. Iwahori et al.
use a Fast Marching Method (FMM) to control the Intensity Modification process to
generate an accurate 3D image [60]. The optimization is applied using the Hopfield
like Neural Network (HF-NN) [61]. Where the initial vectors are determined by the
Radial Basis Function Neural Network (RBF-NN), before being transferred to the
HF-NN and optimized. The NN used to control the image intensity was trained with
a variety of learning epochs (100, 200 and 300) in order to determine the optimal
settings. These experiments are validated through comparision of samples images in
Chap.5.

1.4.3 Fuzzy Logic

Zadeh offered his ‘fuzzy set theory’ in 1965 [25]. He proposed the use of linguistic
variables to manage groups of crisp sets used to represent infinite-valued logic [62].
This theory represented a revolutionary control theorywithin the field ofAI. A degree

http://dx.doi.org/10.1007/978-3-319-01649-8_4
http://dx.doi.org/10.1007/978-3-319-01649-8_5
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of truth can nowbe represented usingwords thatmore accuratly approximated human
concepts. For instance speed could be presented to humans within context as ‘fast’
or ‘slow’, rather than x or y. A new series of linguistic variables were introdcued
to facilitate the expression of rules and facts. These would be interpreted within
machines using inference systems, embedded within a Fuzzy Logic Control (FLC).
Two common styles of FLC include Sugeno [63, 64]7 and Mamdani [65, 66]. Using
a Sugeno Fuzzy Inference System (FIS), goal reaching functionality can be achieved
by reviewing the error data at each range interval. For instance, the required distance
measurements and bearing can be calculated using fuzzified variables and projecting
crisp (de-fuzzified) coordinates.8

Using Fuzzy Logic, machines are able to cope with unknown, unstructured and
dynamically changing environments. New systems evolved that are capable of fuzzy
approximation, recognition and behavior modeling using human-like terminology.9

Recent examples include improve position fixing while navigating and improved
image segmentation while processing hyper-spectral scenes.
Position Fixing.Byextending the concepts associatedwithmembership, an extended
fuzzy environment can be used to create new opportunities that enable problem solv-
ing with uncertainty. Many real-world issues contain uncertainty, for instance the art
of navigation requires dead-reckoning against known artefacts, however when none
are available, uncertainty becomes a factor. Technology helps to remove uncertainty,
but many solutions still employ statistical methods to approximate the reported posi-
tion. For instance, in radar systems, all radar bearings are resolved against a mean
error within a specified range [67]. Models that include uncertainty can be created
by applying Mathematical Theory of Evidence (MTE). This theory can be perceived
of as an extension of the Bayesian Concept [68]. This technicque offers a mecha-
nism to enrich information within the context of the initial evidence. In the example
offered by Filipowicz [69], evidence is encoded into a belief structures prior to being
combined into the final estimate [70].

In an extended version of this paper, measurements and indication data, along
with nautical knowledge, was encoded into belief functions [71]. This knowledge
and associated data are considered as evidence that is exploited while navigating.
The Belief functions in their application represent evidence that is treated in order
to increase its informative context. The representation of this knowledge and its
generated results provide pseudo belief structures. In Chap.6 they postulate that any
conflict occurring within beliefs system provides greater plausibility, supporting the
generation of “a navigational fix” (within their limited range of test cases).
Image Segmentation. Spread spectrum image sensors are increasingly being used
to extend computer vision technology. This in-turn places pressure on researcher to
deliver sensors that process light beyond theRGB spectrum. The termsmulti-spectral
image processing and hyper-spectral images have began flooding scientific litera-

7 See also Tsukamoto from 1979 and later ‘TSK’ from 1985.
8 Example variables include: Xi , Yi , Zi and Xp , Yp , Zp .
9 Examples include a number of simple well defined behaviors; such as: avoidance, reach, follow,
align, jump, turn and pass.

http://dx.doi.org/10.1007/978-3-319-01649-8_6
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ture. Articles describing many new algorithms describe the science associated with
transforming broad bandwidth images into information used by real-time industrial
applications.

New techniques have emerged to segment image content into usable objects. The
concept is straight forward, however the implementation is an intrinsically difficult
problem. Moreno et al. describe a segmentation algorithm for hyper-spectral and
multi-spectral images [72, 73]. They use hyperspheres to encapsulate sub-sections
known as n-spheres. Given these hyper-specrtal images can contain more than
30bands (dimensions), this process is calledHypersphericalTransformation.Moreno
and Graña use a t-Watershed algorithm to process images provided via an SOC 710
camera with 128 bands [74]. They extend this concept to deliver an improved ver-
sion of the watershed transformation in Chap.7. This provides good segmentations
and avoids well-known problems, like; the effect of changes on illumination and the
standard oversegmentation.

1.4.4 Multi-agent Systems

The concept of MASs emerged to tie together the isolated sub-fields of AI. A MAS
consists of teams of IA that are able to perceive the environment using their sen-
sory information, process the information with different AI techniques to reason and
plan their actions in order to achieve certain goals [27, 28]. IA may be equipped
with different capabilities including learning and reasoning. They are able to com-
municate and interact with each other to share their knowledge and skill to solve
problems as a team. MASs have been used to create intelligent systems and they
have a very promising future. For further background, the reader can consult a sur-
vey announcing current innovations in multi-agent systems [75]. However for a more
detailed description, access to advances in information processing paradigms [76] is
recommended. This book describes MAS techniques associated with migrating the
topology of agents and another solving the travelling salesman or vehicle routing
problem.

Topology Migration. Local search has often been used to solve combinator-
ial optimization problems [77]. An evolution of these techniques has facilitated
the development of parallel and distributed versions of population based methods.
Wooldridge championed a new paradigm of population-based methods by embed-
ding these algorithms within one or more agents [78]. MAS architectures flourished,
for example: the introduction of (JESS) [79], JACK10 and JADE. A recent appli-
caiton employing agency research has been expressed using Asynchronous Team of
agents (A-Team) [80].

Jȩdrzejowicz andWierzbowska recently employed JADE to generate a Foundation
for Intelligent Physical Agents (FIPA)11 team of A-Team called (JABAT). Chapter8

10 Agent Oriented Systems—subsumed by CAE International.
11 See http://www.fipa.org/.

http://dx.doi.org/10.1007/978-3-319-01649-8_7
http://dx.doi.org/10.1007/978-3-319-01649-8_8
http://www.fipa.org/
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discusses the results of their experiments to verify that the choice of the migra-
tion topology and frequency of migration influence a systems performance. They
progressively examine the results obtained using JABAT to validate this hypothesis.

Vehicle Routing Problem. Multiple neighborhood search is another technique
embedded within the MAS paradigm. Heuristic-based can be guided to avoid the
solution being trapped in a local optimum. Using a cooperative strategy that focuses
on agents running in parallel (using divergent algorithms), multiple neighborhoods
can be considered. Barbucha proposes to conduct a computational experiment to
examine the multiple neighborhood using search parameters [81]. For example using
simulated annealing [82] that employs a modified, penalized goal function to guide
its Local Search [83]. This approach could apply smoothing [84] or exploit mul-
tiple neighborhoods using Variable Neighborhood Search [85], Very Large Scale
Neighborhood Search [86], or Adaptive Large Neighborhood Search [87].

Chapter9 explores the concept of using a MAS to solve the local search opti-
mization problems. This novel approach, employes multiple neighborhood search
capabilities with a cooperative management function to explore different heuristics
and assured diversification of the search using a parallel computation. The experi-
ments conducted focused on solving instances of the Capacitated Vehicle Routing
Problem (CVRP). The results verify improvements by comparing a variety of suc-
cessive neighborhood search algorithms with a series of divergent goals.

1.4.5 Applications

Modern AI applications typically focus on Machine Learning techniques to solve
industrial problems. Many employ multiple CI techniques to provide constrained
solutions to complex problems. These systems are progressively being aggregated
to form hybrid solutions. Unfortunately the problem space for Real-world problems
is associated with a vast array of parameters. Systems have evolved that harness
sub-sets of dynamic situations, however many fail to manage in hostile environ-
ments. Researchers are increasingly adopting hybrid approaches to solve industrial
problems (where the environment can be controlled). Several examples include:
a body condition scoring system for livestock, a forecasting system to predict Web
Performance and a Stress Café.

Body Condition Scoring.Technologyhas enabled researchers to provide automa-
tion for many human-like activities, especially those using machinery. As society
digitises its future, they continue to connect distributed functionality once segregated
by time and space. Dairy farmers are still engaged in manual activities conducted in
a time poor environments. A number of technologies are steadily being introduced
to assist with growing produce and increasing the levels of automation associated
with animal husbandry. Part of any evolutionary manager is the selection and scoring
mechanisms. At present selection is managed using a grading system, using factors
like age and body condition. At present the latter is a subjective assessment that is

http://dx.doi.org/10.1007/978-3-319-01649-8_9
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routinely conducted by human experts. This is time consuming and influenced by
geographical and environmental factors.

Tedín et al. [88] have decomposed the process in order to build an autonomous
equivalent. Here they discuss the concepts associated with generating an automatic
body condition scoring system for dairy cattle using images using a hand-held cam-
eras. Firstly, the shape of a cow is found and then the body condition score is estimated
using this shape. Automatic Body Condition Assessment (ABiCA) uses an Active
ShapeModel (ASM) [89], tunedwith an evolutionary algorithm [90]. Chapter10 dis-
cusses the process of feeding symbol shapes into a regression function to evolve an
estimated body condition score for each target animal. The results are quite promis-
ing, although not conclusive. More effort is required to generate usable images from
a hand held camera, in cluttered and poorly illuminated environments on the farm.

Web Performance Forecasting. The use of spatial forecasting in the computer
science domain is still in its infancy. Geostatistical methods have been used for
simulation and estimation of sporting and species activities. As the Web of Thingss
(WoTs) [91, 92] continues to evolve under the influence of adhoc andBringYourOwn
Devices (BYODs) measuing performance for Quality Of Service (QOS) becomes a
challenge. To assist in this pursuite, Borzemski andKamińska-Chuchmała developed
a proposal to measure Internet Web Performance forecasting [93].

Chapter11 presents an overview of using geostatistical methods to analysis the
performance and impact of various performance parameters while forecasts the QOS
for servers belonging to different Autonomous Systems (AS). The geostatistical
methods originate from the Kriging - the estimation method developed by Daniel
Krige [94]. In this chapter they describe forecasting in terms of the geostatistical
methods employed. The data for this research was collected in active Internet Web
Performancemeasurements carriedout by software agentsmonitoring agroupofWeb
servers. In this research, data was collected using Multi-agent Web pING (MWING)
applications based on networks in Gdańsk and Wrocław (to/from European Web
servers) [95, 96]. This research culminated in the collection of large-scale measure-
ments frommany sources over a variety of time-frames and expected workloads. The
calculations derived from the measurements collected, do show there is relationship
between forecasts accuracy and fluent traffic on routes to servers. It also confirms
that geographical distance also effects the accuracy of each forecast, although the
physical distance of the networks backbone made little difference.

MAS Stress Café.Agency techniques havebeenhailed as the revolutionary break-
through in software engineering because they can be used to encapsulate one or more
capability within a single applications. Ghosh et al. presents a novel adaptation of
agent capabilities to develop anhybridized autonomousMAS to analyzework-related
stress data [97]. The IntelligentMulti-Agent Decision Analyser (IMADA) is the core
component of this model, and each agent capability provides an independent capabil-
ity that operates specified functionality in their own right. This framework manages
the interaction and communicate between all agents to accomplish the desired goal.
This semi-autonomous model replaces a costly and cumbersome manual approach,
where data collected relied on phone calls to select communities.

http://dx.doi.org/10.1007/978-3-319-01649-8_10
http://dx.doi.org/10.1007/978-3-319-01649-8_11
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IMADA uses a semi-autonomous data collection and analysis process to facilitate
measuring psychological stress in the workplace. It generates a Kiosk-style approach
for providing on-line, remote access to professional skills through a distributed series
of workplace sites and industry cross sections. This application provides heuristic
computation, with ANN classifiers and Fuzzy Logic feedback systems. The ANNs
are capable of transforming an input vector from n-dimensional space to an out-
put vector in m-dimensional space [98]. A Fuzzy logic grading system is applied
to interpret the output from a neural network, as well as giving human-readable
interpretation of the data in linguistic terms [99]. This hybrid intelligence provides
the computational framework that integrates these techniques to support problem
solving and decision making [100, 101]. Chapter12 discusses the evolution of the
work stress café application. Future work may include an emotion recognition agent,
enabling more in-depth analysis of work stress related data. A learning component
would be useful to add functionality and enable the model to evolve its analysis in
real time.

Readers are reminded that this book presents a series of world class contributions,
from leading-edge researchers, covering an array of advanced AI techniques. The
reader is initially encouraged to focus on their topic of interest and then stimulate their
imagination by reading the remaining chapters. These chapters have been selected
from a diverse range of modern AI topics and techniques, employing hybrid method-
ologies to solve specific problems for industry. We hope you enjoy the innovations
presented.
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Chapter 2
Computing Efficiently Spectral-Spatial
Classification of Hyperspectral Images
on Commodity GPUs

Pablo Quesada-Barriuso, Francisco Argüello and Dora B. Heras

Abstract The high computational cost of the techniques for segmentation and
classification of hyperspectral images makes them good candidates for parallel
processing, in particular, for computing on Graphics Processing Units (GPUs). In
this paper an efficient projection on the GPUs for the spectral–spatial classification
of hyperspectral images using the Compute UnifiedDevice Architecture (CUDA) for
NVIDIA devices is presented. A watershed transform is applied after reducing the
hyperspectral image to one band through the calculation of amorphological gradient,
while the spectral classification is carried out by Support Vector Machine (SVMs).
The results are combinedwith an adaptivemajority vote. The different computational
stages are concatenated in a pipeline that minimizes the data transfer between the
main memory of the host computer and the global memory of the graphics device to
maximize the computational throughput. The memory hierarchy and the thousands
of threads available in this architecture are efficiently exploited. It is possible to
study different data partitioning strategies and thread block arrangements in order to
promote concurrent execution of a large number of threads. The objective is to effi-
ciently exploit commodity hardware with the aim of achieving real-time execution
for on-board processing.
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2.1 Introduction

Recent advances in sensor technology have led to hyperspectral images being now
widely available [1, 2]. The special characteristics of hyperspectral images, which
provide adetailed spectrum for eachpixel, allowdistinguishing amongphysicalmate-
rials and objects even at pixel level, presenting new challenges to spectral analysis,
target detection, image segmentation or classification.Nevertheless, the large number
of spectral channels of the hyperspectral images makes most of the commonly used
methods designed for the processing of grey level or color images not appropriate.
To take full advantage of the rich information provided by the spectral dimension
new algorithms are required.

The supervised classification of hyperspectral images has been a very common
topic in the last decades. Pixel-wise classifiers, for instance, consider only the spectral
information of the pixel [1, 3–5]. In particular, pixel-wise classification by Support
Vector Machine (SVM) classifiers has been introduced and shown good results when
a small number of training samples are available [3]. However, this pixel-wise clas-
sification does not consider information about spatial structures. Therefore, the clas-
sification can also take advantage of the spatial relationships among pixels, allowing
more elaborate spectral–spatial models for a more accurate segmentation and clas-
sification of the image [6–8]. The spatial information can be included considering
different approaches. The first approach consists in including information from the
closest neighborhood of a pixel through morphological filtering [9], morphological
leveling [6] or Markov random fields [10]. The second approach consists in carrying
out a segmentation of the image by methods that are usually based in graphs [11].
Among these some unsupervisedmethods have been widely used: partitional cluster-
ing [7], hierarchical segmentation [12], MSF [13] and watershed [8]. The watershed
transform is a widely used method for non-supervised image segmentation, specially
suitable for low contrast images [14]. It is usually applied to the morphological gra-
dient of a two dimensional image for extracting homogeneous regions with respect
to grey level values.

Recently, Tarabalka et al. [8] have presented a spectral–spatial classification
scheme for hyperspectral images that uses the watershed transform. It is based on an
SVM spectral classification, followed by a Majority Vote (MV) process among the
classified pixels within the same watershed region. Among the proposals presented
by the authors to reduce the image to one band, such as multidimensional or vectorial
gradients. One of the most efficient approaches, in terms of classification quality, is
obtained through a Robust Color Morphological Gradient (RCMG) calculation. The
good classification results of this proposal in urban and open areas had led us to
adopt it in this work.

The computational cost of the techniques for segmentation and classification of
hyperspectral images is high, which makes them good candidates for parallel and, in
particular, forGeneral-PurposeComputing onGraphics ProcessingUnits (GPGPUs).
The focus of this study is to provide a solution for a GPU platform, adapting the
hyperspectral processing to a low cost parallel computing architecture. With this
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approach the on-board processing of information is possible without the need for
bulky high performance computing infrastructures.

In most cases neither sequential nor existing parallel algorithms can be directly
implemented in the GPU and it is necessary to modify the flow of the computa-
tions in order to fully exploit the architecture. The use of Graphics Processing Units
to process hyperspectral images has been gaining popularity in recent years. For
instance, algorithms for spectral unmixing [15, 16], target detection [17, 18], clas-
sification [1] and segmentation [19, 20] have led to more complete tools [21, 22].
A spectral–spatial GPU classification tool was presented in [22]. In this tool the
spatial information is introduced by MV within a fixed window where each pixel is
assigned to the most predominant class, so the spatial structure of the image is not
fully considered. As a result, this MV implementation may generate different classes
within the same watershed region, unlike in [8].

The interest is on exploring GPU architectures for hyperspectral processing by
developing techniques that can be efficiently projected on GPU consumer platforms
with the objective of achieving real-time execution that makes on-board process-
ing possible. In this paper a spectral–spatial classification scheme for hyperspec-
tral images based on [8] is presented, specially adapted for GPU processing using
CUDA. The process consists in the calculation of a morphological gradient operator,
that reduces the dimensionality of the hyperspectral image, followed by the calcu-
lation of a watershed transform based on Cellular Automata (CA) over the resulting
2D image, and a spectral classification based on SVM. A MV process combines
the spectral and spatial results. The thousands of threads available in the GPU are
efficiently exploited. The different stages are concatenated in a pipeline processing
that minimizes the data transfers between the host and the device and maximizes
the computational throughput. Furthermore, data are reused within the GPU, taking
advantage of the shared memory and cache hierarchy of the architecture. In addition,
different hyperspectral data partitioning strategies and thread block arrangements are
studied in order to effectively exploit the memory and computing capabilities of the
GPU architecture.

The reminder of this paper is organized as follows: in Sect. 2.2 some GPU and
CUDA fundamentals are introduced. Section2.3.1 introduces themorphological gra-
dient, Sect. 2.3.2, the watershed transform, and Sect. 2.3.3 themajority vote approach
for spectral–spatial classification. The implementations of the algorithms and the
results obtained are discussed in Sects. 2.4 and 2.5, respectively. Finally, Sect. 2.6
presents the final remarks.

2.2 GPU Architecture

The most recent GPUs provide massively parallel processing capabilities based on
a data parallel architecture. The NVIDIA GPU architecture is organized into a set
of Streaming Multiprocessors (SMs), each one with many cores called streaming
processors [23], as shown in Fig. 2.1a. These cores can manage hundreds of threads
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Fig. 2.1 NVIDIA CUDA architecture. (a) Streaming multiprocessors and (b) organizations of
Grid, blocks and threads

in a Single Instruction Multiple Data (SIMD) programming model. The GPU cores
execute the same instruction simultaneously on different data unlike the multicore
processors that are Multiple Instruction Multiple Data (MIMD) (different cores exe-
cute different threads operating on different data).

CUDA for NVIDIA devices, is an Application Programming Interface (API) for
writing programs that are executed in the GPU. A CUDA program, which is called
a kernel, is executed by thousands of threads grouped into blocks, as illustrated in
Fig. 2.1b. The Compute Unified Device Architecture (CUDA) has a global memory
of Dynamic Random Access Memory (DRAM) that is available for all the blocks.
There is also an on-chip shared memory space only available per block. This feature
enables an extremely rapid read/write access to the data in this memory but with the
lifetime of the block. Furthermore, it is not possible to read or write data to the shared
memory allocated to another block. Finally, each thread has its own local memory
and registers. Examples include the NVIDIA G80 and GT200 graphics cards series.

The Fermi and Kepler architectures [24] have also a cache hierarchy consisting
of a configurable L1 and a unified L2 caches. The 64KB of on-chip memory can
be configured as 48KB of shared memory and 16KB of L1 cache or vice versa.
There are 64KB of this memory available for each SM. The L2 is a unified cache
up to 1,536KB shared by all the SMs. The accesses to the DRAM are cached in
this memory hierarchy. The NVIDIA Tesla GF100 and the GeForce 500 series are
examples of theFermi architecture. TheTeslaK-series family of products includes the
Kepler K10, K20 and K20X GPU accelerators with different chipsets. In particular
the Tesla K20X based on the GK110 chipset incorporates 2688 CUDA cores and
6GB of memory. These chipsets can be found in commodity GPUs like the GTX680
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graphics card, used in this work, which has a GK104 chipset (1536 CUDA cores and
2GB of memory).

The challenge of GPU programming is to increase the computational throughput.
To achieve this, important aspects thatmust be considered are [25]:minimizingCPU–
GPU data transfers, aligning accesses to consecutive memory locations, maximizing
data reuse, balancing the workload among threads, and minimizing their divergence.

2.3 Spectral–Spatial Classification of Hyperspectral Images

Hyperspectral images are basically digital pictures where each pixel is represented
by a set of n values. Each value corresponds to a spectral component across the
visible and infrared light bands [18]. The number of captured bands depends on
the properties of the hyperspectral sensor. For example, the well known Reflective
Optics System Imaging Spectrometer (ROSIS) is able to record 103 spectral bands
[26], while the Airbone Visible-Infrared Imaging Spectrometer (AVIRIS) is able to
record 224 spectral bands [27].

Most classification methods for hyperspectral images process each pixel indepen-
dently using pixel-wise classifiers, but do not take into account the spatial informa-
tion of the neighborhood [28]. Nevertheless, it has been proved that the classification
results significantly improve when spatial information is incorporated [6–8].

An efficient approach to integrate spectral and spatial information in a classifica-
tion system is defined by Tarabalka et al. [8]. The process consists of the stages shown
in Fig. 2.2. On one hand, the spectral processing is applied over the hyperspectral

Fig. 2.2 Spectral-spatial classification scheme, which consists of a spectral stage (top), a spatial
stage (bottom), and a final stage to combine the results
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Fig. 2.3 Example of majority vote application for spectral–spatial classification. (a) Classification
map; (b) Segmentation map; (c) Majority vote within a segmented region

input image using a SVM that produces a classification map (shown at the top of
the figure). Each pixel of this map belongs to one class predicted by the SVM (three
classes in this example). On the other hand, the spatial processing, applied to the
one–band image generated after a RCMG calculation, creates a segmentation map
using a watershed transform (shown in the bottom of the figure). In this map, all of
the pixels are labelled according to the region they belongs to.

Finally, the spectral and spatial results are combined using amajority vote process.
Each pixel in a watershed region is assigned to the most predominant class among
the classes within the same region. The output of this scheme, as shown in Fig. 2.2, is
a more accurate hyperspectral classification of the image compared to a standalone
spectral classification. The procedure for combining the results is illustrated in detail
in Fig. 2.3 for the case of three spectral classes, represented as three colors in Fig. 2.3a.
The segmentation map, with regions A, B, C, and the results of theMV are displayed
in Fig. 2.3b, c.

In the following sections we explain in detail the different steps of the spatial
processing. The Robust Color Morphological Gradient, Sect. 2.3.1, the watershed
transform based on CA, Sect. 2.3.2, and how to combine the results with the spectral
ones, Sect. 2.3.3.

2.3.1 Robust Color Morphological Gradient

The basicmorphological gradient operator for grey scale images is defined as Eq.2.1:

∇( f ) = δg( f )− εg( f ), (2.1)

where δg and εg are the dilation and erosion morphological operators, and g the
structuring element which defines the neighborhood of a pixel in the image f . In an
alternative form, Eq.2.1 can be expressed as follows in Eq.2.2:

∇( f ) = max
x∈g
{ f (x)} − min

y∈g
{ f (y)}

= max(| f (x)− f (y)|) ∀x, y ∈ g, (2.2)
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giving the greatest intensity difference between any two pixels within the structuring
element. In this way Eq.2.2 can easily be extended to color images [29], which have
a pixel vector of three components, i.e. the red, green and blue channels of color.

Let x be a pixel vector of a color image andχ = [x1, x2, . . . , xn] be a set of n pixel
vectors in the neighborhood of x, and the set χ contains x. The Color Morphological
Gradient (CMG), ∇(f), using the Euclidean distance, is defined as Eq.2.3:

∇(f) = max
i, j∈χ{||xi − x j ||2}, (2.3)

whose response is the maximum of the distances between all pairs of vectors in the
set χ . As the CMG is very sensitive to noise and may produce edges that are not
representative of the gradient, a RCMG is proposed in [29], based on pairwise pixel
rejection of Eq.2.3. The RCMG , ∇(f)Robust , is defined as Eq.2.4:

∇(f)Robust = max
i, j∈χ−Rs

{||xi − x j ||2}, (2.4)

where Rs is the set of s pairs of pixel vectors removed. The pairs removed are those
that are furthest apart. The RCMG is therefore a vectorial gradient operator based
on the Euclidean distances of pixel vectors.

A pixel vector also refers to a pixel of the hyperspectral image with all the n-bands
as components of a n-dimensional vector. Thus, using the RCMG, a hyperspectral
image may be reduced to a single band and be used as input for the watershed
transform.

Regarding GPU concerns, the calculation of Eq.2.4 is split into partial operations
and then the partial results are combined to find themaximumdistance. There are two
possible work distribution strategies among thread blocks which will be explained
in Sects. 2.4.1.1 and 2.4.1.2.

2.3.2 Watershed Transform Based on Cellular Automata

Regarding segmentation, a watershed transform based on CA is applied, because of
the simplicity of the computing model of the CA that can model complex problems
easily, and because the computations for pixels are highly independent, and thus very
adequate for streaming parallel processing architectures like the GPU.

The watershed algorithm is a widely used method for non-supervised image seg-
mentation, specially suitable for low-contrast images [14]. If a grey scale image
is represented as a topographic relief, where the height of each pixel is directly
related to its grey level, the dividing lines of the basins of attraction of rain falling
over the regions are called watershed lines [14]. Various definitions, algorithms and
implementations can be found in the literature [30]. In this paper the Hill-Climbing
algorithm based on the topographical distance by Meyer is adopted [31]. This algo-
rithm starts by detecting and labelling all minima in the image with unique labels.
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Fig. 2.4 Three-state automation implementing the Hill-Climbing algorithm [32]

Then, the labels are propagated upwards, climbing up the hill, following the path
defined by the lower slope of each pixel. At the end, all pixels have a label that
identifies the region to which they belong. No implicit lines are generated with this
algorithm, so the watershed lines are the limits between these regions.

CA are computing models composed of a set of cells arranged in a regular grid,
with each cell connected to its adjacent neighbors. The CA evolve in discrete time
steps, according to a collection of states and a set of transition rules. One of the main
characteristics of CA is that updates are made for each cell considering only local
information, so the concept of parallelism and, in particular, streaming process-
ing, is implicit in the automata. The updates of the cells can be carried out syn-
chronously or asynchronously [33]. In the latter case, the grid can be partitioned
into different regions which can be independently updated an unbounded number
of times.

Galilée et al. proposed a three-state cellular automaton implementing the Hill-
Climbing algorithm [32] that is shown in Fig. 2.4 (MP stands forMinimumor Plateau
state and NM for Non-minimum state). The main advantage of thisWatershed Trans-
formbased onCellularAutomata (CA–Watershed) is thatminima detection, labeling,
and climbing the steepest paths are simultaneously and locally performed.

Each cell of the automaton computes a pixel of the image. First, the pixels are
sequentially labelled and the state of each pixel is initialized to one of two possible
states. Considering that a plateau is a region of constant grey value within the image,
these states are MP and NM. If a pixel is within a plateau, it switches to the MP state.
Otherwise, the state of the pixel switches to NM. Figure2.5a shows an example of
a 1D image represented as a terrain (lines) and the corresponding grey values of
each pixel (squares). The numbers within each square in this figure are initial label
values.

Once the pixels have been initialized, the following steps update the automaton.
This is an iterative task that processes the MP and NM states as follows: The pixels
of a plateau, i.e. MP state, extend the label with the minimum value along the pixels
belonging to that plateau, in case of a plateau that isminimumas indicated inFig. 2.5b,
and change their state if the plateau is non-minimum. If the state of the pixel is NM,
the label is propagated through the lower slope as shown in Fig. 2.5c, where labels 3
and 9 are being propagated upwards, climbing up the hills. This iterative task ends
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Fig. 2.5 1D image represented as a terrain (top lines) and the corresponding grey values of each
pixel (bottom squares). (a) Init state, (b) MP update, (c) NM update, (d) final segmentation

when no more changes occur as in Fig. 2.5d. The result is a segmentation map where
each region is represented by the label corresponding to the seed pixel that generated
the region. The watershed lines can be later defined as the borders among regions.

The CA–Watershed can be synchronously or asynchronously implemented. The
asynchronous implementation is non-deterministic andmay lead to different segmen-
tation results. A formal proof of correctness and convergence towards a watershed
segmentation using amathematical model of data propagation in a graph is presented
in [32].

The asynchronous algorithm is particularly suitable for the CUDA computing
model as it was shown by Quesada-Barriuso et al. [34]. Different regions of the
image can be simultaneously and independently updated during certain number of
steps, thus reducing the number of points of synchronization, so the exploitation of
parallelism is maximized.

2.3.3 Majority Vote

The MV is a process for determining which out of an arbitrary number of candidates
has received most votes, considering a vote as a particular property or attribute.
One possible implementation of MV takes as input an array with the votes for each
candidate, and returns the element with most votes after one pass over the whole
vector [35]. In the hyperspectral classification context, theMVwithin a fixedwindow,
i.e. fixed neighborhood, is a standard spatial regularization procedure when it is
applied after a pixel-wise classification [8]. However, using the regions created by
the segmentation process as in this work, i.e. using an adaptive neighborhood, the
spatial structures that may be present in the image are taken into account in a more
realistic way. So, using an adaptive neighborhood, the MV process integrates the
spectral and the spatial information that are available per pixel within each watershed
region, summing up the votes that identify the spectral class for each pixel [36].
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From an implementation perspective, in order to combine the results, it is nec-
essary to identify with the same label all the pixels belonging to a region. This
may become a challenge when the algorithm is executed on a GPU, because
each watershed region can be computed by independent blocks of threads. So, it
could be necessary to connect the labels identifying the watershed regions among
different blocks.

2.4 Spectral–Spatial Processing in GPU

In this section the GPU projection of the classification process described in
Sect. 2.3 is detailed. The hyperspectral image must be divided into regions that are
distributed among the thread blocks. The regions will be one, two or three dimen-
sional depending on the executed stage, enabling all the threads to perform useful
work, and therefore exploiting the thousands of threads available in the GPU.

For the RCMG and the CA–Watershed stages, each data region must be extended
with a border of size one because the processing of each pixel requires data of its
neighbors. As an example, Fig. 2.6a shows an image divided into 4× 4 pixel regions
assigned to blocks of 4 × 4 threads, and Fig. 2.6b the extended region for one of
the blocks. Threads on the edge of the block must perform extra work loading the
data corresponding to the border. In practice, rectangular regions are considered.
Using a rectangular block, with the longest dimension being the one along which
data is stored in global memory, the data of the border is packed in the minimum
number of cache lines. This way the overhead associated to global memory accesses
is minimized [37].

Thanks to the pipeline processing, the number of computations and the required
bandwidth are reduced in the majority vote stage, because all the pixels in the same
watershed region are already identified by the same watershed label. So, there is no
need to create new data structures and copy them to the GPU memory.

Fig. 2.6 An image divided into, 4 × 4 pixel regions and (b) the extended region for one of
the blocks
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Regarding the spectral processing, different implementations in GPU of SVM
are available in the literature [38–42]. Among those that provide the source code
performing training and classification, and producing a final classification map, the
selected library is the GPUSVM by Catanzaro et al. [40]. This implementation con-
siders the standard two-class soft-margin SVM classification problem. With the use
of the CUDA Basic Linear Algebra Subroutines (CUBLAS)1 to perform the classi-
fication, the library takes maximum profit from the latest CUDA releases.

2.4.1 Robust Color Morphological Gradient

The workflow of the RCMG algorithm, summarized in Fig. 2.7 is divided into
three steps. First, for all the pixel vectors, threads within a block cooperate to obtain
the distances of the set χ , for calculating Eq.2.3, and computing the CMG. Second,
the pair of pixels Rs that are furthest apart, required for Eq.2.4, are found and the
RCMG is calculated with the remaining distances in the third step. So, finally a
one-band gradient is obtained. In this work Rs = 1, i.e. only one pair of pixels is
removed.

The hyperspectral image can be partitioned in the spatial or the spectral domains.
From a processing point of view, two different algorithms have been implemented.
One based on spatial partitioningwithin a block, as shown in Fig. 2.8 a and described
in Sect. 2.4.1.1. Another based on spectral partitioning within a block, described in
Sect. 2.4.1.2 and shown in Fig. 2.8b. In both cases, the input image is stored in global
memory so that consecutive threads access consecutive global memory locations.
The intermediate results that are necessary in order to calculate the distances are
stored in shared memory.

Fig. 2.7 RCMG algorithm work-flow

Fig. 2.8 Kernel configuration for spatial (a) and spectral (b) partitioning

1 See CUBLAS at https://developer.nvidia.com/cublas

https://developer.nvidia.com/cublas
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2.4.1.1 Spatial Partitioning RCMG

In this implementation, each thread processes one spectral component, as shown in
Fig. 2.8a, and a group of threads cooperate in a reduction operation, where the largest
dimension of a thread block indexes the different spectral components. For each
region of the image, all the spectral components of each pixel vector are consecutively
stored in global memory. The kernel is configured to work in blocks of x× y threads,
corresponding to the X and Y dimensions of Fig. 2.8a. For each block, all the threads
load different components of each pixel vector simultaneously and compute a partial
result (xi )

2 − (x j )
2 of Eq.2.3. Then, the threads in the X dimension cooperate in a

reduction operation [43] for computing the CMG (step 1). Half of the threads work
in the reduction, and the number of active threads is halved at each iteration as the
reduction proceeds.

One thread in the X dimension finds the pair of pixels that generated themaximum
distance (step 2) and computes the RCMG (step 3) with the remaining distances.
Finally, the RCMG is written in global memory.

2.4.1.2 Spectral Partitioning RCMG

In the spectral partitioning RCMG, each thread processes all the spectral components
of a pixel, as shown inFig. 2.8b. For each region, data are stored in row-major order for
each band. The kernel is configured towork in blocks of 32×4 threads corresponding
to the X and Y dimensions in Fig. 2.8b. Threads within a block process a region of
each spectral band in a loop through all the bands (sequential processing). At each
iteration, data corresponding to a new band are loaded in shared memory, and the
partial results (xi )

2 − (x j )
2 of Eq.2.3 are computed and stored. At the end of the

loop, all the distances for each pixel are available in shared memory.
To compute the CMG (step 1 in Fig. 2.7), each thread finds the maximum of

the distances of its set χ and the corresponding pair of pixels which generated that
maximum.Having identified the two pixel vectors that are furthest apart (step 2), each
thread computes Eq. (2.4) with the remaining distances (step 3) and writes the result
back to global memory. This implementation is expected to use less shared memory
that the previous one owing to the sequential scanning in the spectral domain. So,
more concurrent blocks per SM are also expected.

2.4.2 Watershed Based on CA

The input data to the CA–Watershed algorithm is the 2D gradient image obtained
from the RCMGalgorithm. The CA–Watershed can be asynchronously implemented
as it was mentioned in Sect. 2.3.2, which is up to four times faster than the CUDA
synchronous implementation [34]. In this section the asynchronous algorithm is
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described, which has the advantage of reusing information within a block, efficiently
exploiting the shared and cache memories of the GPU.

The algorithm has two kernels implementing the initialization and updating stages
of the CA–Watershed. These kernels are configured to work in blocks of 32 × 4
threads operating over 32× 4 pixel regions of the image. Data structures have been
compressed in order to reduce the storage requirements to 8 bytes per pixel as in
[34]. With the first kernel, the automaton is initialized. Once all the data have been
initialized, they are packed into 8 bytes per pixel before transferring them to global
memory.

The updating stage is a hybrid iterative process that includes intra-block updates
and inter-block updates. Each region is synchronously updated, for instance all cells
within a region are updated at each time step, while the regions themselves are asyn-
chronously updated (an update of all the blocks is performed at each inter-block step).

During the intra-block updating the values used from outside the block (a border
of size one) are kept constant and equal to their values at the beginning of the stage.
In the inter-block updating process, data are read at the block borders, which allows
the data propagation across the entire grid.

On each call to the CUDA kernel, an inter-block update takes place, where each
step is a set of intra-block updates. For each block, once data are loaded in shared
memory from an input buffer, the pixels are modified in registers according to their
state, and stored back to shared memory in an iterative intra-block process within
each region.

The intra-block updating ends when no new modifications are made with the
available data within the region. Then the data in shared memory are packed and
stored in global memory in an output buffer. This operation is repeated several times
in an iterative inter-block process. The algorithm ends when all regions have been
flooded and each pixel is labelled with a value indicating the region it belongs to.

The CA–Watershed implementation not only exploits efficiently the resources of
the GPU, as the shared memory, but also generates a segmentation map where the
pixels are connected. Figure2.9a shows an example of an image segmented into
three regions, represented as “A”, “B”, “C”. The grey lines in each region indicate
that after the segmentation process every pixel of each region has the same label,

Fig. 2.9 An example of an image segmented into three regions, (a) represented as “A”, “B”, “C”,
and (b) the connected components created from the labels
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that of the pixel from which the region was created. So, the pixels are connected as
shown in Fig. 2.9b without the need of performing any component labelling process
[44]. Thus, the output of this algorithm can be used directly in the final stage of the
spectral–spatial classification scheme.

2.4.3 Majority Vote

TheMV,when applied to this hyperspectral classification, processes the pixels within
each segmented region. In this implementation, a region can be assigned to different
thread blocks, therefore all the pixels belonging to the same regionmust be connected,
as shown in Fig. 2.9b.

By using the segmentation map, such as the one in Fig. 2.9a, the pixels of each
watershed region are already connected, so the MV can be projected in the GPU
following the steps: voting, winner and updating. The voting step counts the number
of SVM classes for each region. The winner step finds the class with the maximum
number of votes per region, and finally, the updating step assigns the winner class
to the pixels within the region. Each step is performed by a separate kernel that is
configured to work in one dimensional blocks of threads. In the first and third kernel
each thread operates on one pixel of the image, while in the second kernel each pixel
operates on the information collected for one region of the segmentation map. So,
for the second kernel less blocks need to be executed.

One majority vote per watershed region is performed. As the number of these
regions is unknown a priori, the first approach would be to allocate in global memory
data structures of a large enough size to compute as many regions as pixels in the
image. With the aim of saving memory resources, the number of regions generated
by the CA–Watershed algorithm are calculated prior to the voting step. Once the
number of regions is known, a two dimensional data structure is defined in global
memory being the number of watershed regions and the number of spectral classes
the dimensions of the structure.

For the voting kernel, each thread adds one vote to the corresponding class, using
the label as an index to reference its region. As two or more threads can vote in the
same region to the same class with no predictable order, the voting is done by atomic
operations. In the winner step, each thread finds the class with the maximum number
of votes (winning class) and saves its class identifier in global memory. The last
kernel updates the pixels of the classification map with the winning class, producing
a new spectral–spatial classification map.

2.5 Results

The algorithms have been evaluated on a PC based in the Nehalemmicroarchitecture
with an Intel quad-core i7-860 microprocessor (8MB Cache, 2.80GHz) and 8GB
of Double Data Rate type three (DDR3) Synchronous DRAM. The code has been
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Table 2.1 Classification accuracy as percentages for the SVM and the whole spectral–spatial
scheme in CPU and GPU for the hyperspectral image of Pavia in terms of OA, AA and CS

SVM SVM Spect–Spat. Spect–Spat.
CPU GPU CPU GPU

OA 89.77 89.78 94.55 94.63
AA 91.49 91.50 95.00 94.97

CS RO
Asphalt 0.083 84.80 84.83 94.74 94.59
Meadows 0.029 90.37 90.39 94.89 95.12
Gravel 0.187 78.75 78.85 86.37 85.66
Trees 0.171 96.57 96.57 93.93 93.90
Metal sheets 0.197 99.55 99.55 99.63 99.63
Bare Soil 0.106 88.51 88.53 92.86 93.30
Bitumen 0.282 95.04 95.04 96.69 96.84
Bricks 0.140 89.90 89.90 95.98 95.79
Shadows 0.244 99.89 99.89 99.89 99.89

compiled using gcc version 4.4.3 with OpenMP 3.0 support under Linux. For the
CUDA implementation we run the algorithms on a NVIDIAKepler architecture with
the GK104 chipset (1536 CUDA cores and 2GB of Graphics Double Data Rate type
five (GDDR5) Synchronous DRAM). The GPU is a GeForce GTX680 with 64KB
of on-chip memory that can be distributed among L1 cache and shared memory and
8 SMswhich can execute up to 16 concurrent blocks giving a total maximum of 2048
threads per SM. The CUDA code has been compiled using nvcc and the 4.2 toolkit,
also under Linux.

The results are expressed in terms of execution times and speedups. For the SVM
spectral classification the speedups are calculated with respect to the LIBSVM [45]
that is a sequential library. For the remaining steps of the spectral–spatial classifica-
tion scheme of Fig. 2.2, the reference codes in CPU are optimized OpenMP parallel
implementations considering 4 threads because four cores are available in the Intel
Core i7. The tests were run on two hyperspectral airborne images that were obtained
from the Basque University (UPV/EHU)2: A 103-band ROSIS image from the Uni-
versity of Pavia (Pavia) with a spatial dimension of 610×340 pixels, and a 204-band
AVIRIS image of 512×217 pixels taken over the Salinas Valley, California (Salinas).
Although both images are of approximately the same global size, Pavia is larger in
the spatial domain while Salinas is larger in the spectral domain.

The final results were compared to the available ground truth of each image. these
results are validated using the Overall Accuracy (OA), which is the percentage of
correctly classified pixels in the whole image, the Class Accuracy (CS), which is the
percentage of correctly classified pixels for a given class, and the Average Accuracy
(AA), which is the mean of the CS for all the classes [13]. Tables2.1 and 2.2 shows

2 Hyperspectral Remote Sensing Scenes available at http://www.ehu.es/ccwintco/index.php/
Hyperspectral_Remote_Sensing_Scenes

http://www.ehu.es/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes
http://www.ehu.es/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes
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Table 2.2 Classification accuracy as percentages for the SVM and spectral–spatial scheme in CPU
and GPU for the hyperspectral image of Salinas in terms of OA, AA and CS

SVM SVM Spect–Spat. Spect–Spat.
CPU GPU CPU GPU

OA 93.55 93.45 94.43 94.37
AA 96.82 96.76 96.90 96.89

CS RO
Brocoli_green_weeds_1 0.100 99.75 99.75 99.75 99.80
Brocoli_green_weeds_2 0.100 99.79 99.76 100.00 100.00
Fallow 0.100 99.85 99.85 100.00 100.00
Fallow_rough_plow 0.100 99.71 99.71 99.78 99.78
Fallow_smooth 0.100 98.77 98.77 99.14 99.14
Stubble 0.100 99.65 99.65 99.85 99.85
Celery 0.100 99.62 99.92 99.80 99.80
Grapes_untrained 0.100 89.64 89.57 93.42 93.12
Soil_vinyard_develop 0.100 99.95 99.81 99.98 99.98
Corn_senesced_green_weeds 0.100 98.05 97.53 98.78 98.72
Lettuce_romaine_4wk 0.100 98.97 98.97 98.97 98.97
Lettuce_romaine_5wk 0.100 99.79 99.79 99.58 99.79
Lettuce_romaine_6wk 0.100 99.67 99.67 95.96 95.74
Lettuce_romaine_7wk 0.100 95.51 95.42 94.77 94.77
Vinyard_untrained 0.100 71.05 70.82 71.68 71.66
Vinyard_vertical_trellis 0.100 99.11 99.11 98.95 99.17

the OA, AA, and CS percentages for the SVM and the spectral–spatial classification
scheme in CPU and GPU for the images of Pavia and Salinas. RO stands for the
ratio between the number of training samples and the number of testing samples for
each class. The best accuracies are indicated in bold. These results are similar to
those published in [6–8] when combining spectral and spatial information. Overall,
the image of Pavia gives the best results in terms of spectral–spatial classification
with an OA improvement of 4.85 points over the SVM. Similar results are obtained
in CPU and GPU. The image of Salinas has a very high OA score with the SVM
classification and thus, less room for improvement with the spectral–spatial scheme.
The improvement for this image is 0.92.

Figures 2.10 and 2.11 show from left to right the SVM classification map, the
RCMGresults, the segmentationmap represented aswatershed lines, and themajority
vote for the University of Pavia and the Salinas Valley, respectively. The number of
watershed regions are 22,678 for the first image and 8,423 for latter one. An over-
segmented result is observed in Pavia, while the number of regions in Salinas is
smaller due to the larger plateaus present in that image

The performance results are summarized in Table2.3 for Pavia and Table2.4 for
Salinas. The time to transfer the hyperspectral image from CPU to the GPU global
memory at the beginning is included in the spectral stage. The data transfer time
for copying the final results back to the CPU is 0.6 ms for Pavia and 0.3 ms for
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Fig. 2.10 From left to right, the GPUSVM classification map, the RCMG, CA–Watershed lines
imposed over a false color composition to assist in visualizing the segmentation map, and the final
classification by majority vote, of the hyperspectral image of Pavia

Fig. 2.11 From left to right, the GPUSVM classificationmap, the RCMG, the CA–Watershed lines
and the final classification by majority vote, of the hyperspectral image of Salinas

Salinas, resulting in less than 0.003% of the total time. The total times indicate that,
even with the high speedups obtained, the times required in GPU are around 17 s
for Pavia and 59 s for Salinas. These values are far from real-time, mainly due to
the cost of the spectral classification, that accounts for the 81.2% of this GPU time.
So the real-time objective can only be achieved if a less costly spectral technique
is applied. Overall, the best results for the whole classification scheme are obtained
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Table 2.3 Performance results for the University of Pavia hyperspectral image (execution times in
seconds)

SVM SVM Spect. Part. Async. CA Majority Total
training classification RCMG watershed vote

CPU 0.5760s 101.4484s 0.1517s 0.0186s 0.0022s 102.1969
GPU 3.2466s 14.0497s 0.0085s 0.0010s 0.0003s 17.3067
Speedup 0.2× 7.2× 17.8× 18.6× 7.3× 5.9×

Table 2.4 Performance results for the Salinas Valley hyperspectral image (execution times in
seconds)

SVM SVM Spect. Part. Async. CA Majority Total
Training Classification RCMG Watershed Vote

CPU 1.5559s 112.2305s 0.1959s 0.0963s 0.0023s 114.0809s
GPU 11.0552s 47.7323s 0.0092s 0.0035s 0.0001s 58.8006s
Speedup 0.1× 2.3× 21.3× 27.5× 23.0× 1.9×

for Pavia with a speedup of 5.9×. In the next sections we will explain in detail the
results for each stage.

2.5.1 SVM Spectral Classification

The standard two-class SVM spectral classification has two phases: training and
classification. The training phase builds a model which is used to predict if new
samples belong to one category or another in the second phase of classification,
which is the most time consuming one as it can be observed in Tables2.3 and 2.4.
The percentage of time corresponding to classification is the same for both images,
81.2% of the time in GPU required for the whole classification process.

When more than two classes are present the classification must be multiclass
and different strategies can be applied in order to solve it. Hsu [46] found that the
One-Against-One (OAO) method is more suitable for practical use than the One-
Against-All (OAA), mainly because the total training time is shorter. In this work
GPUSVM with the OAO method is used to classify the hyperspectral images. The
kernel function for the SVM is a Gaussian Radial Basis Function (RBF) [28]. The
number of classes considered for the classification was taken from the ground truth,
with nine classes for the first image and sixteen for the second one.

First, the SVM was trained with the same values of C , γ , and number of training
samples for the Pavia image as in [8]: C = 128, γ = 0.125 and 3192 samples. In
the case of the Salinas image, the values C = 256 and γ = 0.125 were determined
by fivefold cross validation, and the number of training samples for each class was
selected as 10% of the total samples for the class.
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Table 2.5 Performance results for the spatial and spectral partitioning RCMG with the Pavia and
the Salinas hyperspectral images

Spatial partitioning Spectral partitioning
Pavia Salinas Pavia Salinas

CPU (OpenMP) 0.1517s 0.1959s 0.1517s 0.1959s
GPU (CUDA) 0.0537s 0.0638s 0.0085s 0.0092s
Speedup 2.8× 3.1× 17.8× 21.3×

As shown in Tables2.3 and 2.4, the speedup results are worse for the GPU in the
training phase. The SVM requires a small number of training samples in this phase
[3] and, therefore, the GPU performance is low because the number of samples is
not enough to exploit the big number of threads that can be simultaneously available
in the GPU, up to 2,048 threads per SM in the GTX680. This is not a problem, as
the training phase only needs to be performed once for each type of hyperspectral
image and it is responsible for only 18.8% of the total time.

The second phase in the spectral classification, which consumes 81.2%of the time
for the Pavia and Salinas images, obtained speedups of 7.2× and 2.3× respectively.
The tests are carried out as in [40], excluding the file I/O time for both, the LIBSVM
and GPUSVM, but including CPU–GPU data transfer in the GPU implementation
times.

2.5.2 Robust Color Morphological Gradient

The RCMG is the vectorial gradient, described in Sect. 2.3.1, that is applied to the
hyperspectral image in order to reduce it to one-band. The approaches described in
Sect. 2.4.1, called spatial partitioning RCMG and spectral partitioning RCMG have
been developed. Different block configurations were tested and finally the spectral
partitioning RCMG implementation was configured with blocks of 32 × 4 threads.
For the spatial partitioning RCMG, 128 × 4 threads per block for the Pavia image
and 256× 2 threads per block for the Salinas image were considered. Each block in
the spatial partitioning RCMG processes a region of 4× 4 pixel vectors for the first
image and a region of 2× 2 pixel vectors for the second one.

Table2.5 shows a summary of performance for the images. The best results are
for the spectral partitioning RCMG with speedups of 17.8× and 21.3×. The shared
memory requirements for the spectral partitioning RCMG are 5.7KB per block,
while the spatial partitioning RCMG requires up to 20.6KB, depending on the block
size. Thus, more blocks per SM are concurrently executed in the first approach which
leads to a better speedup as shown in Table2.5.
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2.5.3 Asynchronous CA–Watershed

As explained in Sect. 2.4.2, the asynchronous CA–Watershed takes as input the 2D
gradient image obtained from the RCMG calculation. This implementation presents
the advantage of reusing information within each thread block, efficiently exploiting
the shared and cachememories of theGPU. In addition, it achieves better resultswhen
the image has large plateaus because in this situation the labels must be propagated
through large regions. In the asynchronous implementation the labels are propagated
faster within a block, unlike the synchronous implementation which performs more
steps to propagate them within a plateau. Thus, less inter-block synchronizations are
needed [34].

The kernels were configured to work with blocks of 32×4 threads and the shared
memory was maximized to 48KB, because only 21.4KB are required for the 16
blocks that are simultaneously active per SM.

This proposal achieves speedups of 18.6× and 27.5×, that can be observed in
Tables2.3 and 2.4. The speedup is better for the Salinas image, as a consequence of
presenting larger plateaus.

2.5.4 Majority Vote

The MV was projected on the GPU taking advantage of the pipeline processing
explained in Sect. 2.4, and reducing the requirements of global memory, which also
means less data transfer. The times shown in Tables2.3 and 2.4 include, as it was
described in Sect. 2.4.3, the step for counting the watershed regions, as well as the
global memory allocation time.

TheMVobtained speedups of 7.3× and 23.0× for the images of Pavia andSalinas.
The difference in the speedups are related mainly to the number of regions because
the number of blocks executed in the winner step is directly related to the number of
watershed regions in the image. The segmentation map of Pavia has 22,678 regions
which is approximately three times more than Salinas, which has 8,423 regions, that
is approximately the speedup factor observed in the performance tables.

The kernels were configured to work in one dimensional blocks. Different block
sizes have been tested and it was found that the best performance is achieved for
blocks of 128 threads. With this configuration each SM is fully exploited with 16
blocks simultaneously active.

2.6 Conclusions

In this work a GPU projection scheme for a spectral–spatial classification of hyper-
spectral images was presented. The scheme efficiently exploits the memory hierar-
chy and the thousands of threads available in the GPU architecture. The different
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stages of the scheme have been concatenated with a pipeline processing that mini-
mizes the data transfers between the CPU and the GPU and maximizes the compu-
tational throughput. Different hyperspectral data partitioning strategies and thread
block arrangements were studied in order to have a larger number of blocks being
concurrently executed. The spectral classification stage was carried out with SVM
using the GPUSVM, a third party library. The spatial processing stages consists in
the calculation of a RCMG, that reduces the dimensionality of the hyperspectral
image to a two dimensional image, followed by the asynchronous calculation of a
watershed transform based on cellular automata. The spectral and the spatial results
are combined by a MV technique commonly used in classification of hyperspectral
images.

The projection of the classification process in the GPU requires working with
data blocks of different dimensionality depending on the stage of the process: 3D for
RCMG, 2D for watershed and 1D for MV. For the RCMG, two different approxima-
tions of data distribution among blockswere studied: spectral and spatial partitioning.
The spectral partitioning takes better advantage of the memory hierarchy of the GPU
maximizing the number of active blocks per SM. For the watershed transform an
asynchronous strategy based on a cellular automaton was proposed. This asynchro-
nous approach has the advantage that it can efficiently exploit the shared memory of
the GPU being up to four times faster than a synchronous implementation. Finally,
the MV was designed to save global memory space and to directly operate on the
output of the other two stages using pipeline processing. This way, there is no need
to move new data structures to the GPU.

The speedup values for the whole classification process were 5.9× for Pavia and
1.9× for Salinas showing the efficiency of the GPU projections while maintaining
the same classification quality as when it is computed on CPU. The best performance
values for the RCMG, 17.8× and 21.3×, were obtained for the spectral partitioning
approach, with the images of Pavia and Salinas, respectively. The asynchronous
CA–Watershed reached speedups of 18.6× and 27.5×, and theMV speedups of 7.3×
and 23.0×, respectively. These results show that the GPU is an adequate computing
platform for on-board processing of hyperspectral information.

As the most costly part of the spectral–spatial classification process, and therefore
the critical part in terms of real-time execution, was the classification stage by SVM,
other spectral classification algorithms more adequate for their efficient projection
on GPU should be investigated.
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Chapter 3
Early Smoke Detection in Outdoor Space by
Spatio-Temporal Clustering Using a Single
Video Camera

Margarita Favorskaya and Konstantin Levtin

Abstract Video surveillance systems are increasingly being used to monitor urban
areas and the landscape. Cameras have been proven near buildings, on bridges, ships,
into tunnels. One important application of video surveillance system is the early
smoke detection in the outdoor space for alarm generation. A novel video-based
method of smoke detection by spatio-temporal clustering involves three develop-
ing stages. The first stage connects with any motion detection within a scene. The
second stage is based on a color-texture analysis of moving regions to find smoke-
like regions. Considering the complex nature of smoke (semi-transparency, spectrum
overlapping, randomly motion changes) these two stages are not enough for deci-
sion making about early alarm generation. The third stage is enhanced by a spatio-
temporal clustering of moving regions with a turbulence parameter connecting with
fractal properties of smoke. A spatio-temporal data permit to track effectively a
smoke propagation in the outdoor space by using the designed real-time software.
Experimental results show that the proposed set of spatial and temporal features
well discriminates smoke and non-smoke regions in outdoor scenes with a complex
background.

Keywords Smoke detection · Surveillance · Turbulence · Video Sequences

3.1 Introduction

One type of surveillance an outdoor environment is an early smoke and flame detec-
tion using visual sensors by Verstockt et al. [1]. Usually the appearance of smoke
precedes flame therefore the robust smoke detection is a very important task for
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early-warning fire alarm. Sensor-based fire alarm systems detect the presence of
smoke, heat, and radiation using ionization or photometry parameters only in indoor
environment. However they are not suitable in the outdoor space because combustion
products may be with a low density or blown away by a strong wind that fail to pro-
duce a smoke or fire alarm. At present, computer vision technologies of smoke and
flame detection can find an inflammation source even at night (Gunay et al. [2]). The
existing problem is a possibility of exact smoke or flame segmentation in a real-time
application. This task is divided into two categories—smoke and flame detection
[3–9]. Smoke detection methods remain the priority for development of fire alarm
systems. Flame detection methods also provide information of the degree of danger.
Flame detection methods include the spatio-temporal fluctuation data of flame con-
tours [10, 11], motion, flicker, edge blurring and color features [12, 13], the mixture
Gaussian model for temporal features extraction [14], and some other techniques.

Toreyin et al. [15] applied motion, edge blurring, and color features for smoke
detection. In this research high-frequency analysis of moving pixels was conducted
in the wavelet domain. Gubbi et al. [16] found some statistical features of three-level
wavelet transformed images. Interesting work was presented by Ferrai et al. [17]
who proposed a real-time process for stream detection in videos based on Hidden
Markov Tree and introduced stream texture patterns. For stream detection Support
Vector Machine (SVM) classifier was used. Yuan [18] proposed an accumulative
motion model for smoke detection. To reduce false alarms, the accumulated values
are used to compensate for the inaccuracy. This paper focuses a smoke detection using
the proposed method which is considered a physical specialty of smoke propagation
in the outdoor space. The traditional feature set was extended by the turbulence
parameter which indicates the fractal nature of smoke. The moving cluster method
was applied for spatio-temporal clustering of smoke similar regions under various
luminance conditions within a scene.

3.2 Related Work

One may classify the existing methods of smoke detection using both static and
dynamic approaches. The static approach is based on texture analysis considering
rotations and illumination differences, where the dynamic approach estimatesmotion
changeswith edge extractions and color features. Often smoke does not have a clearly
defined texture or color features because of its semi-transparency nature within a
spectrum. It often overlaps with the spectrum of surrounding objects. Color features
of smoke received from different flame sources may randomly change. Another main
aspect connects with smoke modifications in a high spectrum range which depend
from a flame source, smoke intensity, and chemical specialties of flame process.

The static approach compensates for the absence of motion analysis using rota-
tions of local patterns in 2D or 3D spaces. Ojala et al. [19] introduced Local Binary
Pattern (LBP) for rotation and illumination invariant. This method was improved
by a quantization step in joint histogram by Guo et al. [20] who proposed a new
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operator called a Local Binary Pattern Variance (LBPV). The LBPs and LBPVs
features are computed at each level of the three-level image pyramid with uniform,
rotation-invariance, and rotation-invariance-uniform patterns. Then, all histograms
of the LBPs and LBPVs pyramids are concatenated into a feature vector for smoke
detection. However this feature vector contains local and global information which
is not separated. Dominant binary patterns for texture classification were suggested
by Liao et al. [21]. Yuan proposed to join the LBPs and LBPVs pyramids for smoke
detection in videos [22]. Celik et al. [23] proposed an algorithm which combines
color-temporal information of fire and background subtraction assisted with fore-
ground object segmentation. Therefore a static approach is characterized by a low
computational cost a though the smoke region segmentation provides approximate
and unstable result.

The dynamic approach is amore appropriate choice because it raises the efficiency
of video-based smoke detection. Here one can find various methods of motion detec-
tion, from simple (background subtraction, temporal difference of two successive
frames) up to advanced realizations (optical flow) [24, 25]. The main task is to
join texture and color features with motion features of such an unstable structure as
smoke in the outdoor space.Motion detection is able to eliminate stationary objects in
scenes. Celik et al. [23] proposed the background subtraction method to segment the
foreground object and extract color temporal information of fire. Also smoke usually
blurs the edges of background objects. Such features were successfully considered
in research by Toreyin et al. [12]. Yuan [18] proposed subsequently to estimate only
the orientation of smoke motion to reduce the computation time.

The nature of smoke is very difficult for recognition. This connects with temporal
variability of smoke density, shape, color, and texture properties. During early stage,
a smoke is a semi-transparency, low density, non-robust object with difficult deter-
mined edges and pixel flicker. A view of smoke depends from a variety of factors
including fuel type, quantity of oxygen, and physical situation in scene. On flame
appearance stage, a smoke may become an opaque, high density, dark-grey object
alsowith difficult determined edges. A smoke turbulent phenomenon is characterized
by its fractal dimension. Catrakis et al. [26] suggested fractal similar estimations of
smoke turbulence in video sequences.

Smoke clustering is a final stage of smoke segmentation based on dynamic char-
acteristics. Size variations and non-rigid edges of smoke in temporal domain help
in following smoke clustering. One of more suitable strategies connects with tex-
ture estimation of smoke regions through the co-occurrence matrix [27] or the Hurst
exponent by measuring the roughness of edges [28]. The fuzzy c-means cluster-
ing algorithm was proposed by Wang et al. [29] to create the Dominant Flame Color
Lookup Table (DFCLT). Both dangerous flame and smoke (it is suggested that smoke
has a plum shape) are determined within a single procedure. The changed frames
are automatically selected from video sequence. Then the modified regions are seg-
mented from these frames. Finally, elementary, medium, or emergency dangerous
are determined and fixed by comparing current data with data from DFCLTs.

Vidal-Calleja and Agammenoni [30] proposed the algorithm to classify objects
by codebook and Bag-of-Word (BoW) paradigm. This approach does not require
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segmentation, extraction Region-Of-Interest (ROI), or motion computation within
scenes. BoW technique represents images as a collection of regions ignoring their
spatial structures. It involves three steps: a feature detection, a feature description,
and a codebook generation. Such strategy is based on discriminative or generative
the probabilistic probabilistic Latent Semantic Analysis (pLSA), the Bayesian form,
the Latent Dirichlet Allocation (LDA) models.

This chapter describes a novel method for early smoke detection by using a single
video camera in the outdoor space. The methodology contains stages that include
motion analysis, color-texture analysis, and spatio-temporal clustering with the esti-
mation of smoke turbulence. Section 3.3 presents the spatio-temporal analysis of
early video-based smoke detection. In Sect. 3.4, the designed “Smoke Alarm” soft-
ware is described. Section 3.5 discusses the experimental results with smoke and
non-smoke moving objects obtained by using test videos. Section 3.6 offers the
conclusion and future efforts.

3.3 Spatio-Temporal Analysis of Smoke Detection

The previous investigations show that only a spatio-temporal analysis is able to
provide efficient intelligent decisions with their following usage in surveillance soft-
ware. The following discussing methods explore several calculation of enable the
motion features (Sect. 3.3.1), the color-texture features (Sect. 3.3.2), the smoke tur-
bulence (Sect. 3.3.3), and the spatio-temporal clustering (Sect. 3.3.4). The latter is
based on received features. The proposed algorithm of smoke detection is presented
in Sect. 3.3.5.

3.3.1 Proposed Motion Analysis

Based on the assumption that the position of a single video camera is fixed
and the observed scene is almost stationary a time-averaged background model
Ib = {avg(I(x,y))} can be calculated for n frames without objects motion in scene,
where (x,y) are coordinates of pixels and I(x,y) is a brightness function. Using the
cycle in differences between current frame Ic = {I c(x,y)} and the background model
Ib can be determined at each pixel positioning using Eq.3.1, where T b is an adap-
tively determined threshold value from n previous frames.

∣
∣I c (x, y)− avg (I (x, y))

∣
∣>T b (3.1)

If differences detect an extended value T b this region can be labeled as one in
motion. Such differences may include motion of objects, of temporal texture (such
as branches and foliage movement under a wind), and noises. Nevertheless it permits
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to limit regions of interest in sequential frames and reduce the computational cost of
the algorithm. In the task of smoke detection this is need not exactly determine the
shape of any smoke. That’s why a simplified method (a block-matching method) was
used when the image is divided into blocks Bk with sizes n × n pixels. The center
of block Bi is located in point (x,y) at moment t and in point (x +Ωx, y +Ωy) at
moment (t+1). Then values of block matching D(Bk) and their displacement Ω (Bk)
for two sequential moments t and (t+1) are determined as using D(Bk) and Ω(Bk).

D (Bk) = 1

n2

∑

(t,i, j)◦Bk

|It+1 (x, y)− It (x +Ωx + i, y +Ωy + j) |2 (3.2)

Ω(Bk) =
√

(Ωx)2 + (Ωy)2 (3.3)

The moving regions provided by Eqs. 3.2 and 3.3 include several blocks with
approximate boundaries. A procedure of edge points foundingwas realized byCanny
detector [31]. Usually edge points of smoke region do not link, and it is necessary
to build closed loops by using operators of mathematical morphology. Firstly, very
short edge lines (they are concern to noises) are deleted. Secondly, a dilation operator
is applied to joint the nearest edge points. Then the received boundaries are blurred
for more natural view. In this way, moving regions for analysis of their color and
texture features are formed.

3.3.2 Color-Texture Analysis

The color-texture analysis of moving regions includes the choice of the color space
and application of filters. The choice of the color space is specified by the nature
of any smoke. Often smoke has not the own color visualization because of its
semi-transparent. The native spectrum may be overlapping with that of surround-
ing objects. The more important fact is that the color components of smoke from
various sources may be randomly changed. Even during a combustion action from
one source, a viewof smoke ismodified in awide spectrum range determining froman
intensity of source, chemical specialties of combustion, the illumination of the scene.
Of the common color space models, Red, Green, Blue (RGB) and Cyan, Magenta,
Yellow, blacK (CMYK)-spaces don’t provide suitable components for smoke detec-
tion. Hue, Saturation, Value or Hue, Saturation, Brightness can be represented as
HSV or HSB-spaces contain the saturation component S which well extracts pat-
terns including smoke regions. Eq. 3.4 provides the saturation S by transition from
RGB-space to HSV-space, where MAX and MIN are maximum andminimum values
of color R, G, B components.

S =
{
0 if MAX = 0
1− M I N

M AX if MAX ←= 0
(3.4)
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Binaryfilter, brightness slicefilter, histogramequalization, andbrightness-contrast
enhancement were chosen among main filters which can be applied in the color-
texture analysis of smoke detection. Statistical texture features can be computed
from a grey-level histogram. The central n-order moment of random value z (which
corresponds to brightness or saturation of pixels) is calculated by Eq.3.5, where
p(zi ), i = 0, 1, 2, . . . , Q− 1 is a histogram; Q is a number of grey levels.

μn (z) =
Q−1
∑

i=0

⎛

⎝zi −
Q−1
∑

i=0
zi p (zi )

⎞

⎠

n

p (zi ) (3.5)

The second moment (dispersion) is one of the most important texture features.
Eqs. 3.6–3.8 calculate a relative smoothness RS, a texture homogeneity HM, and an
average entropy EN on basic of dispersion.

RS = 1− 1/
(

1+ β 2 (z)
)

(3.6)

H M =
Q−1
∑

i=0
p2 (zi ) (3.7)

E N =
Q−1
∑

i=0
p (zi ) log2 p (zi ) (3.8)

In spite of all advantages of color-texture methods, they have a high inaccuracy in
smoke region segmentation and false event detection. Only collaboration of dynamic
and texture parameters of smoke regions permit improved segmentation results.

3.3.3 Estimation of Smoke Turbulence

A turbulent flow is a phenomenon in liquid or gas environments when nonlinear frac-
tal waves or usual linear waves are spontaneously generated without external random
forces. Various turbulence models were created for many applications. The chaotic
motion of smoke may be concerned to a turbulent phenomenon. On a determined
height, into a smoke puff one can observe secondary air flows coil and funnels into
which objects with less sizes appear. Such coils and funnels consume the energy from
the ascending smoke. Other physical and chemical processes also influence smoke
turbulence. These include convection, self-oscillaltion, and hysteresis effect. In this
case turbulent convection occurs [32].

In previousmethods of video-based smoke detection a smoke turbulent convection
as a physical phenomenon did not considered. It is known a power law relationship
which describes the ratio π2D of the region perimeter to its area in 2D-space [32]
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(as a rough estimation of fractal dimension [33]). Eq. 3.9 indicates the expression
with empirical coefficient α2D , where P is a region perimeter; A is an area.

π2D = α2D P∀
A
≈ 1.35 (3.9)

If Eq.3.9 is executed then a turbulent region of gaseous nature exists.

3.3.4 Spatio-Temporal Clustering

The automated spatio-temporal clustering of smoke is not a trivial task. This is
explained as amorphous substance of gaseous objects. A single plum can split or join
the clusters of both smoke and non-smoke regions during burning process. The color
of each region will change with regard to diffusion or shadowmapping. Clustering in
feature space involves only smoke cluster and non-smoke cluster; otherwise this task
is a degenerate problem. The approach based on moving cluster will be appropriative
decision according to dynamic properties of smoke.

Given a standardized data matrix DM = {dmi j }, which includes objects that look
like smoke obi ◦ OB, i = 1, 3, . . . and their features f t j ◦ FT, j = 1, 2, . . . , K .
Any object obi is characterized by a life-time and may be removed from matrix
DM after its life-time terminates. The life-time parameters are determined from
motion estimations within a set of sequential frames. A set FT includes all obtained
features in normalized form, such as a saturation S, a relative smoothnessRS, a texture
homogeneity HM, an average entropy EN, and a number of others parameters. By
introducing a term “cluster radius” D > 0, and hypothetical cluster HS as a set
of objects the initial conditions will be determined. These objects are the nearest
objects to the cluster centre of gravity gt0 at time moment t0 but less cluster radius D,
HS = {obi : d(obi , gt0)} < Dwhered(obi ,g) is aEuclid distancebetweenobjectobi

and a centre of gravity g. In this case, objects are sub-regions of smoke flow. During
the analysis of subsequent frames, the algorithm iteratively recalculates a centre of
gravity g redefining a cluster near a new centre HS = {obi : d(obi , gt1)} < D at
moment t1. The value of radius D is determined apriory through experimentation.

When sub-regions of smoke are clustered in a feature space, the algorithm can
return to a real space and join sub-regions into one global smoke region. Such
dynamic clustering is based on a spatial and a temporal clustering. At present, the
main approach of spatial clustering includes a concatenation of separate smoke sub-
regions into a single region and an approximation of founded single region by some
geometric primitives, usually a rectangular or a square. To formalize this task: it is
necessary to separate a set of points F on maximal amount of subsets of geometric
primitives Gm under a condition of their non-intersection. The following algorithm
is proposed:



50 M. Favorskaya and K. Levtin

1. Step 1. Design low-level subsets on a set of points F which contain connected
points (xi , yi ), (x j , y j ). These points are close situated according to criteria
(|xi−x j | ≤ T hx , |yi−y j | ≤ T hy) where T hx , T hy are threshold values.

2. Step 2. Construct high-level subsets of geometric primitives Gm including low-
level subsets.

3. Step 3. Repeat step 2 until the minimum amount of high-level subsets Gm will
not be achieved.

An example of spatial clustering of smoke regions can be seen in Fig. 3.1a.
A temporal clustered region set is based on the dynamic features extract from

smoke plums. Themain problem is a discontinuity of smoke regions in a time domain.
The algorithm uses a frame-to-frame surveillance of smoke regions under a condition
that a single object may include several smoke regions. The decision about a single
object is based on analysis of stochastic trajectories of the nearest smoke regions.
Usually such local stochastic trajectories cross and change their directions. Closed
locations and trajectories, color spectrum analysis, sizes and displacements of smoke
regions are the main criteria for their temporal clustering. Only stochastic global
trajectories of high-level subsets Gm can be built. An example of spatio-temporal
clustering of smoke regions is represented in Fig. 3.1b, and global motion vectors of
smoke clusters are identified in Fig. 3.1c. These examples were generated by “Smoke
Alarm” software according to intelligent algorithm of smoke detection (Sect. 3.3.5).

Fig. 3.1 Clustering of smoke regions: (a) spatial clustering; (b) spatio-temporal clustering; and
(c) global motion vectors of smoke clusters
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3.3.5 Intelligent Algorithm of Smoke Detection

The proposed algorithm is based on six stages:

1. A frames pre-processing.
2. A motion detection.
3. A color-texture segmentation.
4. An edges removal.
5. A morphological post-processing.
6. A spatio-temporal clustering.

The novelty of the algorithm is in the extraction of the enhanced set of features
from video sequences. A pre-processing stage includes brightness and contrast nor-
malization of frames with noise filtering. Single spikes are excluded because they are
not good for following motion and turbulence estimations. A median filter uses the
adaptive aperture for suppression of weak-correlated noises and low-sized details on
images.

Motion detection, color-texture segmentation, and spatio-temporal clustering are
discussed in Sects. 3.3.1, 3.3.2, and 3.3.4 respectively. Detection and removal of
well-defined edges from sequential frames permit to find smoke regions because
smoke usually blurs the objects images. The algorithm of detection and removal
edges contains four steps:

1. An edges detection based on Laplacian filter.
2. An adaptive binary filtration.
3. A morphological dilatation.
4. A subtraction the processed frame from the initial frame received after a color-

texture segmentation.

A morphological post-processing is used for integration of closed regions on
frame. With high probability, such closed regions may be concerned to smoke
regions. A morphological processing uses the adaptively choice of window slice
sizes (according to regions sizes). Morphological operations of closing and opening
are sequentially applied for the processing frame.

3.4 Software “Smoke Alarm”

In the designed “Smoke Alarm” software, the spatio-temporal clustering of smoke
regions is realized by a differentiated color labeling. Regions are clustered using
non-directed motion of sub-regions and by founding their motion vectors.

General activity diagram is represented on Fig. 3.2. The pre-processing stage
includes frames partitioning from video stream, brightness and contrast normaliza-
tion of frames, and also noise filtering. Motion detection is based on block-matching
method. Color and texture features of moving regions are the main estimations for
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Fig. 3.2 General activity diagram of “Smoke Alarm” software

spatial clustering. The additional estimations are calculated by using edge infor-
mation (fractal dimension, wavelet coefficients, and flicker effect). Such additional
estimations are applied in the basic of temporal clustering.Morphological processing
is the necessary stage after spatial and temporal feature extraction because of usual
“garbage” after any digital processing of continuous 2D video signal.

The “Smoke Alarm” software has three functional modules: Correction Module,
Detection Module, and Comparison Module that generates results.

The Correction Module permits a manual tuning of all parameters of video
processing and a choice of adaptive modes. All parameters are represented as para-
meters of common tuning, color analysis, texture analysis, motion analysis, and
spatio-temporal clustering. Input data enters from a user as numeric values or by
options’ selections. Output data passes to the Detection Module.

The Detection Module is the central core which executes the main functions and
joins all other Modules. According to frames from video sequence and determined
tunings, this Module realizes a search and a following labeling of smoke regions.
Some parameters may be calculated automatically in the case of a current video
stream. Processed images are displayed in real-time; theymay be saved onHard Disk
Drive (HDD) in bitmap-format for subsequent analysis in the Comparison Module.

The ComparisonModule calculates some parameters between current and pattern
smoke images in unreal-time. There are true detected elements, undetected elements,
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false detected elements, and sizes of detected regions.1 Output data are displayed on
screen and stored in a session journal during a program execution.

The main screen of “Smoke Alarm” software is represented in Fig. 3.3. It
includes several tabs such as “Processing Video”, “Morphology/Edge Method”,
“Textural/Block Method”, and “Marked Area Comparison” with multiple tuning
parameters. Designed software includes following procedures: transitions between
color spaces, texture analysis, procedure ofmotion estimation, object clustering, frac-
tal estimation, wavelet transformation, flicker estimation, tuning maintenance, 2D
Cleaner filtering, median filtering, sorting of point array, and additional procedures
and functions.

The working of expert is simplified by using of lasso or polygonal lasso program-
ming tools. Example of polygonal lasso is seen in Fig. 3.4.

Fig. 3.3 Main screen of
“Smoke Alarm” software

Fig. 3.4 Example of polygo-
nal lasso

1 Pattern smoke image is an image where smoke regions are labeled by the expert.
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The “Smoke Alarm” software is used during each experimental to process video-
based smoke detection in the outdoor space which is realized in the environment
of Rapid Application Design “Borland Delphi 7”. A free component DSPACK was
used to work with video stream by utility DirectShow and a set of free components
AlphaControls for the interface design.

3.5 Experimental Results

The efficiency of proposed methods and algorithms was determined by processing of
some video sequences from a test Dataset.2 Automatic and manual results of smoke
segmentation in test frames of video sequences are represented in Fig. 3.5. Total
experimental results (calculated during whole videos) are situated in Table3.1. The
results show that the efficiency of smoke segmentation is strongly dependant of the
complexity of both background and luminance conditions.

The main advantage of the current software version is true smoke detection in
spite of other moving objects in frames. The main disadvantage manifests as poorly
labeled of smoke regions.

Fig. 3.5 Results of smoke segmentation for 4 test video sequences: (a–d) segmentation results by
“Smoke Alarm” software; (e–h) manual segmentation results

Table 3.1 Total experimental results of smoke segmentation

Parameter (%) Test 1 Test 2 Test 3 Test 4

True detected elements 63.45 60.33 79.03 53.53
Undetected elements 36.55 39.67 20.97 46.47
False detected elements 10.52 23.17 30.99 20.02

2 Dataset, http://signal.ee.bilkent.edu.tr/VisiFire/Demo/SmokeClips

http://signal.ee.bilkent.edu.tr/VisiFire/Demo/SmokeClips
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3.6 Conclusion

At present, a video-based detection is an effective and inexpensive method of
identifying smoke and fire alarms in the outdoor space. This novel method is based
on spatio-temporal clustering of smoke region calculations and builds trajectories,
motion vectors of smoke streams from simultaneous active sources. Experimental
software called “Smoke Alarm” produces good results for smoke and non-smoke
object segmentation in outdoor scenes (with a complex background). This inves-
tigations will developed in fractal and frequency domains by using a statistical
self-similarity and awavelet analysis for the purpose of smoke segmentation improve-
ment. Another way to achieve a high efficiency is in a combined data from visual
and temperature sensors. Visual methods are necessary for early alarms in danger-
ous situations; temperature control is used for elimination of false events in complex
situations when not only a smoke but a gas stream of another nature propagates in
the outdoor space.
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Chapter 4
Using Evolved Artificial Neural Networks
for Providing an Emergent Segmentation
with an Active Net Model

Jorge Novo, Cristina V. Sierra, José Santos and Manuel G. Penedo

Abstract Anovel segmentationmethodusing deformablemodels formedical image
segmentation was developed. As deformable model, Topological Active Nets (TAN)
were used, model which integrates features of region-based and boundary-based
segmentation techniques. The model deformation through time is controlled by an
Artificial Neural Network (ANN) that learns how to move the nodes of the model
based on their energy surrounding. The ANN is applied to each of the nodes and in
different temporal steps until the final segmentation is reached. The ANN training is
obtained by simulated evolution, using Differential Evolution (DE) to automatically
obtain the ANN that provides the emergent segmentation. The proposed methodol-
ogy was adapted and tested in three different medical domains, that is, Computed
Tomography (CT), Cone Beam Computed Tomography (CBCT) and eye fundus
images to demonstrate the potential of the segmentation technique.
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4.1 Introduction and Previous Work

The active nets model for image segmentation was proposed by Tsumiyama and
Yamamoto [1] as a variant of deformable models [2] that integrates features of
region–based and boundary–based segmentation techniques. To this end, active nets
distinguish two kinds of nodes: internal nodes, related to the region–based infor-
mation, and external nodes, related to the boundary–based information. The former
model the inner topology of the objects whereas the latter fit the edges of the objects.
The Topological Active Net (TAN) [3] model was developed as an extension of the
original active net model [1]. It solves some intrinsic problems to the deformable
models such as the initialization problem. It also has a dynamic behavior that allows
topological local changes in order to perform accurate adjustments and find all the
objects of interest in the scene. The model deformation is controlled by energy func-
tions in such a way that the mesh energy has a minimum when the model is over the
objects of the scene. This way, the segmentation process turns into a minimization
task.

The energy minimization of a given deformable model has been faced with dif-
ferent minimization techniques. One of the simplest methods is the greedy strategy,
proposed by Williams and Shah [4]. The main idea implies the local modification of
the model in a way the energy of the model is progressively reduced. The segmenta-
tion finishes when no further modification implies a reduction in terms of energy. As
the main advantages, this method is fast and direct, providing the final segmentations
with low computation requirements. However, as a local minimization method, it is
also sensitive to possible noise or complications in the images. This method was used
as a first approximation to the energy minimization of the TANs [3].

As the local greedy strategy presented important drawbacks, especially regarding
the segmentation with complex and noisy images, different global search methods
based on evolutionary computation were proposed. Thus, Ibáñez et al. [5] designed
a global search method using Genetic Algorithm (GAs). As a global search tech-
nique, this method provided better results working under different complications in
the image, like noise or fuzzy and complex boundaries, situations quite common
working under real conditions. This method requires definition of ad-hoc genetic
operators and different evolutionary phases with different aims in order to obtain
desirable segmentations. The method was applied to practical domains. In particu-
lar, it was used for the Optic Disc (OD) detection in eye fundus images [6]. This
strategy was also extended for 3D segmentations, for the Topological Active Volume
(TAV)model optimization, adapting the genetic characteristics and introducing other
requirements [7].

However, this approach presented an important drawback, that is the complexity.
The segmentation process needed large times and computation requirements to reach
the desired results. As an improvement of the GA approach, another evolutionary
optimization techniquewas used byNovo et al. [8]. This approach, based onDifferen-
tial Evolution (DE), allowed a simplification of the previousmethod and also speeded
up the segmentation process, obtaining the final results in less generations (implying
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less computation time). As an alternative paradigm, a segmentation strategy using
Multiobjective Optimization Evolutionary Algorithm (MOEAs) was implemented.
These algorithms consider the optimization of several objectives in parallel. They
usually work with conflicting objectives, while trying to identify a set of optimal
trade-off solutions labelled the Pareto Set. A methodology based on one of the best
established algorithms of this type, the Strength Pareto Evolutionary Algorithm 2
(SPEA2) [9], was previously defined, methodology that was adapted to this specific
domain [10, 11].

There is very little work regarding emerging systems and deformable models for
image segmentation, specially regardingmedical imaging.McInerney et al. [12] used
“deformable organisms” to automate the segmentation of medical images. Their arti-
ficial organisms possessed deformable bodies with distributed sensors, while their
behaviors consisted ofmovements and alterations of predefined body shapes (defined
in accordance with the image object to segment). The authors demonstrated the
method with several prototype deformable organisms based on a multiscale axisym-
metric body morphology, including a “corpus callosum worm” to segment and label
the corpus callosum in 2D mid-sagittal Magnetic Resonance (MR) brain images.

In this paper, DE [13, 14] was used to train an Artificial Neural Network (ANN)
that works as a “segmentation operator” that knows how to move each TAN node in
order to reach the final segmentations. Section 4.2 details the main characteristics of
the method. It includes the basis of the TAN, deformable model used to achieve the
segmentations (Sect. 4.2.1), the details of the ANN designed (Sect. 4.2.2) and the
optimization of the ANN parameters using the DE method (Sect. 4.2.3). Section4.3
depicts the application of themethod in three differentmedical domains. In particular,
different Computed Tomography (CT), Cone BeamComputed Tomography (CBCT)
and retinal images are used to show the results and capabilities of the approach.
Finally, Section 4.4 expounds the conclusions of the work.

4.2 Methods

4.2.1 Topological Active Nets

A TAN is a discrete implementation of an elastic n−dimensional mesh with interre-
lated nodes [3]. The model has two kinds of nodes: internal and external. Each kind
of node represents different features of the objects: the external nodes fit their edges
whereas the internal nodes model their internal topology. Figure4.1 shows a TAN
mesh that contains both types of nodes.

A TAN is defined parametrically as v(r, s) = (x(r, s), y(r, s)) where (r, s) ∈
([0, 1] × [0, 1]). As other deformable models, the mesh deformations are controlled
by an energy function defined as:
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Fig. 4.1 A5 × 5 TAN mesh.
The external nodes are on the
boundaries (printed in blue),
whereas the internal nodes are
inside the mesh (printed in
green)

E(v(r, s)) =
∫ 1

0

∫ 1

0
(Eint(v(r, s))+ Eext(v(r, s)))drds (4.1)

where Eint and Eext are the internal and the external energy of the TAN, respectively.
The internal energy controls the shape and the structure of the net whereas the
external energy represents the external forces which govern the adjustment process.
These energies are composed of several terms and in all the cases the aim is their
minimization.

Internal energy terms. The internal energy depends on first and second order
derivatives which control contraction and bending, respectively. The internal energy
term is defined through the following equation for each node:

Eint(v(r, s)) = α
(|vr(r, s)|2 + |vs(r, s)|2)
+β

(|vrr(r, s)|2 + |vrs(r, s)|2 + |vss(r, s)|2) (4.2)

where the subscripts represent partial derivatives, and α and β are coefficients that
control the first and second order smoothness of the net. In order to calculate the
energy, the parameter domain [0, 1] × [0, 1] is discretized as a regular grid defined
by the internode spacing (k, l) and the first and second derivatives are estimated using
the finite differences technique. On one hand, the first derivatives are computed using
the following equations to avoid the central differences:

|vr(r, s)|2 = ||d+r (r,s)||2+||d−r (r,s)||2
2 |vs(r, s)|2 = ||d+s (r,s)||2+||d−r (r,s)||2

2
(4.3)

where d+ and d− are the forward and backward differences respectively, which are
computed as follows:

d+r (r, s) = v(r+k,s)−v(r,s)
k d−r (r, s) = v(r,s)−v(r−k,s)

k
d+s (r, s) = v(r,s+l)−v(r,s)

l d−s (r, s) = v(r,s)−v(r,s−l)
l

(4.4)

On the other hand, the second derivatives are estimated by:
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vrr = v(r−k,s)−2v(r,s)+v(r+k,s)
k2

vss = v(r,s−l)−2v(r,s)+v(r,s+l)
l2

vrs(r, s) = v(r−k,s)−v(r−k,s+l)−v(r,s)+v(r,s+l)
kl

(4.5)

External energy terms. The external energy represents the features of the scene
that guide the adjustment process:

Eext(v(r, s)) = ω f [I(v(r, s))] + ρ

|ℵ(r, s)|
∑

p∈ℵ(r,s)

1

||v(r, s)− v(p)|| f [I(v(p))] (4.6)

where ω and ρ are weights, I(v(r, s)) is the intensity of the original image in the
position v(r, s), ℵ(r, s) is the neighborhood of the node (r, s) and f is a function,
which is different for both types of nodes since the external nodes must fit the edges
whereas the internal nodes model the inner features of the objects.

If the objects to detect are bright and the background is dark, the energy of an
internal node will be minimum when it is on a point with a high gray level. Also, the
energy of an external node will be minimum when it is on a discontinuity and on a
dark point outside the object. Given these circumstances, the function f is defined
as:

f [I(v(r, s))] =

⎛

⎝⎝⎞

⎝⎝⎠

IOi(v(r, s)) + τ IODi(v(r, s)) for internal nodes

IOe(v(r, s)) + τ IODe(v(r, s)) + for external
ξ(Gmax − G(v(r, s))) + δGD(v(r, s)) nodes

(4.7)
where τ , ξ and δ are weighting terms,Gmax andG(v(r, s)) are the maximum gradient
and the gradient of the input image in node position v(r, s), I(v(r, s)) is the intensity
of the input image in node position v(r, s), IO is a termcalled “In-Out” and IOD a term
called “distance In-Out”, and GD(v(r, s)) is a gradient distance term. The IO term
minimizes the energy of individuals with the external nodes in background intensity
values and the internal nodes in object intensity values meanwhile the terms IOD
act as a gradient: for the internal nodes (IODi) its value minimizes towards brighter
values of the image, whereas for the external nodes its value (IODe) is minimized
towards low values (background).

The adjustment process consists of minimizing these energy functions, consid-
ering a global energy as the sum of the different energy terms, weighted with the
different exposed parameters, as used in the optimizations with a greedy algorithm
[3] or with an evolutionary approach [5, 8].
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4.2.2 Artificial Neural Networks for Topological Active Nets
Deformation

Our proposal is a segmentation technique that usesANNs to perform the optimization
of the TANs. A classical multilayer perceptron model was used, trained to know how
the TAN nodes have to be iteratively moved and reach the desired segmentations.

The main purpose of the ANNs consist of providing, for a given node, the most
suitable movement that implies an energy minimization of the whole TAN structure.
This is not the same as the greedy algorithm, which determines the minimization for
each node movement. All the characteristics of the network were designed to obtain
this behavior, and are the following:

Input: The ANN is applied iteratively to each of the TAN nodes. The net-
work has as input the four hypothetical energy values that would take
themesh if the given node wasmoved in the four cardinal directions.
In addition, these values are normalized with respect to the energy
in the present position, given the high values that energy normally
takes, following the formula:

ΔEi = (Ei − Ec)/Ec (4.8)

where Ei is the given hypothetical energy in the new position and
Ec is the energy with the TAN node in the present location.

Hidden layers: One single hidden layer composed by a different number of nodes.
Output: The network provides the movement that has to be done in each axis

for the given TAN node. So, it has two output nodes that specify the
shift in both directions of the current position. The sigmoid transfer
function was used for all the nodes.

These characteristics are summarized in Fig. 4.2. In this case, we obtain the values of
the hypothetical energies that would be taken if wemove the central node in the x and
y axes, represented by the Ex−, Ex+, Ey− and Ey+ values. The increments of energy
with respect to the current position (Eq.4.8) are introduced as the input values in the
corresponding ANN, that produces, in this example, a horizontal displacement for
the given ANN node. This movement, defined by the network outputs, is restricted

Fig. 4.2 Diagram of the use of the ANN for controlling the movement or shift of each of the TAN
nodes
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to a small interval of pixels around the current position, typically between one and
five pixels in both axes and directions.

Once the ANN is correctly trained (with the evolutionary algorithm, as explained
next), it can be used as a “segmentation operator” that progressively moves the entire
set of TAN nodes until, after a given number of steps, the TAN reaches the desired
segmentation. In this process, the ANN is applied to each of the nodes sequentially.
Such a temporal “step” is the application of the ANN to all the nodes of the TAN.
Figure 4.3 shows a couple of examples of the evolution of a segmentation process,
using an artificial image and a CT image. The TAN was initially established in

Step 0 Step 9 Step 23 Step 31

Step 38 Step 47 Step 52 Step 65

Step 0 Step 19 Step 54 Step 66

Step 79 Step 88 Step 128 Step 140

Fig. 4.3 Examples of emergent segmentations provided by ANNs in different temporal steps
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the limits of the image and all the nodes were progressively moved until a correct
segmentation was reached.

4.2.3 Differential Evolution for the optimization of the Artificial
Network

DE [13, 14] is a population-based searchmethod. DE creates new candidate solutions
by combining existing ones according to a simple formula of vector crossover and
mutation. The algorithm keeps whichever candidate solution with the best score or
fitness on the optimization problem at hand. The central idea of the algorithm is the
use of difference vectors for generating perturbations in a population of vectors. This
algorithm is specially suited for optimization problems where possible solutions are
defined by real-valued vector. The basic DE algorithm is represented in the pseudo-
code displayed in Fig. 4.4.

Oneof themain reasonswhyDE is an interestingmethod inmanyoptimization and
search problems is the reduced number of parameters required. The parameters are F
or differential weight and CR or crossover probability. The weight factor F (usually
in [0, 2]) is applied over the vector resulting form the difference between pairs of
vectors (x2 and x3). CR is the probability of crossing over a given vector (individual)
of the population (x1) and a vector created from the weighted difference of two
vectors (F(x2 − x3)), to generate the candidate solution or individual’s potentially
new position y. Finally, the index R guarantees that at least one of the parameters
(genes) will be changed in such generation of the candidate solution.

Fig. 4.4 Pseudo-code of the basic DE algorithm
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When compared with the classical evolutionary algorithms such as GAs, DE has
a clear advantage. The main problem of the GAmethodology is the need of tun-
ing of a series of parameters: probabilities of different genetic operators such as
crossover or mutation, decision of the selection operator (tournament, roulette.),
tournament size. . . Hence, in a standard GA it is difficult to control the balance
between exploration and exploitation. On the contrary, DE reduces the parameters
tuning and provides an automatic balance in the search. As Feoktistov [15] indicates,
the fundamental idea of the algorithm is to adapt the step length (F(x2−x3)) intrinsi-
cally along the evolutionary process. At the beginning of generations the step length
is large, because individuals are far away from each other. As the evolution goes on,
the population converges and the step length becomes smaller and smaller.

In this application, a single ANN was used to learn the movements that have
to be done by the internal and the external nodes. In the evolutionary population,
each individual encodes the ANN. The genotypes code all the weights of the con-
nections between the different nodes of the ANN. The weights were encoded in
the genotypes in the range [−1, 1], and decoded to be restricted in an interval
[−MAX_VALUE, MAX_VALUE]. In the current ANN used, the interval [−1, 1]was
enough to determine output values in the whole range of the transfer functions of the
nodes.

An initial TAN with a square topology with interrelated nodes was used, which
covers the whole image (Fig. 4.3, step 0), and the ANN was applied a fixed number
of steps. Each step consists of the modification produced by the ANN for each of
the nodes of the TAN. Finally, the fitness associated to each individual or encoded
ANN is the energy that has the final emergent segmentation provided by an encoded
ANN.

In addition, the usual implementation of DE chooses the base vector x1 randomly
or as the individual with the best fitness found up to the moment (xbest). To avoid
the high selective pressure of the latter, the usual strategy is to interchange the two
possibilities across generations. Instead of this, a tournament was used to pick the
vector x1, which allows us to easily establish the selective pressure by means of the
tournament size.

4.3 Results

Themethodologywas tested in threemedical domains:CT images,CBCT images and
retinal images. Different representative images were selected to show the capabilities
and advantages of the proposed method.

In the evolutionary DE optimization of the ANNs , all the processes used a pop-
ulation of 1000 individuals. The tournament size to select the base individual x1 in
the DE runs was 5% of the population. Fixed values were used for the CR parameter
(0.9) and for the F parameter (0.9), values that empirically provided the best results.
In the calculation of the fitness of the individual, a fixed number of steps were applied
between 200 and 300, depending on the complexity and the resolution of the image.
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Table 4.1 TAN parameter sets used in the segmentation processes of the examples

Figures Size α β ω ρ ξ δ τ

4.5, 4.6 8 × 8 4.5 0.8 10.0 2.0 7.0 20.0 40.0
4.7, 4.8 10 × 10 0.1 2.0 10.0 4.0 5.0 10.0 50.0
4.9, 4.10, 4.11 8 × 8 1.5 0.5 10.0 0.0 0.0 0.0 30.0

Fig. 4.5 Results obtained with the best evolved ANN and the training set of real CT images

Table4.1 includes the energy TANparameters used in the segmentation examples.
Those were experimentally set as the ones in which the corresponding ANN gave
the best results for each training.

4.3.1 Segmentation of CT images

Firstly, the methodology was tested with CT images with different characteristics.
The ANNs were “trained” or evolved with a set of medical CT images, and after
that, the method was tested with a different dataset. When a training set of images
for evolving the ANN is used, the same ANN was applied the fixed number of steps
to the different images and beginning with the initial TAN that covers the whole
image. The fitness is defined as the sum of the final fitness (energy) provided by the
final segmentations in each of the individual images. The number of generations in
the DE evolutions was between 100 and 150 to obtain the optimized TAN.

Aset of images that includedobjectswith different shapes and levels of complexity
was selected. All these CT images presented some noise surrounding the object,
noise that was introduced by the capture machines when the medical CT images
were obtained.

Figure4.5 shows the segmentations obtained after the training process with the
training dataset of four different CT images. The CT images correspond to a CT
image of the head, the feet, the knee and a CT image at the level of the shoulders.

The images used in the testing correspond to CT images of the same close areas
of the corresponding images in the training set, but with slightly different shapes
and with deeper concavities. Figure 4.6 details the final segmentations obtained with
the best trained ANN. In both cases, training and test dataset, the evolved ANN
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Fig. 4.6 Results obtained with the best evolved ANN and the training set of real CT images

Fig. 4.7 Results obtained with the best evolved ANNs and the training set of CBCTs images

was capable to provide acceptable results, including a correct boundary detection
and overcoming the presence of noise in the images. Note that the ANN also pro-
vides correct segmentations in the test images with slight different size and different
positions in the whole image. In the complex parts of the segmentations, like concav-
ities, some external nodes fall incorrectly in the background. This can be improved
changing the energy parameters, increasing the TAN energy GD (Gradient Distance,
Eq. 4.7, parameter δ), but it would deteriorate other objectives like smoothness. So,
the energy parameters are always a compromise to obtain acceptable results under
different shapes and conditions.

4.3.2 Segmentation of CBCT Images

Themethod was also tested in CBCT images, that is a more recent capture technique,
variation of CT images [16]. These images have demonstrated several advantages
over the conventional CT technique [17]. In particular, different images regarding
the maxillofacial region to extract the osseous structures. This bone segmentation is
a complex task due to the noise captured and introduced as well as the flesh region
that is surrounding the different bones. In addition, the bones to be extracted present
a large variable contour, making the process more complicated.

As in the previous case, we selected different images that included objects with
different shapes and levels of complexity. Figure 4.7 presents the final segmentations
after the training process, whereas Fig. 4.8 depicts the results obtained with the best
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Fig. 4.8 Results obtained with the best evolved ANNs and the training set of CBCTs images

trained ANN in a set of test images with slight different shapes to those used in the
training set.

Note how the ANN can situate correctly the internal nodes in the brighter areas,
delimiting where the “holes” (similar gray level to the background) are, and in all
the images. The third image of the test set is especially difficult as it has a complex
shape and holes. However, the evolved ANN provides a correct segmentation.

4.3.3 Segmentation of Retinal Images

The method was also tested in eye fundus images. In particular, the ANNwas trained
to detect and segment the OD. This domain is even more complex with respect to
the previous ones due to the high level of noise and other structures presented in
the scene (presence of blood vessels, changes in intensities, irregular OD contour,
vessels crossing the OD region . . .).

In this particular case two ad-hoc energy terms were also used, defined in [6],
where a genetic algorithmwas used for obtaining the final TANwith the final segmen-
tation. These energy terms are “circularity”, whose minimization favors the circular
shape of the TAN (given the circular shape of the OD), and “contrast of intensities”
that was designed to avoid the falling of the external nodes in the inner blood vessels.
The minimization of this term tries to put the external nodes in positions with bright
intensities in the inside and dark intensities in the outside. The weights or energy
parameters of these two terms are cs = 500.0 and ci = 500.0, the same typical values
for these terms as in [6]. In this case, we applied around 200 DE generations to obtain
the optimized TAN.

Figure 4.9 shows the final segmentations obtained with the training dataset,
whereas Fig. 4.10 shows the final segmentations of the test dataset and obtained
with the ANN previously trained. All the images were obtained from the VARIA
database of retinal images [18]. The segmentation does not have to be perfect if the
final aim is the localization of the OD (as detailed in [6]), determined by the center
of the final deformed TAN. So, as both figures denote, the final segmentations can
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Fig. 4.9 Results obtained with the best evolved ANNs and the training set of retinal images

Fig. 4.10 Results obtained with the best evolved ANNs and the training set of retinal images

Fig. 4.11 Results obtained with the best evolved ANNs and the training set of retinal images

provide perfectly the required localization, even with different sizes and positions of
the OD in the images.

To show the difference of the ANN processing with respect to a greedy search
strategy, Fig. 4.11 shows the segmentation results using a greedy algorithm with two
retinal images (the first images from the training and test sets). The greedy method
moves iteratively all the nodes to the neighbor position with lowest energy, until no
moremovements can be applied. The greedymethod is not able to overcome the noise
in the images, as it gets stuck in few iterations in a local minimum. Nevertheless, the
ANN has learned to move the nodes not necessarily in a greedy manner, optimizing
the movements of the whole TAN, so the active model can progressively minimize
the summed energy or fitness.

To explain why the greedy local search and the proposed method behave dif-
ferently, graphics were included (Figs. 4.12 and 4.13) with the percentage of the
TAN node shifts that implied a maintenance or improvement (decrement) in terms of
energy, and for each step in the segmentation of the OD in the first image of Fig. 4.9.
Figure 4.12 shows such percentage of movements with maintenance or improvement
considering all the TAN nodes, whereas Fig. 4.13 shows the same percentage con-
sidering only the external nodes. In the graphics, the main difference between the
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Fig. 4.12 Percentage of TANs node movements with an energy maintenance or improvement, over
the temporal steps, and using the trained ANNs in the first segmentation of Figure4.9

Fig. 4.13 Percentage of TANs external node movements with an energy maintenance or improve-
ment, over the temporal steps, and using the trained ANNs in the first segmentation of Fig. 4.9

proposedmethod and the greedy local search is clear.Using the greedymethod, all the
movements of the TAN nodes imply a new position with an energy at least the same
as the previous one, and better if possible (100% in the graph). That is why, in this
particular segmentation, the greedy method falls in local minima, because the nodes
cannot find a better position in the neighborhood and in few steps. However, with
the proposed method, the ANN learned to produce “bad” movements (an average of
50% at the final steps), that implies worse energies in the short term, but they were
suitable to find a correct segmentation in terms of the entire segmentation process.
The continuous change between two different values of the percentage in the final
segmentation steps (beginning around step 260, very clear with the external nodes)
indicates that the ANN cannot obtain a better segmentation, since the Topological
Active Net (TAN) nodes are continuously moving in the same and close areas.
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4.4 Conclusions

In this work a new approach is proposed for medical image segmentation using
deformable models. A deformable model, TAN, was used, integrating features
of region-based and boundary-based segmentation techniques. The deformation
through time was defined by an evolutionary trained ANN, since the ANN deter-
mined the movements of each of the nodes. This process was progressively repeated
for all the nodes in different temporal steps until the final segmentation was obtained.
Thus, the ANN provides an “emergent” segmentation, as a result of the local move-
ments provided by the ANN and the local and surrounding energy information that
the ANN receives as input. So, the trained ANN can be considered as “segmentation
operators”, and with a clear advantage of this approach, since that, once the ANN
is trained, the emergent segmentation provided by it is faster with respect to the
use of an evolutionary algorithm to directly discover the final optimized TAN, and
overcoming the problems of a greedy approach in noisy images.

This approach was used in specific medical domains, that include, CT images,
CBCT images and retinal images, obtaining successful results and overcoming noise
problems that are presented in the images.We trained theANNusing specific training
sets of images and we tested them with different test images. All the images used
presented different shapes and complications and the trained ANN provided correct
results with the real images.
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Chapter 5
Shape from SEM Image Using Fast Marching
Method and Intensity Modification by Neural
Network

Yuji Iwahori, Kazuhiro Shibata, Haruki Kawanaka, Kenji Funahashi,
Robert J. Woodham and Yoshinori Adachi

Abstract This chapter proposes a new approach to recover 3-D shape from a
Scanning ElectronMicroscope (SEM) image.When an SEM image is used to recover
3-D shape, one can apply the algorithm based on the solving the Eikonal equation
with Fast Marching Method (FMM). However, when the oblique light source image
is observed, the correct shape cannot be obtained by the usual one-pass FMM. The
approach proposes a method to modify the original SEM image with intensity modi-
fication by introducing a Neural Network (NN). Correct 3-D shape could be obtained
using FMM and NN learning without iterations. The proposed approach is demon-
strated through computer simulation and validate through experiment.
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5.1 Introduction

It is important to obtain the 3-D shape of the object using the SEM. Even if human
can see the very small object, the shape recovery is the only way to know and evaluate
the 3-D shape information.

Linear Shape from Shading proposed by Pentlabd [1] recovers shape from one
shading image under the assumption of linear reflectance function. Pentland [1] uses
the condition that the position of viewing point (camera) and light source is widely
located to assume the linear reflectance function from the wide angle of illuminating
direction.

Ikeuchi et al. [2] proposed Shape from Occluding Boundaries which recovers
shape using the regularization with the iterative approach. The initial guess is given
from the surface gradient of the points on the occluding boundaries, which becomes
perpendicular to both of the contour of the boundary and the viewing direction,
based on the geometrical condition. Then the iterative calculation is done using the
relaxation method which is available to a simply convex closed curved surface.

While some methods have been proposed to recover the shape using the principle
of the rotation of the object. Shape from Silhouette [3] uses multiple images through
360 degrees rotation, however, it is also unavailable to the object with local concave
shape because the Shape from Silhouette can extract the shape of convex hull from
the observed images (silhouette). The precision of the obtained result also depends
on every rotating angle.

Lu et al. [4] also uses the 90 degrees rotation of an object. The method recovers
shape from many images during rotation with slight angle. Since the rotation angle
of the object stand of SEM is restricted, this approach is not also available. From the
above situations, the previous approaches cannot be applied the SEM.

Instead of Radial Basis Function Neural Network (RBF-NN) based photometric
stereo [5], Iwahori et al. [6] proposed an approach of optimization using two images
observed through the rotation of the object stand. The approach is treated as the
optimization problem with multiple variables based on the standard regularization
theory. The optimization is applied using the Hopfield like Neural Network (HF-
NN) [7]. The initial vector determined by the RBF-NN is given to the HF-NN for
the optimization. Iwahori et al. [8] can have a reflectance property via many rotation
images of an object and uses FMM to recover 3-D shape, however this method is not
also available to SEM. Except stereo vision approaches [9–11], recent photometric
approaches by Ding et al. [12] can get the surface reflectance of the object and to
recover 3-D shape with FMM and this method also uses multiple images of rotation
from a single view point. As another approach of monocular vision approach with a
single image to recover the 3D shape, Tankus [13] introduces the iterative approach as
an extension of FMM for the Lambertian object. The authors try to solve the problem
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of oblique light source. Although the iteration improves the recovered shapeto some
extent, another approach with simple and higher accuracy is considered.

To solve the oblique light source problem, this chapter proposes a new approach
to recover 3-D shape from a SEM image. When the SEM image is used to recover
a 3-D shape, one can apply the algorithm based on solving the Eikonal equation
with FMM. However, when the vertical and oblique light source image is observed,
the correct shape cannot be obtained by the usual one-pass FMM in general. The
approach proposes a method to modify the original SEM image with intensity mod-
ification via neural network so that the correct 3-D shape could be obtained with
FMM. The approach has an advantage that direct shape reconstruction with intensity
modification is possible without any iteration and neural network learns the mapping
with actual physical environment of SEM. The proposed approach is demonstrated
through computer simulation and real experiment. Section5.2 describes the charac-
teristics of SEM image, and Sect. 5.3 describes the basic theory to recover the shape
from SEM image with oblique light source. Section5.4 demonstrates simulation and
experiment based on the proposed approach.

5.2 Characteristics of SEM Image

Here, the architecture and reflectance property of SEM and a functional form for the
SEM image intensity are introduced. The architecture of the SEM is shown inFig. 5.1.

It is noted that SEM image has the following properties [2]:

1. The brightness becomes low for the point that the surface normal is toward the
viewing direction.

2. The light source and the viewing point are assumed to be located at the same
position (in ideal condition) but this chapter treats the problem of the oblique
light source.

3. Cast shadow does not occur.

These properties are used as the basic conditions and the chapter treats the condition
(b) to recover the shape with more accurate approach.

Image intensity Ii, j of SEM is represented in Eq. (5.1),

Ix,y = Imin

cos θx,y
= Imin

√

1+ p2x,y + q2
x,y (5.1)

where θi, j means the angle between the impinging direction of electron and surface
gradient and px,yCqx,y represent the surface gradient derivative parameters of z
along x and y. Imin represents the minimum value of the observed image I (x, y),
which corresponds to the surface normal to the impinging direction of electron.
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Fig. 5.1 Scanning electron microscope

5.3 Shape from SEM Image with Oblique Light Source

This section describes Fast Marching Method in Sect. 5.3.1 and modification of
Eikonal equation to SEM in Sect. 5.3.2. Then how to apply for oblique light source
image is shown in Sect. 5.3.3.

5.3.1 Fast Marching Method

Shape recovery using FMM [14] has been proposed by Kimmel et al. [15]. The
assumptions of Kimmel et al. [15] are that the light source direction vector s is
aligned with the same direction as the viewing direction vector v. When s and v be
(0, 0, 1), the image irradiance equation for Lambertian reflectance becomesEq. (5.2),

E = 1
√

p2 + q2 + 1
(5.2)

where (p, q) are the surface gradient parameters ∂z/∂x and ∂z/∂y, respectively.
Eq. (5.2) is rewritten as Eq. (5.3),
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√

p2 + q2 =
√

1

E2 − 1 (5.3)

where Eq. (5.3) is known as Eikonal equation. The fast algorithm to solve Eikonal
equation is known as FMM [14] and its procedure is given as follows (See Fig. 5.2).

Step 1: Initialization—All pixels are labelled as oneof three lists, known, tr ial, f ar
according to the following processes (as shown in Fig. 5.2a).
1. First pixel are added to known list. Z is assigned to 0.
2. Four nearest neighboring points not known are labelled as tr ial and Z
is assigned to fi j .
3. Other pixels are added to f ar list. Z is assigned as∞.

Step 2: Select a pixel (imin, jmin) with the minimum value of Z among tr ial list
and remove the pixel from tr ial list and add it to known list (as shown in
Fig. 5.2b).

Step 3: Pixels which belong to f ar list among four neighboring points around
(imin, jmin) are added to tr ial list (here, if point A is selected as a minimum
point, A is added to known list as shown in Fig. 5.2c).

Step 4: z of the nearest neighboring points of pixel (imin, jmin), which belongs to
tr ial list, is calculated and registered (as shown in Fig. 5.2d).

Step 5: When the pixels which belongs to tr ial exists, return Step 2 else exit.

Eikonal equation is derived and solving this equation by FMM can recover the shape
of Lambertian object from one light source. However, the surface reflectance is
limited to Lambertian reflectance based on the form of Eikonal equation. It means
that the approach ofKimmel et al. [15] itself cannot be applied to specular reflectance.

5.3.2 Modification to SEM

Transforming Eq. (5.1) results in Eq. (5.4),

√

p2i, j + q2
i, j =

√
√
√
√

I 2i, j

I 2min

− 1 (5.4)

where the right term of this equation can be replaced to the function of SEM image.
This means that FMM is applied to SEM image for this Eikonal equation. The initial
depth is given at the initial point which has the local minimum point for SEM image.
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Fig. 5.2 FMM. (a) Initialization known{0}, far{∞}, trial{}. (b) Determining 4 nearest neigh-
bour points known{0}, far{∞}, trial{A,B,C,D}. (c) Selecting minimum points among ABCD
known{0,A}, far{∞}, trial{B,C,D}. (d) Determining temporal value of 4 nearest points
known{0,A}, far{∞}, trial{B,C,D,E,F,G}

5.3.3 Intensity Modification for Oblique Light Source Image

Scanning Electron Microscope (SEM) image with oblique light source is observed
based on the effect of location of electron detector. In this case, the exact shape cannot
be obtained with FMM because FMM assumes the circular symmetric reflectance
function obtained from the frontal illuminating direction. The proposed approach
modifies the intensity of image obtained from the oblique light source direction to the
frontal light source direction by using FMM under the better condition. The intensity
modification is performed by nonlinear transformation and to treat the physical and
synthesized input/output using a sphere object, neural network is used to modify the
intensity distribution of a target object after learning the input/output relation using
a sphere object. Although Neural Network (NN) is the only choice to perform this
purpose, the reason is that a NN can be applied to perform the nonlinear functional
approximation with high ability.

Here, a RBF-NN proposed by Chen et al. [16] is one choice suitable for
many applications. In particular, it has been widely used for strict interpolation in
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Fig. 5.3 Intensity modification of proposed approach

multidimensional spaces. It is argued that RBF-NN often can be designed in a frac-
tion of the time it takes to train standard feed-forward networks. RBF-NN is claimed
to work well when many training vectors are available and RBF-NN represents non-
linearity via the chice of basis function. Gaussian is not the only choice of RBF but
it is the choice widely used and the one used here.

Here, Intensity modification with FMM and this RBF-NN is proposed as shown
in Fig. 5.3.
The procedures are as follows:

1. FMM is applied to the original image of a sphere object just like oblique light
source. The image has the local minimum point and this point is used as the
initial point and z-distribution is recovered with FMM.

2. The surface gradient parameters (p, q) are calculated with the numerical differ-
ence of z for a sphere object. However this calculated (p, q) value is not correct
and it is used to the input of NN while the correct image intensity at the corre-
sponding point of the wrong (p, q) is used for the output of NN for the learning.
The intensity modification NN is learned for the ideal (synthesized) SEM image
of a sphere with the mapping of the wrong (p, q) for the original sphere to the
intensity E of a synthesized sphere at the corresponding point. Intensity for the
test object can be modified using the mapping of learned NN.

3. FMM is applied again to recover the reliable depth map.

While FMM is applied for the test object in the sameway as a sphere and its modified
intensity image is obtained via the learned NN for a sphere. Here, numerical differ-
ence of z is applied for the test object to get the wrong (p, q) as the input to NN.
After the modification of image intensity, z-distribution with the higher accuracy is
obtained via only applying FMM again. The proposed approach does not need some
iterations for applying FMM proposed in [13].

5.4 Experiments

Computer simulation and real experiment using SEM were done for the evaluation
of the proposed approach. Computer simulation is described in Sect. 5.4.1 and the
experiments for real SEM image is described in Sect. 5.4.2.
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5.4.1 Simulation

Let the image size be 256×256 and let the range of x and y be−3 to+3 for a sphere
and−π/2 and+π/2 for a test object, respectively. The radius of a sphere is 2.5 and
the height of the test object is 3.5 for z. A sphere image under the condition which
corresponds to the oblique light sourceis shown in Fig. 5.4a. FMM is applied to the
image from the initial point and z distribution is obtained. NN is constructed with
the mapping of the wrong (p, q) calculated from the z distribution obtained by the
first FMM to the correct intensity E at the corresponding point under the condition
of the frontal illumination. Target image to learn with NN is shown in Fig. 5.4b as
an example of Lambertian case.

FMM is applied to the image of test object in Fig. 5.5a and (p, q) is calculated
from z and input to the modified NN. The output of NN is E and FMM is applied
again to the modified image shown in Fig. 5.5b.

The learning state of NN to modify the image intensity with different learning
epochs are shown in Fig. 5.6a–c. Figure 5.6 shows the learning state from 100 to
300, and 300 learning epochs are sufficient to learn the modification NN.

The modified image is generated by using this learned NN. Spread parameter for
RBF-NN was 0.5 for the distribution of (p, q) and the error goal was set to be 10−6
with the learning state in Fig. 5.6.

Figure5.7a is the recovered result for a sphere model for the Fig. 5.4a using FMM
and the modified NN. FMM is first applied to Fig. 5.4, (p, q) is calculated from z

Fig. 5.4 Lambertian sphere.
(a) Input image. (b) Target
image

Fig. 5.5 Test object image.
(a) Before modification.
(b) After modification
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Fig. 5.6 Learning status
of neural network. (a) 100
Epochs. (b) 200 Epochs.
(c) 300 Epochs

obtained from FMM. Then modified E and FMM is applied again to the modified
image shown in Fig. 5.4b.

Another recovered result for test object is shown in Fig. 5.7b. This result was also
obtained using the modified NN which was learned with a sphere model.

For the comparison, the results by Tankus’s approach [13] are shown in Fig. 5.8.
This approach decreases the error via iteration and the status of error is shown in
Table5.1. Here it is assumed that the range value of E is between 0 and 1.

Several numbers of iterations are necessary to satisfy the condition that the shape is
a little bit changed but almost converged, but results have still some inclined shape in
comparison with the proposed approach. The evaluation of error for the comparison
with approach Tankus et al. [13] is shown in Table5.2.
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Fig. 5.7 Result of shape (simulation). (a) Sphere. (b) Test object

Fig. 5.8 Result of tankus’s approach (simulation). (a) Initial state. (b) Four iterations. (c) Eight
iterations

Table 5.1 Error status of tankus’s approach (for lambertian image)

Mean error Max error

1 Epoch 0.271 0.581
2 Epoch 0.141 417
3 Epoch 0.098 0.354
4 Epoch 0.079 0.235
5 Epoch 0.063 0.219
6 Epoch 0.055 0.201
7 Epoch 0.061 0.289
8 Epoch 0.078 0.342

Error evaluation was done for this height. The mean error and maximum error
for a recovered sphere were 0.008 and 0.031 respectively, while the mean error and
maximum error for the test object was 0.011 and 0.036, respectively. Error for test
object was a little bit larger than that of sphere. The error was smaller for both objects
in comparison with Tankus et al. [13] and it is considered that there are some points
which were not learned with NN because of the lacked information of self-shadow
problem for the sphere generated by the simulation. It was confirmed that intensity
modification was correctly done and the corresponding z distribution with higher
accuracy was obtained via NN and FMM for the test object.
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Table 5.2 Comparison of test object error verses tankus

Mean error Max error

Proposed approach 0.011 0.036
Approach 0.055 0.201

Fig. 5.9 Result without modification. (a) Original image. (b) Recovered result

5.4.2 Real SEM Image

A sphere with stainless steel with radius 0.5mm is used and the SEM image is shown
in Fig. 5.9a.

FMM is applied without any further processing is shown in Fig. 5.9b. The real
sphere SEM image (which corresponds to the oblique light source) and the ideal
sphere image generated with the reflectance function (which corresponds to the
frontal illumination) are used for the NN learning. The real sphere in Fig. 5.9a is
recovered with FMM and the mapping of (p, q) calculated from its z to the true
intensity E at the corresponding point is used for the intensity modification. FMM
is applied to the modified image again to recover the shape for the evaluation.

The image used for the learning of NN is shown in Fig. 5.10b. The corresponding
contour images for Fig. 5.10a, b are shown in Fig. 5.10c, d, respectively. The value
of (p, q) was calculated from the z which was obtained for Fig. 5.10a with FMM.
This value of (p, q) is input and E in Fig. 5.10b at the point with its value of (p, q)

is output for NN learning.
The result after the modification with NN and the result shape with FMM for the

modified image are shown in Fig. 5.11.
It is confirmed that the result from the original image (without modification) has

larger error for the original radius of 0.25 mm, while the result from the modification
image shown in Fig. 5.11b has improved the accuracy with the mean error of 0.002
and the maximum error of 0.035. The real SEM image of a sphere object does not
lack the part in self-shadow region like simulation. This makes it possible to reduce
the error to learn the mapping of NN at every point in the real experiments for the
case in simulation.
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Fig. 5.10 Sphere image for NN learning. (a) Input image (before modification). (b) Image used
for NN learning. (c) Contour image (before modification). (d) Contour image (for NN learning)

Fig. 5.11 Result after modification. (a) Modification image. (b) Recovered result

The experiment for another test object was also done. The input image for the
object of solder is shown in Fig. 5.12a and recovered result without Modification
is shown in Fig. 5.12b. While the modification image is shown in Fig. 5.13a and its
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Fig. 5.12 Result without modification. a Original image. b Recovered result

Fig. 5.13 Result after modification. a Modification image. b Recovered result

recovered result is shown in Fig. 5.13b. The convex part of the top slips out of place in
Fig. 5.13a while the corresponding part fits one perfectly in Fig. 5.13b. Although the
quantitative analysis is difficult because the true shape is unknown but the recovered
result of Fig. 5.13b gives qualitatively better result than that of Fig. 5.12b. This is the
concluded remark of the chapter.

5.5 Conclusion

This chapter proposed a new approach to modify the image intensity with NN for a
observed SEM image like the image from the oblique light source. A sphere is used
for a calibration and learning with NN and another test object can be recovered using
FMM for a modification image. The modification is done with neural network for a
sphere object. It is shown that the proposed approach can recover the correct shape
with higher accuracy. Although SEM images for a sphere is used for a real sphere
image for taking input data and the synthesized sphere image for taking output of
the NN. This makes it possible to improve the accuracy for the recovered shape.
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Further subjects include the application of the approach to the test object with
more complex object with convex and concave shape. The problem is that FMM is
applied to the object with monotonic convex shape from an initial point, and it is
required that initial depth information at the multiple initial points recover the whole
shape by convex and concave surfaces.
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Chapter 6
Fuzzy Evidence Reasoning and Navigational
Position Fixing

Włodzimierz Filipowicz

Abstract In the traditional approach to position fixing, the navigator exploits avail-
able uncertain measurements and various system indications. Thanks to his nautical
knowledge, the position is fixed and evaluated. The final results are rather intuitive
than proven by limited data processing. Mathematical apparatus based on probabil-
ity theory and series of assumptions is not flexible enough to include knowledge
and ignorance into a position fixing calculation scheme. Limited ability is available
regarding the fix accuracy evaluation. In the chapter Mathematical Theory of Evi-
dence (MTE) is exploited in order to extend foundations for implementation of new
approaches. The theory, extended for the fuzzy environment, creates new opportuni-
ties enabling modelling and the solving of problems with uncertainty. The concept of
using a new basis in nautical science, for position fixing in particular, was presented
by the author in his previous publications. Herein, a comprehensive introduction to
the platform is presented, evidence assignment transformation is depicted within the
context of solving the position fixing problem.

Keywords Evidence Representation · Belief Structures · Normalization ·
Navigation

6.1 Introduction

Authors of technical report devoted to the theory of evidence [1] pointed at Bayesian
networks and fuzzy sets as major tools applied for reasoning under uncertainty. They
also put emphasis on scarce application of Dempster-Shafer to solve any concrete
problem of this kind. The presented chapter shows new and real field of applicability
of a theory of evidence which can be extended for use within a possibilistic platform.
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Practical navigation exploits graphical and analytical methods; its scientific back-
ground is based upon probability theory. The basis is enough to define distributions
of random variables that are assumed to be of measured value. It also enables a priori
evaluation of fixes taken according to certain schemata since accuracy is calculated
with formulas designated for selected schedules of observations taking into account
the constellation of landmarks and approximate measurements error.

The traditional way of position fixing takes advantage of available measurements,
their approximate random distributions and diversification of observations once the
analytical approach is used. The main disadvantage of the approach is the lack of a
built-in universal method of the fix a posteriori evaluation.

Expectations regarding flexibility of the upgraded models are greater. Items that
should affect fixed position should also include the kind of distributions of measure-
ments taken with a particular navigational aid and discrepancies in the parameters of
such distributions. It is popular to state that the mean error of a bearing taken with
radar is interval valued within specified range usually written as [±1◦, ±2.5◦] [2].
The presented evaluation of the mean error appears as a fuzzy figure and as such,
fuzziness should be accepted and taken into account during computations. Subjective
assessment, also in form of linguistic terms, of each observation should be accepted
and processed. Empirical distributions are also supposed to be included in calcula-
tions. Themost important thing is the embedded ability for objective evaluation of the
obtained fix along with measures indicating the probability of its locations within the
surrounding area.Meeting the above stated expectations is impossiblewith traditional
formal apparatus. Its ability is almost exhausted in the considered applications. The
author’s recent research and published works devoted to a new platforms andmodern
environments put attention onMathematical Theory of Evidence (MTE) that delivers
a wide range of new opportunities. The main advantage of the proposed method is
ability of thorough a posteriori analysis of the fixed position that is supposed to be car-
ried out in geodesy andnavigation. In order to validate and illustrate the approach soft-
ware intended for position fixing with Mathematical Theory of Evidence (FIXMTE)
has been developed. An example of its output is presented in the chapter.

Following sections contain description of the uncertain nautical evidence and
its representation. Belief assignments are presented for example pieces of evidence
related to two observations. Further short description of the graphic method of mak-
ing the fix is enclosed. Next, the chapter contains discussion on belief structures
normalization and combination. Main feature of widely used concepts are depicted
and the author’s way of transformation introduced.

6.2 Uncertain Evidence and its Representation

In the possibilistic approach uncertain evidence is represented with fuzzy sets and
masses of confidence attributed to these sets. An hypothesis frame is also considered.
Relations between the hypothesis (ΩH ) and evidence spaces (ΩE ) are encoded
into evidence representation. Relations can be of binary or fuzzy types. Fuzzy sets
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embrace grades expressing possibilities of belonging of consecutive hypothesis items
to the sets related to each piece of evidence [3].

As already mentioned each of the fuzzy sets has an assigned credibility mass
also considered as a degree of belief. Therefore, fuzzy evidence mapping consists of
“fuzzy set—mass of confidence” pairs. The mapping is described by Eq.6.1 [4].

m(ei) = {(μi1(xk), f (ei ← μi1(xk))), ... , (μin(xk), f (ei ← μin(xk)))} (6.1)

In the presented application evidence representation consists of pairs: fuzzy vectors
representing locations of a set of pointswithin sets related to each piece of evidence—
degrees of credibility assigned to these vectors. The degree of confidence reflects the
probability of identifying a true isoline or indication of being located within the
given strip area, or inside belts intersection regions. Appropriate imprecise values
are obtained based on the statistical distribution of observations gathered during the
investigations.

Fuzzy sets are represented by membership functions that reflect the relationship
between two universes or evidence and hypothesis spaces. It is assumed that each
piece of evidence is accompanied by a set of areas, ranges, therefore membership
functions reflect the relation between elements belonging to hypothesis space and
sets related to elements of the evidence frame. Membership function converts the
hypothesis space into power set of [0, 1] interval.

In position fixing, fuzzy sets are interpreted in the way shown in Figs. 6.1 and 6.2.
In Fig. 6.1, the intersections of two imprecise lines of positions are presented. It is

Fig. 6.1 Evidence related sets
and intersection of two line of
position along with hypothesis
space elements
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Fig. 6.2 Indicated positions
related sets along with hypoth-
esis space elements

widely assumed that isolines are randomly distributed around this in direct reference
to the measurement. In most cases the distribution is considered as a normal one,
although empirical dispersions are also used [2]. Presented approach to the position
fixing is flexible enough to accommodate whichever distribution. In Fig. 6.1 normal-
ity of the distribution is hinted, there are bell functions drawn on top of the isoline
fragment. Two curves suggest that there are discrepancies in distribution estimations.
Based on available dispersion functions interval valued confidence intervals can be
introduced and the probability of the true isoline being located within them readily
calculated provided membership functions are available. For discussion regarding
the membership function applicable for nautical computation schemes see previous
chapters prepared by the author [3, 5].

Figure6.2 presents two indications delivered by different navigational aids. The
indication is meant as point considered as a fix that was obtained from one of the
navigation systems available at the bridge of a seagoing vessel. Very much like with
isolines, the available indication can be treated as a random variable, this time being
two-dimensional. In Fig. 6.2 the parameters of Gaussian distributions are almost the
same for the x and y axes, thus the limits of selected confidence ranges are circular.
For each of the presented cases example hypothesis spaces (ΩH ) are also shown.
Elements from hypothesis space {xk} = ΩH are located within reference sets {oi j}
related to each of the available measurements. Binary or fuzzy valued locations
are grades of membership functions: that define location vectors. Crisp limits of
confidence intervals induce binary elements, imprecise limits stipulate fuzziness.
Imprecise intervals limits are caused by a discrepancy in distribution characteristics,
which are available in various nautical publications.
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Hereafter, based on the above rationale, function f (ei ← μi j (xk)) that defines
degree of belief (also referred to as a mass) assigned to each location vector that is
directly related to jth confidence interval, is assumed known for the hypothesis set
with respect to ith measurement or indication [6, 7].

The set of expressions listed in Eqs. 6.2–6.5 present limitations that are usually
applied to evidence representation. At first the specified conditions exclude empty
sets (Eq. 6.2). Second condition expressed by Eq.6.3 in constraints specification
stipulates a normality of fuzzy sets. Normal sets should include highest grade(s)
equal to one. Apart from these two limitations, typical for fuzzy mapping, additional
requirements stipulated by Eqs. 6.4 and 6.5, regarding greater than zero masses and
their total value, are to be observed.

Evidence mapping (specified by Eq.6.1), also called the basic probability assign-
ment [8], can be considered as belief structure, provided conditions expressed by
Eqs. 6.2–6.5 are satisfied [9]. It is widely assumed that the belief structure is to be
explored in order to draw justifiable conclusions [10, 11]. Belief structures process-
ing with null generated operator may result in assignment for which specified con-
ditions are not observed. These kind of assignments are to be normalized. In the
reference [11] the author suggests that the main reason for the normalizing process
is avoiding belief being greater than plausibility measure. Both values are treated
respectively as lower and upper limits of interval valued support probability [12].
Further on it will be proven that for evidence representations involving normal fuzzy
sets (see Eq.6.4 in the specified conditions set) belief does not exceed plausibility
when position fixing problem is considered.

μi j (xk) = g({xk} ← oi j ∀ ΩE ) ≈= ≤ (6.2)

mi j = f (ei ← μi j (xk)) ≥ 0 (6.3)

max
k

μi j (xk) = 1 (6.4)

n
∑

j=1
f (ei ← μi j (xk)) = 1 (6.5)

An example of evidence mapping is presented in Table6.1. Presented assignment
refers to the scheme shown in Fig. 6.1. In this case the hypothesis space embraces
four points, that is: ΩH = {x1, x2, x3, x4}. Each considered point can be poten-
tially treated as fixed position. The truth of the proposition is to be proved based on
plausibility and belief values that are measures exploited in MTE [13, 14].

In the example, due to the particular allocation of the hypothesis frame points,
sets related to each piece of evidence can be reduced to the following items:
e1 ← {o12, o14} and e2 ← {o22, o23}.

Function enabling calculation of membership grades, takes the form of Eq.6.6. It
can be read that location grades are degrees of inclusion of hypothesis points within
the evidence frame. In the formula C = 1 for binary approach, C ∀ [0, 1] when
fuzzy membership is engaged.
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Table 6.1 Evidence mapping example

l.v.a x1 x2 x3 x4 m

μo12(xk) { 1 0 1 0 } mo12 = 0.2
μo14(xk) { 0 1 0 1 } mo14 = 0.8
μo22(xk) { 1 0.8 0 0 } mo22 = 0.3
μo23(xk) { 0 0.2 1 1 } mo23 = 0.7
a l.v.—stands for location vector

μi j (xk) =
{

C if xk ∀ oi j

0 otherwise
(6.6)

Data presented in Table6.1 indicates that points x1 and x2 are situated within area
o12, while points x3 and x4 are located inside area o14. These are categorized as a
binary type, particular points are situatedwithin or outside a given range. This type of
membership is justified for any location close to the middle section of the considered
range [6]. Membership of the second point inside area o22 is to be treated in quite a
different, fuzzy way [15]. It is situated close to the border of the area. Subsequently
its location should be partially within adjacent ranges. To some extent it is located
within range o22 and partly inside the adjacent one. From Table6.1 it can be seen
that this point membership grade for area o22 is 0.8, and for range o23 is equal to 0.2.

It should be also noticed that the data gathered in Table6.1 composes of two
correct belief structures since all conditions stipulated by Eqs. 6.2–6.5 are observed
for the first and second pairs of rows. Each structure is related to a separate piece
of evidence, which in turn is defined by a measurement and knowledge regarding
its accuracy. Subjective evaluation of each observation is usually a part of a belief
structure. The evaluation expresses credibility attributed to particular observation.
Measurements are taken to pronounced landmarks but it is quite often that vague
unclear objects are observed. Ability of diversification of available observations is
very practical and is recommended to be embedded into position fixing scheme [3,
6]. Nonetheless herein it was deliberately dropped in order to emphasize Bayesian,
probabilistic evidence representation versus possibilitic approach.

6.2.1 Position Fixing and Evidence Combining

Single belief structure containing encoded data regarding isoline referring to a single
measurement is not sufficient to make a fix. In order to achieve the goal one has
to engage at least two lines of position. Figure6.3 presents graphical position fixing
schemewith three imprecise distances. Inaccuracy is hintedwith bell functions drawn
at each isoline. The point that should be considered as a fix is marked with a cross.
Small circle around it reflects estimated accuracy of the fix. It should be noted that
nautical intuition is exploited when making a fixed position especially when erratic
observations are given, which is very often the case [2].
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Fig. 6.3 Scheme of position
fixing with three imprecise
distances

InMTE available evidence is encoded into belief structures and their combination
is carried out [5, 9].When combining all pairs of location vectors are being associated
and product of involved masses is assigned to the result set. Obtained assignment is
supposed to increase the informative context of the initial structures. The combination
of structures embracing measurement data is assumed to result in position fixing.

Position fixing can be achieved provided the association of sets enables the selec-
tion of common points located within intersection of introduced ranges. Adequate
selection can be done with T-norm operations [16] used during association [17]. The
simplest T-norm results in smaller values being taken from consecutive pairs of ele-
ments in associating vectors. This operation is used in numerical examples further
presented in the chapter.

Two assignments can be combined with two-dimensional table. Simplified result
of combination takes the form of the assignment presented in Eq.6.7.

mc(ec) = {(μc1(xk), mc1(μc1(xk))), .. , (μcl(xk), mcl(μcl(xk)))} (6.7)

The result of association with T-norm operator may be empty or sub-normal.
Therefore, a certain amount of mass is assigned to null set which means the con-
flicting situation that can also be referred to as an inconsistency. In position fixing
inconsistencymeans the absence of a hypothesis space point within intersection area.
This might indicate poor quality of considered set of measurements as well as scarce,
consequently wrongly distributed, hypothesis points. Thus it is important to record
all conflicting cases and evaluate its final uncorrupted value. It causes the achieved
assignment Eq.6.7 to become a pseudo belief structure, which is to be subject of
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transformation in order to obtain its normal version. The conversion introduced in
this chapter is different; it yields an assignment with all normal fuzzy sets without
taking into account the total sum of masses. The concept that lies behind this nor-
malization is related to the attempt to avoid a corrupted probability being assigned
to the fix. It is supposed that final credibility solely depends on probabilities related
to selected ranges and initial weights attributed to each piece of evidence.

Before introducing this form of transformation let us concentrate on the explo-
ration of combined assignment in order to make a fix. Table6.2 presents results of
combination of two belief structures shown in Table6.1. Results of pair wise sets
associations using the aforementionedT-normalongwith obtainedmasses are shown.

Table6.2 contains vectors which grades mean possibilities of hypothesis points
fuzzy locationswithin regions of the intersection of involved ranges.Masses assigned
to these vectors are products of probabilities attributed to appropriate ranges. It should
be noted that these masses represent the credibility of a fix being located inside the
intersection. In the probabilistic approach, the obtained result is a Bayesian repre-
sentation of evidence [4, 18]. Grades can be perceived as probability of points being
located within particular intersection. The total sum of grades within a single column
is equal to one. Thus, any final probabilities supporting the hypothesis regarding rep-
resenting the fix by lth point can be calculated with Eq.6.8. The last row in Table6.2
contains adequate set of data regarding each hypothesis frame point.

p(xl) =
n

∑

r=1
p(xl | or ) · p(or ) (6.8)

where, for the example data, the following hold:
or = oi j = oi1 ∩ o j2—intersection of ith and jth strips, note that the indexes
refer to belief structures rows rather than to ranges established in the vicinity of an
isoline p(xl | or )—conditional probability that point xl represents the fix provided
intersection oi j is considered
p(or ) = mci j—probability that the fix is located within intersection oi j

n = 4—number of items in combined structure

Table 6.2 Results of combined location vectors and their masses

μci j (xk)
a x1 x2 x3 x4 mci j

b

μc11(xk) { 1 0 0 0 } mc11 = 0.06
μc12(xk) { 0 0 1 0 } mc12 = 0.14
μc21(xk) { 0 0.8 0 0 } mc21 = 0.24
μc22(xk) { 0 0.2 0 1 } mc22 = 0.56
p(..)c = { 0.06 0.304 0.14 0.56 }
aμci j (xk)—stands for non-normalized location vector being result of combination of ith and jth
sets of two belief assignments
bmci j—stands for the result mass assigned to ijth combined location vector
c p(..)—are final probabilities on representing the fix by each of the hypothesis space point
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From a possibility standpoint, the result appears as pseudo belief structure (that
is condition of which Eq.6.4 is not supported). Before drawing final conclusion on
the fix or undertaking further combination steps, the pseudo belief structure is to be
converted to its normal state. There are two basic concepts regarding normalization.
They are named after the people who proposed their first versions: it is usually said
about Dempster andYager [11]methods. The results of the Yagermethod application
in order to normalize data from Table6.2 are collated in Table6.3. In the method all
grades are increased by complement of their highest value. The result of modification
of obtained data is seen in row μY

c21(xk) of the table. As a consequence of such
modification, zero grades referring to empty locations gain some value. Therefore,
the detection ability of inconsistency cases is impaired.

In the Dempster concept, masses assigned to non-empty sets are increased by
factor which is calculated based on total inconsistency mass. Note that probability
value attributed to the final fix increases in case of conflicting, erratic evidence.

Results of the Dempster method application to non-normalized data gathered in
Table6.2 are shown in Table6.4. Superscripted D is used to distinguish sets of data
from those obtained with the method proposed in the chapter.

Normalized data must be further examined in order to calculate probabilities of
representing the fix by each hypothesis frame point. Support plausibility measure,

Table 6.3 Results of combined location vectors and their masses normalized with Yager method

μY
ci j (xk)

a x1 x2 x3 x4 mY
ci j

b

μY
c11(xk) { 1 0 0 0 } mc11 = 0.06

μY
c12(xk) { 0 0 1 0 } mc12 = 0.14

μY
c21(xk) { 0.2 1 0.2 0.2 } mc21 = 0.24

μY
c22(xk) { 0 0.2 0 1 } mc22 = 0.56

plY (..)c = { 0.108 0.352 0.188 0.608 }
aμY

ci j (xk)—stands for normalized, with Yager method, location vector being result of combination
of ith and jth sets of two belief assignments
bmY

ci j—stands for the result mass assigned to ijth normalized location vector
c plY (..)—are final plausibility measures on representing the fix by each of the hypothesis space
point

Table 6.4 Results of combination; associated location vectors and their masses normalized with
two other methods

μF
ci j

a & μD
ci j

b x1 x2 x3 x4 m F
ci j

a m D
ci j

b

μF
c11 = μD

c11 { 1 0 0 0 } 0.06 0.063
μF

c12 = μD
c12 { 0 0 1 0 } 0.14 0.147

μF
c21 = μD

c21 { 0 1 0 0 } 0.24 0.202
μF

c22 = μF
c22 { 0 0.2 0 1 } 0.56 0.588

pl F (..)a = { 0.060 0.304 0.140 0.560 }
pl D(..)b = { 0.063 0.319 0.147 0.588 }
a—superscripted F denotes data obtained for transformation method proposed in the chapter
b—superscripted D denotes data obtained for normalization based on the Dempster approach
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included in n related sets, that lth point represents the fix can be calculated using
Eq.6.9.

pl(xl) =
n

∑

k=1
μk(xl) · m(μk(xi )) (6.9)

Where component m(μk(xi )) denotes credibility mass attributed to kth intersec-
tion involving ith and jth vectors. Factorμk(xi ) represent the abbreviatedμci j (xi ) to
reflect the fuzzy location of the lth hypothesis point within given ranges intersection.

Equation6.9 calculates the plausibility measure of support for a certain fuzzy set
embraced in family of related items, it was derived in [6]. Plausibility and belief are
basic measures used in MTE [9] they represent limits of interval valued probability
of support for selected hypothesis. It should be remembered that the same formula
has been derived when Bayesian evidence representation is considered (see Eq.6.8),
also refer to [18] for example detailed analyses on Bayesian reasoning. The second
last row in Table6.4 embraces collection of data with title pl F (..), the set embraces
data calculated with Eq.6.9. The results were obtained using conversion method
presented later in the chapter. Please also note that the probabilities calculated with
Bayesian reasoning scheme are exactly the same.

In the possibilistic approach towards position fixing plausibility and belief mea-
sures are those that enable solution selection. Support belief for the lth hypothesis
point embraced in certain family of sets can be calculated with Eq.6.10.

bel(xl) =
n

∑

k=1
min

xi ∀ΩH ; i ≈=l
¬μk(xi ) · m(μk(xi )) (6.10)

Equation6.10 intended for position fixing is a reduced version of the general one
included in [9]. Reduction is made due to special kind of the reference fuzzy set used
in making the fix. To calculate belief value one has to find a minimum among the
complemented grades (¬) of each set, grade of interest is to be omitted. It should
be noted that multiple point presence within given intersection of ranges causes the
belief for each of points to be zeroed. For this reason, in presented form, belief cannot
be considered as the primary factor in discussed position fixing problem. It can be
useful while identifying the uniqueness of the solution.

Plausibilitymeasure,meant as a crucial factor in position selection, solely depends
on hypothesis point locationswithin selected areas and probabilities assigned to these
areas. It is also assumed that normalization procedure should not affect the final fix.

Figure6.4 presents the outputs generated by FIXMTE the implemented software.
The illustration demonstrates fixed position made based on measurements of four
distances. Estimated errors assigned to each isoline as well as their crisp subjective
evaluations are shown in the insertion. It should noted that the term “line of position”
instead of “isoline” is used in the picture description. In nautical science both of them
are frequently used as synonyms.

Iterative procedurewas used tomake the fix. In consecutive iterations a decreasing
search area is explored, grids covering search area during the first two iterations are
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Fig. 6.4 Output generated by software implementing proposed approach to position fixing

clearly shown in the picture. It is assumed that, for certain computation stages,
considered area embraces all maxima points selected during previous iterations.
A mash of 10×10 points was spanned over the explored area.

In Fig. 6.4 grid embracing distribution of the fix plausibility measures all over
examined area for last iteration is inserted. Small cross marks the point considered
as fixed position, for which support plausibility measure is the highest one and equal
to 0.239. Scheme of calculations embraces further presented algorithm. It should be
noted that inconsistency masses do not increase uncertainty; therefore the support
plausibility measure is relatively small.

This approach creates an opportunity to revise the fix quality evaluation. Tradi-
tional meaning of the fix accuracy is related to an area around the fixed position.
Within the area the true position of the ship is located with a certain degree of cred-
ibility. It is often assumed that the area is of circular or elliptic shape, see Fig. 6.3.
Formulas enabling calculation of its radiuswere derived for typical schemes followed
while making a fix. Usually bearings and distances are taken. Two or three bearings
combined with distances are often exploited for position fixing. Appropriate formula
is to be engaged to a priori evaluating mean error of the fix [2].

In the proposed approach, distribution of probabilities of the fix being located
within explored area is embedded into its methodology. Therefore, accuracy evalua-
tion can be made a posteriori and is to be perceived as a cohesive area within which
probability (plausibility) of the fix location is higher than the required threshold value
(see exploded insert of Fig. 6.4).
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6.3 Proposed Method of Evidence Representation
Transformation

A pseudo belief structure is said to be a belief assignment that does not fulfil a certain
set of conditions. Normality of the assignment is achieved via normalization. The
main reason for this transformation is to avoid belief being greater than plausibility
measure. Thesemeasures aremeant as limits of interval valued probability expressing
support for the given hypothesis item. Belief is the lower boundary of the interval,
plausibility is meant as the higher limit. Unfortunately contradictory results can be
obtained based on pseudo belief structures [11].

There are two major approaches towards normalization, the first is based on
Dempster proposal [13] another one follows the Yager concept [11]. Both methods
have mutated, having been adjusted to extensions made in MTE. Final extensions
enable possibilistic platform to be exploited within the theory. Original transforma-
tion concepts were supplemented in order to meet new requirements. Nonetheless
both approaches feature serious drawbacks once being adopted for handling impre-
cise measurements. In the Dempster concept, all masses assigned to non-empty sets,
including those representing uncertainty, are increased by a factor that is a function
of the total inconsistency mass. Final masses calculated based on initial assignments
are increased during normalization with the modification factor. These lead to the
confusing misbehaviour of the approach while handling low quality or contradic-
tory evidence. One can coin unacceptable proposition that “the higher inconsistency
mass the greater probability assigned to non empty sets” or referring to position fix-
ing, “the poorer quality data, the higher credibility attributed to the fix”. The Yager
method’s ability to detect cases of inconsistency is seriously impaired thus the quality
of evidence at hand might be overestimated.

Herein modified approach towards modification of belief assignment is proposed.
Result of conversion is not a belief structure since the sum of all involved masses
is smaller than or equal to one. Apart from this all requirements (Eqs. 6.2–6.5) are
observed; it also means that the converted assignment contains normal fuzzy sets.

The main advantage of the approach is the ability to maintain unchanged value of
the plausibilitymeasure, the primary factor deciding on selection of the final solution.
It also assures that belief and plausibility measures remain in proper relation, the first
is not greater than the second one.

In more formal language, the transformation can be expressed in following way:

• given pseudo belief structure of the form: m∗ = {(μ∗k , m∗(μ∗k(xi )))} with family
of fuzzy sets {μ∗k(xi )} representing evidence and crisp set of masses {m∗(μ∗k(xi ))};
• converted representation of evidence is sought: mF = {(μF

k , m∗(μF
k (xi )))} for

which family of fuzzy sets {μF
k (xi )} are normal, modified crisp set of masses

{m F (μF
k (xi ))} is assigned to new sets;

• for initial representation and its converted form, for each l, following condition is
to be observed:

∑n
k=1 μ∗k(xl) · m∗(μ∗k(xi )) =∑n′

k=1 μF
k (xl) · m F (μF

k (xi )).
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The last condition suppresses changes in the plausibility measure (see Eq.6.9).
The plausibility proved to be the most important factor in selecting position from the
hypothesis frame. Transformation can be carried out with the following algorithm.

Algorithm 1.

1. for each kth fuzzy set calculate its height, select its greatest grade: hk =
max all i (μ∗k(xi ))

2. modify grades in non-empty kth set using the formula:μF
k (xi ) = μ∗k (xi )

hk
; hk ≈= 0

3. modify mass assigned to non-empty kth set using the formula: m F (μF
k (xi )) =

m∗(μ∗k(xi )) · hk

4. calculate uncertainty mass: m F (Ω) = m∗(Ω)

5. calculate total inconsistency mass: mu =∑
m(≤)

6. calculate total reduction of masses: ma =∑n
k=1 m∗(μ∗k(xi )) · (1− hk)

The result generated by the above algorithm is a pseudo normal belief structure
since total of masses is smaller than one by sum of mu and ma values. Based on
gathered experience it was proved that remaining stuck to belief structure as the only
evidence representation is unjustified in considered field of application.

Thanks to modification made in step 2 all fuzzy and not empty sets are normal. It
is required that the normal fuzzy set contains at least one grade equal to one. Note
that scheme of null grades distribution remain intact, which is not the case in Yager
transformation. Additional ma ratio is assigned total reduction of masses. The value
can be analysed during evaluation of the obtained solution quality.

Masses assigned to non empty sets are reduced in step 3 of the algorithm 1. It
should be noted that grades normalization and reduction of masses leads to obvious

equality:
μ∗k (xl ))

hk
· m∗(μ∗k(xi )) · hi = μ∗k(xl) · m∗(μ∗k(xi )) = μF

k (xl) · m F (μF
k (xi )),

which causes last requirement in presented formal definition of the transformation
to also be observed. It proved to be the most important feature of the conversion
method.

Proposed conversion features the following properties:

1. masses attributed to location vectors are not subject to unjustified changes;
2. conflicts, as not zero masses assigned to null sets, increase additional factor and

potentially uncertainty;
3. all fuzzy sets are normal, null grades remain unchanged, subsequently conflicts

detection is not impaired;
4. plausibility value as a primary factor in selecting fixed position remain intact

during conversion;
5. transformation maintain basic for MTE condition: bel(xi ) ≤ pl(xi ), stipulating

that belief measure cannot exceed plausibility value.

The condition specified in point 5 is not straightforward and needs to be proven.
Eqs. 6.9 and 6.10 used for plausibility and belief calculations are to be recalled in
order to prove the proposition.
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Table 6.5 Specification of terms used for plausibility and belief calculations

in Eq.6.9 as consequence in Eq.6.10 Observed condition

1 μk(xl ) = 1 ∀i minxi ∀ΩH ; i ≈=l ¬μk(xi ) ≤ 1 bel(xl) ≤ pl(xl)

2 μk(xl ) = 0 ∃i minxi ∀ΩH ; i ≈=l ¬μk(xi ) = 0 bel(xl) ≤ pl(xl)

3 μk(xl ) ∀ [0, 1] ∃i minxi ∀ΩH ; i ≈=l ¬μk(xi ) = 0 bel(xl) ≤ pl(xl)

Table6.5 presents the proof specified using three statements assumed for the
same location vector μF

k (xi ) and its mass: m(μF
k (xi )) . Three different factors, frag-

ments in both expressions are considered and specified. In the second column of the
specification all possible values of grades mentioned in Eq.6.9 are shown. As the
consequence of the particular value and normality of involved set, an appropriate
fragment embraced in Eq.6.10 must exist. Expressions describing such fragments
are presented in third column. Note that in third column minima of grades comple-
ments of normal fuzzy sets are considered. Grade of interest, considered in column 1,
is omitted (see also search condition in min operation inside Eq.6.10).

In the presented specification all possible cases are exhausted therefore one can
conclude that condition: bel(xl) ≤ pl(xl) remains valid for all converted belief
assignments that contain all normal fuzzy sets.

6.4 Summary and Conclusions

Dealing with uncertain and imprecise evidence is a challenge in nautical science
and practice. Formal descriptions of problems encountered in navigation involve
models that accept imprecise, erroneous and therefore uncertain values. The concept
should be followed regarding position fixing and its accuracy evaluation. It is the
navigator who has to handle a set of random points delivered by various navigational
aids from which he is supposed to indicate a point as being the position of his ship.
Dispersions of points are governed by two dimensional approximate distributions.
The fixed position is located somewhere in the vicinity of indications at hand. It is
very similar, in case of measured distances, bearings or horizontal angles. The ship’s
position is located within the area of crossings of appropriate isolines that intersect
inside the confined area.

Practical navigation is based upon probability theory. The basis is enough to define
distributions of random variables that are assumed to be of measured value. It also
enables a priori evaluation of fixes taken according to certain schemata since accuracy
is calculated with formulas designated for selected schedules of observations taking
into account the constellation of landmarks and approximate measurements error.

Models that include uncertainty can be created with MTE. The theory can be
perceived as an extension of the Bayesian Concept. It also offers combination mech-
anism, enabling the enrichment of informative context of the initial evidence. Despite
its broad ability, the theory still remains unpopular in the presented scope of interest.
In the chapter the main emphasis was put on position fixing and its accuracy eval-
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uation under imprecise evidence and uncertain knowledge. Knowledge regarding
random error dispersions is imprecise in respect of types of distributions and their
parameters. Knowledge also embraces the subjective assessment of each piece of
available data. Uncertainty is usually expressed by the following statement: observa-
tion of clear, well pronounced objects should dominate in selection of the fix when
compared tomeasurements taken of vague distant landmarks. In traditional approach
there is no room for including all issues presented above. On quality evaluation, a
navigator can reason a priori before taking measurements. The proposed method,
apart from its flexibility, feature ability of thorough a posteriori analysis of the fix
that is important issue in geodesy and navigation.

Measurement and indication data, along with nautical knowledge, can be encoded
into belief functions [5]. Both knowledge and data are considered as evidence that is
exploited in navigation. Belief functions in nautical applications represent evidence
and are subject to combination in order to increase their informative context. Evidence
representations and results of their combinations could be pseudo belief structures
that are to be converted to avoid conflicting final results. Conflict arises when belief
is greater than plausibility measure.

It is assumed that representations should be normalized at the initial and intermedi-
ate stages of processing, to avoid contradictory results. The most popular normaliza-
tion procedures feature serious disadvantages therefore; the proposal of conversion
has been submitted. Suggested transformation cannot be perceived as normalization
since it does not yield a belief structure due to total mass that could be less than one.
Most important is that its output contains normal fuzzy sets that proved to be enough
to avoid basic conflict. Moreover, plausibility measures regarding the fix remains
intact due to proposed conversion.

The result of structure combination is a two-dimensional table that embraces
enriched data enabling reasoning on the fix and its accuracy. From the possibilistic
viewpoint this result is a structure that contains distributions of possibilities regarding
representing the fix by each point from hypothesis frame. Mechanisms and methods
available in theory of evidence can be exploited in order to derive formulas for
calculating interval valued probability. Interval value limits are equal to belief and
plausibility measures.

Alternatively from a probabilistic standpoint, the obtained result of combination
can be perceived as Bayesian evidence representation. It should be stressed that this
standpoint is justified for limited range of selected cases, in general, the final struc-
ture does not fulfil probability distribution requirements, although in the presented
example, it does. Doubtfulness, meant as uncertainty attributed to measurements,
was deliberately removed from the initial representations of evidence. Disability of
modelling uncertainty is said to be the main drawback of the probabilistic approach.
Remaining unresolved dilemma as to whether the conditions stipulated in the prob-
abilistic model are observed or not, one can exploit a Bayesian approach to reason
on draft shape of formula for calculating support plausibility for “being a fix” by
any point. It is not surprising that two approaches yield virtually the same final
expressions; both of them are included in the chapter.
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Chapter 7
Segmentation of Hyperspectral Images
by Tuned Chromatic Watershed

Ramón Moreno and Manuel Graña

Abstract This work presents a segmentation method for multidimensional images,
therefore it is valid for standard Red, Green, Blue (RGB) images, multi-spectral
images or hyperspectral images. On the one hand it is based in a tuned version of
watershed transform, and on the other hand it is based on a chromatic gradient that is
made through Hyperspherical Coordinates. A remarkable feature of this algorithm is
its robustness; it outperforms the natural oversegmentation induced by the standard
watershed. Another important property of this algorithm is its robustness respect
changes on the intensity: shines and shadows. Inspired on the Human Vision System
(HVS) this algorithm provides segmentations according with the user expectations,
where homogeneous chromatic regions of an image corespond with homogeneous
convex regions of the output.

Keywords Hyperspherical Coordinates · Hyperspectral Chromatic Gradient ·
Watershed Transformation ·Hyperspectral Image Segmentation ·Computer Vision ·
Edge Detection

7.1 Introduction

Image segmentation is the main topic on computer vision and image procesing. It
is one of the first steps in many applications and on its result depends the final
process quality. Even though the idea of segmentation is easy to understand, it is an
intrinsically difficult problem and it is very difficult to implement algorithms able to
solve this problem, and of course, there are not algorithms for general purposes. That
is due to some main reasons: First, segmentation is a human (or mamarian) hability,
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therefore, different people can provide different segmentations of the same picture;
and second, illumination changes have strong effects on scene perception, then a
scenary with different illumination provide different captures. This work presents
a segmentation algorithm for hyperspectral and multispectral images which cover
both previous points and is the continuity of some previous research [1, 2].

Computational methods for image segmentation can be classified into three sets:
supervised, semi-supervised and unsupervised methods. Supervised methods are
those which require prior knowledge [3, 4], these methods need to know the true
reality before learning rules. Unsupervised methods are those which do not need
prior knowledge to carry out segmentation [5–7]. Finally semi-supervised methods
are a mixture of both, generally they use statistical approaches [8, 9].

Edge detection in hyperspectral images is an intrinsically difficult problem.
There are few strategies used for hyperspectral imagery processing, which can be
subdivided on the basis of their principle procedures using two techniques: First
monochromatic-based techniques treat information from the spectral bands or their
combination individually, and then combine the individual results together [10]; and
second, vector-valued techniques treat the spectral information as vectors in spectral
space, for example, spectral angle mapper [11–13].

In accordance with this division of segmentation methods and edge detectors, this
proposal is an unsupervised method that uses a gradient approach which belongs to
vector-valued techniques.

Watershed transformation is an unsupervised method that is usually applied over
the image gradient. It was introduced in image analysis by Beucher and Lantuejoul
[14], and subsequently a lot of algorithm variations and applications have been pro-
posed [10, 15, 16]. In short, it considers a bi-dimensional image as a topographic
relief map. The value of a pixel is interpreted as its elevation. The watershed lines
divide the image into catchment basins, so that each basin is associated with one
local minimum in the topographic relief map. The watershed transformation works
on the spatial gradient magnitude function of the image domain. The crest lines in
the gradient magnitude image correspond to the edges of image objects. Therefore,
the watershed transformation partitions the image into meaningful regions according
to the gradient crest lines.

The key idea of watershed transformation is to apply the transformation over the
image gradient. The gradient gives pixels of change in the image domain, therefore a
suitable gradient could be used as an edge detector. This work proposes a well suited
image gradient which belongs to the vector-valued set because it uses all spectral
information. This gradient is made by Hyperspherical coordinates, where the use
of Hyperspherical coordinates gives a physical meaning because it is related to the
Extremadura Research Centre for Advanced Technologies (DRM) [17] and takes
profit of it in order to avoid shines and shadows. On the other hand, watershed trans-
formation output has oversegmentation, that is like a mosaic. The method presented
on this chapter avoids this drawback thanks to a threshold and to the use of aGaussian
blurring over the image gradient. The method is summarized below:

(1) Transform the image to Hyperspherical coordinates
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(2) Make the chromatic gradient
(3) Apply the t-Watershed method.

So as to demostrate the behavior of this proposal, the test of this segmentation
method is done with some images taken in our lab with a SOC 710 hyperspectral
camera.

This chapter is outlined as follows: Sect. 7.2 presents the Hyperspherical trans-
form.Section7.3presents a chromatic gradient. Section7.4presents the segmentation
method. Section7.5 shows the experimental results and Sect. 7.6 finishes with the
conclusions.

7.2 Hyperspherical Coordinates

This section illustrates the hyperspherical transformation. Hyperspheres are also
known as n-spheres. It is the spherical expresion of a point when dimensionality (d)
is bigger than 3. There are some specific names for some of these transfomations for
example, when d = 4 is named quaternion, d = 6 octonion. Usually hyperspecrtal
images havemore than 30 bands–dimensions–therefore we refer it as Hyperspherical
transformation. This transformation can be handle solely through the following way.

Let denote p a hyperspectral pixel color in n dimensional Euclidean space. In
Cartesian coordinates it is represented by p = {v1, v2, v3, ..., vn}wherevi is the coor-
dinate value of the i-th dimension. This pixel can be represented in Hyperspherical
coordinates p = {l, φ1, φ2, φ3, .., φn−1}, where l is the vector magnitude that gives
the radial distance, and {φ1, φ2, φ3, .., φn−1} are the angular parameters. This coordi-
nate transformation is performed by the following expression described on Eq.233.1.

There are some exceptions: if vi ◦= 0 for some i but all of vi+1, . . . , vn are
zero then φi = 0 when vi > 0. When all vi , . . . , vn are zero then φi is undefined,
usually a zero value is assigned. From Euclidean representation to Hyperspherical
representation solely by using the set of Eqs. 233.1.

A more compact notation for the Hyperspherical Coordinates is p = {l, φ̄},
where φ̄ is the vector of size n − 1 containing the angular parameters. Given a
hyperspectral image I (x) = {

(v1, v2, v3, ..., vn)x ; x ← N
2
}

, where x refers to the
pixel coordinates in the image domain, we denote the corresponding hyperspherical
representation as P (x) = {

(l, φ̄)x ; x ← N
2
}

, from which we use φ̄x as the chro-
maticity representation of the pixel’s and lx as its (grayscale) intensity.

l =
√

v21 + v22 + v23 + · · · + v2n (233.1)

φ1 = cot−1 v1
√

v22 + v23 + · · · + v2n

φ2 = cot−1 v2
√

v23 + v24 + · · · + v2n

...
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φn−2 = cot−1 vn−2
√

v2n−1 + v2n

φn−1 = 2 cot−1
√

v2n−1 + v2n − vn−1
vn

Figure7.1 shows an illustrative example in order to clarify the meaning of the
chromaticity in the hyperspectral image domain. It is a synthetic hyperspectral image
of 5 × 5 pixels and 200 spectral bands. Each pixel spectral signature has the same
Gaussian shaped profile but with different peak height, corresponding to different
image intensity as can be appreciated in Fig. 7.1a showing the image intensity {lx }.
Figure. 7.1b shows the spectral signature of all pixels in the Cartesian coordinate
representation, Figure7.1c shows the chromatic spectral signature

{

φ̄x
}

which is the
same plot for all pixels. The chromaticity φ̄ thus defines a line in the n-dimensional
space of hyperspectral pixel colors of points that only vary their luminosity l.

According to the aforegoing coordinate transformation, we can perform the fol-
lowing hyperspectral separation. Given a hyperspectral image I (x) in the traditional
Cartesian coordinate representation it can computed the equivalently hyperspher-
ical representation P (x) = {

(l, φ̄)x ; x ← N
2
}

. Then, it is possible to construct
the separate intensity image L (x) = {

(l)x ; x ← N
2
}

, and the chromaticity image
C (x) = {

(φ̄)x ; x ← N
2
}

. In the synthetic example shown at Fig. 7.1, I (x) pixels
are plotted in Fig. 7.1b, the spectral chromaticity C (x) in Fig. 7.1c and the image
intensity L (x) in Fig. 7.1a. This separation allows us the independent processing of
hyperspectral color and intensity information, so that segmentation algorithms show-
ing color constancy can be defined in the hyperspectral domain. This decomposition
can be also embedded in models of reflectance like the Extremadura Research Centre
for Advanced Technologies (DRM) [17] or the Bidirectional Reflection Distribution
Function (BRDF) [18] where they can be decomposed as diffuse and specular com-
ponents.

Fig. 7.1 Synthetic image (a) the image intensity {lx }, (b) shows the Gaussian shaped signature
profile of all the pixels, and (c) shows the angle components of the hyperspherical coordinates shared
by the spectral signatures of all pixels in the image, corresponding to the common chromaticity of
the pixels
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7.3 Chromatic Gradient

Image gradient is a very useful tool on image processing, it measures the change
between neighboring pixels. Formaly it is defined by the derivatives and Lapla-
cian transformations. Figure7.2 shows the graphic expression of the image gradient.
Region with homogeneous color have low gradient—see vector longitude in the
background— whereas regions with bigger changes have bigger grandient too–see
the vectors’ longitude centrer of the image—Those vectors have two components:
direction and magnitude. Usually in computer vision only the magnitude is used.
In this work uses only the gradient magnitude, thus, gradient image output is a bi-
dimensional image of numbers, where pixels with high intensitymeans that this pixel
is in a region of change.

In order to avoid the effect of illumination changes (shines and shadows) this
work proposes a chromatic gradient. This gradient is independent of the intensity
therefore it is less sensitive to changes produced by the illumination. The Chromatic
gradient is deffined as follows.

Linear convolution gradient operators, such as the Prewitt operators with the
underlying topology is the one induced by the Euclidean distance defined on the
Cartesian coordinate representation [19]. In order to define a chromatic gradient
operator, we may assume a kind of non-linear convolution where the convolution
mask has the same structure as the Prewitt operators, but the underlying chromatic
distance is based only on the chromaticity as follows: For two pixels p and q it is
computed the Manhattan or Taxicab distance [20] on the chromatic representation
of the pixels:

∠(p, q) =
n−1
∑

i = 1

∣
∣φ̄p,i − φ̄q,i

∣
∣ (7.1)

Fig. 7.2 Image gradient
function
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Note that the chromatic distance defined in Eq.7.1 is always positive. Note also
that the process is non linear, so it can not expressed it by linear convolution kernels.
The row pseudo-convolution operator is defined as:

CG R (C (i, j)) =
1

∑

r =−1
∠ (C (i − r, j + 1) ,C (i − r, j − 1)) , (7.2)

and the column pseudo-convolution is defined as:

CGC (C (i, j)) =
1

∑

c=−1
∠ (C (i + 1, j − c) ,C (i − 1, j − c)) , (7.3)

so that the color distance between pixels substitutes the intensity subtraction of the
Prewitt linear operator.ByusingEqs. 7.2 and7.3 the hyperspectral chromatic gradient
magnitude image is computed as:

CG(x) = CG R (x)+ CGC (x) (7.4)

7.4 Segmentation Method

This segmentation method is based on watershed which it is applied into hyperspec-
tral images following a straightforward way. This work advocates the suitability of
the aforegoing hyperspectral gradient in order to detect the true edges avoiding the
effects of intensity changes; shines and shadows.

Watershed transform uses a gradient image who interpret as a topographic relief.
Then it begins a flooding process which it is carried out from each minimal gradient,
thus when neighboring regionsmeet, appears a watershed edge. The natural output of
this process is which each region has only a pixel with minimum gradient, therefore,
for each minimum of the image gradient correspond only a region. Consequently a
shortcoming of the standard watershed transform is over-segmentation. Thereby, the
natural output has a lot of regions. It can be avoided by using two strategies together.
On the one hand, this method uses a threshold for merge neighbor regions with low
gradient; in other words, neighboring regions with gradient intensity lower than the
defined threshold are going to be merged in a region. On the other hand, in order to
avoid over-segmentation in regions with high intensity gradient, it applies a Gaussian
filter. A feature of the application of Gaussian blurring into the gradient image is
that main peaks are preserved whereas spurious local minimum can be avoided.
Henceforth for the sake of clearness this method will be refered as ‘t-Watershed’.

Figure7.3 shows thediagramflowof the segmentation algorithm.First, themethod
calculates a hyperspectral gradient by using Eq.7.4, afterwards it applies a Gaussian
filter. The blurred gradient is the input of the proposed t-Watershed transform. At the
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Fig. 7.3 Hyperspectral segmentation diagram flow

end, the method output gives an image with the watershed edges and other one with
the labeled regions.

7.4.1 t-Watershed Algorithm

t-Watershed transform has the advantage that thanks to the parameter threshold it can
control the beginning of the flooding process. In other words, each convex region in
the image with a gradient intensity lower than threshold is going to be a region label.
Algorithm 1 shows the pseudo-code of the method. The output of this algorithm is
an image with the watershed edges and other one with the region labels.

7.5 Experimental Results

The proposed algorithm has been tested over the hyperspectral images taken with a
SOC 710 camera. Main goal of this segmentation algorithm is to provide robustness
regarding illumination effects, as shines, shadows and sudden illumination changes,
looking for the true surface features. This one is the reasonwhy it appliesHyperspher-
ical Coordinates, which for the segmentation process are included into the chromatic
gradient. In these experiments shows how robust is the proposed method respect to
illumination changes. For all experiments we use a thr = 0.2 and steps = 100.

Images provides by the SOC 710 camera has 128 bands from 400nm to 1000nm,
albeit that first and last bands are very noised, therefore for these experiments the
seventy middle bands from 20th band to 90th band has been selected, thereby the
spectral used range is from 493nm to 728nm which corresponds with the main
visible light spectra.

Experiments are done on the images who have been taken with the SOC 710 cam-
era; a blue ball and the synthetic orange. This image has some interesting properties.
Both have an homogeneous gree background, and both have an spot and a shadow.
On the other hand the blue ball has a smooth surface whereas the orange surface
is wrinkled. Remainding the goal of this work, the aim is detect the true chromatic
edges avoiding the intensity changes.
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Algorithm 1 t-Watershed
Algorithm inputs :

• A gradient image (IG)
• A initial threshold (thr)
• The amount of iterations (steps)

Outputs:

• The watershed image (WS)
• An image with the labeled regions (IL).

Begin

1. First, it initializes the output images, and defines the intensity jump for thresholding into the
image gradient.

2. By using a threshold, it finds the regions with minimal gradient, and helped by the primitive
’bwlabel’ initializes the image of labels.

3. Then the algorithm begins with the flooding process who is going to finish after ’steps’ itera-
tions.
whereas iterations++ < steps loop

a. It calculates the new threshold (thi), and using it on the image gradient, finds the new
pixels to label

b. For each pixel who is not labeled already, it finds into the respective neighborhood if
some of them has a label

c. Depending of the labels found into the neighborhood, algorithm does different things:
i If there is not labels, it creates a new label and assigns it to the current pixel
ii If there is only a label, it assigns it to the current pixel
iv If there are several labels

A. If the gradient intensity is lower than the parameter ’thr’, merges all regions in
a label and assigns it to the current pixel

B. In other case, it marks it as watershed pixel

end loop

end

Figure7.4 shows the results. First row of images shows the process for the blue
ball whereas the second one shows the synthetic orange output process. Column (a)
are the intensity images. Column (b) are chromatic gradient. Column (c) shows the
burred output of the detected edge. And column (d) shows the output of the proposed
t-Watershed algorithm, where we can appreciate, which the segmentation gives the
correct segmentation avoiding the shines and the shadows.

In order to compar this result with traditional intensity gradient, it is computed the
same algorithm with the the Euclidean coordinates (the traditional representation).
Figure. 7.5 shows the results. Like Fig. 7.4 first row of images is the smooth blue
ball and bottom row is the srinked orange. By columns, (a) are the original intensity
images, (b) shows the intensity gradient and (c) shows the blured gradient. Finally,
column (d) shows the t-watershed segmentation. The parameters of this experiement
are: thr = 0.02 on the blue ball and thr = 0.1 on the orange. As we can see, by
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Fig. 7.4 Chromatic t-watershed segmentation of images taken with SOC 710 camera

Fig. 7.5 Intensity t-watershed segmentation of images taken with SOC 710 camera

tuning thr parameter the algorithm is able to avoid the spot, however, it can not detect
the ball without its shadow.

Clearly, the chromatic segmentation algorithm is able to detect the chromatic
difference whereas using the traditional intensity gradient the algorithm can not
detect this difference (due to shadowed regions).

7.6 Conclusion

This chapter proposes an improved version of the watershed transformation which
provides good segmentations so as to avoid some well-known problems: the effect
of changes on illumination and the standard watershed oversegmentation. This work
has used two natural images taken with the SOC 710 camera. Both images have
higlights and shadows, and the presented method shows well suited results.

Future work will use this proposed segmentation for color image clustering in
order to stimate the amount of classes in a image.
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Chapter 8
Impact of Migration Topologies
on Performance of Teams of Agents

Piotr Jȩdrzejowicz and Izabela Wierzbowska

Abstract The chapter sums up the impact of some parameters defining the process
of migration of data between asynchronous team of agents (A-Team) working in
parallel in the architecture designed for solving difficult combinatorial optimiza-
tion problems. A-Teams cooperate through exchange of intermediary computation
results. The process of forwarding a result from one A-Team to another is called
migration. Several known migration models have been compared, with different
topologies and frequencies of migration. Also, an original model of communica-
tion has been proposed. The model, called Randomized, has no predefined migration
topology, eachA-Team sends data to anotherA-Team that is chosen at random. In this
modelmigration is non-periodic and triggered only after anA-Team failed to improve
its best current solution within a predefined time. All considered models, differing in
migration topologies and frequencies, have been tested on instances of the Euclidean
planar traveling salesman problem. The proposed model, Randomized, outperforms
all other models under investigation, producing significantly better results.

Keywords A-Teams ·Optimization ·ComputationallyHardProblems ·Migration ·
TSP

8.1 Introduction

As it has been observed in Barbucha et al. [1] the techniques used to solve difficult
combinatorial optimization problems have evolved from constructive algorithms to
local search techniques, and finally to population-based algorithms. Technological
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advances have enabled development of various parallel and distributed versions of
the population based methods. At the same time, as a result of convergence of many
technologies within computer science, such as object-oriented programming, dis-
tributed computing and artificial life, the agent technology has emerged. An agent is
understood here as any piece of software that is designed to use intelligence to auto-
matically carry out an assigned task, mainly retrieving, processing and delivering
information.

Paradigms of the population-based methods and Multiple Agent Systems (MAS)
[19] have been duringmid nineties integrated within the concept of the asynchronous
team of agents (A-Team), a multi agent architecture, which has been proposed in
several papers of Talukdar et al. [13–16].

The environments supporting implementation of A-Teams are represented by
the JADE-Based A-Team environment (JABAT), built with the use of Java Agent
Development Framework (JADE),1 a framework proposed by TILAB [5]. Its sub-
sequent versions and extensions were proposed in [2, 7] and [9]. JABAT complies
with the requirements of the next generation A-Teams which are portable, scalable
and in conformity with the standards provided by Foundation of Intelligent Physical
Agents(FIPA).2

To solve a single task (a single instance of the problem being solved) JABAT uses
a population of solutions that are improved by optimizing agents which represent dif-
ferent optimization algorithms. The agents work independently, in parallel and only
cooperate indirectly using a common memory containing population of solutions.

In Jȩdrzejowicz and Wierzbowska [10] JABAT environment has been extended
through integrating the team of asynchronous agent paradigm with the island-based
genetic algorithm concept first introduced in Cohoon [6]. In Team of A-Teams
(TA-Teams) communication or information exchange between cooperatingA-Teams
(islands) has been introduced. In, for example, Barbucha et al. [3] it has been shown
that using TA-Teams a noticeable improvement in the quality of the computation
results can be achieved.

A-Teams cooperate through exchange of intermediary computation results in a
process called migration. The impact of the topology of migration on results in
other models was considered in, for example, Rucinski [12], where the Island Model
was considered. This chapter investigates how the choice of the migration topology
and frequency influences results obtained by the TA-Teams solving instances of the
Euclidean planar traveling salesman problem. The chapter is extended version of
Jȩdrzejowicz and Wierzbowska [11].

The chapter is constructed as follows: Sect. 8.2 describes TA-Teams and the
process ofmigration. Section 8.3 gives details of the experiments settings. Section 8.4
contains results of the carried out experiment. Finally, in Sect. 8.5, some conclusions
and suggestions for future research are drawn.

1 See http://jade.tilab.com/
2 See http://www.fipa.org/

http://jade.tilab.com/
http://www.fipa.org/
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8.2 TA-Teams: Concept, Implementation and Settings

JABAT environment can be used to implement A-Team producing solutions to opti-
mization problems using a set of optimizing agents, each representing an improve-
ment algorithm. Such an algorithm receives one of the current solutions kept in the
A-Team common memory, and attempts to improve it. Afterwards, successful or
not, the result is send back to where it came from. The process of solving a single
task (that is an instance of the problem at hand) consists of several steps. At first
the initial population of solutions is generated and stored in the common memory.
Individuals forming the initial population are, at the following computation stages,
improved by independently acting agents (called optimization agents), each execut-
ing an improvement algorithm, usually problem dependent. Different improvement
algorithms executed by different agents supposedly increase chances for reaching
the global optimum. After a number of reading, improving and storing back cycles,
when the stopping criterion is met, the best solution in the population is taken as the
final result. The process is supervised by the agent called SolutionManager.

A typical JABAT implementation allows for running a number of A-Team in
parallel providing the required computational resources are available. The teams,
created and destroyed by so called TaskManager, never communicate and produce
results independently (Fig. 8.1).

The JABAT implementation of TA-Teams allows for a number of A-Team to
solve the same task by exploring different regions of the search space, with the
added process of communication, that makes it possible to exchange best solutions
between common memories maintained by each of the A-Team with a view to pre-
vent premature convergence and assure diversity of individuals. A-Team with the
added communication are called islands. Similar idea of carrying out the evolu-
tionary process within subpopulations before migrating some individuals to other
islands and then continuing the process in cycles involving evolutionary processes
and migrations was previously used in, for example, Tanese [17] or Whitley et al.
[18].

In TA-Teams the process of communication between commonmemories is super-
vised by a specialized agent called MigrationManager and defined by a number of
parameters including:

Migration size: number of individuals sent between common memories of
A-Team in a single cycle;

Migration frequency: length of time between migrations;
Migration topology: an architecture defining which A-Team receives communica-

tion from another A-Team and sends communication to some
other A-Team; and

Migration policy: a rule determining how the received solution is incorporated
into the common memory of the receiving A-Team.

The migration model used in TA-Teams is asynchronous. With a given frequency
MigrationManager sends messages to islands, pointing out to which islands current
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Fig. 8.1 JABAT with several A-Teams, each A-Team solving a different task

best solution should be send to. Then each A-Team (that is an island) receiving
MigrationManager message, after reading it, sends current best solution to indicated
island or islands. Figure 8.2 depicts the messages of the MigrationManager and how
the solutions are sent between islands in the case of the One Way Ring topology.

8.2.1 Working Strategy

The process of solving a single task by an A-Team is controlled by the, so called,
working strategy understood as a set of rules applicable tomanaging andmaintaining
the common memory, which contains a population of solutions called individuals.
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Fig. 8.2 A-Teams cyclically
exchanging some solutions in
the One Way Ring topology

A-Teams in TA-Teams follow the working strategy known as RB-RE (Random
move selection with Blocking + Replacement of the worse with Exchange) which
in Barbucha et al. [1] was identified as generating good quality solutions. In this
strategy:

• All individuals in the initial population of solutions are generated randomly, the
individuals are feasible solutions of the instance to be solved.
• Selection of individuals for improvement is a randommove, however once selected
individual (or individuals) cannot be selected again until all other individuals have
been tried.
• Returning individual replaces the first foundworse individual. If aworse individual
cannot be found within a certain number of reviews (review is understood as a
search for the worse individual after an improved solution is returned) then the
worst individual in the common memory is replaced by the randomly generated
one, representing a feasible solution. The number of reviews after which a random
solution is generated equals 5.
• The computation time of a single A-Team is defined by the no improvement time

gap = 2min. If in this time gap no improvement of the current best solution has
been achieved, the A-Team stops computations. Then all other A-Teams solving
the same task stop aswell, regardless of recent improvements in their best solutions.

The overall best result from common memories of all A-Teams is taken as the
final solution found for the task.

8.3 Computational Experiment Design

The impact of applying different migration topologies and frequencies on the per-
formance of the TA-Teams has been assessed by comparing results obtained from
solving a well known combinatorial optimization problem. Section 8.3 describes
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some details of the experiments, such like the problem boing solved (Sect. 8.3.1),
optimizing agents (Sect. 8.3.2),migration (Sect. 8.3.3) andother settings (Sect. 8.3.4).

8.3.1 Combinatorial Optimization Problem

Euclidean planar traveling salesman problem (EPTSP) is a particular case of the
general Traveling Salesman Problem TSP. Given n cities in the plane and their
Euclidean distances, the problem is to find the shortest tour, i.e. a closed path visiting
each of the cities exactly once.

In the computational experimentTA-Teams implementation has beenused to solve
several test instances of EPTSP, namely pr76, pr107, pr144, pr299 and pr439 (the
numbers in instances names indicate numbers of cities). The instances have been
taken from well-known benchmark library for this problem, Traveling Salesman
Problem Library (TSPLIB).3

8.3.2 Optimizing Agents

To solve instances of EPTSP the following optimization algorithms have been used
as the inner algorithms of optimizing agents implemented within the system:

Simple exchange: deletes two random edges from the input solution thus break-
ing the tour under improvement into two disconnected paths and
reconnects them in the other possible way, reversing one path.

Triple exchange: deletes three random edges, reconnects the tour in two other pos-
sible ways.

Recombination: there are two input solutions. A subpath from one of them is
randomly selected. In the next step it is supplemented with edges
from the second solution. If this happens to be impossible to add
an edge, as the node has already been used in the subpath, the
procedure constructs an edge connecting endpoint of the subpath
with the closest point in the second input solution not yet in the
resulting tour.

Mutation: two randomly selected points from the input solution are directly
connected. This subpath is supplemented with edges from the
input solution, as in Recombination.

Each of the optimizing agents chooses the best of the tours constructed by its inner
algorithm in a number of trials. In each A-Team a set of four optimizing agents has
been used, one of each kind.

3 See http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/

http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/
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8.3.3 Migration Settings

In the experiment two migration parameters have been considered: migration fre-
quency and migration topology. The values of migration frequency that have been
used in the experiment were: 0.2, 0.6, 1, 1.4, 1.8, 2.2 and 2.6min. As for the migra-
tion topology the following topologies have been considered (some of which are
presented in Fig. 8.3):

One Way Ring: each A-Team receives communication from one adjacent A-
Team and sends communication to another adjacent A-Team,
the only unidirectional topology allowed;

Ring: two-directional ring;
Ring12 and Ring123: ring with additional communication between every second

and every third node;
Broadcast: star topology;

Torus: rectangular lattice;
Lattice: of the size 2x4 or 4x4; and

Fully Connected: topology with the highest number of communication between
islands.

Additionally a migration model called Randomized has also been considered,
with the overhead caused by the information flow between islands reduced to min-
imum. Whenever an island needs a new solution, it sends appropriate message to
MigrationManager and then receives the current best solution from another island,
chosen at random by MigrationManager. An island asks for a new solution when
the current best solution has not changed in half of the no improvement time gap.

Fig. 8.3 Topologies drawn
for 8 islands (a) Ring
(b) Ring12 (c) Ring123
(d) Broadcast (e) Torus
(f) Lattice

(d) (e) (f)

(a) (b) (c)
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Two common migration settings are used in all models considered in this chapter:

Migration size = 1: in one cycle one current best solution is sent from the
common memory of an A-Team to the common mem-
ory of another A-Team.

Best-worst migration policy: the current best solution is taken from the source popu-
lation, the solution replaces the current worst solution
in the target population.

8.3.4 Other Settings

In the experiment, topologieswith 8 and16 islands havebeenused.Each island shared
a common memory consisting of 8 solution. Since for each island four optimizing
agents have been working, the total number of optimizing agents used was 4∗8 = 32
and 4 ∗ 16 = 64, respectively.

The experiment has been carried out on the cluster Holk of the Tricity Academic
Computer Network.4 TA-Teams application has been implemented using JABAT,
derived using JADE. As a consequence it has been possible to create so called con-
tainers on different machines and to connect them to the main platform. Agents
may migrate from the main platform to these containers. Each instance used in the
reported experiment was solved using five nodes on the cluster—one for the main
platform and four to which the optimising agents migrate.

For all runs of each task and each pair of migration settings (frequency and topol-
ogy) computation errors have been calculated in relation to the best results known
for the problems. The results—in terms of relative computation error—have been
averaged.

8.4 Computational Experiment Results

Figure 8.4 present average relative errors of all considered topologies for respective
considered migration frequencies, for topologies with 8 and 16 islands. The errors
were averaged over all considered tasks. In the figure also the results from Random-
ized topology have been drawn. These results are independent of the frequencies and
drawn as a line.

Figure 8.4 shows that different topologies reach minimal values for different
frequencies. Figure 8.5 presents the minimal values of relative errors for respective
topologies, averaged over all runs and tasks, with frequencies for which the minima
have been obtained, for respective numbers of islands. The results for Randomized

4 Holk: 256 Intel Itanium 2Dual Corewith 12MBL3cache processors, 2,3 TB total systemmemory,
4 TB disk storage. Mellanox InfiniBand interconnect with 10 Gb/s bandwidth. See http://www.task.
gda.pl/english/hpc

http://www.task.gda.pl/english/hpc
http://www.task.gda.pl/english/hpc
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Fig. 8.4 Relative errors averaged over all tasks (a) 8 islands (b) 16 islands

topology in both cases (for 8 and 16 islands) are better than those for other topologies.
The next best topology was One Way Ring for 8 islands, and Ring for 16 islands,
both using frequency 0.6. For both considered numbers of islands the worst results
have been obtained for topologies Broadcast and Fully connected.

Figure 8.6 presents average relative errors for the best topologies: One Way Ring
andRing, for respective numbers of islands and consideredmigration frequencies. For
comparison, in the same figure additionally the results from Randomized topology
have been drawn. It may be noticed that the choice of frequency becomes more
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Fig. 8.5 Minimal relative errors for considered migration frequencies and topologies (a) 8 islands
(b) 16 islands
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Fig. 8.6 Relative errors for best topologies (a) 8 islands,One Way Ring andRandomized topologies
(b) 16 islands, One Way Ring and Randomized topologies

important when the size of the task increases. Randomized in comparison with other
topologies gives fairly good results independently of the task size.

Figure 8.7 compares Randomized topology with other topologies in terms of
relative standard deviation. For a given task, minimum and maximum has been taken
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Fig. 8.7 Relative standard deviations of the fitness function (a) 8 islands (b) 16 islands

over relative standard deviations of the fitness function, calculated for all considered
migration frequencies and topologies. It may be observed, that the results for the
Randomized topology are close to the minimal ones.

In Fig. 8.8 best results for the considered numbers of islands are compared, for
three topologies indicated as giving best results in the experiment: Randomized, Ring
and One Way Ring. The figure shows that not only the choice of topology influences
the results, but also the choice of other parameters, like in this case the number of
islands. Results obtainedwith topologyRandomized always improvewhen 16 islands
is used, as opposed to 8 islands. However it is not a rule for other topologies: for
example One Way Ring used with the biggest task considered (pr439) gives better
results when less islands is used.
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Fig. 8.8 Relative errors for different topologies and numbers of islands, frequency 0.6

It has to be noted, that the computations with 16 islands were obtained in up to
30% longer calculation time, which may result from reaching limits of capacity of
existing resources (in this case significantly increases the number of messages sent
within the system). Thus, deciding which topology should be used should go along
with checking other parameters of the system. Or, alternatively, the system itself has
to be optimised to be able to work with bigger numbers of islands and agents.

8.5 Conclusions

The results of the discussed experiment confirmed that the choice of the migration
topology and frequency may influence results obtained by the TA-Teams. Thus, the
importance of carefully choosing these two parameters has been confirmed.

The chapter also indicates that the topology called Randomized may give sig-
nificantly better results than other topologies within considered range of migration
frequencies. What is more, Randomized does not use frequency and thus does not
require deciding on the value of this parameter.

The observations are valid only to one problem considered in this chapter, that is
EPTSP. Future research may focus on evaluating effects of the choice of migration
parameters in solving other problems. Also, the other parameters used in the system
may be evaluated—like for example best number of islands or different strategies.
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Chapter 9
A Cooperative Agent-Based Multiple
Neighborhood Search for the Capacitated
Vehicle Routing Problem

Dariusz Barbucha

Abstract The chapter proposes a new hybrid approach for solving Capacitated
Vehicle Routing Problem (CVRP), which integrates the cooperative multiple neigh-
borhood search with a multi-agent paradigm. Using the multiple neighborhoods,
explored by different heuristics during the search allows one to guide the search and
avoid the reaching unsatisfactory results, whenever the search is getting trapped in
a local optimum. On the other hand, a multi-agent architecture provides an effec-
tive mechanism for solving the problem in parallel and assures cooperation between
agents (representing searchmethods) operating on a sharable population of solutions.
Different strategies of exploration of multiple neighborhoods have been considered
in the chapter. Some of them search for the best solutions using a family of still
deeper neighborhoods, while others use the idea of systematically changing different
neighborhoods according to the predefined order (neighborhoods were explored in
randomly order or the order of exploration of neighborhoodswere based on the neigh-
borhood size). In order to validate the proposed approach a computational experiment
has been carried out. It confirmed that using multiple neighborhoods may improve
the computational results comparing to the cases, when only one neighborhood is
explored during the search.
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9.1 Introduction

Local Search (LS) (or the neighborhood search) methods are one of the most fre-
quently used technique for solving combinatorial optimization problems. These
methods iteratively search for the best solution in the solutions space. Starting from
an arbitrary candidate solution, LSmoves to one of its neighbours, presumably better
(in term of the objective function value) than the current candidate solution. If such
solution is found, in the next iteration, the process is repeated, with the newly found
solution as a starting point of the search. If all neighbours of current solution are
inspected and they are inferior to the current solution, then LS stops. The current
solution is taken as a local optimum.

This relatively simple scheme of search often produces a solution in a short time,
however, the quality of solutions obtained by LS, is often not satisfactory. Hence, the
majority of approaches for solving combinatorial optimization problems use local
search within a broader frameworks, like, for example, metaheuristics [16]. Among
many advantages of suchmethods, in context of LS, they often allow LS to overcome
disadvantage of getting stuck in local optima and enable to continue searching for a
better solution by exploration of other promissing regions of search space. Different
forms of escaping from local optima suggested in metaheuristics can be: accept-
ing an nonimproved neighbour, as in Simulated Annealing [13], using a modified,
penalized goal function in Guided Local Search [34] or, for example, smoothing
the search space [20]. In this regard, an interesting idea, based on exploration of
the multiple neighborhoods, has been proposed by several authors in approaches,
like Variable Neighborhood Search [21], Very Large Scale Neighborhood Search [1,
30], or Adaptive Large Neighborhood Search [29]. This last group of methods has
become an inspiraton for the author for research presented in this chapter.

Typical classification of metaheuristics distinguishes: single solution based meta-
heuristics and population-based ones [31]. The first group of methods, including, for
example, Tabu Search [17], Simulated Annealing [13] or Greedy Randomized Adap-
tive Search [14] procedures, concentrates on improving a single solution (individual).
On the other hand, population-based metatheuristics handle a population of individ-
uals that evolves with the help of information exchange procedures. A class of the
population based metaheuristics, mostly inspired by biological or social processes,
includes Scatter Search methods [18], Evolutionary Algorithms [24], Gene Expres-
sion Programming approaches [15], Ant Colony Optimization algorithms [12], and
Particle Swarm Optimization algorithms [22].

Last years, an interesting form of hybridization of different methods seems to be
cooperative search. It consists of a search performed by highly autonomous pro-
grams, each implementing a particular solution method, working under a coopera-
tion schemewhich combines these programs into a single consistent problem-solving
strategy [7, 11]. Generaly, a set of autonomous programsmay include exact methods,
like for example branch and bound, but in most cases different approximate algo-
rithms (Local Search, Variable Neighborhood Search, Evolutionary Algorithms and
Tabu Search) are engaged in finding the best solution. A cooperation scheme, has to
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provide the mechanism for effective communication between autonomous programs
allowing them to dynamically exchange the important pieces of information which
next is used by each of them to support the process of search for a solution.

Nowadays, the natural approach to implementation a cooperative search including
various parallel and distributed versions of metaheuristics is design and use multi-
agent systems [35]. Such systems, composed of multiple autonomous components
(agents) canmodel complex behavior and can be used to solve real-world problems in
a range of industrial and commercial applications. An example of such an approach is
a concept of the Asynchronous Team (A-Team) [32], which integrates paradigms of
the population-basedmethods, cooperative problemsolving andmulti-agent systems.

This chapter aims at proposing a new metaheuristic approach for solving Capac-
itated Vehicle Routing Problem (CVRP), which integrates the cooperative multiple
neighborhoods search with a Multi-agent System (MAS) paradigm. The main moti-
vation is that using the multiple neighborhoods, explored by different heuristics
during the search allows one to guide the search and avoid reaching unsatisfactory
results. On the other hand, a MAS architecture provides an effective mechanism
for solving the problem in parallel and for cooperation between agents (representing
searchmethods) operating on a sharable population of solutions. The chapter extends
the author’s provious work [4].

The reminder of this chapter is organized as follows. Section9.2 includes an
overview of multiple neighborhood search methods and presents different variants
of Vehicle Routing Problem (VRP) with a review of existing multiple neighborhood
search approaches for solving them. Section9.3 focuses on a cooperative agent-based
multiple neighborhood search approach for solving CVRP, while in Sect. 9.4 a results
of computational experiment which has been carried out in order to validate the pro-
posed approach are presented and discussed. Finally, Sect. 9.5 provides conclusions
and suggestions of future work.

9.2 Background

9.2.1 Multiple Neighborhood Search

An idea of exploration of the multiple neighborhoods by one or more, search threads
(possibly running in parallel) has been used by several authors in a number of
approaches, likeVariableNeighborhoodSearch (VNS) [21],VeryLargeScaleNeigh-
borhood Search (VLNS) [1, 30], or Adaptive Large Neighborhood Search (ALNS)
[29].

VNS is a metaheuristic proposed byMladenovic and Hansen [25]. Its general idea
is a systematic exploration of the set of predefined neighborhoods N1, N2, . . . , Nkmax

during the search process. It changes between neighborhoods, in order to avoid
getting trapped in a local optima with poor quality solutions. VNS is based on the
fact that the concept of local optimality is conditional on the neighborhood structure
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used in a local search. Using various neighborhoods in a local search may generate
different local optima and the global optimum can be seen as a local optimum for
a given neighborhood. Since a local optimum with respect to one neighborhood is
not necessarily a local optimum with respect to another neighborhood, changing
neighborhoods in the search is a way of diversifying the search.

Apart from the defining the neighborhoods, a major challenge in designing an
effective VNS algorithm is to define the order in which the neighborhoods should be
searched. The first, natural strategy, is to explore neighborhoods at random. Another
one is to order the neighborhoods according to the neighborhood size and/or com-
plexity of exploring them, such that one starts with the simplest neighborhood, and
gradually covers the more expensive. Finally, the order of selecting neighborhoods
may also be defined by considereing one neighborhood, but with variable depth.
Whenever the algorithm reaches a local minimum using one of the neighborhoods,
it proceeds with a larger one belonging to the set of neighborhoods.

VLNS [1] is based on the observation that searching a large area results in finding
local optima of better quality. Unfortunately, exploration of a large neighborhood
is more time consuming, hence various techniques, which restrict the neighborhood
search space are used.An interesting derivative subclass ofVLNS areVariable-Depth
Neighborhood Search (VDNS) methods, which search a parameterized family of
neighborhoods N1, N2, . . . , Nkmax in a heuristic way, gradually extending the size
of the neighborhood, each time the search gets trapped in a local minimum (in this
context, parameterized family means a family including the same form of neighbor-
hood, but where each neighborhood is an extension of another). Another one is the
Large Neighborhood Search (LNS) metaheuristic, proposed by Shaw [30], where
the idea of search is based on a gradual improvement of the initial solution by alter-
nately destroying and repairing solutions. Oposite, to the most neighborhood search
algorithms, where the neighborhood is defined explicitly, in the LNS metaheuristic
the neighborhood is defined implicitly by methods (often heuristics) which are used
to destroy and repair an incumbent solution. The neighborhood of a given solution is
then defined as the set of solutions that can be reached by first applying the destroy
method and then the repair method.

Finally, the ALNS heuristic, proposed by Ropke and Pisinger [29], extends the
VLNS heuristic by allowing multiple neighborhoods within the same search and
where each destroy/repair method (exploring different neighborhoods) is assigned
a weight that controls the frequency of applying the particular method during the
search. The weights are adjusted dynamically using recorded performance of the
method exploring given neighborhoods so that the heuristic adapts to the instance at
hand and to the state of the search.

9.2.2 Vehicle Routing Problems

One of the well known group of computational difficult problems is vehicle rout-
ing and storage management [23, 33]. Although problems belonging to this group
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have a variety of features that differentiate them, all can be modelled as an undi-
rected/directed graph G = (V, E), where V = {0, 1, . . . , n} is the set of nodes and
E is a set of edges. Node 0 is a central depot with N V identical vehicles of capacity
W and each other node i ∈ V \ {0} denotes customer (with its request) with a non-
negative demand di . Each link (i, j) between two customers denotes the shortest
path from customer i to j and is described by the cost cij of travel from i to j by
shortest path (i, j = 1 . . . , n).

The fundamental goal of VRP is to find vehicle routes which minimize the total
cost of travel (or travel distance) and such that each route starts and ends at the depot,
each customer is serviced exactly once by a single vehicle, and the total load on
any vehicle associated with a given route does not exceed the vehicle capacity. VRP
where only the above capacity constraint is imposed is called CVRP [23].

But, in addition to the vehicle capacity constraint, a further limitation can be
imposed on the total route duration. In such case tij is defined to represent the travel
time for each edge (i, j) ∈ E , and ti represents the service time at any vertex i
(i ∈ V \ {0}). It is required that the total duration of any route should not exceed a
preset bound T .

An extension of the VRP includes Vehicle Routing Problem with Time Windows
(VRPTW) [8, 9], where for each delivery location a time window [ei , li ] is defined,
within which the deliveries (or visits) must be made. Here, ei defines earliest allowed
arrival time (opening time), and li is the latest allowed arrival time (closing time). If
no arrivals are allowed outside of the given parameters, the time windows is said to
be hard. On the other hand, the soft time window is defined, when delivery is allowed
after li . In addition to minimize the total transportation costs, one of the other goal
considered in this variant is also a minmization of the total vehicles used.

In turn, Pickup andDelivery Vehicle Routing Problem (PDVRP) [26, 27] assumes
that a number of locations is defined as pickup, and another as delivery locations. All
goods need to be moved from certain pickup to other delivery locations. By adding
time windows constraints to the PDVRP, one can define Pickup and Delivery Vehi-
cle Routing Problem with Time Windows (PDVRPTW). And, taking into account,
for example, characteristics of the fleet of vehicles, a Heterogeneous Fleet Vehicle
Routing Problem (HVRP) [2] can be distinguished. A review of the different variants
of VRP and state-of-the-art methods for solving them, can be found, for example, in
[19, 23].

Because of the NP-hardness of VRP, solution methods designed for solving dif-
ferent instances of the problem have mainly heuristic nature. A group of multiple
neighborhood search methods (including LNS and ALNS) also successfully find an
application in solving them. There are many examples of applications of multiple
neighborhood search (and its different special cases) to VRP variants, and what is
important, many of them have been successful and have provided state-of-the-art
results at the time of publication [28].

Shaw [30], after introducing an idea of the LNS heuristic, he illustrated its behav-
iour and performance for the vehicle routing problem. The proposed LNS for VRP
explores a large neighborhood of the current solution by selecting a number of cus-
tomer visits to remove from the routing plan, and next re-inserting these visits using a
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constraint-based tree search. His approach also maintains diversity during search by
dynamically altering the number of visits to be removed, and by using a randomised
choice method for selecting visits to remove.

The other representativemethods have been proposed byBent and vanHentenryck
in their research for VRPTW [5] and PDVRPTW [6]. In both, they propose to solve
the problem in a two-stage approach. In the first stage the number of routes is mini-
mized by a simulated annealing algorithm that uses traditional, small neighborhoods.
In the second stage the total route lengths are minimized with an LNS heuristic. The
size of the neighborhood is gradually increased, starting out by only removing one
customer and by steadily increasing the number of customers to remove as the search
progresses. At regular intervals, the number of customers to remove is reset to one
and the neighborhood size increase starts over.

Another representative example is an approach of Ropke and Pisinger [29] which
introduced the ALNS for the PDVRPTW. Compared to the LNS heuristic developed
for the VRPTW and PDVRPTW by Shaw [30] and Bent and van Hentenryck [5,
6], the heuristic of Ropke and Pisinger is different in several ways. First, they use
several removal and insertion heuristics during the same search while the earlier
LNS heuristics only used one method for removal and one method for insertions.
Moreover, during the search, their approach chooses between these heuristics using
statistics gathered during the search. Next, simple and fast heuristics are used for the
insertion of requests as opposed to the more complicated branch and bound methods
proposed by Shaw [30] and Bent and van Hentenryck [5, 6]. Finally, the search is
embedded in a simulated annealing metaheuristic where the earlier LNS heuristics
used a simple descent approach.

The approach proposed in this chapter focuses on applying a cooperative multiple
neighborhood search working within a multi-agent framework for the CVRP.

9.3 A Cooperative Agent-Based Multiple Neighborhood Search
for the Capacitated Vehicle Routing Problem

Technically, the proposed approach for solving CVRP is based on a middleware
supporting a construction of the dedicatedA-Teamarchitectures [32] used for solving
a variety of computationally hard optimization problems [3]. Its main components
are presented in Fig. 9.1.

The approach produces solutions to combinatorial optimization problems using
a common, sharable memory, which store a population of individuals (solutions)
and a set of agents, each representing an improvement algorithm, which operate on
individuals during the process of search. Moreover, a specialy designed program,
called solution manager, acts as an intermediary between common memory and
multiple neighborhood search programs. It maintains the common memory and its
role is to read a particular individual from the memory and to send it periodically
to search procedures, which have already announced their readiness to act, and to
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Fig. 9.1 Main components of the architecture of the proposed approach

update the memory by storing in it a possibly improved solution obtained from the
search program.

Atfirst, the process of search starts froma stepof generationof an initial population
of solutions. Next, the main steps of the proposed approach, repeated until a stopping
criterion is met, include:

1. Selecting a particular individual (solution) from the common memory and send-
ing it to the autonomous, independently acting optimising agents, representing
multiple neighborhood search procedures,

2. Improvement of solutions by these agents, and
3. Storing back the potentially improved solution returned by an optimising agent

in the common memory.

Throughout the whole process of solving an instance of the problem, the memory
succesively evolves from the initially generated pool of solutions through interme-
diate trial solutions obtained during the search process up to the stage when the
stopping criterion is met, and the best solution stored in the population is taken as
the final solution of the given problem instance.

The existence, within A-Team, of shared memory, a mechanism of management
of population of solutions and a set of autonomous agents, provide a basis for cooper-
ation between agents. Solutions obtained by one agent are shared, through the central
memory mechanism, with other agents, which can exploit these solutions in order
to guide the search through new promising region of the search space, thus increas-
ing chances for reaching the global optimum. It is expected that such a collective
of agents can produce better solutions than individual members of such collective,
thus, achieving a synergetic effect.

Another important advantage of applications of the A-Team concept for solving
particular optimization problem, stems from a problem-solving method encapsu-
lated in each optimization agent. Although the whole approach belongs to a group
of the population-based methods, each optimizing agent is, in fact, an implemen-
tation of a single-solution method. The general assumptions about A-Team do not
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indicate a need of using methods with specific features. Local search methods, ded-
icated improvement heuristics, or nature-inspired metaheurisics belong to the most
frequently used ones. A major challenge in designing a good set of improvement
algorithms for optimising agents is assuring an adequate level of diversification and
intensification of search process.

In the proposed approach for solvingCVRP, it has been decided to engage a family
of multiple neighborhood search methods implemented as optimizing agents. Such
solution can assure that intensification and diversification of search process will be
done on two levels: global (population-based character of the proposed approach)
and the local one (multiple neighborhood search methods embedded in optimizing
agents).

Similar to other population-based methods, in order to use the proposed approach
for solving particular problem, definitions of a few elements are required. These
include: representation of individual,method of creating an initial population, fitness,
method of managing a population of individuals, and a set of optimizing agents,
representing multiple neighborhood search methods.

In the proposed approach, each solution of the problem is represented as individual
in population and has a permutation form of n numbers (representing customers)
form with additional ‘0’ delimiters denoting division of permutation into the routes.
A part of individual between ‘0’ delimiters reflects the order in which customers are
visited by one vehicle within selected route. An individual would be represented, for
example, as: [0 3 7 9 0 1 5 6 2 0 4 8 0].

Population of individuals is created randomly, which means that, first, permuta-
tion of n numbers, representing each individual is created randomly, and next, ‘0’
delimiters are inserted in places which divide the permutation into the separeted parts
(routes) assigned to each vehicle. The places for delimiters insertion is calculated in
such away that total capacity of vehicle assigned to the current route and themaximal
route length are not exceeded. The process of creating the whole initial population
is repeated until P S (population size) individuals have been generated.

Each individual from the population is evaluated using the fitness function, which
value is calculated as a sum of the costs related to each permutation part (vehicle’s
route).

Three sets of optimizing agents have been proposed, which explore the search
space using different strategies of switching between neighborhoods:

O AVDNS: A set of optimizing agents based on the variable-depth neighbor-
hood search with a predefined family of still deeper neighborhoods,

O AVNS: A set of optimizing agents representing the variable neighborhood
search where the order of neighborhood exploration is defined
according to the neighborhood size,

O ARAND: A set of optimizing agents representing the variable neighborhood
search where the neighborhoods are explored in a random order.

Having a finite set of pre-selected neighborhood structures N = {N1, N2, . . . ,

Nkmax }, all the above kinds of agents initially begin their search from the first neigh-
borhood (k = 1). If the local search leads to a new best solution, then k is reset to 1,
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Fig. 9.2 Description of a set of neighborhoods used by optimizing agents. (a) O AVDNS and
(b) O AVNS and O ARAND

otherwise k is increased by one (for O AVDNS and O AVNS), or k is chosen randomly
(for O ARAND). Each agent stops its search where no improvement is observed for all
neighborhoods. A set of neighborhoods and its structure used by the above agents
are shown in Fig. 9.2.

Finally, management of population of individuals stored in the common memory
is supervised by solution manager and is performed in a loop, where a cycle of
the selecting-improving-replacing is performed several times until a predefined time
(from last improvement of the best solution) has elapsed. The step of selecting an
individual from the common memory and next sending it to the optmising agents
is implemented as a selection of a random solution. After improvement phase, if
the solution currently received from optimization agent has been improved, it is
accepted and replaces the worst solution from current population. Additionally, if
last consecutive five solutions received from the optimization agents did not improve
existing solutions in population, the worst solution is removed from the population
and a newly generated one is added to the pool of individuals.

9.4 Computational Experiment

Computational experiment has been carried out to validate effectiveness of the pro-
posed approach while solving instances of the CVRP. The experiment aimed at
answering the question: To what extent (if any) different forms of multiple neigh-
borhoods search incorporated into agent-based framework influence computation
results? The quality of the results obtained by the proposed approach has been mea-
sured as theMRE from the optimal (or the best known) solution, reported by Laporte
et al. [23].
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Table 9.1 Optimising agents used in the experiment

Agent Methods Number of Order of
neighborhoods neighborhoods

exploration

O AVDNS(1) relocate(v), v = 1, 2 2
O AVDNS(2) swap(v), v = 1, 2 2 VDNS
O AVDNS(3) opt(v), v = 1, 2 2
O AVNS(1) relocate(v), swap(v), v = 1, 2 4
O AVNS(2) relocate(v), opt(v), v = 1, 2 4 VNS
O AVNS(3) swap(v), opt(v), v = 1, 2 4
O AVNS(4) relocate(v), swap(v), opt(v), v = 1, 2 6
O ARAND(1) relocate(v), swap(v), v = 1, 2 4
O ARAND(2) relocate(v), opt(v), v = 1, 2 4 RAND
O ARAND(3) swap(v), opt(v), v = 1, 2 4
O ARAND(4) relocate(v), swap(v), opt(v), v = 1, 2 6

Eleven optimizing agents, belonging to three previously defined sets, and rep-
resenting different multiple neighborhood search methods have been proposed and
presented in Table9.1.

All agents include combination of three groups of methods, each exploring two
neighborhoods:

• a group of two methods relocate(v), v = 1, 2, which explore two neighborhoods
using moves which relocate 1 or 2 customers, respectively, from their original
positions to another ones.
• a group of two methods swap(v), v = 1, 2, which explore two neighborhoods
using moves which choose 1 or 2 pairs of customers, respectively, and swap cus-
tomers within each pair.
• a group of two methods opt(v), v = 1, 2, which explore two neighborhoods using
moves which remove 2 or 3 edges, respectively (each edge includes two succesive
customers) forming 2 or 3, respectively, disconnected segments and next reconnect
these segments in all possible ways.

Combining the above agents, different teams are possible to construct. The fol-
lowing cases, where a performance of selected teams of agents are compared, have
been considered in the experiment:

Case #1: O AVNS(1) versus O AVDNS(1)+ O AVDNS(2)
Case #2: O AVNS(2) versus O AVDNS(1)+ O AVDNS(3)
Case #3: O AVNS(3) versus O AVDNS(2)+ O AVDNS(3)
Case #4: O AVNS(4) versus O AVDNS(1)+ O AVDNS(2)+ O AV DN S(3)
Case #5: O ARAND(1) versus O AVDNS(1)+ O AVDNS(2)
Case #6: O ARAND(2) versus O AVDNS(1)+ O AVDNS(3)
Case #7: O ARAND(3) versus O AVDNS(2)+ O AVDNS(3)
Case #8: O ARAND(4) versus O AVDNS(1)+ O AVDNS(2)+ O AV DN S(3)
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In all cases, teams consisting of 2 or 3 optimising agents representing VDNS
methods are compared with one optimizing agent, including the same methods, but
integrated within one VNSmethod.Whereas the order of neighborhoods exploration
inVNS agents is random in cases #5 to #8, it is defined according to the neighborhood
size in cases #1 to #4.

Seven CVRP instances of Christofides et al. [10] used in the experiment (vrpnc1-
vrpnc5, vrpnc11-vrpnc12) contain 50 to 199 customers. For each case #1 to #8, each
instance was solved 10 times, in total giving 560 (7*8*10) test problems. Population
size was set to 30 individuals. The system stops after 180 seconds of running without
an improvement.

All computations have been carried out on the computer cluster called HOLK of
the Tricity Academic Computer Network. This contains 265 Intel Itanium 2 nodes
(each has 2 Dual Core processors clocked at 1.4 GHz with 12MB L3 cache) with 2.3
TB total system memory and 4 TB disk storage. Mellanox InfiniBand interconnect
with 10 Gb/s bandwidth assures connection of all nodes to the network.

The performance (MRE in %) of the proposed agent-based approach for all cases
and all considered instances is presented in Table9.2 and Fig. 9.3.

Analysis of the results presented in Table9.2 and Fig. 9.3 provides the first obser-
vation that introducing exploration of multiple neighborgoods by local search heuris-
tics increases the ability of producing competitive results by the proposed approach.
Even a single agent, which includes only one of the proposed group ofmethods (relo-
cate(), swap() or opt()) performs well, hovewer its behavior depends on the instance
of the problem. Whereas the smallest MRE is observed for instances with a small
number of customers, it increases when the size of the problem grows.

Next, integration of two or three of above groups of methods within a single agent
creates opportunities for further improving the solution. Such agent can explore a
number of neighborhoods equal to the sum of neighborhoods explored be separate
methods. For almost all instances, the experiment has confirmed that such approach
outperforms the case where each group of methods is run by separate agents, but
withing a team.

Fig. 9.3 MRE (in %) from the best known solution calculated separately for cases where a single
agent or a team of optimizing agents are engaged in process of searching
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Table 9.2 MRE (in %) from the best known solution calculated separately for cases where a single
agent or a team of optimizing agents are engaged in process of searching

Case Instance Average
vrpnc1 vrpnc2 vrpnc3 vrpnc4 vrpnc5 vrpnc11 vrpnc12
(50) (75) (100) (150) (199) (100) (120)

Case #1: O AVNS(1) versus O AVDNS(1)+O AVDNS(2)
0.26 1.77 3.01 4.03 6.92 7.81 1.21 3.57
0.11 1.03 2.78 4.44 5.21 6.91 1.21 3.10

Case #2: O AVNS(2) versus O AVDNS(1)+O AVDNS(3)
0.18 1.28 2.95 4.12 7.79 6.81 1.81 3.56
0.06 1.61 2.81 3.81 5.12 5.73 1.39 2.93

Case #3: O AVNS(3) versus O AVDNS(2)+O AVDNS(3)
0.19 1.65 2.32 2.57 5.09 4.30 2.59 2.67
0.06 1.88 1.99 2.90 4.71 5.24 1.57 2.62

Case #4: O AVNS(4) versus O AVDNS(1)+O AVDNS(2)+O AVDNS(3)
0.23 1.28 2.27 3.76 4.49 4.23 0.87 2.45
0.01 0.94 1.91 3.50 4.10 4.11 1.31 2.27

Case #5: O ARAND(1) versus O AVDNS(1)+O AVDNS(2)
0.01 2.21 2.56 5.18 6.78 5.48 2.04 3.47
0.11 1.03 2.78 4.44 5.91 6.91 1.21 3.10

Case #6: O ARAND(2) versus O AVDNS(1)+O AVDNS(3)
0.19 1.55 3.02 4.28 5.23 5.54 1.65 3.07
0.06 1.61 2.81 3.81 5.12 5.73 1.39 2.93

Case #7: O ARAND(3) versus O AVDNS(2)+O AVDNS(3)
0.19 1.62 2.54 3.91 3.51 5.90 1.32 2.71
0.06 1.88 1.99 2.90 4.71 5.24 1.57 2.62

Case #8: O ARAND(4) versus O AVDNS(1)+O AVDNS(2)+O AVDNS(3)
0.19 1.94 2.07 3.82 3.08 4.89 1.16 2.45
0.00 1.73 1.91 3.50 4.10 4.11 0.67 2.27

Also, possibility of running different agents within a team, additionally, reinforces
the strength of the proposed approach based on multiple neighborhood search. For
all considered cases the average results are better (in terms of MRE) where teams
of agents solve instances of the problem comparing to the cases, where only single
agents are engaged in the process of search. It has been also observed that adding a
new agent to the team, often results in synergetic effect generated by a team. Indeed,
the average results are the best for cases #4 and #8, where team consists of three
types of agents.

9.5 Conclusions

A new hybrid approach for solving optimization problems, which integrates the mul-
tiple neighborhood search with a MAS paradigm has been proposed in the chapter.
Whereas the main idea of using the multiple neighborhoods, explored by different
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heuristics assures diversification of the search, embedding the search in a mult-
agent environment has allowed for parallel computations, where agents (representing
search methods) operating on a sharable population of solutions, have cooperated
during the search.

Different strategies of exploration of multiple neighborhoods have been consid-
ered. Although the main goal of them are the same: to avoid getting stuck in poor
quality solutions, a major difference between them was the philosophy underlying
the proposed approaches. Some of them had the explicit goal of searching a family
of still deeper neighborhoods, while others were derived from the idea of system-
atically changing different neighborhoods during the search, where neighborhoods
were explored in randomly order and the order of exploration of neighborhoods were
defined according to the neighborhood size.

A computational experiment, which has been carried out using instances of the
CVRP, has confirmed that using multiple neighborhoods may improve the computa-
tional results comparing to the cases, when only one neighborhood is explored during
the search. The overall results can be considered satisfactory and competitive to other
results for CVRP, especially, where teams of cooperating agents are considered.

The future research will aim at the implementation of other moves between solu-
tions used in local search inside a single neighborhood type and other rules of switch-
ing between neighborhoods. Another interesting direction of research is a using of
the proposed agent-based multiple neighborhood search for solving other optimiza-
tion problems. It will require an implementation of local search methods dedicated
for particular problem.
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Chapter 10
Building the “Automatic Body Condition
Assessment System” (ABiCA), an Automatic
Body Condition Scoring System using Active
Shape Models and Machine Learning

Rafael Tedín, José A. Becerra and Richard J. Duro

Abstract A step by step reconstruction of the process that has been followed for
building the Automatic Body Condition Assessment (ABiCA) system is presented.
ABiCA is an automatic body condition scoring system for dairy cattle using images
taken using hand-held cameras. The problem is decomposed into two sub-problems
that are solved separately. Firstly, the shape of a cow is found and then the body
condition score is estimated using this shape. The solutions to those problems are then
combined to build the system. The shape of a cow is found using Active ShapeModel
(ASMs) tuned with an evolutionary algorithm. The shape feeds then a symbolic
regression function evolved by means of genetic programming to finally estimate the
body condition score of the cow. The error of the ABiCA system is reasonable, given
the uncertainties of the expert’s scores. There is nevertheless room for improvement
since it has been observed that some images might be too difficult for the system.
Methods on how to automatically discard those images are being investigated.
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10.1 Introduction

The milk sector is very relevant in many countries due to its weight within the food
industry. To be competitive, this sector has incorporated in recent years all kinds of
improvements to maximise the productivity of the farms and to improve the milk
production of each cow. Simultaneously, most producers are striving to minimise
other costs such as fuel for machinery and purchase of fodder, among others.

To achieve these improvements it is important to be able to collect detailed infor-
mation about the health of the cows over a long period of time in each farm. Since
every individual follows a production–reproduction1 cycle that is dependent on their
overall health, the information gathered permitsmaking estimations of the production
of milk within this cycle.

One of these health signs is the Body Condition Score (BCS), which approxi-
mately indicates the energy reserves of an animal using a scoring system. Currently,
there are different international body scoring systems [1]. In this work the scoring
system employed by the experts of the farms that have been visited is used. In that
system the BCS is a number in a scale that spans from 1 to 5 (in 0.25 increments).

Ideally, the BCS should be re-evaluated on a regular basis on the farms. A single
observation of the BCS is indeed meaningless and the evolution of this score is the
relevant information that is needed. Since the goal is to assess the overall state of the
farm, so that proper planning and management can be carried out, the progression
of a sufficient number of animals has to be tracked. This in turn can be very time
consuming, so that an automatic method for scoring is needed.

Currently, the authors are not aware of any procedure that estimates the BCS from
images using automated tools. All previous research reviewed need at least a manual
segmentation step for the contour of the cow or other structures. Additionally, some
methods require costly hardware or fixed set-ups. This is not always possible, since
the farms are generally too small for the space requirements of the set-ups and the
equipment can be expensive.

The objective of this work is to buildABiCA, an automatic body condition scoring
system that can estimate the BCS of cows from images in a reliable and objective
manner, in contrast to the subjective estimations of the human experts. In this work
the current progress towards achieving this objective is shown.

The text is organised as follows. Section10.2 presents amore detailed background
on automatic body condition scoring for dairy cattle. Then the steps for building the
ABiCA system are shown. Section10.3 is devoted to how an acceptable error for the
system has been established and to the feasibility of an automatic body condition
scoring system using images. The problem of body condition scoring is decomposed
into three sub-problems. For the sake of a better understanding of these problems,
the background knowledge for solving each of them is given in the section were
the problem is presented. The first sub-problem is finding the representation of the
cow (its back shape) given an image of the rear-end of the cow. Active Shape Model

1 In order to deliver milk (production), every dairy cow has to get pregnant from time to time
(reproduction).
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(ASMs) [2] are used for this task. The procedure is explained inSect. 10.4. The second
sub-problem is to train a model that, given a representation of a cow, estimates the
BCS from it. How this sub-problem can be solved using Machine Learning (ML)
techniques is described in Sect. 10.5. The last issue is combining the solutions of the
other previous problems to build the complete system. This issue and the obtained
results are addressed in Sect. 10.6. Finally, Sect. 10.7 summarises the conclusions of
this contribution.

10.2 Background

The BCS is known by field experts as an important value for dairy farms [1]. Several
issues related to the health of the animal can be determined by its observation.
Examples of such problems are the maximum amount of milk that a dairy cow
should produce, the correct evolution of gestation or whether the food supply is
adequate, among many others.

Again, the BCS is estimated using a numeric scale that spans from 1 to 5. Inter-
mediate scores have a precision of 0.25 (one increment). Nevertheless, cows with
a BCS of less than 2.5 (very thin) and more than 4 (fat) present the same or very
similar health problems, so precision is only required in the 2.5–4 range. Precision
here means that the difference between the estimated BCS and the true BCS should
not be greater than one or two increments. In Fig. 10.1 several examples of cows with
different BCS values are shown. It can be seen that the cows with BCS of around 2
are very thin, whereas cows with 4 or more are fat. The cows displaying BCS scores
between 3 and 4, present a more adequate body condition.

There are problems with the BCS that lead to the farms not using it on a regular
basis [1]. To understand this, it is helpful to know how an expert estimates the BCS
of a cow.

The parts where fat accumulates in cows are around the pelvis and the tail, thus the
experts concentrate on the rear-end of the animals. Following a standardised method,
they start looking at one side of a cow to determine the shape of the angle that spans
from the hook bone, over the thurl to the pin bone. If this angle is V-shaped the BCS
is 3 or less, if it is U-shaped, the BCS is above 3. This may be the most critical part, as
the difference between V-shaped angles and U-shaped ones is not always clear and
this difference determines the starting point of the evaluation. After that, the experts
turn their attention to the rear of the cow, looking at it from behind. They evaluate
the roundness of the hooks and how visible the sacral and tail-head ligaments are.
They may also count the number of visible short ribs or touch some parts to get a feel
of how much fat is covering them. Depending on the outcomes of these evaluations,
the BCS is increased or decreased by a small amount after performing each one of
them.

Thus it becomes clear that scoring a cow can be a very time consuming process.
Assessors have to be instructed on body condition scoring to gain the knowledge
required to rate animals. Even experts take up to 30 seconds to estimate a score. Since
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Fig. 10.1 Examples of cows
with different BCS scores.
(a) BCS=2 (b) BCS=3
(c) BCS=4 (d) BCS=5

some farms might consist of many cows the task can become impossible to perform
in practice [3]. In fact, the BCS is also criticised due to the nature of the scoring
process, which is very sensitive to subjective human judgements. The individual
impressions of the experts might introduce inconsistencies leading to the scores not
being comparable among different assessors [4]. There is therefore a need for an
automatic procedure that can estimate the BCS of dairy cattle in a more objective
and reliable way.

One of the first approaches on automatic body condition scoring from images
for dairy cattle is that of Coffey et al. [5]. Some line patterns were painted on the
animals using a red laser across the tail-head area of each cow. Those lines were then
manually segmented from the images and quadratic curves were fitted. Those curves
were successfully related to the BCS.

In Ferguson et al. [6] the authors tested the possibility of employing only images
for body condition scoring. The experts scored the same cows, once live and then
using the images. The results showed that no significant discrepancy between both
scores could be found for the same expert. Indeed, those experts remarked that they
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could score using only the rear view of the cow. However, they could not successfully
rate a cow with images of the side view. In this research it is therefore assumed that
the back view holds more information for assessing the BCS.

Taking images from above, in Bewley et al. [7], the silhouettes of cows were
manually segmented with 23 good recognisable anatomical points. From this shape,
15 angles could be calculated and a regression model was fitted to them. This model
showed a very good correlation with the BCS.

Using the same view, but employing thermal cameras, which simplifies the seg-
mentation of the contour, in Halachmi et al. [8] the back of the cow was fitted to
a parabola. Fatter cows should have a rounder profile whereas thinner cows should
show a significant deviation from the parabola model. The authors demonstrated
indeed that the goodness of fit is a good indicator of the BCS.

More recently in Azzaro et al. [9] the same points of Bewley et al. [7] are also
manually determined. But in contrast to the other work, in Azzaro et al. [9] the shapes
are used for building a point distribution model applying statistical shape analysis.
In this model each shape is described by a parameter vector that is much smaller
than the shape itself. These vectors constitute the input for a regression model that
achieves results similar to those of Bewley et al. [7] and Halachmi et al. [8].

10.3 Assessing the Error Between Experts and Constructing
a BCS Dataset

As a first step towards building the ABiCA system it is necessary to assess the
feasibility of producing an automatic body condition scoring system using images
as well as to determine what error levels would be acceptable in terms of those of the
human experts. In this line, several experiments were carried out. The experiments
involved two experts and visits to different farms, where sets of images of the back
view of different cows were taken. With the scores of the experts and these images,
a dataset was constructed for training and evaluating the body condition scoring
system.

10.3.1 Reliability of the Experts

The reliability of the scores provided by the experts causes some concerns since
they use subjective visual information. Their scores could therefore be inconsistent.
Indeed, an expert may rate the same cow with different scores even when its BCS
has not changed.

In a first test, the two experts (Exp1 and Exp2 from here on) rated more than
30 cows (both scored the same cows) on a farm on two different days. This type
of scores are referenced in the text from now on as in-situ, since they have been
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estimated by evaluating a cow on the farm. The lapse of time between the two days
of scoring was of three weeks, an interval where the BCS, according to the experts,
can be regarded more or less constant. The scores from each expert were recorded
and a picture of the back view of the rated cows was catalogued.2

As a second test, those pictures were then presented to the experts weeks after
the first test, to exclude that they had memorised some cow. The experts scored then
the cows on the pictures to see if there were any inconsistencies when scoring using
images.

In the first test, for each expert, the Mean Absolute Error (MAE) between the
in-situ scores in different days was calculated. In the second test, for each expert, the
MAE between the scores over images and those in-situ was calculated. Since a single
value might not be representative enough in order to compare results, an interval for
eachMAEwas also calculated using bootstrapping, so that the true valueswere found
within that interval with 90% probability. The results can be seen in Fig. 10.2. In this
figure, the results of the first test are labelled as “in situ” for each of the experts. They
can be taken as a measure of how consistent the estimations of an expert are. Experts
with more consistent scores are preferred, since this reduces the spurious variability
of the data. The results for the second test are labelled as “images vs. in-situ”.

Two conclusions can be extracted from Fig. 10.2. First of all there does not seem
to be any significant difference on how consistent the estimations of the experts are,
so any of the two could be chosen as a reference for training the body condition scor-
ing system. Nevertheless, the expert that appeared to show less variability (smaller
interval) was chosen. In this case it was Exp1. The second conclusion is that the

Fig. 10.2 Errors measured for the experts. The central value of the intervals is the MAE value
obtained from the sample. The extremes were calculated using bootstrapping

2 The pictures were shot with a Canon 300D consumer camera with its kit lens on it. Given the poor
illumination in the farms, most of the pictures used the built-in flash of the camera.
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error of scoring over images with respect to the reference values (the scores in-situ)
is similar to the error of scoring a cow in different moments (but with constant BCS)
in-situ. Thus the discrepancy between scoring in-situ and over images is well within
the allowed scoring error of two increments.3 This in turn means that a system that
relies only on images from the back view of cows for body condition scoring should
be feasible, as there is enough information on that view. This result confirms the
original premise of Ferguson et al. [6].

10.3.2 Dataset and Error Estimation

Again, during the experiments with the experts each BCS scored by them was
recorded and images were taken of the back view of the cow. This allowed the con-
struction of a dataset of labelled pictures with their corresponding BCS that could be
used for training a body condition scoring system. The dataset contains 125 images
of back views of cows from different farms. The scores assigned to each cow of the
dataset were those of Exp1, chosen as the reference expert. Note that not all cows
were evaluated by the two experts. Figure10.3 shows the frequency of each BCS
value in the dataset.

The figure shows a typical situation of many datasets in machine learning. Most
of the values are in the central range of the scale, in this case 2.5–4. Values on the
extremes are less likely to be observed, so they are not well represented. No cow
with a BCS of less than 2 was recorded, since those are cases of animals that are too

Fig. 10.3 Frequency of each BCS in the dataset compiled for training the system

3 A scoring error of 0.5.
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emaciated to live for a long time. Consequently the whole BCS scale could not be
completed.

These circumstances make the task of training an automatic system with those
data challenging. The data could be balanced, but this would almost certainly cut
out too many values in the central range. The only real alternative in such cases
is to substantially increase the sample size, but this was not possible in this case.
However, as mentioned in Sect. 10.2, where precision is really needed is just in the
well represented 2.5–4 range, whereas values on the extremes are less important.
Thus this dataset fits the purposes of the system.

On the other hand, in order to assess the quality of the body condition scoring
system results, the error that the system could assume had to be estimated. Ideally the
results should be compared to the true BCS. The problem is that there is not a single
value that can be regarded as the true value, since both scores of the experts deserve
the same credibility. The ground truth has thus some uncertainty. One possibility to
overcome this problem, is to compare the error of the system to the expected error
difference between two human experts. Similar error outcomes would mean that the
system has an acceptable performance. In this line, the error between Exp1 and Exp2
was calculated with the available data as the MAE. An interval where the true error
should be with high probability (90%) was also calculated. Figure10.2 shows the
error labelled as “Exp1 vs. Exp2 in in-situ”.

Taking the error of the experts into account, the error that could be assumed for the
system is about 0.25 (one increment) of the reference BCS. However, as indicated in
Sect. 10.3.1, the scores of the experts suffer from an uncertainty of about another BCS
increment too. Thus amore realistic approach for the assessment of the system’s error
should consider these two uncertainties. This means that an acceptable performance
for the system is reached when the BCS estimations of the system are about one to
two BCS increments from the respective reference values.

10.4 Finding the Shape of a Cow

The previous results and those of Ferguson et al. [6] show that the BCS of a cow can
be estimated by a human expert using only the back view. This means that most of the
information is contained in that view. As indicated in Sect. 10.2, the experts follow
an established protocol in order to assign a score. This protocol guides the assessors
through the anatomy of the back of the cow and asks them to fix their attention on
several traits (angles and roundness of ligaments, among others) and to characterise
them.

This problem shares some similarities with the face recognition problem. In this
problem, a computer is presented with the challenge of identifying a person given
a picture of a face. There are several traits that can be used to accomplish the task
and a popular way to do it is to model the face using its shape so that these relevant
measures can be easily calculated. A widely employed technique for obtaining the
shape are ASMs [2].
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The body condition scoring system also needs a representation of the back of the
cow that simplifies the measurement of the features that are important in order to be
able to estimate the BCS. Following the same approach as for the face recognition
problem, the back of the cow ismodelled using its shape. For finding the shapeASMs
are employed.

10.4.1 Active Shape Models

ASMs were introduced by Cootes and Taylor [2]. Their use requires four different
components: a training set of images annotated with shapes, a global shape model,
a local appearance model for each point of a shape (also called landmarks) and a
search method.

The global shapemodel or (PDM) is built by statistical shape analysis of a training
set of shapes. A shape of n points is defined as a vector (x1, . . . , xn, y1, . . . , yn)T .
In this notation, xi is the x coordinate of the i-th point of the shape, whereas yi is
its y coordinate. The goal is to model the variability of the shapes by a simple linear
model that takes the variability of the shapes into account.

Usually, the shapes are first normalised so as to have the same scale and aligned,
so that all share a common co-ordinate frame, but neither of these steps is really a
requirement. For building the model, the mean shape x̄ is calculated and the principal
directions of the different variations present in the training set of shapes are found by
means of a principal component analysis. However, not all principal components are
preserved, only those that account for an admissible amount of variability. Typical
values for this amount are 95% to 98%. The global shape model is expressed in
Eq.10.1, where P is the matrix of the selected principal components, whereas b is a
vector with values that are called shape parameters.

x ≈ x̄+ Pb (10.1)

To guide the search, for each point of the shape, a local appearance model is built.
These models try to capture the local structure around each landmark as well as
possible. As for the local structure, normally linear profiles orthogonal to the shape
boundary are used. Each of those profiles is built by sampling the grey level values
of k pixels at each side of a landmark. That is, the profiles have a length of 2k + 1
pixels.

The simplest local appearance model is searching for a nearby edge to the current
landmark. This model has the great advantage that it does not require any training,
however, it often gets trapped by other borders.

A very common alternative to the edge search is using the Mahalanobis local
appearance model as in Cootes and Taylor [10]. For this model, normalised first
derivatives of the profiles gi . . . gs at the same landmark of the s shapes are computed.
By calculating the mean ḡ and the co-variance Sg of those profiles and assuming that
they follow amultivariateGaussian distribution, theMahalanobis distance of Eq. 10.2
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from a new profile gnew to the sampled profiles can be computed.

d(gnew) = (

gnew − ḡ
)

S−1g

(

gnew − ḡ
)

(10.2)

This distance is related to the probability that the new profile belongs to the
original distribution of the sampled profiles. Minimising the distance, maximises
this probability. It is important to note that, since the inverse of the co-variance
matrix is needed, this distance can not be computed in case of a singular matrix. This
means that the Mahalanobis local appearance model can not always be used.

Again, these appearance models are used during the search for estimating the new
positions of the landmarks. The search begins with an initial shape estimate. In each
iteration and for each landmark a region of size 2ns + 1 normal to the landmark
is sampled by moving it ns − k positions at both sides of its original location. The
local appearance models are used to estimate the best displacement and the shape
is deformed accordingly. The global shape model of Eq.10.1 is then applied to
ensure that the shape is still a valid shape and conforms to the variations seen on
the training set. The model is applied by calculating the shape parameters b and
constraining them, for example, by ensuring that |bi | ≤ 3

√
λi iteratively. Here λi

is the eigenvalue of the i-th principal component. Since it can be shown that each
eigenvalue is the same as the variance of its corresponding eigenvector (principal
component), by limiting bi to a multiple of

√
λi a percentage of the variability of the

training set is covered. The search repeats this process for a fixed number of times
Nmax or until a specific stop condition is met.

Since there is no guarantee that thismethod converges and itmight even be the case
that the search gets stuck in local optima, sometimes a multi-resolution framework is
employed. The search begins at the coarsest resolution, runs a number of iterations
in that level or until a convergence condition has been fulfilled and then the search
continues in the next level.

10.4.2 Experimenting with More Local Appearance Models

The pictures that serve as input for the system are taken using hand-held cameras in
very challenging environments. Figure10.4 shows examples of the pictures that were
shot. Several problems can be observed on these images. The space behind the cows
is not always the same, therefore the scale of the cows in the pictures is variable.
Notice also the huge illumination variability present in the farms. Sometimes the
built-in flash of the camera had to be used, in other situations a sufficiently strong
light source prevented it from popping up. The flash might also cast shadows to
nearby walls or columns. There are pictures with very dark backgrounds, whereas
there are others burned with highlights. Others show transitions from sunny sides to
shadow areas. The backgrounds are very cluttered with whatever farm tools or even
other cows. Finally, even the skin of the cows is non-uniform as it contains spots that
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Fig. 10.4 Examples of the pictures taken on several farms

introduce spurious borders. In practice this breaks the contour of a cow and acts like
camouflage.

In such situations the search in an ASM depends to a great extent on the ability of
the local appearancemodels to describe the local structure accurately. As commented
in Sect. 10.4.1, the simplest local appearance model is searching for strong edges in
the neighbourhood of the current landmarks. The advantage of this approach is that
no training needs to be carried out and the memory requirements during search are
low. Nevertheless, searching for nearby borders might not be suitable at all when
spurious borders are present, as is the case of some images, since the search can be
easily fooled by such borders.

The use of the Mahalanobis appearance model is also very straightforward, but
it requires more resources than the edge search since a multivariate Gaussian model
for each landmark has to be trained. On the other hand it can perform better because
it might model the structure around landmarks more accurately. However this model
is only useful when the local structures of the sampled profiles follow the assumed
distribution. Since the inverse of the co-variance matrix is needed, the model can be
built only if this matrix is invertible or not heavily ill-conditioned. For training sets
with few samples this cannot always be ensured. Nonetheless, the training set should
be large enough. Even so, it is not clear that the local structure of the profiles can be
modelled as a multi-dimensional Gaussian distribution.

In this chapter several local appearancemodelswere tested. One of themain issues
detected on the pictures is the non-uniform illumination. To somehow overcome this
problem, a new local appearance model based on the spectral angle of the sampled
profiles was developed. Like for the Mahalanobis appearance model, profiles of
length 2k+1 are sampled normal to the shape contour at each landmark. But instead
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of computing the first derivatives of these profiles, the spectral angle from each profile
to a reference profile is computed. If it is assumed that the angles for a given landmark
follow a normal distribution, then a measure of how likely it is that a profile belongs
to the original distribution is to compute how far its angle is from the mean angle for
that landmark. The distance can be calculated for instance in terms of multiples of
the standard deviation of the angles. This is a very simple and fast model.

But assuming a fixed shape for the distribution of the local structure around
landmarks and estimating its parameters might also not be suitable. For instance, it
is perfectly possible for the type of distribution of the local structure to vary from
one landmark to another. Describing the local structure with high fidelity might also
be unnecessary. In this case, a model that guides the search by estimating how far
away each position is from the true position could be used.

In Tedín et al. [11] the authors proposed the Heuristic Local Appearance Model
(HLAM). They successfully applied it for a small training set of hands under varying
illumination and for a synthetic training set where the images presented spurious
borders that fooled other local appearance models. In this paper it is employed with
a larger training set. The goal of HLAM is to map the local structure (the profiles)
to a custom distance function. In a certain way, the distribution of the local structure
is imposed by a known function. This function can also be regarded as the fitness of
a profile as in Eq.10.3.

f i tness (prof ile) = 1− e
−

(

δ

ns − k

)2

(10.3)

The problem can be thus treated as a classification problem. During training a
separate classifier for each landmark is trained by sampling a region ns pixels either
side of the current landmark. Since a profile has size 2k + 1, there are 2(ns − k)+ 1
profiles for training. The fitness of a profile is dependent on the displacement δ of
the central pixel of the profile to the true landmark. When searching, the classifier is
used to estimate the fitness of a profile.

Any classifier could be used. In this case, the M5’ classifier [12] was chosen,
as it performed well in Tedín et al. [11]. The implementation of the classifier used
in this work is the one found in the well-known WEKA [13] data mining software
distribution.

Nevertheless, there is no a priori information to help to decide which of these
local appearance models is most suited to the problem. Thus experiments with all
of them were performed. In Sect. 10.6.1 the results for each of the local appearance
models are discussed.

10.4.3 Extension to Multi-Channel Images

Finding the back shape of a cow in images taken using hand-held cameras with
uncontrolled illumination and backgrounds can be challenging. Thus it could be very
useful to make use of more information than that provided by the grey level values



10 Building ABiCA, an Automatic BCS System 157

of the pixels. For dealing with colour images, an extension to the local appearance
models that can handle more than one component per pixel is required.

Two straightforward approaches can be followed: train a local appearance model
for each component or train a local appearance model using all the components at
once. The simplest one is to apply a local appearance model to each one of the
components and take a reasonable value computed from the individual outcomes
of each one of them. This value could be for instance the mean of the outcomes of
Eq.10.2 for the Mahalanobis appearance model or the maximum gradient change
(the strongest border) on any component for the edge search appearancemodel. Other
approaches such as taking the median in order to eliminate outliers as in Koschan
et al. [14] or a multi-objective method could be used.

This approach has the downside of requiring more resources than using the grey
level values, since for each landmark and, additionally, each component a separate
local appearance model has to be trained (for those that require training). However it
is very easy to implement and requires little modification of the existing implemen-
tations that use the grey levels. Thus this is the procedure followed in this work for all
appearance models. For the edge search appearance model a search for the strongest
edge on any component is applied. For the other models, the mean of the individual
outcomes of each component is taken. This method is called a “monochromatic-
based technique” in Koschan et al. [14] and “component form” in Tedín et al. [11]
as it uses the different channels separately.

A second method for dealing with multi-channel images could also be applied.
Instead of having a separate appearance model for each component, all of the compo-
nents can be concatenated into a single feature vector. Then only a single appearance
model for each landmark is needed. This scheme has access to the whole information
of a pixel at once and it might find useful connections between the components. In
Tedín et al. [11] this approach is called “compound form” as all of the information
from the channels is used as whole. This procedure is implemented in this paper
only for HLAM. There are thus two versions of HLAM: a component form and a
compound form.

10.4.4 The Back Shape of a Cow

For the ASMs to work, a training set of labelled images with their respective shapes
is required. This involves annotating each image using many points so that the shape
is adequately described. If the training set contains a large number of images, this
task can be extremely time consuming and error prone.

Therefore a semi-automatic mechanism was used to label the images and to thus
prepare the final training set for the ASMs. Each image of the back of a cow was first
cropped and scaled to a resolution of 255×170 pixels. This saves computer resources
and somewhat simplifies the problem of finding the shape. In a real set-up this step
should be automatic, for instance by searching for the pose (scale, orientation and
position) of the back of the cow. Again this is similar to the face recognition problem
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where first a coarse approximation of the face pose is needed. A common method
for this case is the Viola and Jones face detector [15]. To find such a pose of the back
of the cow automatically is a matter of future work. Thus it is assumed that the pose
has already been found.

Instead of labelling the images by means of every point of the shape, each shape
is modelled as a fourth degree spline of Bezier curves. Thus only the control points
of the Bezier curves are needed and the rest of the points (which are called secondary
landmarks) can be generated automatically by sampling the spline. Figure10.5 dis-
plays a schematic of the back shape of a cow.

The secondary landmarks are, obviously, less reliable than the main landmarks,
so it is advisable to put some of the control points of the Bezier curves on main
landmarks. This way at least a few of these points can serve as a reference for
detailed measurements.

As seen in Fig. 10.5, the back shape of the cow is a composition of the most
prominent lines of the back. The top line is normally very visible, except for very
cluttered backgrounds, poor illumination or when the spots of the skin of the cow
break its contour. The other line is generally more difficult to see, especially for fatter
cows where it can almost vanish. The spots can also cause trouble when finding this
line.

In Fig. 10.6 several examples of ASM searches are shown for the sake of illustrat-
ing the search results using the rear-end shape. In this case the simple edge appearance
model has been used as the local model for the ASM. Since the upper shape is nor-
mally a hard border, it is generally easier to find, while the other sub-shape is more
difficult for this type of ASM.

Fig. 10.5 Schematic of the back shape of a cow. The control points are depicted as stars, the main
landmarks as squares and the secondary landmarks as solid dots
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Fig. 10.6 Examples of ASM searches. The found shape is the dashed line whereas the expected is
the solid one

10.5 Using the Shape of the Cow for Obtaining the BCS

Once a shape has been found the system has to estimate the BCS of the cow from it.
Previous papers extracted features from the images and tried to fit a regression model
to those values. In Bewley et al. [7] 15 angles from the contour of the cow were used.
On the other hand the shape parameters of an ASM were successfully employed in
Azzaro et al. [9]. In these cases the contour was segmented using images from the
top view of the animals.

In this work however the same view as that of the experts is employed (the rear-
end view). Thus, there is no access to those features. Nevertheless, taking the angles
between segments as features could also be a good approach for the back view.
This hypothesis was tested by measuring 23 angles of the back view of the cow
and by training machine learning classifiers using them. The details are presented in
Sect. 10.5.1. Additionally, in Sect. 10.5.2more general features were explored. Those
features were found and combined by means of symbolic regression using genetic
programming [16]. Both of these methods represent a machine learning approach to
the problem in contrast to the more statistically based methods of Bewley et al. and
Azzaro et al. [7, 9]. Section10.5.3 compares the results of the two methods.

10.5.1 BCS Estimation by Classifiers

For estimating the BCS from shapes of the back view of cows, experiments with
six machine learning classifiers implemented in WEKA [13] were performed. The
experiments consisted in cross-validation tests using 23 angles extracted from the
125 shapes of the training set compiled in Sect. 10.4. A schematic of the angles used
as features can be seen in Fig. 10.7.
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Fig. 10.7 Schematic of the angles used as features for the machine learning classifiers over a cow’s
back shape. Only the angles on one side are shown

The classifiers that were tested were: M5P, GaussianProcesses, Ibk (with k = 1
and k = 2), KStar and MLP. Those are the names of the Java classes that implement
these classifiers. This nomenclature has been respected so that the reader can consult
theWEKA documentation for details on the algorithms. All classifiers where applied
with the default set of WEKA parameters for each method. Additionally the ZeroR
classifier was employed. This is a special classifier that just returns the mean of the
target values of the training set. It has thus no predictive value, but it serves well as
a reference performance for the other classifiers. The output of the classifiers with
real-valued outcome was systematically rounded to the nearest multiple of 0.25, so
that valid BCS scores where always generated.

10.5.2 BCS Estimation by Symbolic Regression

In this section an approach to the estimation of the BCS is presented that uses more
features than those of Bewley et al. and Azzaro et al. [7, 9] and Sect. 10.5.1.

With the help of the JCLEC library,4 a symbolic regression model of the BCSwas
evolved bymeans of genetic programming. Symbolic regression tries to approximate
the target values (the BCS in this case) by applying a combination of any kind of
functions to the input data. It is thus a more general approach than for example a
polynomial regression where the relationship between the inputs and the targets are
represented by an n-th degree polynomial. On the other hand, genetic programming
is an evolutionary computation tool to automatically find computer programs or
functions.

In order to be able to use genetic programming a set of terminals and functionals
need to be defined. Terminals are constant expressions and functionals are functions

4 See http://jclec.sourceforge.net. Last access March 2013.

http://jclec.sourceforge.net.
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that are applied to the terminals and to the result of other functionals in order to
compute a final result.

The set of terminals employed here were a subset of the points of the back shape
of a cow, real valued constants such as π or 1, random real valued constants and the
two boolean constants true and false.

However, the set of functionals is somewhat richer, since they serve two purposes.
First of all, the functionals apply functions such as tangent or cosine over their input
values. On the other hand, they are also responsible for extracting the features from
the shape, for example by calculating the angle spanned by three points.

Examples of functionals that only apply a function to its input are the cosine,
tangent, sine, pow, square root, max, min and the arithmetic operators+,−, ∗ and /.
Defined logical functionals are and, or and not, the comparison operators<,>,≤ and
≥ and an if…then…else operator. A number of functionals that extract features from
the shapes such as distances between two points, angles and measures of curvature
were also implemented.

After executing a series of experiments, a sufficiently good function was found
with a rather compact form that uses only two angles to approximate the BCS of a
cow given its back shape. This function is called bcsSymb and is shown in Eq. (10.4.
Note that the outcome of bcsSymb must be rounded to the nearest multiple of 0.25 to
get a valid BCS. The two angles that are used can be seen in Fig. 10.8. The experts
look at many more anatomical areas of the cow in order to assess a BCS, but it seems
that these two angles hold enough information for scoring a cow.

bcsSymb (α, β) = 0.01 · ecos(tan(α))− f (β)−D

f (β) = A · sin

(

B · max
(

C, tan (E · β)F
)−1)−1

A = 0.8672154756813469

B = −0.08471845014 (10.4)

C = 0.4797669949635008

D = 0.11905455891510185

E = 0.9119892133700969

F = 0.831475415459637

10.5.3 Choice of the Estimation Method

In this section the performance of the classifiers and bcsSymb is compared. The
measure for comparing the results is the MAE of the predicted BCS values with
respect to the expected values.As in Sect. 10.3, an interval for this errorwas computed
using bootstrapping. The results of the classifiers and the bcsSymb function are shown
in Fig. 10.9.
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Fig. 10.8 The two angles that are sufficient for estimating the BCS with the function obtained by
symbolic regression. The angle on the left is α, the one on the right is β

Fig. 10.9 Results of the classifiers and the bcsSymb function compared to the error between experts

As shown in the figure, all the classifiers and the bcsSymb function have learned
the relationship between a shape and its BCS to some extent, since their results differ
from those of ZeroR. However, the results for KStar are not so clear. On the other
hand, MLP shows a really poor performance, which might be related to the fact
that the standard parameters of WEKA were used. A different set-up could perhaps
improve those results.

What ismore, either theM5P,GaussianProcesses, or Ibk classifiers or the bcsSymb
function can be used for a reliable body condition scoring system, considering that
their errors are very similar to the error between experts. The bcsSymb function was
chosen, as it presents the smallest error variability, has a relative simplemathematical
closed form that is easily transferable to a computer program and only uses two angles
in a zone that is more accessible to segmentation algorithms than other parts of the
cow backside.
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10.6 The ABiCA Final System

In Sect. 10.4 an outline of how to describe the rear-end view of the cow using its
shape was described. Given that shape, Sect. 10.5 showed how to estimate the BCS
of the cow from it. Thus the first two sub-problems formulated in Sect. 10.1 were
addressed independently. In this section the solutions of these two sub-problems are
combined to construct a complete body condition scoring system from images of the
back view of cows. This system is called ABiCA.

For the estimation of the BCS to work with the bcsSymb function, the two angles
that are required as input must be measured. This in turn requires finding the shape
of the back of the cow. As ASMs have been chosen for this task, the ASM that allows
to locate those angles with the most precision must be found.

However, ASMs have quite a few parameters. For assessing the performance of
the local appearance models defined in Sect. 10.4.2, the best ASM for each of them
must be found. Since this is a difficult task to complete by hand, an EA is used
to automatically tune the parameters of the ASMs for each one of the appearance
models. The DE algorithm [17] has been chosen because it has proven to be a good
contender [18] for different kinds of challenging problems.

The parameters of the ASMs that are tuned by the EA were k, ns , Nmax , the
amount of variability that must be covered by the principal components of the shape
model or the colour space used (Monochrome, RGB, HSI) and among others. Five
different experiments were performed, each one with a different local appearance
models fromSects. 10.4.2 and 10.4.3. Those appearancemodels were the edge search
procedure, the Mahalanobis appearance model, the spectral angle appearance model
and both forms of HLAM (component and compound).

On the other hand, as every other EA, DE needs an objective function that assigns
a fitness value to each individual (candidate solution) of the population. In this case
an individual is a combination of values for the parameters thatmust be tuned for each
ASM with a particular local appearance model. The performance of an ASM can be
measured assessing how close the shape found is to the expected shape. Therefore,
in each evaluation of an individual, a cross-validation process is performed that
calculates a measure of the distance from the shape found after running an ASM
search to the expected one. The set of images and shapes used were those compiled
in Sect. 10.4.4. An evaluation might take minutes and many evaluations must be
carried out. Thus the evolutionary computation library of Caamaño et al. [19] and
its support for parallelizing the execution of the algorithm has been used.

As the measure of distance between the found and expected shapes, the point to
point distance could be used. However, this distance can be too dependent on the
secondary landmarks. Remember that those are landmarks generated automatically
by sampling theBezier spline that defines the shape. If the secondary landmarks suffer
a shift along the true shape, the point to point distance will detect this movement.
Actually this shift does notmatter if onewants tomeasure angles, as is the case.Hence
the point to point distance would probably put too much evolutionary pressure and
the problem of tuning the ASM parameters would be even more challenging.
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Consequently, the measure that was adopted to compare two shapes was that of
Eq.10.5.

δ = d (e, o)

A (e)
(10.5)

The d (e, o) is the difference in pixels between the area of the expected shape e and
the area of the obtained shape o, whereas A (e) is the area of e. If a shape is an open
path, the path is closed for the sake of computing the area. On the other hand, if a
shape is made up of several sub-shapes, as is usually the case here, then Eq.10.6 is
used. Where ei and oi are, respectively, the i-th expected and obtained sub-shapes.

δ =
∑n

i d (ei , oi )
∑n

i A (ei )
(10.6)

10.6.1 Results

After obtaining the best set of parameters for each ASM, the mean absolute error was
calculated between the expected BCS scores and those estimated by bcsSymb. The
angles for bcsSymb were measured from the shapes obtained by the ASM searches.
Again, intervals for these errors were constructed. The results can be observed in
Fig. 10.10 compared to the error between experts.

Because of the scores from two different experts, there is not an unique true value
for the BCS of the cows. The error between experts serves thus as a reference for the
error of the system.Thismeans that the system should have an error of about 0.25 (one
BCS increment) to be considered comparable to an expert. However, since an expert

Fig. 10.10 Errors of the evolved ASMs compared to the error between experts
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Fig. 10.11 Examples of executions with each evolved ASM. The found shape is shown dashed
whilst the expected one is shown as a solid line. (a) HLAM component (b) Edge (c) HLAM
compound (d) Angle (e) Mahalanobis

shows itself an additional uncertainty of about another increment when scoring over
images, it is considered that the system offers a reasonable performance for an error
in the range of 0.25 to 0.5. The evolved ASMs with HLAM (both component and
compound forms) and the one that uses the edge search appearance model are in this
case quite acceptable. Indeed these three appearance models perform very similarly.
The spread of the intervals make them even comparable to the error between experts
and there is clear room for improvement. The behaviour of the ASM with the edge
search appearance model is interesting. Despite being a very simple model, it is on
the same level as both HLAMs. This is explained by the fact that the upper line of
the back shape often lies on a relative hard edge and it is thus easy to find. Since
bcsSymb uses angles measured over this line, the results are not surprisingly quite
good.
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On the other hand the errors for the evolved ASMs with the spectral angle and the
Mahalanobis appearance models are clearly different from the error between experts
and seem to have an error above 0.5, which makes them not suitable to the problem.

The results could have been better if there was not the problem that the ASMs
find the shape of the cow in some images with very small error, whereas in others
they missed it completely, thus biasing the statistical results shown, since the mean
is very sensitive to outliers. It is important to note that the results have a lot to do
with how images are taken in real cattle farms. Hand-held cameras are used and there
is no control over the environment. It is currently under investigation which images
are suitable for use in conjunction with ASMs. A procedure needs to be established
that allows the use of more adequate images. The goal is to be able to automatically
discard images that are not suitable and indicate the image taker that it should take
another one.

Figure10.11 shows some representative results of searcheswith the evolvedASMs.
Figure10.11(a) shows results for the component form of HLAM. Figure10.11(b)
shows the shapes found with the edge search procedure. In Fig. 10.11(c) the results
of the compound formofHLAMis shown. Figure10.11(d) shows the results obtained
with the angle appearance model. Finally, Fig. 10.11(e) represents the outcome of
the search using theMahalanobis appearance model. It is important to note that there
are some shapes of cows that seem to be very easy to find for all ASMs, whereas
there are others that seem impossible. The most common outcome of the results is
that some of the ASMs that use HLAM or the edge search procedure find a shape
that is reasonably close to the expected back shape. Those that use the spectral angle
or the Mahalanobis appearance models normally find a result that does not match
the true shape as well as some of the other three.

10.7 Conclusions

This chapter describes the steps in the procedure that has been followed to build
ABiCA, a body condition scoring system from images of the back view of dairy cattle
obtained by farmers using hand held cameras. This is quite an important problem as
this type of scoring allows the farmers and veterinarians to improve the management
of their farms.

After introducing the BCS and its relevance to farms, a review of previous papers
on the matter was carried out and a description of how experts score a cow was
provided. Body condition scoring is a visual, subjective task and the farms would
benefit from a system that can estimate this score in an automatic and objective
fashion.

The problem was divided into three goals. First, a computationally usable repre-
sentation of the cow had to be chosen and this representation had to be found in an
image. Second, this representation had to serve as input for a procedure that could
estimate the BCS of the cow from it. Finally, the two aforementioned methods had
to be combined to build ABiCA.
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The rear-end shape of the cowswas chosen as the computationally tractable repre-
sentation to use, since it holds themost information about theBCS.Aprocedure using
Active Shape Models was described in order to find this shape within the images.
During visits to different farms a set of pictures of the cows were shot and their BCS
were registered from the information provided by two experts. Those images were
processed and labelled with the true shapes of the cows so that they could be used as
a training set for the ASM. Additionally, several experiments with the two experts
allowed the selection of one of them as the reference expert and the estimation of the
error between them. This error is used for assessing the performance of the system.

Two approaches that contrast with the methods followed by other authors were
tested in order to estimate the BCS from the back shape of cows. The first approach
consisted inmeasuring 23 angles from the back shape of the cow and in estimating the
BCS using these angles as input features for machine learning classifiers. The second
approach, on the other hand, addressed the problem through the use of symbolic
regression by means of genetic programming to automatically select the relevant
features of the cow and to evolve a closed expression that calculates the BCS from
them.The results show that there are severalmachine learning classifiers that could be
successfully used for body condition scoring. The symbolic regression experiments
led to a compact function that only uses two angles for calculating the BCS with
an error similar to the error between experts. This function was chosen over the
machine learning classifiers since it can be easily transferred to a computer program
and makes use of well recognisable features.

Finally, in order to combine the ASMs and the function that estimates the BCS
with the objective of building the complete system, the parameters of five ASMs
with different local appearance models were tuned using an evolutionary algorithm.
Their performance was calculated by applying this function to the shapes obtained
from each ASM. The results are quite promising as a reasonable error is obtained for
the system, although they are still not completely conclusive. Most of the problem
lies in the difficulties of the ASMs when dealing with some of the images, which
present quite poor quality due to the fact that they are taken from hand held cam-
eras in uncontrolled, poorly illuminated and very cluttered environments in farms.
Consequently, future work will involve the development of an automatic procedure
to detect inadequate images when taken and advising the taker to improve the image
capture process.
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Chapter 11
The Impact of Network Characteristics
on the Accuracy of Spatial
Web Performance Forecasts

Leszek Borzemski and Anna Kamińska-Chuchmała

Abstract Geostatistical methods are very useful tools for spatial forecasts in many
research domains. The usage of thesemethods in the computer science domain is still
in its infancy. There were attempts to use simulation and estimation geostatistical
methods used in previous research to spatial Web systems performance forecasts.
As the results are quite encouraging, therefore, authors decided to carry out further
investigations in this field. This chapter presents an overview of the work concerning
the use of geostatistical methods and the analysis of the impact of various factors on
the accuracy of spatial Web performance forecasts for servers belonging to different
Autonomous Systems (ASs). Forecasts were made by using geostatistical methods.
Thedata for researchwas collected in active InternetWebPerformancemeasurements
carried out by software agents monitoring a group of Web servers. In this research,
the network routes from agents in Gdańsk and Wrocław to European Web servers
are considered.

Keywords Forecast · Geostatistics · Internet · IoT · Performance · MWING ·
WoT ·Web

11.1 Introduction

The plan to develop the Internet of Things (IoT) [1, 2], as well as, the Web of Things
(WoT) [3, 4] becomes to be more realistic. Nowadays, mobile things (devices), for
example tablets, smartphones or smartbooks are very popular and used especially
by business and young people. Radio-frequency identification (RFID) has a wide
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usage in many industries, retail, access control, smart-cards and this is only one
step to IoT. All mobile devices are based on wireless or adhoc communications.
People, whoever they are, want to have access to Internet and Web by their mobile
things. Therefore, good quality of Web performance is to be addressed. Assuming
that Internet is everywhere, one can consider Web server and connections between
them in a given geographical space, that perfectly fits to using geostatistical methods.

In Sect. 11.2 the related work with using geostatistical methods is described. In
Sect. 11.3, the database and results of our previous research are shortly presented.
Next, in Sect. 11.4 the analysis of the impact of network characteristics on the
accuracy of spatial Web performance forecasts for servers belonging to different
Autonomous Systems (ASs) will be presented. To answer, if the geographical dis-
tance and network distance measured by the Round-Trip Time (RTT) have influence
on forecast accuracy. Conclusions and future research are presented in Sect. 11.5.

11.2 Related Work and Background of Associated Technology

The term geostatistics was created in the early 1960s, when French engineer Georges
Matheron formalized the theory of this approach [5]. The geostatistics refers to spatial
aspects due to the prefix“geo” [6]. The geostatistical methods originate from the
Kriging - the estimation method developed by Daniel Krige [7].

The largest research center and the cradle of knowledge bringing together the
finest specialists in geostatisticst is in the Center for Geostatistics of the Ecole des
Mines de Paris in Fontainebleau.1

Till late-1990s geostatistics focused on geology, especially in solving the prob-
lems in petroleum drilling, such as realistic heterogeneity models for unbiased flow
predictions [8, 9]. The volume of rock sample typically represents only a minute
fraction of the total volume of a hydrocarbon reservoir. Even in such cases, when
variables are sampled very sparsely the geostatistical methods can deal with the
problem of estimation of studied variable in given area.

Later geostatistics has been applied to problems of spatial modeling and uncer-
tainty in enviromental studies (air quality monitoring), hydrogeology, and agricul-
ture. For example, it issued is used to study of risk related to air pollution [10]. The
diffusion of a pollutant in a geographical space is driven by complex physical and
chemical laws influenced by local environmental parameters, it spreads out in a three
dimensional space. The authors proposed a probabilistic solution, which consists of
specializing concentrations obtained from an air quality monitoring network. They
use two geostatistics models: non linear estimation methods and simulation methods
showing annual mean concentration in NO2 in the city of Rouen, France. Another
research in the field of oceanography use geostatistical simulation method Turning
Bands to model marine ecosystem [11]. The results based on two different datasets

1 See http://www.geosciences.mines-paristech.fr/en

http://www.geosciences.mines-paristech.fr/en
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where compared, and simulation models for distribution of three different variables:
phytoplankton, nitrate, and temperature where created. Problems related to agricul-
ture are considered especially for poor regions of developing countries. For example
they are addressed in [12], where the author has applied the methods in a precise
agriculture framework. Oliver’s research is likely to have more impact as it becomes
increasingly possible to obtain data cheaply in conjuction with more farmers using
onboard digital maps of soil and crops to manage their production.

Nowadays the usage of geostatistical methods includes also such fields as forestry,
biomass estimation, nuclear decommissioning and decontamination, epidemiology,
geochemistry, meteorology. The main aim of Tang and Hossain [13] is to assess spa-
tial interpolation schemes for transfer of the error characteristics from ground valida-
tion regions to non-ground validation regions. They use kriging methods (ordinary,
indicator and disjunctive) for spatial transfer of error metrics.

There also appeared new branches of science where geostatistical methods are
useful. Quite good example is economic analysis [14], where authors introduce a new
way of investigating linear and nonlinear Granger causality between exports, imports
and economic growth in France over the period 1961–2006 with using geostatistical
models: kiriging and inverse distance weighting.

One of the authors used geostatistical simulation methods: Turning Bands (TB)
and Sequential Gaussian Simulation (SGS) to spatial electric loads forecasting
[15, 16]. Geostatistical simulation methods were applied to spatial electric load
forecasting distribution and transmission networks for area of Poland with forward
period of time equal to one year.

Geostatistical methods were also used to study the problem of spatial distribution
of floating car speed analyzed by exact floating car speed data of the study area in
Beijing [17], that seems to be similar to the problem of traffic data packets on the
Internet. Currently, to the best of the authors knowledge the geospatial approach to
Web performance prediction presented in this chapter is unique as developed in our
chapters, leaving no similar problem statement in the literature.

The experiment generates spatial Web server performance forecasts with using
geostatistical simulationmethods:TB [18, 19] andSGS [20] and estimationmethod—
Simple Kriging (SK) [21]. This novel research was made on the database collected
Multi-agent Web pING (MWING) [22, 23] active experiments, which will be thor-
oughly presented in the Sect. 11.3.

11.3 Experimental Setup and Spatial Models of Forecasts

Databases which were used in forecasts, collect performance data gathered during
active measurements made by the Multiagent Internet Measurement system called
MWING, which is the global Internet measurement infrastructure developed in our
Institute [22, 23] where agents were installed on local hosts in networks belonging
to academic campuses in four geographical locations: Gdańsk, Wrocław, Gliwice
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(in Poland) and Las Vegas (in the USA). Every agent monitored regularly over 60
Web servers localized worldwide.

One of the databases was collected by MWING is agent located in Gdańsk, target
by means of HyperText Transfer Protocol (HTTP) transactions several European
Web servers. The database contained the information about a server’s geographical
location, which the Gdańsk agent targeted, web perfomance index-Z, which was the
total downloading time of rfc1945.txt file and the timestampof taking ameasurement.
The database collected measurements from 7th to 28th of February 2009 and they
were taken every day at the same time: at 06:00 a.m., 12:00 a.m., and 6:00 p.m.

The next database was collected by MWING agent located in Wrocław and has
collected the period between 1st and 28th February 2009. The measurements were
taken once a week on Monday at fixed times: 06:00 a.m., 12:00 a.m., and 6:00 p.m.

The spatio-temporal forecasts of Web servers performance based on database
collected by agent from Gdańsk was calculated with using: TB [24], SGS [20] and
SK [21] methods, respectively. SGS is the method based on Bayes’ theorem and
Monte Carlo simulation. It allows for Zs multidimensional realizations of Gaussian
random function [25].

The TB method created by Matheron is a stereologic tool used for the reduction
of multidimensional simulation to a one-dimensional one [26]. The idea of the TB
method is the reduction of random simulation of a Gaussian function with covariance
C to the simulation of an independent stochastic process with covariance Cθ .

SK method is a spatial regression named also as kriging with known mean. SK is
used to estimate residuals,where averagem is given a priori.Kriging is preceded by an
analysis of the spatial structure of the data. The representation of the average spatial
variability is integrated into the estimation procedure in the form of a variogram
model. For more information see Wackernagel [27]. Three forecasting models for
6:00 a.m., 12:00 a.m. and 6:00 p.m. in each method were created.

Borzemski andKaminska-Chuchmała [21] presented the comparison of three geo-
statistical methods. In Table 11.1 it could be seen that errors of forecast SGS method
are the smallest, from 1 to 4% less than in other methods. Therefore, simulation
methods are better than estimation ones, which give worse results especially in cases
when Z distribution has large skewness. It indicates that simulation method further
introduces a changeability of examined process. The measurement error caused by,
for example, improper selection of variogram model gives only one exception where
TB method obtains larger error of forecast than SK (the difference is about 1.5%).

Table 11.1 Geostatistical method mean forecasted error ext post for all Web servers in a four-day
forecast [21]

Mean forecasted error 6:00 a.m. 12:00 a.m. 06:00 p.m.

For SGS 24.83% 16.06% 18.53%
For TB 26.91% 20.00% 17.55%
For SK 30.87% 18.47% 19.11%
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Fig. 11.1 Sample raster map of Web download time values from the Internet on 01/03/2009 at
06:00 p.m. [20]

The final effects of the forecast are presented in Fig. 11.1. This raster map for the
1st day of prognosis (01/03/2009) at 06:00 p.m. presents the download time from the
European Web servers, where each cross corresponds to a different Web server. This
figure describes how varied is Web performance due to different research hours and
days, because geostatistical methods could give information about performance not
only for considered servers, but for a whole considered area. However, in Fig. 11.1
there are two servers with the largest download time located in Amsterdam, Nether-
lands and Warsaw, Poland.

The forecast model created on the basis of the database collected by agent from
Wrocław, presented by authors in [28], was used to predict the total time of resource
download from the Internet depending on the forecasted hour on Monday. Spatial
forecast was calculated with a two-week time advance. It encompassed the period
between 1st and 14th March 2009. Table 11.2 presents a few exemplary Web servers
in different hours and the average, absolute percentage, relative forecast error ex post
calculated for them. Analyzing the results presented in Table 11.2, one can observe
that the forecast prepared using the TB method represents the actual download time
quite well. Unfortunately due to the big span of Web servers in the examined area
and high measurement data dispersion, not all of the results were characterized with
good accuracy of prediction results.
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11.4 The Impact of Network Characteristics on the Accuracy of
Spatial Web Performance Forecasts for Servers Belonging
to Different Autonomous Systems

Having regard two databases described in previous section, the impact of various
factors on the accuracy of spatial Web Performance forecasts was determined. In
this analysis we consider servers belonging to different ASs. The databeses includes
17 Web servers that belong to different ASs with only one excepction. Autonomous
Systems Number (ASN) was checked based on the Classless Inter-Domain Routing
(CIDR) Report.2 Routes from Wrocław or Gdańsk in Poland target to Web server
targeted were check by traceroute command. We measured the network distance
between ASs by the average Round Trip Time (RTT). The Internet traffic coming out
from Poland via AS8501 officially located in Poznań. In the next step, the traffic was
supported by one of two ASs: AS20965 in Cambridge, UK (illustrated in Fig. 11.2)
or AS2603 in Stockholm, SE (Fig. 11.3).

After analysis one can report the following remarks:

• There are twomainASswhich support the traffic fromPoland toEurope.One could
clearly seewhen regard the Figs. 11.2 and 11.3 thatAS20965 fromCambridge have
twice more Round Trip Time (RTT) then AS2603 on average.

Fig. 11.2 Graph of connections between servers,including servers belonging to the Autonomous
Systems–Cambridge

2 See http://www.cidr-report.org

http://www.cidr-report.org
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Fig. 11.3 Graph of connections between servers, including servers belonging to the Autonomous
Systems – Stockholm

• Traffic to servers in Netherlands like Amsterdam and Eindhoven takes quite long
time.What is more the error of forecast is bigger a few to several percent compared
to the other servers.

• Length of the connection from different AS, or number of hop’s do not have
such meaning for forecast accuraccy like disconnection or random peaks. For
example Fig. 11.4 presents the performance of Web servers located in Porto, Pt.
In the chart with historical data, server in Porto had various download times having
unpredictable peaks. Another two charts show original (real) and forecasted data.
Average forecasted error for a four-day forecast for the server in Porto equals
23.71%. Therefore variation of measured download times of a given resource
affects accuracy of forecast for that server.

• Inside the same AS the geographical distance have an influence on RTT. For
example from AS20965 to server in Pisa belonging to AS137 is 35 and 41 ms for
Rome. FromPoznań to Pisa is closer than toRome,what confirms our assumptions.

11.5 Summary

This chapter presents Web performance forecasting using the TB, SGS and SK
geostatistical methods, which is an innovative approach in considered research
area. Large-scale measurement experimenting MWING system was performed in a
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Fig. 11.4 Comparison of download times from the Web server in Porto for 6:00 a.m. [20]

real-life Internet to gather the data characterizing performance of many Web servers
localized in Europe and perceived from agent installed in Gdańsk and Wrocław.
The impact of various factors on the accuracy of spatial Web performance forecasts
using geostatistical methods for servers belonging to different Autonomous Systems
was analyzed. As conclusion we can claim, that there is relationship between fore-
casts accuracy and fluent traffic on routes to servers. Geographical distance has an
influence on accuracy of forecast but network distance has not.

There is many factors which could have influence and could improve or decrease
forecast accuracy. Further investigation are planned in the future. The authors are
aware that our conclusions are yet tentative and they should be confirmedmany times
in other real-life experiments. Other network-related factors that may have influence
on Web performance forecasts should be consider.
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Abstract This chapter presents a semi-autonomous data collection and analysis
application that facilitates the measurement of indivudal stress (or any other metric)
within the workplace. This novel approach uses a hybridized autonomous Multi-
Agent System (MAS) framework that has been tailored to analyzework-related stress
for individuals submitting the on-line survey in real-time. Psychologists continue to
report that work-stress affects people from all profession. This model allows them to
remotely measure the level of stress within the workplace, against national norms,
that can help employers identify and address or prevent stress by influencing changes
to the working environment. The system has been presented at conferences, then
tested both within the workplace and remotely as an on-line kiosk. Intelligent Multi-
Agent Decision Analyser (IMADA) is the core component of the model and each
agent represents independent capabilities in their own right. The MAS provides the
interaction and communication between each agent in order to accomplish the desired
desired goal (individual bench-marked responses). IMADA replaces the existing
manual processes and reduces the significant effort required to access employees. It
also automates the collection, analysis andmanagement of the surveydata (whichwas
typically achieved by professionals through questions during long phone interviews).
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12.1 Introduction

The field of computer science provides a significant suite of tools that researchers
can use to solve problems. Heuristics techniques have been used for decades to
solve computational problems. Artificial Intelligence (AI) and Multi-Agent System
(MAS) techniques have been more recently used to solve real-world issues. As soci-
ety migrates into a digital future, data collection problems continue to challenge
everyone. The volume of collected data is increasing exponentially, requiring more
autonomous techniques to assist non-computer specialist to analyse there own col-
lections of information. This process can be complex, forcing researchers to develop
tools that seamlessly integrate the collection and analysis mechanisms that derive
usable information in real-time. This chapter presents the design, development and
implementation of a hybridized autonomous tools that was developed using MAS
techniques to collection and analysis information on behalf of qualified psycholo-
gists. The original research question was aimed at “analyzing work-stress data as
the user participates in an on-line survey and submits personalised responses. They
would receive feedback compared against normalised benchmarks in real-time”.
Conceptually the approach chosen is shown in Fig. 12.1.

This model describes the evolution from the existing manual process (using
using a Computer Aided Telephone Interviews (CATIs), through to the creation of
a semi-automated survey collection system called the Intelligent Agent Framework
(IAF). The collected data was pre-processed into spreadsheets, based on the need for
psychological analysis and then statistically analyzed using Statistical Package for
Social Sciences (SPSS). The results of the analyzed data was originally reported by
Dollard andTaylor [1]. The IAFwould eventually be transformed into an autonomous
on-line application called Intelligent Multi-Agent Decision Analyser (IMADA). The
original goal was to enable the homogenous collection of employee stress data, using
on-line systems, that could be access through the internet or kiosk style workstaitons.

The developed model categorizes and benchmarks nationally users stress level,
providing feedback in the form of graph in real-time. The model was implemented
and tested using the e-portal StressCafé, allowing user of the system to submit an on-
line survey in relation to their work-stress. The results demonstrated that using this
model to measure work-stress levels, can provide a first step towards identification,
prevention, and providing smart changes to the working environment.

This chapter describes that evolution. Section12.2 describes the background
knowledge required. This is followed by the design and methodology of the

Fig. 12.1 Transformation of the model from manual to autonomous
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automatedmodel in Sect. 12.3.An outline of the development behind the autonomous
model using hybridized MAS techniques is provided in Sect. 12.4. A case study is
discussed in Sect. 12.5 followed by the conclusion and future effort.

12.2 Background Knowledge

Computers use binary logic in order to store and manipulate data. methods of captur-
ing and processing human-like information in digital form, have been evolved over
time. The goal of making computers do human-like things surfaced early in this evo-
lution. In 1956, the Dartmouth conference hosted a group of experts as a think-tank
to champion this topic. During the conference, John McCarty introduced the term
AI. He defined this term as the science and engineering required to make intelligent
machines. This group understood that Human beings are born with some form of
intelligence that evolves over time. This helped them understand, how to develop and
create machines to do human-like activities. Machines, on the other hand are built by
humans, who need to embody functionality to enable them to appear to behave intel-
ligently and operate independently. The science behind Machine Intelligence (MI)
has focused on using AI techniques to achieve this functionality. The field has been
defined in terms of and system designs now employ Intelligent Agent (IA) [2, 3]. For
this chapter, the term intelligent and intelligence is stated as the computational func-
tions representing the ability to make decisons in order to achieve goals in the real
world. An agent is a system that perceives its environment and then takes appropriate
action to gain success. Nilsson provides an insight via a comprehensive history of AI
[4]. Modern applications use IAs within computer programs to emulate aspects of
intelligence that act independent of their users [5, 6]. An agent can manifest in soft-
ware and hardware (firmware) as entities that autonomously react to changes in the
environment, using sensors and actuators [7]. Whilst there is some debate regarding
the exact definition of the term IA, most researchers accept a widely used definition
by Wooldridge, that considers an intelligent agent to be both flexible and capable
of operating autonomously to meet its design objectives [8]. To further define the
concept, IAs are also considered to be reactive and capable of adapting in real time
to accommodate any changes in the environment [7]. In order to manage the com-
plexity of developing software, system designers and software engineers use high
level abstraction when developing applications. This enables them to focus on the
important and essential properties of a problem rather than the incidental component
of that problem.

Russell believes that agents are most commonly used in challenging or changing,
dynamic, unpredictable, and unreliable environments [9]. An autonomous agent is
capable of accomplishing goals without the direct intervention by humans or other
agents, maintaining control over its own actions and internal state [8]. The Amazon
website extensively employs intelligent agent technology to develop its online book
store. Other examples are discussed in Tweedale et al. [10].Modern solutions employ
mutliple techniques and IA capabiilities are often teamed to create more complex
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MASs. IAs are capable of learning quickly, using large volumes of data, and adapt in
real time. Examples include the combination of one ormore agent in a system; such as
theMAS framework supporting the IAF and IMADA. The latter usesMAS,Artificial
Neural Network (ANN), Fuzzy Logic (FL) and hybridized systems to deliver survey
results in real-time. Each concept is discussed in Sects. 12.2.1–12.2.4.

12.2.1 Multi-Agent System

MAS framework represents a newway of conceptualizing and implementing distrib-
uted software because they are composedofmultiple interacting computing elements,
known as agents [7]. In MAS agents communicate and interact with each other to
achieve a common goal. MAS technology can be used to integrate a legacy data
capabilities tool to enhance diagnostic support to engineers in software applications
[11]. This technology also enables designers to explore the sociological and psycho-
logical foundations as they deal with coordinating intelligent behavior to accomplish
common goals [12]. The MAS domain is an active area for researchers. It is being
used to develop new applications that operate in the human-computer environment
[13]. MAS can be regarded as a rational, real-time interactive agent, working collab-
oratively to achieve a common goal. In some MAS, agents can communicate with
other agent within the team. Although in many other systems, agents only commu-
nicate with agents that are directly linked to them [14]. The next section discusses
application using IA and MAS.

Intelligent agents are frameworks or architectures that are used to develop software
applications. These techniques have been hailed as the breakthrough and revolution-
ary in software development since the 1990’s [7]. Agent,MAS technologies,methods
and theories continue to contribute to many diverse applications. Agents are flexi-
ble, so can be equipped with capabilities such as learning, reasoning and mobility,
which enable agents to autonomously carry out their goals. Using an agent oriented
approach, both simple and complex problems can be decomposed into different com-
ponents (agents) or capabilities. Each agent and interact to achieve a common goal.

An intelligent agent based monitoring platform for application in engineering
is discussed in a chapter by Mangina where the approach of combining two or
more techniques are considered [15]. Weaknesses can be reduced by combining or
integrating different techniques of different strengths, therefore generating a hybrid
solution [15]. Hybrid solutions are created to neutralize weaknesses and optimize
application software. In the field ofmedical science IA andMAS are an adequate tool
for tackling health care problems. An example IA based application called Graphical
User Interface (GUI) for e-physician has been developed to help physicians get online
access to patient information. This assists them in prioritizing emergency cases, easy
access to laboratory results, which reduces overall time and cost [16]. It has also been
shown that the use of an intelligent GUI can improve the effectiveness and efficiency
of the Human Computer Interaction (HCI) [16, 17]. Fuzzy-means clustering has
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also been applied to generate rules [18], for implementing an IA that interacts with
humans to assist operators in Medical Diagnostic Systems [19].

12.2.2 Artificial Neural Network

The curiosity of understanding of the human brain led neuro-physiologist, Warren
McCulloch and mathematicianWalter Pitts to write a chapter on how biological neu-
ron could expect to operate. They built a working model in 1943. This contained a
number of simple electric circuit [20]. Following this success, FrankRosenbalt devel-
oped the perceptron. In 1958 he delivered the first practical ANN [21]. This ANN
was developed based on the biological nervous systems and observations about how
the brain works. They are adaptive information processing systems, which consist of
highly interconnected processing elements working together to solve problems. A
Neural Network is a combination of a digital representation of a human inspired neu-
ron, where the network is the means of creating the virtual brain. A technical neural
network consists of simple processing units, the neurons, and directed, weighted
connections between those neurons. The function of the neural network is to pro-
duce a pattern on its output which is correct for the class when an input is presented
to the network. A neural network is a structure that receives inputs process the data,
and provides an output, Once an input is presented to the neural network, and a
corresponding desired or target response is set at the output, an error is composed
from the difference of the desired response and the real system output [22]. ANN
are capable of transforming an input vector from n-dimensional space to an output
vector in m-dimensional space [23].

Neural networks can be single layer or multi-layered networks. In a single layered
network, there is an input layer and an output layer along with weighted edges.
The weights are summed; depending on the activation function, an output from the
network is generated using a non linear transfer function. The transfer function can
be sigmoidal function or a threshold function. In the case of sigmoidal function the
input changes gradually where for the latter case the input is processed only when
a certain threshold is reached, then switches off again [24]. A perceptron can solve
logical functions that are linearly separable. This meant they can be separated into
regions using a single line. But all logical function are not linearly separable and
cannot be solved using a single perceptron, therefore it may involve the use of more
than one perceptron with a feed-forward network (typicalled labelled a multi-layered
feed-forward network).

Multi-layered feed-forward network on the other hand consist of an input layer, a
hidden layer/layers and an output layer. This network ismost commonly used for clas-
sification and prediction. The back-propagation algorithm developed independently
by Werber, Parker and Rumelhart can be efficiently used to train a multi-layered
feed-forward network [25–27]. There are other type of network and algorithm see
[23, 24], this research uses a multi-layered feed-forward neural network utilizing the
back-propagation algorithm with sigmoid function given in Eq.12.1.
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12.2.3 Fuzzy Logic

Using Fuzzy Logic, machines are able to cope with unknown, unstructured and
dynamically changing environments. New systems evolved that are capable of fuzzy
approximation, recognition and behavior modeling using human-like terminology.1

Recent examples include improve position fixing while navigating and improved
image segmentation while processing hyper-spectral scenes [28]. Developers have
traditionally relied on AI enhanced Rule-based controller concepts to explain what
should be occurring when solving problems. Zadeh is known as the father of fuzzy
logic used logic to represent data as words. The data is categorized using a partial
set membership in lieu of the crisp set membership for digital data [29]. With the
introduction of membership functions, fuzzy sets can be differentiated. Fuzzy logic
can be applied to interpret the output from a neural network, as well as giving a
precise interpretation of the data in linguistic terms [24]. This fuzzified reason-based
controller uses similar rules to manage uncertainty and imprecision and vice versa.
This concept was successfully implemented to control many complex systems and
as a means of providing human readable results in IMADA.

12.2.4 Hybrid Intelligent System

Hybrid intelligent systems are computational system that integrates different compu-
tational technique; which can then be used to support problem solving and decision
making [30, 31]. As different intelligent technique have their advantages and dis-
advantages, cannot be universally applied to solve any problem, hence integrating
the individual intelligent technique and modeling as hybrid system, the limitations
of each individual technique is minimized. These systems have multiple parts which
interact with each other to solve problem, thus modeling hybrid intelligent system
using MAS is suitable. There are three types of hybrid system as [9, 31, 32]:

1. Sequential hybrid system: In Sequential hybrid system, the intelligent component
are arranged sequentially, as the output from one component is fed as an input to
the other component.

2. Auxiliary hybrid system: Auxiliary hybrid system on the other hand allows one
component to call other component as a subroutine to manipulate information
accordingly.

3. Embedded hybrid systems: Embedded hybrid system allow the individual com-
ponent to be fused in such a way that it seems that one cannot perform without
the other component.

1 Examples include a number of simple well defined behaviors; such as: avoidance, reach, follow,
align, jump, turn and pass.
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12.3 Developing an Autonomous Model

The autonomousmodelwas developed in phases as described in Sects. 12.3.1–12.3.3.
Figure12.2 presents the model and how it has evolved from a manual process to an
automated tool and then eventually transformed into an autonomous system.

12.3.1 Manual System

The manual system collected data using survey form via a computer aided telephone
interview, where the interviewer respond via telephone survey was recorded using
spreadsheet. The data was then pre-processed and analyzed using the software SPSS.
The result of the analyses was reported as journal publication, oral presentation in
conferences [1].

12.3.2 Automated Model

Automation can be achieved by using machine, information technologies or other
control systems that can optimize productivity, increase predictability of quality,
improved consistency of process. The IAF was designed to automate the existing
manual processes used to collect the CATI. These concepts are outlined in Fig. 12.3.

The framework consists of multiple databases, the graphical user interface,
analyser capability (to read data, record individual performance, compare individual
performance), knowledge base, learning component and decision processes along
with a feedback mechanism. The model processes data automatically, optimizing
productivity and predictability.

Fig. 12.2 Evolution phases of the model from manual to autonomous
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Fig. 12.3 Intelligent agent framework used in the StressCafé

The four databases are defined as:

Survey Database: The survey database descriptive is a list that stores the survey
form and user information.The questionnaire contains a list of
category based questions that address each element included in
the survey questionnaire.

User or Individual Database: The user database records information about each
user as they the user registers or undertake the survey.

National or Benchmark Database: The national database is a collection of all
results from all surveys conducted nationally. For example:
selection of an individual state and or industry in Australia.

International Database: The international database is similar to the national data-
base. It contains survey results constructed in countries around
the world. For example: countries outside Australia. The inter-
national database is not used for the purpose of benchmarking
during this research, however this becomes a future option.

The remaining components include:

• The Decision Making capability which analyzes the data against the national
benchmark results.
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• The Knowledge Base capability that presently contains the domain knowledge,
with rules from both psychology and AI .

• The Learning Component capability which adapts rules, updates knowledge, with
every iteration of the system run in time.

• The Feedback capability that generates the result that are presented graphically via
statistical analyses. The individual user receives a from of visual graph providing
a visual recommendation, warning and/or alert to the user in real time.

The model was developed using Apache as server, Personal Home Page: Hyper-
text Preprocessor (PHP) as a scripting language, My Structured Query Language2

(MySQL) database for storing, pre-processing and manipulating data. It is a fully
automatedmodel which is hostedwithin the e-portal Stresscafé. The automated inter-
active model can be used on-line, as a standalone system, in mobile equipment, kiosk
to name a few of the possible application as it is web based and used distributed pro-
tocols. The model allows user to take the on-line survey and, receive feedback of
their work related stress level in the form of a graph that dynamically benchmarks
the users score against the national score [33].

12.3.3 Approaching Autonomy

To achieve autonomy, by autonomy it is meant that a system can operate indepen-
dently with out any human interaction, the automated model was modified to include
MAS architecture as shown in Fig. 12.6. Wooldridge and Jennings [7] state that an
agent is a hardware and/or software based computer system which display auton-
omy, social adeptness, reactivity, and proactive.UsingMASover single agent reduces
design complexities and is scalable. The transformed model with MAS architecture
comprises of four agents which are individually programed and developed but these
agents interact with each other in order to acheive mutual goals. When agents inter-
act with other agent, it enables them to learn more about the environment in which
they are situated and also use other agents intelligence and skills to solve problem
efficiently. The design development and implementation of the autonomous model
is described in Sect. 12.4.

12.4 Multi-Agent System Technology Incorporated to Automate
the Intelligent Agent Framework

The IAF was transformed by incorporating multiple agent to operate in framework.
A decision making system was incorporated MAS. The resulting system was called
IMADA. The MAS framework provides IMADA with individual capabilities which

2 My is the daughters’ name of the MySQL co-founder, Michael Widenius, which he applied to
this Relational DataBase Management System (RDBMS).
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are the user agent and the benchmark agent. The agent manager and the agent facil-
itator coordinates the functioning of the different agents via message protocol. The
transformation of the automated decision process within the IAF to IMADA is shown
in Fig. 12.4.

The database agent within IMADA consists of user agent, benchmark agent as
shown in Fig. 12.4, which have been used to maintain and update the tables (user
table and Benchmark table) within the databases, as more and more user uses the
system, the data from each user table is periodically added to the benchmark table
formalizing the data. This is achieved using threshold values set by the administrator
of the system. The data to be added to the benchmark table must be validated after
removing outliers. The protocol from the user agent to the benchmark agent via
the agent manager have been represented using the sequence diagram as shown in
Fig. 12.5. MAS architecture is used to combine the user agent and Benchmark agent
used to update and maintain each tables within the databases.

Fig. 12.4 The transformed process in IAF within IMADA for maintaining databases
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The database updating process becomes tedious if the data had to be pre-processed
and appended manually, especially when the interval is unknown and may also com-
promise efficiency and effectiveness of the system. Thus to optimize the performance
of the required operations on the tables within the database, MAS architecture based
design has been proposed, developed and implemented [34].

Now in order to further enhance the capabilities of the automated IAF to a
autonomousmodel, the decision The decision process within IMADA is transformed
as shown in Fig. 12.6 with more agent capabilities using MAS techniques to form a
hybrid intelligent system.

To optimize the data analysis process, the IAF framework incorporates MAS
linked to the analyzer IMADA.Within IMADA there are four component /elements.
The four component/ element within the evolved decision analyzer are:

• Database capability,
• Knowledge capability,
• Neural Network capability, and
• Fuzzy Logic capability.

12.4.1 Database Capability

There are four discrete databases that are embodied as individual components. Each
element is integrated to operate autonomously. The database management agent
maintains and updates the user and the national benchmark database. Then a neural
network that uses the back-propagation algorithm is being programmed using the
programming language Java. Then using fuzzy logic, the output from the neural net-
work is transformed in to linguistic grade. Problem solving, data analyzing, decision
making are complex task that require techniques that are feasible, cost-effective and
efficient. Traditional technique such as hard computing which include expert sys-
tem and operational research; soft computing that includes: neural networks, fuzzy
logic, and genetic algorithms. These techniques are mostly referred to as intelligent
technique; these intelligent techniques have their own strength and weaknesses and
cannot be applied to solve all problem. Thus integrating two or more technique to
solve problem can provide better and precise solution. Thus the analyzing compo-
nent has been developed using hybridized artificial intelligence technique: neural
networks agent and a classifier agent. The results obtained using the new analyzer
were at least as accurate and in some cases superior to previously analyzed results
[32–34].
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Fig. 12.5 Sequence diagram capturing agent protocol
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Fig. 12.6 Decision analyzer to include various agent capabilities

12.4.2 Knowledge Base Capability

The Knowledge base consists of facts and rules about the subject at hand, presently
it contains knowledge from psychology, mostly relating to the work-stress survey
questionnaire terminology. Domain knowledge along with rules from psychology
and artificial intelligence are being added to the knowledge base.

12.4.3 Neural Network Capability

A Neural Network is a combination of a digital representation of a human inspired
neuron, where the network is the means of creating the virtual brain. A techni-
cal neural network consists of simple processing units, the neurons, and directed,
weighted connections between those neurons. The function of the neural network
is to produce a pattern on its output which is correct for the class when an input is
presented to the network.

The neural network agent is a neural network, which have been programmed
using the back-propagation algorithm in Java. The network consists of five input
layers, one hidden layer with six neurons to derive a single output. The weights are
randomized in the beginning and the transfer function used is sigmoidal as given in
Eq.12.1, where Y is the output, x the input and e the exponential function.
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Y = 1

1 − e−x
(12.1)

The sigmoid transfer function is used as the input gradually changes.
Let Y be the expected output from the network and X j is the input, W j the

randomly assigned weight. Given g is transfer function, then from Eq.12.2 you
derive,

Y = g
(∑

j

W j X j

)

(12.2)

Again, let E be the error function and the root mean square error as defined as in
Eq.12.3:

E = 1

2
Err

2 (12.3)

The rms error E(rr) is expressed as in Eq.12.4:

Err = (Y − Hw(X))2 (12.4)

where, Y = true output or the expected output from the network and H the output
from the network when the input X along with weight W presented to the network.
H is given by Eq.12.5:

Hw(X)) = g
(∑

j

W j X j

)

(12.5)

If the target output is same as the output from the network then it has reached the
solution, but if the target output is not the same as expected then the error term is
calculated using Eq.12.4. After calculating the error, the error is minimized by taking
the partial derivative of E with respect to W j as in Eq.12.6.

Ω E

ΩW j
= −Err × g◦(in) × X j (12.6)

which gives the rate of change of error with weights. The updating rule is then given
by Eq.12.7

W j ← W j + βErr × g◦(in)X j (12.7)

β, denote the learning rate. The updating rule for amultilayer network is calculated
using Eq.12.8:

Wk, j ← Wk, j + β × ak × π j (12.8)

given:
π j = Err × g◦(ini ).andπ j = g◦(in j )

∑

j

W j,iπi (12.9)
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Thus, Eq. 12.8 serves as the update rule when the error is propagated to the hidden
layer via the output layer. The calculated error information is fed back to the system
which makes all adjustments to their weight for each training set presented to the
network. This process is repeated until the desired output is acceptable.

12.4.4 Fuzzy Logic Capability

The fuzzy logic agent transforms the crisp values into grades of membership for
linguistic terms. By using the fuzzy logic agent the crisp output from the neural
network is mapped via membership function to a human readable and presentable
lingustic form.

A fuzzy set A is defined by a set or ordered pairs, a binary relation, where, A(x) is
a function called membership function; A(x) specifies the grade or degree to which
any element x in A belongs to the fuzzy set A as shown in Eq.12.10:

A = (x1μa(x))|xαA, μaα[0, 1] (12.10)

where, each element x in A is a real number A(x) in the interval [0, 1] which is
assigned to x. Larger values of A(x) indicate higher degrees of membership [29].

A work-flow diagram for the fuzzy logic agent is given in Fig. 12.7.
The input range is [0–6] The input status words are:

1. Above,
2. Slightly above,
3. Just right,
4. Slight below, and
5. Below.

The output action in words is defined as:

1. Very high,
2. High,
3. Medium,
4. Low, and
5. Very low.

A sample of the rule-base is listed as follows:

1. If (the user score is above 5) and (the benchmark score is less than 5). Then user
level of stress is very high.

2. If (the user score is below 4) and (the benchmark score is less than 5.) Then user
level of stress is high.

3. If (the user score is just right) and (the benchmark score is just right). Then user
level of stress is medium.
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Fig. 12.7 Work-flow diagram for the fuzzy logic agent

4. If (the user score is above 3) and (the benchmark score is less than 3). Then user
level of stress is low.

5. If (the user score is below 2) and (the benchmark score is above 2). Then user
level of stress is very low.

12.5 Case Study

The different intelligent technique are individually programmed and then integrated
and implemented. The model is implemented and tested on-line as well as off-line
using the e-portal StressCafé. The StressCafé is an e-portal that hosts on-line surveys
and provides e-feedback to aid the translation of research into policy and practice,
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also it is intended that the website will provide e-therapy and e-counseling along
with the nationally significant workplace surveys. This is a one stop web-shop which
can be accessed by industry, individuals, government bodies, communities to collect,
compare and share information in relation to work related psychological risk [32–34]
Within the StressCafé the hybrid intelligent model is implemented and tested using
data collected via survey from six states and territories within Australia.

The data collection commenced in the year 2009, completing four waves of
collection by the year 2011. The present study uses data that has been collected
from four Australian States which are North South Wales (NSW), Western Australia
(WA), South Australia (SA) and Tasmania (TAS). Data was also collected from
two Australian Territories namelyAustralian Capital Teritorry (ACT) and Northern
Territory (NT) [1, 35].

12.5.1 Case Study with Special Emphasis on Depression

The collected data was preprocessed and stored by the database agents as these
data were collected from various states and territories across Australia; they will
be used to benchmark individual user score nationally. The Benchmarking database
is also being updated with user data based on a threshold value which was 50 in
this case. As user takes the on-line survey, their data is preprocessed and analyzed
by the neural network agent. As mentioned in Sect. 12.4.3 a backpropagation neural
network is used. The neural network takes five parameter input: Industry, User Mean,
Total Mean, Mean+2SD, Mean-1SD which are chosen as the user level of work
stress will be benchmarked based on the industry they work. The user mean for a
particular section of the questionnaire (depression in this case) is calculated. The
Total mean is the mean calculated for the same section of the questionnaire data
collected nationally. The standard deviation (SD) for the user mean for depression
is calculated [32]. The network consists of:

1. Inputs: 5
2. Desired Output: 1 O (the output from the network), one output
3. Weight = W, the weights are assigned randomly.
4. Learning rate = η

5. Hidden neuron = 6
6. Hidden layer = 1

The sigmoid transfer function used is as given in Eq.12.1, which is considered
as it is the best optimizer for this case. The output from the neural network as can
be seen from Table12.1 is in a numeric form or crisp form, which is processed by
Fuzzy logic agent.

The fuzzy logic agent transforms the crisp values into grades of membership
function for linguistic terms, of fuzzy sets as shown in Table12.2. The fuzzy output
is stored and presented to the uses via the feedback mechanism.
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Table 12.1 Input and desired output from the neural network

Inputs Output
Q8B Mean total Mean+2SD Mean-1SD Depression per user Target output

4 2.7368 9.6134 −0.7014 13.6060 5
10 3.8433 11.8533 −0.1616 4 4
13 3.6797 0.0412 −0.0509 6 5
10 3.8433 11.8533 −0.1616 1 2

Table 12.2 Desired output from the neural network and fuzzy logic

Inputs Outputs
Q8B Mean total Depression per user Target output Network output Fuzzy output

4 2.7368 13.6060 5 4.4505 High
10 3.8433 4 4 4 High
13 3.6797 6 5 6 High
10 3.8433 1 2 1 Low

1. very high,
2. high,
3. medium,
4. low, and
5. very low.

From the summary provided in Fig. 12.8 the bar graph represents the user score
in black where as the grey score represents nationally benchmarked data on a 0–100
scale for Depression in this instance. The summary also depicts user response along
with the average population response (Benchmarked) that a particular user is at that
particular point in time.

12.6 Conclusion

This chapter presents the evolution of a system development from manual to auto-
matic through to the autonomous stage. The system design, development and imple-
mentation have been presented in this paper. This hybridized autonomous tool that
was developed using MAS techniques have been applied to solve a problem in the
field of psychology. The problem was to “analyse work-stress data as the user par-
ticipates in an on-line survey and submits his or her responses, providing feedback
to the user in real-time”. The model uses the e-portal the StressCafé, but can be
hosted on-line, as a standalone system, in Kiosk to name a few. The e-portal Stress-
Café, hosts on-line surveys and provides e-feedback to aid the translation of research
into policy and practice, also it is intended that the website will provide e-therapy
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Fig. 12.8 Benchmarked user feedback summary

and e-counselling along with the nationally significant workplace surveys. Work
stress related data collected from four states and two territories across Australia has
been used to test the model developed. A feedback is provides in the form of graph
to participant who completes a work-based psychological risk assessment survey
by comparing individual results to nationally benchmarked score. The autonomous
hybridized model processes data automatically optimizing, productivity and pre-
dictability.

12.7 Future Work

Future work could include an emotion recognizer agent to record user emotions, thus
adding another dimension, enabling more in-depth analysis of work stress related
data. Also the knowledge base could be developed further. A learning component
would be another functionality of the model which can adapt to the dynamic envi-
ronment and learn in real time.
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