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Institute of Telecommunications
University of Technology Life Sciences
Bydgoszcz
Poland

ISSN 2194-5357 ISSN 2194-5365 (electronic)
ISBN 978-3-319-01621-4 ISBN 978-3-319-01622-1 (eBook)
DOI 10.1007/978-3-319-01622-1
Springer Cham Heidelberg New York Dordrecht London

Library of Congress Control Number: 2013944663

c© Springer International Publishing Switzerland 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered
and executed on a computer system, for exclusive use by the purchaser of the work. Duplication of
this publication or parts thereof is permitted only under the provisions of the Copyright Law of the
Publisher’s location, in its current version, and permission for use must always be obtained from Springer.
Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations
are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of pub-
lication, neither the authors nor the editors nor the publisher can accept any legal responsibility for any
errors or omissions that may be made. The publisher makes no warranty, express or implied, with respect
to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

It gives us great pleasure to present the book/proceedings of the 5th Interna-
tional Conference in Image Processing & Communications IP&C 2013, held
in Bydgoszcz, Poland, in September 2013. The 2013 International Conference
on Image Processing and Communications (IP&C 2013) placed emphasis on
efficient and effective image processing and communications technologies and
systems.

The key objective of the book/proceedings is to provide a collection of
comprehensive references on some recent theoretical development as well as
novel applications in image processing and communications.

The book is divided into two parts. Part I deals with image processing.
A comprehensive survey of different methods of image processing, computer
vision is also presented. Part II deals with the telecommunications networks
and computer networks. Applications in these areas are considered.

In conclusion, the edited book comprises papers on diverse aspects of image
processing and communications systems. There are theoretical aspects as well
as application papers.
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Summary. Two threshold techniques are compared in this paper for the
application of the box–counting algorithm. The single threshold is sensitive
on the selection of the threshold value. Application of the proposed, adaptive
windowed threshold allows selection of the threshold values using standard
deviation and mean value. The application of the windowed threshold allows
preclassification of cell nuclei.

1 Introduction

Automatic or computer assisted preclassification of the cell nuclei for two
classes: atypical (precancerous and cancerous) and correct is important diag-
nostic tool. There are many available techniques for analysis of such objects
and fractal based techniques are very promising.

Fractal dimension (FD) estimators could be applied for the cell nucleus
boundary analysis using stick method [1, 2]. It allows estimation of the FD
for shapes, so detection of irregularities is possible.

The main problem of the cell nuclei analysis is the segmentation of the
cell nuclei. Image artifacts, related to the biological sample, influence greatly
the segmentation. Poor quality images should be processed also, if it is pos-
sible. Precise segmentation of cell nuclei by humans is not possible in many
cases. The analysis of the cell nuclei should be based on the boundary of cell
nuclei analysis if it is possible, but more important is the texture analysis.

R.S. Choraś (ed.), Image Processing and Communications Challenges 5, 3
Advances in Intelligent Systems and Computing 233,
DOI: 10.1007/978-3-319-01622-1_1, © Springer International Publishing Switzerland 2014
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Fig. 1. Example microscopic image of cell nuclei (Papanicolaou smear)

The observed texture of cell nucleus (Fig. 1) is the optical density of micro-
scopic object.

The optical density consists of optical effects related to small objects. The
cell nucleus has a specific transparency, so front surface of the object is not
observed, but all properties and optical effects related to the volumetric prop-
erties of the object. The texture is considered during the cytoscreening, so it
is important factor in medical diagnostics. Higher granularity of the object
could be a symptom of atypical cell nucleus.

The segmentation problem is common in many kinds of cytological images.
Breast cytology images are considered in many papers, and some algorithms
are valuable for cervical cytology analysis. Different techniques are used to-
gether, like the shape of the cell, e.g. area, perimeter, convexity, eccentricity
and simple texture measure, based on the average value of red channel [3].
The segmentation of cells nuclei is possible using many algorithms [4, 5]: wa-
tershed algorithm, active contours, cellular automata, grow–cut technique,
fuzzy sets of I and II type, sonar–like method, [6, 7]: Hough transform and
(1+1) search strategy. Advanced PCA techniques for color images are promis-
ing [8] and generalized shape estimation [9] also. The shape of the cell could
be processed using AM-FM algorithm [10].

There are many techniques of the texture analysis. One proposed technique
is the texture analysis, based on multiresolutional image representation [11].
Fractal analysis is a kind of the mulitresolutional analysis especially. There
are many fractal analysis techniques for textures. The box–counting [1, 2]
could be applied for binary images after thresholding. The number of boxes
that are completely filled by specific values (0’s or 1’s) is plotted against the
width of the box side. The slope of regression curve on double logarithmic
plot (Richardson’s plot) corresponds to the FD. Another technique is based
on the Minkowski-ŰBouligand dimension [12, 13].
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Application of the threshold technique simplifies processing, but the selec-
tion of proper value of the threshold level is not trivial. The binary repre-
sentation of the image is lossy and useful information could be lost. Another
image representation, based on the DEM (Digital Elevation Map), is more
convenient. There are few techniques for the estimation of the FD using DEM.
The 3D extension of the box–counting is the straightforward technique [14].
Another techniques are the TPM (Triangular Prism Method) [15] and TPM
derivatives [16]. TPM analysis is based on the surface area interpolation for
different scales. Analysis of Papanicolaou smears using TPM is proposed
in [17, 18]. Variogram is very important technique for FD estimation, espe-
cially for non–regular sampling points of the surface [19, 20]. There are many
other techniques also: Isarithm [21], Variation Estimator [22], Probability
Estimator [23].

The object of interest is not square. Many FD estimation techniques re-
quire that the side of square should fulfill specific requirements. Typical
requirement is the side length of the square: (2p + 1) or 2p, where p cor-
responding to the scale. The most important is the resolution of the analyzed
area. The limited area of the object could be analyzed using clipping of the
inner part of cell nucleus to the square, so quality of the FD estimation is
reduced.

Irregular objects like cell nuclei could be processed using variogram that
utilizes all available pixels of the object. Variogram is proposed for the anal-
ysis of cell nuclei in [24]. Another techniques could be applied using tiled
method [18], that is better in comparison to the clipping. The image of the
object is divided into a set of the non–overlapped squares. The selected FD
estimation technique is applied for all squares.

The size of the square limits maximal scale of analysis. This limitation is
not significant disadvantage, because large scales are noised usually. It is a
result of the estimation based on the single or a few large squares. Smaller
scales are important for the analysis, so tiled method is an important solution.

2 Threshold Based Box–Counting

The application of threshold is important for the reduction of computational
requirements. It is important for the processing of large resolution micro-
scopic images at high magnification (e.g. 400x), especially. The selection of
the proper value of the threshold for specific cell nucleus, allows application
fast algorithm dedicated to binary image representations.

The selection of the threshold should be based on the histogram of the
cell nucleus image. The absolute threshold cannot be applied due to high
variability of the brightness of the cell nuclei in acquired images. The variable
exposure time is the optimal technique for the optimal utilization of dynamic
range of camera sensor. The image of the cell nucleus is normalized after
segmentation.
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Two types of normalizations are possible. The first one is based on two side
normalization, where the black and white points are normalized using his-
togram. The first method is the contrast normalization and maximal contrast
is obtained.

The second one is based on the one side normalization, where the white
point is normalized only. The second method is the brightness normalization.
Both of them stretches the histogram and emphasizes visibility of details of
the cell nuclei texture.

Normalized images are processed by the texture analysis techniques. The
box–counting algorithm needs the selection of the threshold for binary image.
It could be arbitrary value from 0 − 1 range, depending on the knowledge,
but adaptive techniques is better.

The fixed threshold for normalized images is not a proper solution. The
black and white points depend on artifacts. The segmentation of the cell nu-
cleus could be not efficient and some pixels of the cytoplasm could be assigned
to the cell nucleus. The area of the cell nucleus is dark, but the cytoplasm
is highly transparent and bright. Such assignment disturbs histogram and
forces white point.

More robust selection of the threshold should be applied. The mean value
based threshold is not the correct one. Black point could be related to the
significant part of the cell nucleus area due to low exposure so mean value
is shifted toward black level. The typical histogram of cell nuclei is Gaussian
approximately, with well visible maximum.

Inappropriate selection of the black level during the acquisition adds ad-
ditional peak for zero value and the mean value does not correspond to the
expected peak. This effect of the image values clipping due to too low expo-
sure. The minimal value Xmin of the cell nuclei for the image X should be
calculated:

Xmin = min (X) (1)

Every cell nucleus image has corresponding image mask M that is defined
as:

Mx,y =

{
1 : cell_nucleus_pixel
0 : otherwise

(2)

where x,y are pixel coordinates. New mask, without minimal value is com-
puted:

M∗
x,y =Mx,y > Xmin (3)

The threshold value is the mean value of the cell nuclei for mask area:

m =
1∑

x,yM
∗
∑

M∗
x,y=1

Xx,y (4)
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Obtained mean value could be used directly as a threshold T = m or as a
basis of another techniques additive or multiplicative:

T = a ·m (5)

T = m+ b (6)

or more generally:

T = a ·m+ b (7)

where the a, b are constant values. The selection and constant values is an
opened problem. After random testing of different variants (a few hundreds of
test) we have not found solution that gives good separation for our database
and has low sensitivity on selected constants.

3 Adaptive Windowed Thresholding

An alternative thresholding is possible. Two threshold values could be applied
instead single one. The motivation of this technique is the human vision is
especially sensitive in high contrast. The mean and surrounding values have
small difference in comparison to the darkest and lightest pixels. The single
threshold around mean value (near the maximum of distribution) introduces
differences between similar values, so such thresholding is not well motivated.

Window threshold uses two values of threshold T1 and T2. The proposed
technique uses placement around mean value:

T1 < m < T2 (8)

The selection of the both threshold should be adaptive, because standard
deviation of the distribution is not fixed. The proposed formula uses sym-
metrical threshold:

XB
x,y =

{
1 : |m−X(x,y)| < TS
0 : otherwise

(9)

where TS is threshold value adaptively computed for every cell nucleus using
standard deviation:

TS = k · std(X∗
(x,y)) (10)

for image pixels inside modified mask X∗. The selection of constant k is the
subject of the search. The value k ∈ (1.1− 1.2) range gives good separation
of atypical and correct cell nuclei as it is shown in next section.

Few example images of correct and atypical cell nuclei using single and
proposed windowed threshold are shown in Fig. 2 and Fig. 3.
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Fig. 2. Examples of correct cell nuclei (top row, scale not preserved, negative
image), histogram (second row, with emphasized mean value), segmentation based
on the mean (third row), segmentation based on the windowed threshold (fourth
row)

Fig. 3. Examples of atypical cell nuclei (top row, scale not preserved, negative
image), histogram (second row, with emphasized mean value), segmentation based
on the mean (third row), segmentation based on the windowed threshold (fourth
row)
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4 Example Results

We use the database of the separate cells nuclei classified as correct and
atypical (there are many types of atypical cells nuclei types). There are 91
correct and 59 atypical cells nuclei from single pathomorphology laboratory in
our database. Images have been acquired using AxioCamMRc5 color camera,
that supports 2584x1936 resolution (about 5M pixels).

Separation of both classes of cell nuclei is not possible using FD only. Very
good estimator is the cell nucleus size (area). Atypical cell nuclei have higher
area in most cases.

The difference between numbers of pixels for two scales is used instead of
the calculation of the FD using regression curve. The results are normalized
by the area of cell nucleus (modified mask size):

(N(1)−N(3))

M∗ (11)

The most important is the small group (7 cases) of atypical cells that can-
not be distinguished from correct cells nuclei using area only. The separation
between small group and correct cell nuclei is desired.

Fig. 4. Separation of correct (circles) and atypical (stars) cell nuclei using single
threshold method
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Fig. 5. Separation of correct (circles) and atypical (stars) cell nuclei using windowed
threshold method

5 Discussion and Conclusions

The single threshold is sensitive in the selection of value around mean value.
The mean value is located near to the maximum of the distribution. The
peak of the distribution is related to the large number of pixels, so small
changes in the selection of threshold (mean value with fixed additive value)
give significant changes in output image.

The application of the two threshold values, located symmetrically around
mean value, moves threshold values toward area of distribution with smaller
number of pixels. It reduces mentioned effect. The additional motivation is
the texture that is characterized for human mostly by the high values changes.
The walleyes and peaks of texture are emphasized using windowed threshold.

Adaptive threshold is necessary, because the normalization of such images
is problematic. The tails of the distributions are related to the discrete num-
ber of pixels and they are random variable. Adaptive thresholding does not
use tails of the distributions that are related to the black and white points.
This is more robust approach.
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The selection of the constant multiplier of the standard deviation is pro-
vided using random search, but it is quite simple to find using iterative
search. The selection of the value is less sensitive in comparison to the other
techniques.

The preclassification is not ideal, what is typical for biological objects, but
the number of atypical cells nuclei in area of the correct cells is reduced.

Acknowledgement. This work is supported by the UE EFRR ZPORR project
Z/2.32/I/1.3.1/267 /05 "Szczecin University of Technology – Research and Educa-
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Summary. Description of the corneal endothelial cell grid is a valuable di-
agnostic pointer, used in Ophthalmology. Until now, two quality factors were
used: hexagonality (H) and the relative standard deviation of the cell surface
(CV). Both the factors do not take into account the length measure of the
grid cells, which has been presented in an article on the sample images. The
authors propose an additional factor, the average relative standard deviation
of the cell sides lengths (CVSL), which takes the cells non-uniformity into
account.

1 Introduction

Cornea is the anterior translucent layer of the eye. To maintain corneal trans-
parency stable hydratation level is obligatory. Water from the anterior cham-
ber fluid goes into corneal structure with the free diffusion rule and needs to
be actively removed. Cell responsible for the water removal are called corneal
endothelium and lay on the Descemet membrane. Corneal endothelium is a
monolayer of mainly hexagonal cells and in humans and other Primates in
contrary to other species it has almost none mitotic activity [1, 2, 3]. Corneal
cell number decreases with ageing and disrupting the anterior chamber in-
tegrity (i.e. cataract surgery, corneal transplant, filtration surgery) enhance
the decrease. When the cell density is below 300-500 cells/mm2, irreversible
corneal edema appears. In the ’70 corneal endothelial specular photography
performed in vivo gained the clinical meaning, and shortly after three main
parameters were described to assess indirectly endothelium function: CD (cell
density; number of cells per square mm), H (hexagonality, % of hexagonal
cells) and CV (coefficient of cell area variation, i.e. standard deviation/mean
cell area, %). Neither H nor CV is corneal regularity cell measure; irregu-
larity occurs after corneal trauma and slowly decreases, that may be a good

R.S. Choraś (ed.), Image Processing and Communications Challenges 5, 13
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prognostic factor for assessing the number of cells and ratio of their density
decrease in a long time period. The authors propose a new quality factor that
takes into account difference in cells sides length.

2 Shape Factors Used for Describing Corneal
Endothelial

In the research using specular microscopy pictures of corneal endothelial cells
encounter existing quality measure factors are hexagonality and CV. Index
of H determines the percentage share of hexagonal cells among all cells in the
image (1).

H =
N6

NT
∗ 100% (1)

where N6 is the number of six-side cells, and NT is the total number of cells
in the image.

CV is a factor of relative variance cell sizes. In the following part of
the work will be marked as CVofS. Its value can be calculated from the
formula (2).

CV ofS =

√∑
N
i=1(c

2
i−μc)2

N

μc
(2)

where ci is area of i-th cell, μc is a mean of size of all cells in the image.

2.1 Average Coefficient of Variation of the Cell Sides
Lengths

Looking over a lot of pictures corneal endothelial authors proposed its own
factor, which is sensitive to deformation of cells. For each cell is calculated
average length of the sides (3),

μSL =

∑NL
i=1 li
N

(3)

where li is lenght of i-th side, and NL is the number of sides. Next the
Coefficient of Variation of the Cell Sides Lengths is given by the formula (4).

CV ofSL =

√∑
NL
i=1(l

2
i−μSL)2

NL

μSL
(4)

To refer to the entire image, the average value AvCV ofSL (shortly: CVSL)
of factor CV ofSL for all cells is calculated (5).

CV SL = CV ofSL =

∑N
i=1 CV ofSLi

N
(5)
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3 The Method of Determining Cells Sides Lengths

The initial question is to determine the length of the sides of the cell. The
sides can be approximated by a variety of lines, forming segments of the cell
borders of the cells (Fig. 1).

Fig. 1. The approximation of cell sides by lines

Unfortunately, there are many possibilities of lines’ placement. Leaving the
user to their choice, objective measurement is lost.

Triple points use allows for some simplification [4, 5] resulting in segmen-
tation and determining them as endpoints of sections approximating cells’
sides (Fig. 2).

Fig. 2. A sample of cell segmentation, the border, triple points and approximation
by sections

The segmented image of cells grid contains triple points adjacent to a se-
lected cell. Assuming that the figure is convex, the designation of the order of
points making up the subsequent sides is done by sorting the points according
to the angle formed by the horizontal axis running through the center section
of cells and cells from the center point to the triple point (Fig. 3).
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Fig. 3. A method of selecting subsequent triple points

4 Assessment of CVSL Factor Application for
Synthetic Models

To justify the need for further pre-research on the use of factor, there are
pointed the synthetic examples, which show the model situations. The ex-
ample (Fig. 4) contains two mesh cells. The first one (A) contains a uniform
square cells with sides of lengths a, the second (B) - homogeneous rectangular,
with sides of lengths a and 2a.

Fig. 4. A sample mesh with square and rectangular cells

Hexagonality for both grids (A and B) is 0%.

H(A) = 0 (6)

H(B) = 0 (7)

Calculating CV ofS for these cases ( CVofS(A) i CVofS(B) ):

μS(A) = a2 (8)
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CV ofS(A) =

√
25∗(a2−μS)2

25

μS
=

√
25∗(a2−a2)2

25

μS
= 0 (9)

μS(B) = 2a2 (10)

CV ofS(B) =

√
25∗(2a2−μS)2

25

μS
=

√
25∗(2a2−2a2)2

25

μS
= 0 (11)

Calculating the CV SL factor for these cases (A and B) we get the following
values of CV ofSL(A) i CV ofSL(B):

μSL(A) =
a+ a+ a+ a

4
= a (12)

CV ofSL(A) =

√
(a−μSL)2+(a−μSL)2+(a−μSL)2+(a−μSL)2

4

μSL
=

√
4∗(a−a)2

4

μSL
= 0

(13)

CV SL(A) = CV ofSL =
25 ∗ 0
25

= 0 (14)

μSL(B) =
2a+ a+ 2a+ a

4
= 1.5a (15)

CV ofSL(B) =

√
(2a−μSL)2+(a−μSL)2+(2a−μSL)2+(a−μSL)2

4

μSL
=

√
(2a−1.5a)2+(a−1.5a)2+(2a−1.5a)2+(a−1.5a)2

4

1.5a
=√

4∗(0.5a)2
4

1.5a
=

0.5

1.5
=

1

3
≈ 0.33 (16)

CV SL(B) = CV ofSL =
25 ∗ 1
25 ∗ 3 =

1

3
≈ 0.33 (17)

All values of factors are collected in Tab. 1. The data indicate that the
provided factorsH and CV ofS do not change, but the proposed factor CV SL
varies significantly. Similar behavior applies to other models of networks. The
Fig. 5 shows hexagonal grid (C) and the second, stretched in the horizontal
axis (D).

This image, as a bitmap, was processed in the test application, performing
operations according to the methods described in this article. The results are
presented in Table 2. As in the previous case, the value of H and CV ofS not
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Table 1. Values of the factors for the first example of mesh

Picture Hex CVofS CVSL

A 0 0 0
B 0 0 0.33

Fig. 5. A sample mesh with hexagonal cells

Table 2. Values of the factors for the second example of mesh

Picture Hex CVofS CVSL

C 100 0.011 0.0112
D 100 0.013 0.3560

have changed or have changed insignificantly, while the value of the proposed
pointer CV SL has changed significantly. Thus, the Authors can conclude that
if CV ofS rate is not sensitive to even stretch the cells, a factor of CV SL is
able to demonstrate it. It is therefore important for further research into the
use of this factor in scientific research.

5 Conclusion

This paper presents proposals for a new pointer based on coefficient of vari-
ation of the cell sides lengths (CV SL). In tests based on synthetic examples
sensitivity of the proposed factor was pointed, while the standard factors used
showed no significant difference. Further research on the use of the proposed
pointer should be on data from actual examinations. The next work involves
also the research on the shape of cells [6, 7, 8] and the application of factors
in diagnostics. Possibilities of cells shape recognition by using the methods
described in [9, 10, 11] are studied and are planned to be the topic of the
next papers. It should also be mentioned that the problem of medical pictures
preprocessing is crucial in automatic medical image analysis [12] and will be
also studied in the context of microscopy pictures of corneal endothelial cells.
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Summary. This paper presents a distributed solution for the development
of deformable model-based medical image segmentation methods. The design
and implementation stages of the segmentation methods usually require a lot
of time and resources, since the variations of the tested algorithms have to be
constantly evaluated on many different data sets. To address this problem,
we extended our web platform for development of deformable model-based
methods with an ability to distribute the computational workload. The solu-
tion was implemented on a computing cluster of multi-core nodes with the use
of the Java Parallel Processing Framework. The experimental results show
significant speedup of the computations, especially in the case of resource-
demanding three-dimensional methods.

1 Introduction

Medical imaging methods provide a non-invasive insight into the human body
and are an invaluable source of information in clinical and research practice.
The constant progress of the imaging techniques calls for the development
of more accurate and efficient image analysis algorithms. One of the most
important task is segmentation, i.e. partitioning of the image into distinct
regions in order to extract, for example, specific tissues, pathological changes
or entire organs.

The usefulness of the segmentation methods is determined by their abil-
ity to provide fast, accurate and reproducible results, while dealing with the
increasing size of the analyzed data. Image sets obtained with magnetic res-
onance imaging (MRI) or computed tomography (CT) can contain hundreds
of hi-resolution images, which poses a performance challenge to the image
processing and analysis algorithms. The time and resource-consuming com-
putations are especially evident in the development stage of the segmentation
methods, since the designed algorithms have to be fully tested on different
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data sets and parameter values. Such a computational overhead urges for the
use of parallelization tools that will utilize the power of the modern comput-
ers. The ubiquity of powerful, multi-core desktop machines encourages the
usage of commodity hardware for the parallelization and distribution of the
computations.

In this paper we present a distributed platform for development of the de-
formable model-based methods - a group of algorithms suitable for medical
image segmentation [1], which use a deforming shape to match and extract
an interesting object from the image. We used our extensible Java-based seg-
mentation platform [2], originally build in a client-server architecture, and
employed the Java Parallel Processing Framework (JPPF) [3] to distribute of
computations over a cluster of commodity machines. The distribution scheme
also makes use of parallelization within one process with the help of Java 7
Fork/Join Framework [4]. This solution aims for the simplicity of the com-
putational model, reusability of the existing code and low deployment and
maintenance cost. The framework was tested on different data sets and seg-
mentation methods of various complexity and showed a significant perfor-
mance speedup.

The paper is organized as follows. Section 2 outlines the deformable models
background and the work in distributed image analysis. Section 3 presents
our web platform for the development of segmentation methods. Section 4
describes the distribution method integrated in the platform. Experimental
results are presented in Section 5. Conclusions and plans for future research
are sketched in the last section.

2 Background and Related Work

Deformable models are a class of segmentation methods based on a deform-
ing shape that tries to adapt to a specific image region. The shape is usually
represented as a 2D contour or a 3D surface and undergoes a deformation pro-
cess under the influences of external and internal forces. The external forces
attract the shape to the segmented image features, while the internal forces
control its smoothness and continuity. The classical forms of the deformable
models, like the influential 2D "snake" algorithm [5] and a 3D active surface
[6], were modified and extended, e.g., with adaptive topology mechanisms [7]
or robust expansion forces [8]. The distinctive features of deformable models,
like their continuous nature and noise insensitivity, make them well suited
for medical image segmentation [1].

Recently, many tools for distributed computing have been used in general
and medical image analysis. Apache Hadoop [9], an open-source implemen-
tation of MapReduce paradigm, was successfully used for the task of image
processing, proving to be particularly effective in analysis of large volumes of
data [10]. Notably, a distributed active contour [11] was implemented using
the Globus Toolkit [12] - a powerful tool for building grid systems. JPPF [3]
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(a) (b)

Fig. 1. Client interface of the segmentation application in 2D contour (a) and 3D
surface mode (b)

is an another distributed computing framework, written in the Java language,
that exhibited usefulness in medical image analysis [13].

3 Web-Based Segmentation Framework

We have developed a web-based platform [2] for the task of design and eval-
uation of deformable model-based biomedical image segmentation methods.
The system is built in a server-client architecture, offering client applications
in a form of Java applets, while the computations and data storage are per-
formed on the server. The clients are provided with a set of tools for develop-
ment, evaluation and visualization (2D planar reconstruction and 3D volume
rendering) of the methods, a remote image data repository (with planned
DICOM support) and a system of user profiles. The segmentation framework
is based on an extensible template system for constructing two and three-
dimensional methods. Each segmentation method can be composed from a
set of existing components, like deformation models, internal and external
energies, constraints or custom extensions. The users can also create their
own components with a build-in scripting language and store them in the
profile system. This decomposition scheme enforced the creation of a uni-
fied method interface for computation, visualization and comparison of the
results. Currently, the platform support the 2D active contour, working on
a set of images, and a 3D active surface, working on a volumetric data set
(see Fig. 1).

The deformable models computations are performed in a request-response
manner. The client request contains a user-defined script with the method
definition and its parameters, an address of the segmented data (stored in
the repository) and, optionally, a location of a reference segmentation, essen-
tial for the evaluation of the results. Furthermore, the client can submit a
batch job of many requests with the same image data, but different method
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parameters. This case is a typical development scenario for finding the opti-
mal set of parameter values and is the most time and resource consuming.
After the computation, a response with the segmentation and evaluation re-
sults is returned to the client.

4 Distributed Solution

Our segmentation system was extended with the ability to parallelize the
computational workload using a JPPF cluster of desktop machines. The
service-oriented architecture of our framework allowed the distribution of
the existing computing requests, making this process opaque from the client
perspective. To fully utilize the hardware potential, the task are not only
divided into many processes and distributed among the cluster worker nodes,
but also parallelized on the single node level.

4.1 Task Distribution

The distribution of the requests among different machines was achieved with
the JPPF Framework. The framework turned out to be a powerful tool with
a very low integration cost.

The system structure was extended by the addition of the JPPF cluster
(see Fig. 2). Previously, the system consisted of an Axis2/Java [14] web ser-
vice server that was performing the computations, a data repository and an
LDAP server for user authentication and profile storage. The cluster is com-
posed of a single master server (called the Driver) and a set of worker desktop
machines (nodes), contained in a private network. After the integration, the
Axis2 server is only a facade for the computational requests, hiding the clus-
ter from the public access. Requests passed to the Driver are distributed
and performed independently on the nodes. After the computations, the re-
sults are send to the Driver, gathered and returned to the Axis2 server, that
transmits them to the client using the original protocol.

Each node is directly connected to the data repository and loads the im-
ages required by the executed request. To avoid the unnecessary overhead of
reloading of the recurring data, the nodes are equipped with an in-memory
cache for the recent images. The cache is implemented with the Google Guava
library [15], that provides lightweight and thread-safe caching utilities.

One of the most useful features of JPPF is the dynamical deployment of
the services: the framework automatically copies and distributes the client
code among the cluster nodes. This process relieves the developer from the
maintenance overhead and provides a way for rapid prototyping on the dis-
tributed level, which is especially beneficial during the development stage.
However, the auto-deployment can open a possibility of abuse, therefore, in
our system, the cluster is hidden behind the Axis2 web service facade.
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Fig. 2. Diagram of the application network system

The programming model of the framework is also very simple and encour-
ages the reusability of the existing code. There is no need for adaptation of
a specific programming model (like MapReduce in Apache Hadoop) and no
labor-intensive creation and configuration process (like in Globus Toolkit).

4.2 Single Task Parallelization

Apart from the distribution of the workload among different machines, much
of the computations could be also parallelized within the single node process.
This hybrid approach was used to fully utilize the power of multi-core worker
machines and reduce the communication overhead.

The implemented algorithms make an extensive use of Java Fork/Join
Framework [4], introduced in Java SE 7. The framework helps to recursively
divide the work among many threads and uses a work-stealing algorithm to
uniformly distribute the computations. This approach was used in two cases:
to parallelize the execution of multi-image 2D request and to speed up the
3D active surface. In the first case, multiple active contours are uniformly
split over the cores of a single node and executed in parallel. The active
surface evolution time benefited from the parallelization of the polygon mesh
voxelization algorithm [16]. This method is used to find the internal region
of the surface, necessary for the calculation of its statistics [17] and during
the generation of the segmentation results.

5 Experimental Evaluation

The distributed system was evaluated on a cluster of 16 worker machines.
The experiments were performed with deformable model methods of various
computational complexity and data demand.
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(a) (b)

Fig. 3. Results of the experiments: total processing time (a) and speedup (b)

The cluster consisted of 16 desktop computers with Intel Xeon CPU
E31270 4 core processors and 8 GB of RAM, each running a single instance
of JPPF node on Linux 2.6 and connected by Gigabit Ethernet network. The
JPPF Driver was deployed on a rack server with 6 core Intel Xeon E5645
CPU with 16 GB RAM. The Axis2 server configuration was similar to the
Driver. The cluster was built using the 3.2 version of JPPF.

The system performance was tested on a 3 real-life segmentations tasks.
Each task used a single deformable method, but was divided into a number of
request with different sets of method parameters. The experiments consisted
of:

• 2D single: a brain segmentation on a single 512x512 MRI image with
the adaptive 2D active contour [18] (20 sets of parameters);

• 2D series: a segmentation of human cranium on a set of 90 256x256 CT
images with the mentioned 2D active contour (16 sets of parameters);

• 3D surface: a segmentation of human cranium with 3D deformable sur-
face [17] (100 256x256 CT images, 16 sets of parameters).

Figure 3a presents the total calculation time of the tasks and the speedup
is shown in Fig. 3b. Sample results of the segmentations are presented in
Fig. 4.

The performance gain is clearly visible for the last two cases (2D series and
3D surface), while the speedup benefit of the first case is less impressive. The
2D single contour was not computationally intensive enough to overcome the
framework overhead (i.e. network communication, data retrieval) and even
demonstrated a slight decrease of the speedup between 8 and 16 cluster nodes.
The two other, more demanding tasks showed a significantly better scalabil-
ity, where the 3D surface speedup was the closest to the ideal linear reference.
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(a) (b) (c)

Fig. 4. Sample results from the experiments: brain segmentation with a 2D active
contour (a), segmentation of the cranium with a 2D snake (b) and with a 3D active
surface (c)

The 2D series case achieved a steady performance gain, but the overall
speedup was less impressive. All the requests of the 3D surface exhibited
a roughly constant time, while the execution time of the 2D active contour
was more dependent on the value of the parameters. This time variation
leads to the decrease of the scalability, because the optimal distribution of
the tasks would require an advance-knowledge of the tasks execution time, or
an employment of a more advanced, work-stealing load balancing algorithm.

It should be noted that the single node performance is dependent on the
retrieval of the image data from the repository. Fortunately, the usage of the
cache mechanism makes the data loading overhead present only during
the execution of the first request from the group.

6 Conclusion

In this paper a distributed framework for deformable model-based medical im-
age segmentation is presented. The solution makes use of a workload distri-
bution on a JPPF cluster and shared-memory parallelization with the Java
Fork/Join framework. This approach was seamlessly integrated in the exist-
ing, centralized client-server architecture of our segmentation framework and
demonstrated a significant performance improvement during the experimental
validation.

The presented solution is still in its development stage. Before the eventual
integration with the production version of the segmentation platform, we will
investigate the usage of custom load-balancing algorithms, incorporation of
heterogeneous cluster hardware and utilization of general-purpose computing
on graphics processing units.
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Summary. This paper considers the problem of enhancement of low-dose
CT images. These images are usually distorted by the artifact similar to
‘film grain’, which affects image quality and hinders image segmentation.
The method introduced in this paper reduces influence of the distortion by
retrieval of pixel intensities under the ‘grains’ using graph-based anisotropic
interpolation. Results of applying the introduced method to low-dose CT
scans of hydrocephalic brains are presented and discussed. The influence of
the introduced method on the accuracy of image segmentation is analysed.

1 Introduction

Medical imaging procedures plays important role in modern radiologic diag-
nosis. Recently, one of the most preferred radiological studies is computed
tomography (CT). It’s application is increasing over the last years. CT pro-
duces volumetric scans of specific regions of the human body in a brief time,
what is a significant advantage over other existing imaging procedures (e.g.
MRI or PET)[1]. However, computed tomography requires the highest ra-
diation doses over other procedures. Additionally, the collective dose is still
rising due to wide availability and increasing resolution of multislice CT scan-
ners. As a result, the radioactive exposure that some patients are receiving
is recently so high, that causes definitive risks to health. One of the steps
to minimize this risk is using low-dose protocols for CT imaging. In par-
ticular, more and more often ALARA principle (i.e. As Low As Reasonably
Achievable) is applied.

Low-dose CT imaging is now becoming a standard in diagnosis in chil-
dren which often undergo multiple follow-up scanning at short time intervals.
Therefore, in order to minimize the potential risk of malignancies later in life,
low-dose protocols for head CT are being developed [2, 3, 4]. They aim at

R.S. Choraś (ed.), Image Processing and Communications Challenges 5, 29
Advances in Intelligent Systems and Computing 233,
DOI: 10.1007/978-3-319-01622-1_4, © Springer International Publishing Switzerland 2014



30 T. Węgliński and A. Fabijańska

bringing down the radiation dose to the lowest level, which would provide
effective diagnostic information.

Although clinicians find low-dose head CT images diagnostically accept-
able, the dose reduction significantly deteriorates image quality. This in turn
affects the performance of known algorithms for an automatic and a semiau-
tomatic assessment brain diseases. These algorithms are mainly dedicated to
high quality standard-dose CT scans and fail when applied to noisy and low
contrast low-dose datasets.

Having in mind the abovementioned, this paper proposes the algorithm,
dedicated to enhancement of low-dose CT images of hydrocephalic brains in
children. The introduced method compensates intensity distribution within
intracranial region using graph-based intensity interpolation.

2 Problem Definition

In automatic assessment of brain diseases the main step is lesion segmenta-
tion from the CT dataset. It separates information connected with the lesion
from the entire information contained within CT scan. Binary image after
segmentation is next used to determine important parameters of the lesion
(e.g. dimensions, area or volume)[5, 6]. Therefore the accuracy of image seg-
mentation is crucial for the precise diagnosis.

Extraction of the diseased region can be effectively performed in the case
of normal-dose CT scans. These are usually high contrast images where the
lesion can be easily distinguished. However, in the case of low-dose CT im-
ages, the segmentation algorithms fail, due to high level of noise and film
grain artifacts. This effect is presented in Fig. 1, which shows the result of
cerebrospinal fluid segmentation from low-dose (Fig. 1a) and normal-dose
(see Fig. 1b) CT scans of a hydrocephalic brain.

Fig. 1. Exemplary CT slices of hydrocephalic brain and the corresponding image
segmentation results; normal-dose CT (on left) and low-dose CT (on right)

To ensure a uniform processing of normal and low-dose CT scans, it is
desirable to develop the specialized image enhancement algorithms dedicated
to preprocessing of low-dose CT brain scans. Image preprocessing algorithm
introduced in this paper is a step forward into solving this problem.
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3 Graph-Based Image Intensity Interpolation

The introduced image enhancement algorithm retrieves intensities of pixels
distorted by low-dose artifact using graph interpolation approach proposed
in [7]. The method uses graph based image representation (where nodes rep-
resent pixels and edge weights describe relations between pixels) and then
interpolates the missing nodal values (i.e. interior nodes) using known inten-
sities from undistorted boundary nodes.

Having the pixel adjacency graphG = (V,E) with vertices v ∈ V and edges
e ∈ E ⊆ V×V with cardinalities n = |V | and m = |E|, the problem of graph
interpolation is equivalent with finding combinatorial harmonic function u
which minimizes Dirichlet integral given as follows:

D[u] =
1

2
uTLu (1)

where L is n×n Laplacian matrix indexed by vertices vi and vj in accordance
with Equation 2, dvi =

∑
wij stands for degree of node and wij > 0 is weight

assigned to edge eij connecting nodes vj and vj .

Lvivj =

⎧⎪⎨
⎪⎩
dvi if i = j

−wij if vi and vj are adjacent
0 otherwise

(2)

Assuming, that nodes in L are ordered, such that the boundary (known)
nodes are first and the interior (unknown) nodes are the second, Equation 1
may be rewritten into:

D[ui] =
1

2
[uTb u

T
i ]

[
Lb R
R Li

] [
ub
ui

]
(3)

where ub and ui corresponds to the intensities (potentials) of the boundary
and interior nodes respectively. After differentiating D[ui] with respect to ui
yelds the following system of linear equations with |ui| unknows:

Liui = −RTub (4)

The solution contaned in ui are the interpolated values of pixel intensities.
According to results in [7] the highest resemblance between the original

and the restored pixel intensities is ensured when anisotropic interpolation
is performed. It is when the image information is encoded into edge weights
wij . Therefore in the introduced approach we employed a Gaussian weighting
function given by the following equation:

wij = exp(−β|Ii − Ij |) (5)

where Ii is image intensity of pixel represented by node vi and β is parameter
that controls the severity of anisotropy induced by image intensity.
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4 The Proposed Approach

The main idea behind the introduced method is to retrieve intensity infor-
mation in regions distorted by low-dose artifact using graph based intensity
interpolation. Intensity retrieval is performed iteratively where each iteration
detects faulty regions and interpolates image information within them.

Detection of faulty regions incorporates two steps. Firstly, the traditional
Otsu thresholding is applied [8]. It produces binary image which exhibits
pixels of intensities significantly different than their neighbors. These may be
regarded as the boundary objects (parents) and their children (single objects
completely enclosed by the parents) as explained in Figure 2. Child objects
indicate regions to be corrected based on intensities of parent objects. In the
second step, the algorithm traces all the child objects (which are easy to find
as they are isolated regions seen on the contrasting background) and labels
them as interior pixels.

Fig. 2. The outer objects (parents) and their children in exemplary image after
thresholding

The search of interior pixels considers both: white child objects surrounded
by black parents as well as black child objects surrounded by white parents.
In the case of CT scans of hydrocephalic brains, the first ones correspond to
distortions found within region of cerebrospinal fluid, while the last ones are
distortions appearing in the surrounding brain tissue. Child objects found
within both these regions in two consecutive iterations are shown in red color
in Figure 3.

In the next step interpolation is performed. It finds values of the interior
pixels that interpolate between the intensities of the neighboring boundary
pixels. In particular weighted undirected graph G(V,E) is built for an input

Fig. 3. Child objects found within intracranial region in two consecutive iterations



Enhancement of Low-Dose CT Brain Scans 33

(grayscale) image as described in Section 3. Weights are assigned to edges in
accordance with Equation 5. Nodes which intensities are interpolated corre-
spond with pixels located within child regions. The output (retrieved) image
is then used for the next iteration. The pseudocode of the method is sketched
in Algorithm 1.

Input: img, iter
Output: img
1: sw := 1
2: while iter > 0 do
3: threshold image img to find interior pixels
4: build graph G{V, E} where weights incorporate intensity information
5: interpolate interior pixels on G{V, E} with Dirichlet function
6: replace img with the output of interpolation
7: iter := iter − 1
8: sw := −1 ∗ sw
9: end while

Algorithm 1. The proposed image enhancement algorithm; img - input
image, iter - number of iterations

The number of iterations is set manually. The optimal number of iterations
depends on the quality and degree of image degradation. However for low-
dose CT images used in the described research, the number of iterations
varied between 2 and 4.

5 Results and Discussion

Visual results of applying the introduced approach to exemplary low-dose
CT images are presented in Figure 4. In particular, top panel presents the
original image, while the corresponding results of image enhancement using
the introduced approach are shown in the bottom panel.

Results presented in Figure 4 clearly show that the introduced approach
diminishes level of ‘grain’ distortions within the image. Distribution of image
intensity within the intracranial brain region was visibly equalized while the
edge information was preserved.

Due to lack of the original (undistorted) CT images, it was impossible
to assess the accuracy of image reconstruction using the traditional image
quality measures (PSNR, SSIM Index, etc.). Therefore, the accuracy of the
introduced approach was determined based on the results of image segmen-
tation. In particular results of segmentation of cerberospinal fluid (CSF) per-
formed on the original and the retrieved image were compared with results
of manual segmentation performed by the specialist. The assessment was
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Fig. 4. Results of image enhancement using the introduced method; top panel -
original low-dose CT images; bottom panel - images after enhancement

performed by means of precision P , recall R, accuracy A and F-Score FS
given by Equations 6-9 respectively.

P =
tp

tp+ fp
(6)

R =
tp

tp+ fn
(7)

A =
tp+ tn

tp+ tn+ fp+ fn
(8)

FS =
PR

P +R
(9)

where tp is a number of true positives, tn is a number of true negatives, fp
is a number of false positives and fn is a number of false negatives. For a
perfect segmentation, all these measures should be equal 1. Low precision
P indicates over-segmentation, low recall R means under-segmentation and
a significant object data loss. F-Score is an indicator of total segmentation
quality.

Visual results of image segmentation applied to the original (low-dose) and
the enhanced CT images are presented in Figure 5. In particular, the first
row presents the referential results of manual CSF segmentation compared
to the input image (series: ground truth). This is followed by the results of
image segmentation applied to the original low-dose CT images (series: low).
Finally, the last row presents results of CSF segmentation from the enhanced
images (series: enhanced). For image segmentation, the min-cut/max-flow
approach was applied, as described in our previous work [5].

The corresponding results of the numerical assessment of image segmen-
tation accuracy are given in Table 1. The case ID (corresponding with Fig.
5) is indicated in the first column. The second column contains the name
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Fig. 5. Comparison of image segmentation results

of the regarded series of images (i.e. low and enhanced). This is followed by
the values of precision, recall, accuracy and F-Score determined for image
segmentation performed on the original and the enhanced images.

Table 1. Numerical assessment of image segmentation quality

Case ID Quality Precision Recall Accuracy F-score

1 low 0.55 0.63 0.85 0.59
enhanced 0.74 0.83 0.92 0.78

2 low 0.69 0.44 0.92 0.56
enhanced 0.72 0.65 0.95 0.68

3 low 0.79 0.74 0.92 0.77
enhanced 0.84 0.78 0.93 0.81

4 low 0.57 0.52 0.92 0.54
enhanced 0.60 0.67 0.95 0.63

5 low 0.54 0.51 0.91 0.52
enhanced 0.84 0.78 0.93 0.80

The numerical results presented in Table 1 clearly shows, that the intro-
duced image enhancement algorithm improves the quality of image segmen-
tation using min-cut/max-flow approach. In all regarded cases, measures of
image segmentation quality obtained for the enhanced images are higher than
those calculated for the original low-dose CT images. The improvement is ob-
served especially in cases 1 and 5 where the level of distortion is subjectively
the highest.
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6 Conclusions

In this paper the algorithm for reduction of the artifact similar to ‘film grain’
was introduced. This kind of distortion often appears in the low-dose CT
brain images. The method is an iteractive approach which detects ‘grains’
and restores pixel intensities within these regions using graph based intensity
interpolation.

The algorithm was tested on CT scans of hydrocephalic brains. The ob-
tained results proved the algorithm efficiency. The usefulness of the intro-
duced image enhancement algorithm increases together with the increasing
level of distortions arising from low doses used for CT imaging.

Although the algorithm was developed for enhancement of images of hy-
drocephalic brains, it can be easily extended to other applications where
low-dose CT images are used.
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work of project no. IP2012 011272.
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Summary. This paper describes an analytical iterative approach to the
problem of image reconstruction from parallel projections using Expecta-
tion Minimization algorithm. The experiments with noisy measurements have
shown that EM algorithm can deblur the reconstructed image. The achieved
results confirm that designed reconstruction procedure is able to reconstruct
an image with better quality than image obtained using the traditional back-
projection algorithm.

1 Introduction

The image recostruction problem is a popular research thread mainly met
in the medical imaging techniques e.g. computed tomography (CT). The ob-
tained images are often blurred because real measurements of x-ray intensity,
which are used to perform the reconstruction process, are distorted by phys-
ical noise. One of the possible solution to resist the mentioned problem is to
increase the intensity of x-rays. Unfortunately, this approach has undoubtedly
negative effect for health of the patient and causes conflicts with current safety
requirements for radiation protection. This creates a new fields of research for
many scientists who are working on the problem of image reconstruction. The
most popular reconstruction algorithms are those using filtred back-projection
methodology (FBP) and the algebraic reconstruction technique (ART) [1]. Be-
side those methods, there exist iterative reconstruction techniques which can
be exploited to reduce influence of the measurement noise on the quality of re-
constructed image [2]. Statistical algorithms are strongly based on the statis-
tical model of a given medical imaging system, e.g. the maximum a posteriori
probability (MAP) approach (see e.g. [3]). The MAP model is a part of the
design of the iterative coordinate descent (ICD) reconstruction method [3][4].
An analytical approach (see e.g. [5], [6], [7], [8]) would eliminate the most of
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problems involved with the algerbraic background of that approach, including
the computational complexity of the method. The performed experiments have
shown that good convergence result can be achieved after only a few thousand
iteration.

2 Image Reconstruction Algorithm

An analytical statistical reconstruction algorithm was described in [9]. In this
paper this idea is developed taking into considerations the time of reconstruc-
tion process and calculation complexity of the algorithm. The scheme of the
proposed reconstruction method using the Expected Maximization algorithm
is shown in Fig. 1, where the parallel-beam geometry of collected projections
is used.

Fig. 1. A image reconstruction algorithm with parallel-beam geometry of the
scanner
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2.1 The Back-Projection Operation

The first step of the explored reconstruction algorithm is a back-projection
operation. A defined function as μ(x, y) describes a distribution of the atten-
uation coefficient of x-rays in investigated cross-section of the human body.
This operation is carried out according to the following relation:

μ̃ (x, y) =

π∫
0

ṗ (s, α) dα. (1)

During this operation, measurements p (s, α) are used, which are obtained in
physical way by scanner. It is highly possible that for a given projection any
ray will not pass through a certain point (x, y) of the reconstructed image.
To evaluate a projection value for a virtual ray passing through on this point
it can be applied interpolation, as follows

ṗ (ṡ, α) =

+∞∫
−∞

p (s, α) · int (ṡ− s) ds, (2)

where int (Δs) is an interpolation function, and s = x cosα + y sinα. After
the back-projection operation we obtain a strongly blurred image μ̃ (x, y).

In literature (see e.g. [8]) is shown that this image μ̃ (x, y) can be expressed
by the following relation:

ˆ̃μ (i, j) �
∑
k

∑
l

μ̂ (l, k) · h (i− k, j − l) , (3)

where

h (Δi,Δj) = Δα (Δs)
2 ·

Ψ−1∑
ψ=0

int (iΔs cosψΔα + jΔs sinψΔα) , (4)

and i, k = 0, 1, . . . , I; j, l = 0, 1, . . . , J , where I and J are numbers of pixels
in horizontal and vertical directions.

From equation (3) can be deduced that the image obtained after back-
projection operation is a convolution of the original image and the geometrical
distortion element given by (4). The coefficients h (Δi,Δj) can be precalcu-
lated in numerical way, before the reconstruction procedure is started.

2.2 The Reconstruction Process Using EM-Type
Algorithm

According to the considerations of Snyder et al. [10], the deconvolution prob-
lem (deblurring problem) can be presented in the following scheme
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∫
x∈X

h (y|x) c (x) dx = a (y) , (5)

where a (y); y ∈ Y is an observed function, h (y|x) is a kernel, c (x) is a
function which has to be reconstructed.

An iterative reconstruction algorithm was proposed in [10] which minimizes
monotonically Csiszár I -divergence (it is worth to note that this divergence
is a generalization of the Kullback-Leibler divergence). That divergence is
observed between a reconstructed function c (x) and a based on measurement
function a (y). The original iterative deblurring algorithm was written in the
following way

ct+1 (x) = ct (x)
1

H (x)
·
∫

y∈Y

h (y|x)∫
x∈X

h (y|x) ct (x)a (y) dy, (6)

where
H (x) =

∫
y∈Y

h (y|x) dy, (7)

and ct+1 (x); ct (x) are current and updated versions of the functions c (x),
respectively.

Taking into account the form of the invariant system (3) and basing on the
scheme (6), we can formulate an iterative EM-type reconstruction algorithm
as follows

μ̂t+1 (i, j) = μ̂t (i, j)
ˆ̃μ (i, j)∑

k

∑
l μ̂t (l, k) · h (i− k, j − l)

. (8)

Above iterative expression is fundamental for our new concept of image re-
construction procedure.

3 Experimental Results

A mathematical model of the projected object, a so-called phantom, is used
to obtain projections during simulations. The most common matematical
phantom of head was proposed by Kak (see eg. [11]).

A measurement noise can be modeled by Poisson distribution. A generic
probability function for this distribution can be described as:

f(x;λ) = P (X = x) =
λxe−λ

x!
(9)

where λ is a nonnegative real number which is expectation number of events
in a given period of time and x is a random variable.
P (X = x) is a probability mass function. It gives probability for any real

number x such that a discrete random variable takes the value x
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∑
x

P (X = x) = 1 (10)

At start the values of the projections ṗ (s, α) are calculated in the similar way
as it is performed in the Shepp-logan phantom. Then values of radiation I∗

intensity were established according to the following relation:

ln(I∗(U)) = ln(I(0))− ṗ (s, α) (11)

where I(0) is the same initial x-ray intensity for all projections. Afterwards,
the statistical value of the intensity I(U) are generated with expected value
I∗(U). After all this value are applied to back-calculated the projections.

In presented experiment the size of the image was fixed at I×J = 128×128
pixels.

The discret approximation of the interpolation operation expressed by
equation (2) takes the form

ṗ (s, α) =

L/2−1∑
l=−L/2

p̂ (l, α) · int (s− lΔα) . (12)

The interpolation function Int (Δs) can be defined for example as linear
interpolation function

intL(Δs) =

{
1
Δs

(
1− |Δs|

Δs

)
if |Δs| ≥ Δs

0, if |Δs| > Δs

, (13)

where Δs = (i cosα+ j sinα).
The obtained after back-projection operation image was next subject to

a process of reconstruction using iterative reconstruction process described
by (8).

The differences between reconstructed images obtained using: the standart
convolution/back-projection method using Shep-Logan kernel and presented
originally in this paper algorithm are depicted in Fig. 2. For better quality
of reconstructed image the initial values of inner pixels of head were changed
to 1.02.

The quality of the reconstructed image has been evaluated in this case by
error measure defined as follows

MSE =
1

I · J
I∑
i=1

J∑
j=1

[μ(i, j)− μ̂(i, j)]2 , (14)

where discrete function μ(i, j) describes an original image of reconstructed
cross-section.

These images are obtained using window described in [12]. In this case we
used the following parameters of the window C = 1.02, W = 0.2.
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a b c

Image
MSE 1 1.17363e-06 0.82444e-06

Fig. 2. View of the results image: mathematical model image (a); standard recon-
struction method (back-projection with Shepp-Logan filter) (b); EM-type recon-
struction algorithm described in this paper (c)

4 Conclusions

This paper presents EM algorithm whose implementation gives some benefits
in comparison to the standard back-projection method. It achieves conver-
gence very fast, i.e. it takes less than 3000 iterations. The results from Fig. 2
show that using the proposed solution one can achieve much better quality
of the reconstructed image with the same number of iterations in comparison
with traditional recostruction algorithms.
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Summary. The detection of local regular patterns and dependent values in
heavy noised signal is proposed in this paper. The moving window approach
allows computation of the maximal autocovariance of signal. The differences
are emphasized using Spatio–Temporal Track–Before–Detect algorithm so
tracking such objects is possible. The possibilities of this technique are shown
in a few illustrative examples and discussed. The detection of weak signals
hidden in the background noise is emphasized.

1 Introduction

Tracking systems are very important in military and civil applications [1, 2].
The most well recognized systems are related to the surveillance. Such sys-
tems are applied in the air, space, water surface and underwater surveillance
applications. There are many tracking algorithms that are proposed for gen-
eral or specific applications. Almost all tracking algorithms use conventional
processing approach, that is based on the detection and tracking scheme [1, 2].
Tracking systems could be characterized by the number of tracked objects
(single or multiple objects) and the number of sensors (single or multiple
sensors). The simplest case is related to the single object and single sensor
scenario. Larger number of objects needs assignment algorithm that is re-
sponsible for the track maintenance. Increased number of sensors needs the
proper data fusion.

The position is estimated using the detection algorithm. The detection
algorithm is based on the fixed or adaptive threshold. Numerous filtering al-
gorithms are applied for improvement of the detection. Obtained position is
processed by the tracking algorithm, so the trajectory is obtained. The track-
ing algorithm could be very simple if SNR (Signal–to–Noise Ratio) is high.
Lower SNR case should be processed by more advanced tracking algorithm,
that support motion model of the object. Lower SNR case is characterized by
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the multiple detections, so position of the object cannot be estimated using
single observation. Multiple observations and processing of them by tracking
algorithm allows estimation of the object position for such case. The ad-
ditional detections (false detections) are suppressed by the gate technique.
The gate is assigned to the predicted position of the object. It is possible
to estimate (predict) position even if the object detection is not achieved in
some measurements due to noise. There are many tracking algorithms like
the Benedict–Bordner, Kalman, EKF, Bayes filters [1, 2, 3, 4]. The scheme
of conventional approach is shown in Fig. 1.

Detection Tracking
trajectoriesmeasurements

Fig. 1. Detection and Tracking Scheme

The application of the tracking algorithm and the gate technique improves
SNR of overall system [1, 5]. SNR could be also very small, e.g. SNR < 1.
The signal of object is hidden in the noise background in such case. The
detection is not possible using conventional techniques at all. The threshold
value cannot be correctly selected, and giant amount of false observation may
occur, so conventional tracking approach is useless [1, 6, 7].

Low SNR case could be processed using alternative tracking approach
that is based on the Track–Before–Detect (TBD) scheme. This approach is
based on the opposite processing. All possible trajectories are processed using
tracking algorithm. There are many tracking algorithms processed in paral-
lel. There are 100M of tracking filters assuming 1000×1000 image resolution
(measurement data) and 100 motion vectors for example. Such processing
requirements are fixed and independent on the number of tracked object.
The processing cost is fixed even if no one object is in the range. Multiple
objects could be processed at the same cost. Most TBD algorithms are mul-
tiple object tracking algorithms. The detection of the object is possible after
the tracking. The tracking is based on spatial and temporal filtering of sig-
nal. It is possible using multidimensional filtering algorithms in some cases.
The motion model is related to the motion vectors that define trajectories
and cooperation between neighborhood motion vectors. The scheme of TBD
approach is shown in Fig. 2.

Tracking Detection
trajectoriesmeasurements

Fig. 2. Track–Before–Detect Scheme
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2 Spatio–Temporal Track–Before–Detect Algorithm

The Spatio–Temporal Track–Before–Detect algorithm (ST TBD) is the kind
of the multidimensional recursive filter [8]. The following pseudocode shows
ST TBD details:

Start
// Initial:

P (k = 0, s) = 0 (1)

For k ≥ 1 and s ∈ S
// Motion Update:

P−(k, s) =
∫
S

qk(s|sk−1)P (k − 1, sk−1)dsk−1 (2)

// Information Update:

P (k, s) = αP−(k, s) + (1 − α)X(k) (3)

EndFor
End
where:

S – state space: e.g. 2D position and motion vectors,
s – state (spatial and velocity components),
k – time moment,
α – smoothing coefficient α ∈ (0, 1),

X(k) – measurements,
P (k, s) – estimated value of objects,
P−(k, s) – predicted value of objects,
qk(s|sk−1) – state transitions (Markov matrix).

There are two formulas in ST TBD. Incoming measurements are processed
using the information update formula. It is a kind of the exponential filter
with the weight coefficient α. The motion update formula is the predictor. The
predicted values of the state space are mixed with incoming measurements
using the information update formula. There are two processes that occur
in ST TBD. The state space blurring occurs in the motion update, and the
state space sharpening occurs in information update formulas. The balance
between them is obtained by the selection of the smoothing coefficient.

The state space could be defined using numerous ways. The simplest case
occurs for the direct application of the measurement space to the state space.
The state space is multidimensional. The ST TBD works as low pass filter so
it is well destined to the processing of the positive signals that are disturbed
by the zero mean value noise.

The ST TBD have efficient implementations, using for example GPG-
PUs [9, 10, 11, 12, 13].
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3 Preprocessing of Measurement Space Using Maximal
Autocovariance

The processing of the positive signal of the object is very important in numer-
ous applications. Weak signals are emphasized by ST TBD and the detection
is possible together with the trajectory estimation.

The amplitude modulated signals could be processed using demodulation
techniques that are a part of the modified ST TBD [14].

Another kind of the object could be processed after preprocessing. The
noise object is characterized using comparison of distribution or distribution
parameters. Local variance [15] could be applied for the noise object. Another
possibility is direct comparison of distribution histograms. The chi–square
statistics [16] could be used for the computation of differences between two
distributions [17, 18, 19].

Such approach changes raw signal to the appropriate measurement space
[20, 21, 22, 23]. Direct application of ST TBD is not possible, because noise
signal has zero mean value, so output of ST TBD for the background and
object will be similar.

Autocovariance allows comparison of the original and delayed signal [24].
The signal X is delayed, and the lag is defined as n. The total length of the
signal is defined as N .

CXX(n) =
1

N − n
N∑

i=1+n

XiXi−n − (X |N1+n)(X |N−n
1 ) (4)

Application of the autocovariance allows testing regularities (e.g. period-
icity) of signal [24]. The signal could be any kind. The typical application of
the autocovariance is the testing of random generators.

The window approach is applied for the comparison of signals locally. The
lag n = 0 is omitted, so only positive lags n > 0 are considered. The lag
n = 0 is adequate to the variance computation. The signal is compared with
own direct copy, so the output value is positive and high. It is signal vari-
ance that is biased. Lack of the relation between signal and specific lag gives
zero value, but it is noised value due to small sample size. Periodic signal
give high values. Different noise distributions or filtered noise signal also give
changes. The object position is not always determined by the highest value
and the opposite output is possible. High dependence in the background sig-
nal gives high value. The object could be based on low dependence in the own
signal, so lower value of autocovariance is obtained. The window approach
allows computation of the new measurement for the information update
formula (1b).
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4 Example Results

4.1 Example: Random Signal – Different Distributions

This example shows results of the Gaussian background noise and the uniform
noise related to the object. The result of this example is shown in Fig. 3.
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Fig. 3. Output of ST TBD for different noise distributions
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Fig. 4. Example signals after 100 steps: input signal, maximal autocovariance, ST
TBD output

This is an example of the case where lower value of maximal autocovariance
has lower value (Fig. 4) for the object in comparison to the background. The
difference is quite quickly emphasized and is visible after less then 20 step
(Fig. 4).
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4.2 Example: Periodic Pattern Inside Gaussian Noise

This example shows results of the Gaussian background noise and pattern:
(-0.5, 0.5, -0.5, 0.5, -0.5, 0.5, -0.5, 0.5, -0.5). The result of this example is
shown in Fig. 5.
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Fig. 5. Output of ST TBD for periodic pattern
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Fig. 6. Example signals after 100 steps: input signal, maximal autocovariance, ST
TBD output

This pattern is hidden in the additive background noise, but it is possible
to find it. The width of area of detection is extended and blurred due to
possibility of the detection even if not all patterns are observed (Fig. 5).
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4.3 Example: Filtered Random Signal

This example shows results of the Gaussian background noise and the filtered
random signal related to the object. The result of this example is shown in
Fig. 7. The signal where, the object is located, is obtained by summation of
the Gaussian noise (multiplied by 0.5) and filtered Gaussian noise (also mul-
tiplied by 0.5). The signal is filtered using the moving average filter (MA1).
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Fig. 7. Output of ST TBD for filtered random signal

This example shows the detection based on the different distributions and
samples dependency in the object area. The detection is possible after about
20 processing steps. The detection area is blurred due to partial dependency
when the moving window overlaps partially area of the object.
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Fig. 8. Example signals after 100 steps: input signal, maximal autocovariance, ST
TBD output
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5 Discussion and Conclusions

The window size consist of 10 samples, only. Autocovariance is computed
for N − 1 = 9 lags. It is extremely small data set for the application of the
autocovariance.

The obtained results for specific time moment cannot be used for the
detection (Fig. 3, Fig. 5, Fig. 7 middle). The detection is possible after/during
tracking by filtering of many differences between the background and object
signals (Fig. 4, Fig. 6, Fig. 8).

Application of ST TBD allows filtering (e.g. accumulation of the results)
so it is possible to distinguish signals after some time steps (Fig. 4, Fig. 6,
Fig. 8). The difference is visible after about 20 steps.

ST TBD state space is initialized by zeros, so steady state is achieved
after some iterations. It is visible as dark (low value) strip at the beginning
of processing (Fig. 4, Fig. 6, Fig. 8).

The state space is multidimensional so it is assumed that object is not
moving and the appropriate subspace is shown. The position of the object
is fixed around the position 50. The 1D signal is processed but images (2D
signals) could be processed also.

The maximal value of autocovariance is processed by ST TBD algorithm.
The computation cost of the preprocessing is very small in comparison to ST
TBD algorithm. This is important advantage of the proposed algorithm. Effi-
cient implementations using pipeline processing of autocovariance arepossible.

The detection of dim objects is important. There is limitation of the pro-
posed algorithm related to the size of the object, that should be large - a few
samples (pixels) is the minimum. It is kind of the extended target. Smaller ob-
ject that occupy single sample cannot be processedusing the proposed solution.

The smoothing weight α = 0.98 is assumed in all examples. The optimiza-
tion of this value is possible [16] for improving time response of ST TBD. The
delay related to this behavior (similar to delay of the exponential filter) limits
application possibilities, where a new object is in the measurement range.

The proposed preprocessing is a valuable tool for the detection specific
from the autocovariance point of view differences between the background
and noise object signals.
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Summary. As the amount of multimedia data captured and published in
Internet constantly grows, it is essential to develop efficient tools for model-
ing the visual data similarity for browsing and searching in voluminous image
databases. Among these methods are those based on compact image repre-
sentation, such as mixture modeling of the color information conveyed by the
images. These methods could be efficient and robust to possible distortions
of color information caused by lossy coding. Moreover, they produce a com-
pact image representation in form of a vector of model parameters. Thus,
they are well suited for task of a color image retrieval in large, heterogenous
databases. This paper focuses on the proper choice of the color space in which
the modeling of lossy coded color image information, based on the mixture
approximation of chromaticity histogram, is evaluated. Retrieval results ob-
tained when RGB, I1I2I3, Y UV , CIE XY Z, CIE L∗a∗b∗, HSx, LSLM
and TSL color spaces were employed are presented and discussed.

1 Introduction

As the amount of multimedia data captured and published in Internet con-
stantly grows in latest years, it is essential to develop tools for managing this
enormous amount of information, to be suited for everyday use to growing
number of users [1]. This huge amount of visual information is so far the
largest and the most heterogenous image database, thus there is a question
which features meaningfully describe its content. Color is a useful character-
istic of our surrounding world, giving clue for the recognition, indexing and
retrieval of the images presenting the visual similarity. However, the image
representation in various color spaces can possibly yield different retrieval
results due to the fact that employed color spaces can present different char-
acteristics and thus they are suitable for different image processing tasks [2].
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The presented paper is organized as follows. Firstly the color space set,
which was used for retrieval efficiency evaluation, is discussed. Then the re-
trieval methodology is presented and along with the discussion on the exper-
imental results. Finally, conclusions are presented.

2 Analyzed Color Spaces

The color is uniquely defined in specified color space. The RGB color space
is considered as fundamental and commonly used space, which is a base for
many others obtained by it linear or nonlinear transformations. The color
spaces evaluated by linear transformation of RGB (e.g. Y UV , Y IQ) are com-
monly associated with hardware color displays. On contrary, the color spaces
obtained via nonlinear transformation of the RGB (e.g. HSV or L∗a∗b∗) are
considered as reflection the characteristic of the human visual systems. Let us
note that different color spaces derived from RGB by either group of linear
or nonlinear transformation can reveal various performance. Thus it is im-
portant to determine which of the color spaces is the most desirable for image
retrieval task. The most common RGB color space enables to describe each
color in terms of red, green and blue components. Other color spaces can be
derived from this space using linear or nonlinear transformations. This first
group of spaces are obtained by using the specified transformation matrix.

First of the analyzed color spaces is the XYZ color space. It was derived
by the International Commission on Illumination (CIE) in 1931 as a result of
set of experiments on the human perception, [4]. The second analyzed color
space I1I2I3 is the result of the decorrelation of the RGB components using
the K − L transform performed by Ohta 1980, [5]. The next color space is
the Y UV color space used by color video standards. It consists of luminance
(Y ) component and chrominance components (U and V ).

The LSLM is a color space based on the opposite responses of the cones,
i.e. black-white, red-green and yellow-blue. The following transformation ma-
trix defines the LMLS color space, [6]:

⎡
⎣ L

S
LM

⎤
⎦ =

⎡
⎣ 0.209 0.715 0.76
0.209 0.715 −0.924
3.148 −2.799 −0.349

⎤
⎦
⎡
⎣RG
B

⎤
⎦ (1)

The nonlinear transformation of RGB color spaces are, among the others,
HSV , TSL and CIE L∗a∗b∗. The TSL (Tint, Saturation, and Luminance)
color space is widely used in face detection research field,[7, 8]. The transfor-
mation is based on the formulae:

T =

⎧⎪⎨
⎪⎩

1
2π arctan r′

g′ +
1
4 , if g′ > 0

1
2π arctan r′

g′ +
3
4 , if g′ < 0

0, if g′ = 0

(2)
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S =

√
9

5
(r′2 + g′2), L = 0.299R+ 0.587G+ 0.114B (3)

CIE L∗a∗b∗ color space is a color-opponent space with dimension L for
lightness and a and b for the color-opponent dimensions, [9]. The HSV (Hue,
Saturation, Value) color space is related with the phenomenon of the human
eye vision. This model assumes that all colors can be extracted from the
white color, when some parts of the spectrum are absorbed by the illuminated
object and other parts can be reflected.

3 Image Retrieval Scheme
The parametric color image description is used in many image analysis so-
lutions. Although several proposed image retrieval techniques utilize the
Gaussian Mixture Model (GMM) [10, 11] as color distribution descriptor
[12, 13, 14], the aspect of the distortions caused by the lossy compression
was not taken into account. These methods simply index all images in the
database by fitting GMM to the data, according to some predefined rules.
The mixture based retrieval scheme applied in this work is robust to distor-
tions introduced by lossy compression and noise, [15, 17, 18, 19, 16], thus it
is important to test whether the use of various color spaces in information
modelling process will alternate the retrieval results,influencing the retrieval
accuracy.

The first step in applying the applied methodology is to construct the
histogram H(x, y) in the chosen chromaticity space defined as H(x, y) =
N−1�{ri,j = x, gi,j = y}, where H(x, y) denotes a specified bin of a two-
dimensional histogram with first component equal to x and second component
equal to y, the symbol � denotes the number of samples in a bin and N is the
number of color image pixels. As the pairs of the components representing
analyzed color spaces the following pairs were chosen: r − g (RGB), I2I3
(I1I2I3), U − V (YUV), T − S (TSL), a − b (L∗a∗b∗), H − S (HSV), and
S − LM (LSLM.)

The next stage of the presented technique is the modeling of the color
histogram using the Gaussian Mixture Models (GMM) and utilizing the
Expectation-Maximization (EM) algorithm for the model parameters
estimation as described in details in [15, 16]. Let us assume the following
probabilistic model: p(x|Θ) = ∑M

m=1 αmpm(x|θm), which is composed of M
components and its parameters are defined as: Θ = (α1, . . . αM , θ1, . . . , θM ),
with

∑M
m=1 αm = 1. Moreover, each pm is a function of the probability den-

sity function which is parameterized by θm. Thus, the analyzed model consists
of M components with M weighting coefficients αm.

Finally after derivations shown in [11] the model parameters are defined
as:

αk+1
m = N−1

∑N

i=1
p(m|xi, Θk), μk+1

m =

∑N
i=1 xi · p(m|xi, Θk)∑N
i=1 p(m|xi, Θk)

, (4)
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υk+1
m =

∑N
i=1 p(m|xi, Θk)(xi − μk+1

m )(xi − μk+1
m )T∑N

i=1 p(m|xi, Θk)
, (5)

where μ and υ denote the mean and variance, m is the index of the model
component and k is the iteration number. The E (Expectation) and M (Max-
imization) steps are performed simultaneously, according to (4) and (5) and
in each iteration, as the input data we use parameters obtained in the
previous one.

The main idea of the application of the GMM technique lies in the highly
desirable properties of this approach. The inherent feature of the GMM
enables to approximate the distorted color histogram of the color image sub-
jected to lossy compression, which is obtained through limited model com-
plexity (7 components) and number of iterations (75) of E-M algorithm, as
shown in [15, 17, 18, 19, 16]. Thus, this approach does not reflect exactly the
corrupted (by e.g. lossy coding) data, but rather approximates it toward the
chromaticity histogram of the original image. The lossy compression signifi-
cantly corrupts the color distribution of an image and a lack of the application
of any refinement techniques may lead to the high rate of false negative results,
as images stored in lossy formats are considered as dissimilar on the basis of
their corrupted color palette. In details, in the used method the GMM is used
as a descriptor of the image color distribution. However, the very important
aspect is the fact that the used method, based on weighted two-dimensional
Gaussians is robust to distortions introduced by lossy compression techniques
and therefore it can be used for the retrieval of images contained in the Web
based databases, which very often store images in lossy compression formats,
like JPEG and noise can be present. Due to this highly desirable properties of
the GMM retrieval method it is important to support it efficiency by the proper
choice of the color space, which describes accurately the color composition of
the analyzed image without influencing the similarity of the GMM models for
the visually related images. Having image indexed using the GMM signatures,
it is important to choose the accurate similarity measure to compare the in-
dexes associated with each of the images with that of the given query. In gen-
eral, the Minkowski metrics can be used to compare point to point the color
histograms. However, these measures are very susceptible to bin shifts, thus
even highly similar images can be considered as dissimilar when correspond-
ing bins of their chromaticity histograms are shifted and therefore, this group
of similarity measures is not taken into account in further analysis. However, it
is more suitable to generalize this concept toward distribution to distribution
similarity. For that purpose the Kullback-Leibler based similarity measures as
(DG) [20] and that taking into account the correlation of components within
each of the both mixture models, representing the analyzed images, as (DV )
[21], are employed.

Let us note that the first approach are designed to measure image sim-
ilarity for image retrieval tasks whereas the second approach was initially
designed for acoustic models used for speech recognition. The following
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formulae describe the distances as follows:DKL(Gi, Gj) = (μi−μj)TΣ−1(μi−
μj) + TR(ΣiΣ

−1
j + Σ−1

i Σj) where Gi and Gj denotes normal distributions
with mean values μi and μj , and covariance matrices Σi and Σj respec-
tively. DG(G

a, Gb) =
∑k

i=1 α
a
i (DKL(G

a
i , G

b
π(i)) + log

αa
i

αb
π(i)

) where π(i) =

argminj(DKL(G
a
i , G

b
j) − logαbj) is the matching function between compo-

nents i and j of the Gaussian Mixture Models Ga and Gb and αbi denotes the
weighting parameter α for ith component of model Ga. The second similarity

measure is defined as: DV (G
a, Gb) =

∑k
i=1 α

a
i

∑k
i′=1

αa
i′e

−DKL(Ga
i ,Gb

i′ )

∑
k
j=1 α

b
je

−DKL(Ga
i
,Gb

j
)

.

The second group of analyzed similarity measures are the adaptive ap-
proaches such as Earth Movers Distance [22] (EMD), which is based on
the assumption that one of the histograms reflects hills and the second repre-
sents holes in the ground of a histogram. The measured distance is defined as
a minimum amount of work needed to transform one histogram into the other
using a soil of the first histogram. As a measure of the distance between two
distributions in EMD framework the Kullback-Leibler divergence was used,
which is a measure of the dissimilarity between two probability distributions.

4 Experimental Results

In order to choose the most accurate color space for purpose of color im-
age retrieval, the set of eight color spaces (RGB, CIE XY Z, Y UV , I1I2I3,
LSLM , CIE L∗a∗b∗, HSx and TSL) were analyzed. Firstly, the color images
of database of Wang[3] (1000 color images categorized into 10 thematically
consistent categories), were compressed to 25% of their file size and rescaled
to 10% of their size, using IrfanView software (www.irfanview.com/). These
images produced distorted histograms in comparison to the histograms of the
original, uncompressed images. Next step was to model the color chromatic-
ity histograms using the GMM methodology obtaining image signatures,
according to formulae presented in previous Section. These image signatures
were compared by the DV ,DG and EMD similarity measures due to the
reasoning given in previous Section. However, to generalize retrieval obser-
vations, the Precision and Recall measures are employed. In more details,
Precision is the fraction of retrieved images that are relevant, while Recall
is the fraction of relevant instances that are retrieved. Fig. 1 illustrates the
Precision − Recall plots evaluated for the entire analyzed Wang database,
i.e. each of the database image was used as a query. The evaluated Precision
values for each of 1000 queries were averaged (for each corresponding Recall
value) producing the plots shown on Fig. 1 The criterion of the image sim-
ilarity was the membership of the image to one of the 10 categories of this
database. This Figure illustrates the comparison of the retrieval efficiency
for the set of color spaces obtained by the linear (left) transformations of
the RGB color space for EMD similarity meaures. The best performance

www.irfanview.com/
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Fig. 1. The Precision−Recall plots of the retrieval results evaluated using GMM
methodology for set of color spaces obtained by linear (left upper row) and non-
linear (right upper row) transformations of the RGB color space. The comparison
between best performing color space retrieval results is shown in bottom row. The
comparisons of retrieval efficiency was evaluated using the EMD similarity mea-
sure. Plots were evaluated over all the images of the database of Wang [3].

presents the I1I2I3 color space, which is the result of the decorrelation of
the RGB components, while the worst efficiency is associated with LSLM
color space. Then the nonlinear transformations of RGB are analyzed in (cen-
ter), showing that the CIE L∗a∗b∗ color space provides the highest accuracy
of retrieval results. The comparison of the retrieval performance of the color
spaces related to the best and the worst results in terms of effectiveness shows
that CIE L∗a∗b∗ (nonlinear) and I1I2I3 (linear) presents the comparable
efficiency, however, the latter needs much simpler computation during trans-
formation from RGB. As the DG and DV similarity measures seems to be
not well suited for GMM based image retrieval scheme (as shown in Table
1), their efficiency was not shown on Precision−Recall plots. The compar-
ison between best performing linear and nonlinear color spaces is depicted
on 1(bottom row) Let us note, that Precision and Recall tend to ignore
the ranking of retrieved images, e.g. Precision of 0.5 indicates that half of
the retrieved images is relevant to the given query but without any further
information if relevant images are the first half of the retrieved set or are the
second half. In order to counteract this, it is advised to measure Precision
and Recall at the specified points e.g. at the answer set of 1, 5, 10, and 25 im-
ages. These measurements are assumed to give the better idea of the behavior
of the analyzed retrieval scheme for applied color spaces. This results show
that DG and DV are not well suited color spaces when GMM based retrieval
is considered, presenting much lower retrieval efficiency than retrieval based



Which Color Space Should Be Chosen for GMM Based Image Retrieval 61

on EMD similarity measure. Thus, DG and DV similarity measures should
not be used for mixture based retrieval techniques.

The used technique was also tested in order to evaluate it robustness to
noise for various color spaces. Fig. 2 illustrates the Precision−Recall plots
(EMD similarity measure was used) for the set of 150 color images divided
into 14 categories. Each category consist of original image, from the LIV E
database - without added noise (http://live.ece.utexas.edu/research/quality/)
and its 9 versions. Original images were subjected to 9 noise distortions: “salt
& pepper” where noise density is 2%, 10% and 20% of total image pixels
affected; poisson noise; gaussian white noise of variance: 0.01, 0.03, 0.05, mul-
tiplicative noise of image values governed by I = I + I n where n is uniformly
distributed random noise with (mean,variance): (0,0.04) and (0,0.2). The re-
trieval experiment was evaluated using the same scheme as for database of
Wang. It can be noticed that the CIE L∗a∗bb (nonlinear), RGB and I1I2I3
(linear) color spaces offer the best retrieval efficiency. One must be aware that
the retrieval efficiency is not only related with the retrieval method, but also
with the content of the analyzed database and the used ground truth. In the
case of the Wang database some of the categories share not only the semantic
relation between images within the category but also the arrangement of the
colors present on the images (e.g. "Beaches", "Horses"), but some do not
as "Buses" and "Flowers", what influences the retrieval efficiency of applied
technique. It is important to underline that this work does not test the effec-
tiveness of the GMM based retrieval scheme, as it effieciency was elaborated
and tested in other Author’s work [15, 17, 18, 19, 16] as well as the com-
parison with other widely used retrieval schemes as MPEG− 7 descriptors,
correlograms and others. The previous work clearly show the usefullness of
the GMM based retrieval technique, especially when lossy compressed im-
ages are analyzed. However there is an open question which color space is
best suited for this kind of retrieval scheme. Presented paper addresses this
problem.

The overall behavior of the proposed retrieval method can be specified by
average recall (R̂) and average precision (P̂ ). The average precision is de-
fined as a sum of 1

rank(Oi)
divided by number of queries q:P̂ = 1

q

∑q
i=1

1
rank(Oi)

.
In this approach only the average precision P̂ is analyzed.

Table 1 summarizes the average precision for the entire database of Wang
at the points of 1, 5, 10 and 25 retrieved images for DG, DV and EMD
similarity measures. It can be observed that L∗a∗bb and I1I2I3 color spaces
provide comparable results for small set of retrieved candidate images. The
average precision values at the points related to 1, 5, 10 and 25 retrieved
images should be chosen to examine the retrieval efficiency as user is usually
more interested in relevance of the highly ranked candidate images than the
overall success rate of the retrieval system.
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Fig. 2. The Precision−Recall plots of the retrieval results evaluated using GMM
methodology for set of color spaces obtained by linear (left) and nonlinear (right)
transformations of the RGB color space, evaluated over all the images of the LIV E
database and their noisy versions.

Table 1. The Average precision (P̂ ) values of the retrieval results evaluated using
GMM methodology for set of color spaces. Average precision values at specified
points related to 1, 5, 10 and 25 retrieved images were obtained over all the images
of the database of Wang.

Color space P̂1 P̂5 P̂10 P̂25 P̂1 P̂5 P̂10 P̂25 P̂1 P̂5 P̂10 P̂25

EMD DG DV

RGB 1 0.6052 0.5176 0.4368 0.3384 0.1659 0.1522 0.1174 0.1724 0.1077 0.1039 0.1250
XYZ 1 0.6225 0.5365 0.4429 0.3630 0.1963 0.1765 0.1757 0.1918 0.1207 0.1232 0.1371
YUV 1 0.6240 0.5505 0.4587 0.3929 0.2021 0.1826 0.1786 0.1923 0.1130 0.1079 0.1101
I1I2I3 1 0.6491 0.5833 0.4750 0.3440 0.1944 0.1798 0.1784 0.1526 0.0989 0.1012 0.1122
LSLM 1 0.5908 0.4925 0.3781 0.3984 0.1923 0.1674 0.1745 0.1584 0.1039 0.1063 0.1179
L∗a∗b∗ 1 0.6491 0.5833 0.4750 0.3958 0.1848 0.1757 0.1528 0.1485 0.0956 0.0995 0.1086
HSx 1 0.6283 0.5559 0.4722 0.3766 0.1360 0.1204 0.1198 0.1845 0.1123 0.1143 0.1239
TSL 1 0.6374 0.5524 0.4462 0.3696 0.13675 0.1285 0.1193 0.1066 0.1254 0.1252 0.1323

5 Conclusions

In this work the problem of the choice of the most accurate color space for
the GMM based retrieval scheme was analyzed. The conducted experiments
shown that this decision plays a crucial role in the efficiency of the retrieval
system. Thus, the best performance of the GMM based scheme is associated
with CIE L∗a∗b∗ and I1I2I3 color spaces using the EMD similarity mea-
sure. As CIE L∗a∗b∗ slightly outperforms the I1I2I3 it should be taken into
account that when image color information is given using RGB values, the
linear transformation to I1I2I3 is less complicated than for CIE L∗a∗b∗ Due
to the fact that user is, in general, interested in relatively small set of top
ranked images, it is important to examine the system efficiency (in terms of
Precision and Recall) at points of e.g. 1, 5 and 10 retrieved images. This
comparison (see Table 1) also indicates that CIE L∗a∗b∗ and I1I2I3 color
spaces are the most accurate choice.
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Summary. The article presents results of experiments which test acceptance
level of a humanoid robot. We stated that in most cases people have tenden-
cies to anthropomorphize machines, especially humanoid ones. Acting like
this is a result of a social bias, so characteristic for our specie. We conducted
two experiments in which participants during a poll were in a room with a
robot observer, with active face and sound tracking implemented. By analyse
of post review questionnaire and time parameters from video recording, we
could point out that in some cases participants observed robot’s behaviours
which had not taken place, but are quite natural for a human.

1 Introduction

Human is a social specie. We cooperate, interact, are empathic, polite, build
up society. Thousands years of evolution shaped our brains and encoded
specific behaviour. Correct and fast reaction, possibility to read intentions,
often non verbal ones, helps us to survive. This bias of our kind experiences
gives us ability in everyday life to make proper decisions. Advanced machines,
especially robots, are in our surroundings from just few dozens of years, if not
less. Our behaviour code is not ready for that change and we have tendencies
to deal with machines as with humans. We want to see in a robot, especially
a humanoid one, an equal partner. This anthropomorphizing takes place not
only on rational level but, if not more, on irrational. We just want to think
about machines as members of our society.

2 Background

Creating of sociable robot has to take place on many different levels. From
mechanical, where limbs have similar number, degrees of freedom and func-
tionality as human joints, face which could express emotions, voice system
which verbalizes expectations and even artificial feelings, to, least but not
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last, motivation system associated tightly with behaviour [1]. The last part
should correspond to general purpose and appearance of a robot. We expect
different actions and reactions from a child than from an adult [5].

In most cases, dyadic interaction between a human and a robot were stud-
ied [3]. There are few works where triadic interaction takes place and is
analysed in direction of humanoid acceptance by autistic children [6] or a
responder during an interview [4]. In both cases robot is steered with WOZ
(Wizard Of Oz) method with human operator, who decides how the machine
should react.

In case when interaction takes place between a human and a robot, eye
contact, response to sound and proper limbs movements are necessary to
create illusion of full participation of the machine in the communication [2].
It is hard, or even impossible at this moment, to build a solution where a
robot not only understands verbal statement, but also information hidden
in the non-verbal level. To express our feelings, we use a lot of different
additional signals, from gesture to face expression, and often spoken words
do not correspond with them.

3 Assumption

We assume that our perception of a robot is biased by our expectations
how a machine should act. In case of a triadic interaction, where humans
are active participants and a humanoid is only an observer, we state that its
presence is enough to build up a sense of an equal partnership. For an outside
responder taking part in a review process, behaviour of a robot is interpreted
as understanding, even if it is only a simple reaction on a stimulus. In an
average person case, vision of humanoid as a reasoning entity is so strong
that even knowledge how in reality such a system acts does not alter the
perception.

4 Humanoid Platform

In the presented experiments Nao programmable humanoid robot, created
by Aldebaran Robotics for scientists, as a hardware platform for research in
robotics, was used. Our version, H25 v. 4, has 25 degrees of freedom, a range
of sensors, an audio system and LED lights. Main controller is build around
ATOM CPU.

5 Software Controller

The software is based on NAOqi standard API for access to all capabilities
offered by the robot. In our case, information from four microphones and
camera is used as an input. A person that the humanoid should look at,
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Fig. 1. Aldebaran Nao H25 v. 4. Humanoid robot about 57 centimetres tall

is found with a fuzzy logic controller, making decision according to sound
direction, time from beginning of saying, and current head position. When
the decision is made, direction of the robot head is set according to the cached
face position, nearest to the position of the sound source. If the new face
position is detected during the head movement, the cache is updated and
the head movement is corrected. Position correction takes place every five
seconds and LEDs around eyes of the robot change color for half a second,
from lightblue to green. The last operation mimics blinking. At the beginning
of every interview, the robot looks around and precaches the position of each
face. Head is moved with tenth of full servo speed in pitch and yaw direction,
to minimize noisy sound typical for mechanical motors. Probably it would
be the best solution to use pneumatic actuators which are almost silent as
in [4], but in our experiment we want to present anthropomorphising of a
humanoid robot which only resembles a human in its shape and behaviour,
but is not an android.

6 Experiments

Two experiments were conducted. In both cases, in the first part a responder
took part in an interview and answered eleven general questions about his or
her studies, most and least favourite lectures, future plans and students life.
Before this part, the interviewee was introduced to the robot observer.
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The review was performed in simple environment in which participants
were not distracted. The configuration was different for each experiment, but
generally, a table was in the center of the room with two chairs in the first
case, and three chairs in the second case, the humanoid robot, a laptop of
the reviewer and a camera. Every interview was registered to obtain data of
the robot head position and eye focusing of the participant.

The reviewer during all interviews had no eye contact with the robot and
tried to focus on the interviewee. The robot observed all the participant
according to rules described in the previous section.

In the first case, the robot was placed next to the reviewer on a chair
and directed almost front to the interviewee. This situation helps to catch an
eye contact between the participant and the humanoid, without large head
movement.

In the second case, the robot was placed on the table. This time the re-
viewer and the interviewee were closer to each other. Sides of the humanoid
were set to the both persons. The interviewee had not only to focus eyes but
also turn his or her head to look at the robot.

Fig. 2 graphically presents arrangement of the room during both
experiments.

The second part of the experiment was a paper questionnaire with twelve
questions, filed out independently by every participant. Question asking
about general impressions, atmosphere, eye contact of the reviewer and the
interviewee with the robot and annoyance of this form of interviewing. All
questions are presented in table 1. The interviewee could check one out of five
answers for each question: "definitely no", "no", "neither yes or no", "yes",
"definitely yes". Each answer is valued from 0 to 10 with 2.5 step.

Twenty three students participated in the first experiment, all males with
one exception. Fifteen participants, including three females, participated in
the second experiment. The groups did not come in contact with each other.

7 Results

During the experiments we could obtain to kinds of data. The first one are
answers from the questionnaire with values assigned to each item. The second
are statistics from the video recordings analysed towards eye contact between
the interviewee and the robot and glazing of the interviewee with single frame
precision (1/25 second).

As we can see, in both experiment the results of questionnaire are very
similar. Change of the robot’s position to interviewee did not alter good
impression and average 8.26 in the first experiment and 7.86 points in the
second one. Generally, the humanoid was accepted and presence of the robot
was noticeable (7.17 and 7.15), non distractable (2.17 and 2.68) and not
annoyed (1.96 and 2.50) by most of the participants. We could not say if it
was result of positive relationship during poll with 9.13 points in the first
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Fig. 2. Setup during the experiments. In the first one (a) the interviewee could
easier catch eye contact with the robot. In second the case (b) the humanoid is
higher on the table and closer to the interviewee, but sideways, so an eye contact
impossible without a head movement.

experiment and 7.50 in the second one. According to the participants, the
interviewer was positively disposed toward an interviewee (respectively 9.35
and 8.57). One possible way to extend the experiment is to add a situation
where the interviewer acts to favoured neutral or even negative relationship
by for eg. acting upset or irritated.

In the second case, when possibility of eye contact is limited, less partici-
pants (6.43 versus 7.28 points) saw robot’s tries to find this kind of contact.

Half of the interviewees observed that the interviewer pointed out the
robot and the same amount of participant saw reaction of the robot to their
answers.

Average total time of the review is very similar in both experiments. Poll
takes about two and half minutes. Maximum review time recorded in exper-
iment was 305.8 and 347.12 seconds respectively. Minimum was 108.72 and
100.88 seconds.

Average total eye contact time was 1.33 seconds in the first experiment,
when the interviewee could easier look toward the humanoid. In the second
experiment it was only 0.71 seconds. In both cases it is interesting that it was
less than one percent of all the poll time. Similar situation and very similar
time values are in the case of when the participant glance at the robot (1.53
and 0.70 seconds).

We could also see that glances where more often than eye contacts but are
shorter.
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Table 1. Statistics for each question in both experiments. Answers "definitely no",
"no", "neither yes or no", "yes", "definitely yes" counted from 0 to 10 with 2.5
step.

1st experiment 2nd experiment
Question Mean Std. Dev. Mean Std. Dev. Diff.

1. Has the atmosphere during
the poll been favoured a pos-
itive relationship?

9.13 2.19 7.50 1.80 1.63

2. Has the interviewer been
positively disposed towards
you?

9.35 2.24 8.57 2.06 0.78

3. Have the questions been
clear and understandable?

9.24 2.22 7.68 1.70 1.56

4. Has the presence of the
robot been noticeable?

7.17 1.29 7.14 1.43 0.03

5. Has the interviewer been
pointed out the robot?

5.22 1.08 4.82 0.59 0.40

6. Has the robot caused a pos-
itive impression?

8.26 1.81 7.86 1.53 0.40

7. Has the interviewer been
positively disposed towards
robot?

7.50 1.45 7.32 1.61 0.18

8. Has the robot tried to find
eye contact with You?

7.28 1.36 6.43 1.26 0.85

9. Have You been annoyed by
the presence of the robot?

1.96 0.47 2.50 0.40 -0.54

10. Have You observed robot’s
reaction to Your answers?

5.22 1.02 5.00 1.10 0.22

11. Have You been distracted by
presence of the robot?

2.17 0.48 2.68 0.64 -0.50

12. Has the robot behaved
appropriately (eg. has not
performed uncoordinated
movements)?

7.17 1.51 5.89 1.41 1.28



The Perception of Humanoid Robot by Human 71

Table 2. Time results of experiments

Exp. no. 1 Exp. no. 2
Average total review time in seconds 150.7 147.63
Std. Dev. of total time 34.91 46.82
Eye contact time in seconds 1.33 0.71
Respondent observe time in seconds 1.53 0.70
Average number of eye contacts 1.08 0.5
Average number of responders glances 1.42 0.67
Minimum cont. eye contact time in seconds 0.4 0.68
Maximum cont. eye contact time in sec-
onds

4.36 3.72

8 Conclusions

Half of the participants of both experiments did observe actions that had not
taken place. These were robot’s reaction to interviewee’s answers. The hu-
manoid did not have any algorithms which interpreted any human behaviours
or voice recognition. There was only simple sound–vision tracking. It seems
that the participants wanted the robot to behave like a human observer, who
understands the conversation. It is also the fact that the reviewer omitted any
eye contact with the machine and concentrated all the time on a participant.
We could state that in normal situation ignoring of an observer is a cultural
misbehave, and the interviewee tried to compensate such reviewer’s acting.

The robot caused a positive impression but have minimal affect on a in-
terviewee. In most cases the humanoid was not annoying.

Most of the participants observed eye contact catching by the robot but
statistical data shows that robot was less than two percent in first experiment
and less than one percent in second experiment of time under active gaze
of. There is of course a small probability that peripheral vision helped an
interviewee to see if the robot kept its head toward a participant.

The interviewee had eye contact with a reviewer most of time.
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Summary. In the paper the idea of fast histogram estimation is proposed
which is based on the application of the Monte Carlo method. Presented
method can be useful for fast image binarization especially for low computa-
tional efficiency solutions e.g. autonomous mobile robots. Proposed method
has been compared with full image analysis and the obtained estimates have
been used for threshold determination and binarization using well-known
Otsu method.

1 Introduction

One of the most relevant advantages of the application of the Monte Carlo
method for image and video analysis is the reduction of the number of anal-
ysed pixels, which can be desired especially in reduced memory systems
with low computational power e.g. embedded systems or autonomous mo-
bile robots. Possible applications of the Monte Carlo based image analysis
can be related to fast image quality estimation [1], line following robots [2]
or fast preliminary video analysis [3]. On the other hand, calculations of the
image histograms can be considered as the starting point of many image pro-
cessing algorithms e.g. segmentation, contrast enhancement, compression and
encryption [4], Content-Based Image Retrieval (CBIR) [5] or preprocessing
of images for face recognition purposes [6].

Distribution of luminance levels in each digital image, typically presented
as the histogram, can be determined using the full image analysis counting
the number of pixels at each level. Such approach is time consuming, there-
fore a fast estimation of the histogram may be applied. Unfortunately, the
loss of information corresponding to the reduction the number of analysed
pixels often causes some concerns related to the precision of obtained results.
Nevertheless, in some applications the precise knowledge of the histogram
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in not necessary, so some estimation methods may be successfully applied,
assuming their lower computational cost. For this reason, the application of
the Monte Carlo method is proposed in order to gather the estimated dis-
tribution of luminance levels which can be used for binarization e.g. using
classical Otsu algorithm [7].

2 Proposed Method

The main assumption of the Monte Carlo method is using the pseudo-random
generator of numbers with uniform distribution for drawing the coordinates
of analysed pixels. For simplification of theoretical analysis a convenient ap-
proach is reshaping the image into one-dimensional vector so a single gen-
erator may be used for determining a random position of each pixel in this
vector.

Assuming the reshaped vector X representing the image, the analysis of
the Monte Carlo method for a single luminance level is presented below. For
the vector X and specified luminance level a constant value may be defined
which is directly related to the number (or percentage) of pixels belonging
to this level. The membership to the specified level can be considered as
a specified logical condition.

The estimator of the number of pixels at each level ˆLum given as:

ˆLum = m , (1)

where m denotes the total number of pixels fulfilling the logical condition i.e.
belonging to the specified level.

Increase of the algorithm’s speed by reduction of the number of anal-
ysed samples is possible by the application of a statistical experiment using
the Monte Carlo method. The number of analysed pixels (n) is equal to
the number of independent draws (with returns) for the vector X using the
pseudo-random generator with uniform distribution. Assuming k drawn pix-
els fulfilling the logical condition, estimated number of pixels at the specified
luminance level is equal to

ˆLumMC =
k

n
·N , (2)

where N - the total number of samples in the vector X .
The error of estimation is equal to:

εα =
uα√
n
·
√
K

N
·
(
1− K

N

)
, (3)

where: uα - the value denoting two-sided critical range, K - total number of
pixels at the specified luminance level in the entire image.

The considerations presented above for a single luminance level are correct
for the generator with uniform distribution. Relatively small values of the
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Fig. 1. Illustration of changes of the histogram shape using the proposed method
for exemplary image using 5000, 1000, 500 and 100 draws

estimation error are conditioned by good statistical properties of the pseudo-
random generator.

Such analysis can be conducted independently for each luminance level
(typical 256 in the 8-bit greyscale images). Nevertheless, in practical appli-
cations the number of pixels for all luminance levels are estimated in a single
drawing pass, leading directly to the estimation of the image histogram.
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3 Discussion of Experimental Results

The verification of the properties of the proposed method has been conducted
using the database delivered by Computer Vision Group at University of
Granada available at http://decsai.ugr.es/cvg/dbimagenes containing
96 greyscale images of 512 × 512 pixels resolution. Our experiments have
covered the estimation of histograms using the Monte Carlo method with
various number of drawn pixels as well as the threshold estimation for Otsu
binarization.

3.1 Results of Fast Histogram Estimation

The first experiment is related to the verification of the correctness of the
obtained results of the histogram estimation depending on the number of
samples. According to the theoretical background, the reduction of the num-
ber of draws causes the increase of the estimation error of the shape of the
histogram. The changes of the histograms’ curves for an exemplary represen-
tative image from the database together with the Pearson’s linear correlation
coefficients (CC) between the "ground truth" calculated for all N = 262144
pixels and the estimated histograms are shown in Fig. 1.

As the experiments have been conducted using 96 images, the obtained
correlation results for the whole dataset are presented in Table 1.

Table 1. Pearson’s linear correlation coefficients between the estimated histograms
and the reference one for various number of samples used in the Monte Carlo method

Number of samples CCmin CCavg CCmed CCmax

n = 5000 0.9271 0.9832 0.9902 0.9999

n = 1000 0.6952 0.9295 0.9523 0.9998

n = 500 0.6107 0.8788 0.9135 0.9998

n = 100 0.2964 0.6717 0.6581 0.9997

n = 50 0.1633 0.5825 0.5829 0.9993

n = 10 0.0438 0.3597 0.2865 0.9924

3.2 Comparison of Binarization Results

Preliminary experiments conducted using the considered dataset have led to
the conclusion that a variety of greyscale images included in the database
indicates its universal character. Since the dataset has not been designed for
the binarization or segmentation purposes, even classical and well established
algorithms not always lead to satisfactory results for each of the images. An il-
lustration of such variety is shown in Fig. 2, where two different images and
results of their classical binarization are presented. The left one is extremely
easy for binarization but the right image seems to be difficult. This problem
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Fig. 2. Illustration of the results of binarization of exemplary images from the
considered dataset using Otsu method (middle row) and Monte Carlo method for
1000 samples (bottom row)
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Table 2. Average absolute differences between the normalised threshold values
for binarization using Otsu method calculated using the reference histograms and
Monte Carlo based estimation

Number of samples Errormin Erroravg Errormed Errormax

n = 5000 0.0000 0.0025 0.0000 0.0176

n = 1000 0.0000 0.0072 0.0039 0.0529

n = 500 0.0000 0.0128 0.0059 0.2255

n = 100 0.0000 0.0223 0.0167 0.2255

n = 50 0.0000 0.0385 0.0275 0.2373

n = 10 0.0000 0.0920 0.0588 0.4451

Table 3. Sum of absolute differences for the binary images obtained using Otsu
method using the reference histograms and Monte Carlo based estimation

Number of samples NSADmin NSADavg NSADmed NSADmax

n = 5000 0.0000 0.0014 0.0000 0.0098

n = 1000 0.0000 0.0102 0.0000 0.3804

n = 500 0.0000 0.0047 0.0000 0.0779

n = 100 0.0000 0.0156 0.0000 0.1839

n = 50 0.0000 0.0288 0.0000 0.4333

n = 10 0.0000 0.0656 0.0000 0.6150

results also in different values of obtained errors so in further analysis the
minimum, maximum, average and median values will be presented, similarly
as for correlation coefficients.

In order to verify the influence of the estimated shape of the histogram on
the binarization results the absolute differences of the thresholds normalised
to the range 〈0; 1〉 have been calculated for all considered images. The ob-
tained results are presented in Table 2.

The comparison of the binarization results has been made using the nor-
malised SAD (Sum of Absolute Differences) measure – the normalisation has
been conducted by division by the total number of pixels in the image. The
results obtained for the whole dataset are presented in Table 3.

4 Conclusions and Future Work

Presented method leads to satisfactory binarization results even for very small
number of samples (e.g. 100) assuming the use of Otsu binarization. Such
satisfactory may be obtained although the shape of the histogram changes
noticeably for small number of drawn samples. Low values of the correlation
coefficients between the reference histogram and the estimated one are not
directly related to the thresholding error and the results of binarization using
Otsu algorithm.
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Fig. 3. Binarization results for an exemplary image using the proposed method for
exemplary image using the reference histogram and its estimates for 5000 and 1000
draws (top row) and 500, 100 and 10 draws (bottom row)

Presented results, especially for the normalised SAD measure, are often
equal to 0. Such phenomenon is related to the variety of images resulting
on the same effect of binarization using Otsu algorithm and proposed one.
It takes place for some of the images which contain easily separable objects
on homogeneous background – easy for binarization using any of well known
methods. Zero median values of the normalised SAD measure indicate the
dominance of such images within the whole dataset. The presence of the
outliers is easily noticeable analysing the minimum and maximum values of
correlation with the reference histograms, threshold errors and the normalised
SAD measure.

Our future work should concentrate on the application of some more suit-
able binary image quality assessment method for the verification of obtained
results as well as the possible application of the proposed approach for
segmentation purposes. An interesting direction of research, utilising some
databases designed specifically for segmentation and binarization purposes,
may be related to determining the optimal number of drawn samples for
images of different resolution.
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Summary. One of the most relevant areas of research in the image analysis
domain is the development of automatic image quality assessment methods
which should be consistent with human perception of various distortions.
During last years several metrics have been proposed as well as their combi-
nations which lead to highly linear correlation with subjective opinions. One
of the recently proposed ideas is the Combined Image Similarity Index which
is the nonlinear combination of three metrics outperforming most of currently
known ones for major image datasets. In this paper the applicability and ex-
tension of this metric for video quality assessment purposes is analysed and
the obtained performance results are compared with some other metrics using
the video quality assessment database recently developed at École Polytech-
nique Fédérale de Lausanne and Politecnico di Milano for quality monitoring
over IP networks, known as EPFL-PoliMI dataset.

1 Introduction

The necessity of using automatic image and video quality assessment me-
thods is unquestionable and is related to their usefulness as the optimisation
criterions for new image and video lossy compression schemes of filtration
algorithms. On the other hand, a reliable video quality assessment is also im-
portant e.g. for video streaming and transmission over IP networks, especially
wireless ones.

The disadvantages of the classical image quality assessment methods, such
as MSE or PSNR, are widely known, therefore many new metrics have been
proposed starting from 2002 when the Universal Image Quality Index [1] have
been developed, further extended into Structural Similarity (SSIM) metric [2].
The SSIM metric, sensitive to luminance, contrast and structure distortions,
has become probably the most popular modern image quality metric, also
in its multi-scale (MS-SSIM) version [3]. All those methods belong to the
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most universal group of objective full-reference metrics based on the compa-
rison with an undistorted reference image. Another group of metrics utilising
only partial information about the reference image is known as the reduced-
reference approach, while metrics which do not use the reference data at all
are called no-reference or ”blind” ones. Although no-reference metrics seem to
be the most desired ones, their universality is lower as they are sensitive only
to specific types of distortions. Nevertheless, the usage of automatic image
quality assessment methods resulting in scalar values is the only reasonable
possibility for the optimisation purposes.

2 Recently Proposed Image Quality Metrics Well
Correlated with Subjective Assessment

In recent years, some new metrics well correlated with subjective scores have
been proposed and two of them, briefly described above, lead to especially
interesting results for the most relevant image quality assessment datasets.
The first one originates from the information theory and is known as Visual
Image Fidelity (VIF) [12, 13] and is based on the information that vision
extracts from the reference and distorted images according to the formula

V IF =

S∑
j=0

Mj∑
i=1

I(ci,j ; fi,j)

S∑
j=0

Mj∑
i=1

I(ci,j ; ei,j)

, (1)

where S stands for the number of sub-bands (or scales for the pixel domain
version of the metric - VIFp), Mj denotes the number of blocks at j-th sub-
band (scale), I(x; y) and is the mutual information between x and y with the
assumptions that c is a block vector at a specified location in the reference
image, e is the perception of block c by a human viewer with additive noise
n, and f is the perception of distorted block c.

Another interesting idea is recently proposed Feature Similarity (FSIM)
metric [14] based on the comparison of the phase congruency (PC) and gra-
dient magnitude (G) for calculation of the local similarity index S(x, y) as

S(x, y)=

(
2·PC1(x, y)·PC2(x, y) + TPC
PC2

1 (x, y) + PC2
2 (x, y) + TPC

)
·
(
2·G1(x, y)·G2(x, y) + TG
G2

1(x, y) +G2
2(x, y) + TG

)
(2)

where TPC and TG are small stabilising constants.
The overall quality index is defined as

FSIM =

∑
x

∑
y

S(x, y) · PCm(x, y)

∑
x

∑
y

PCm(x, y)
(3)



Adaptation of the Combined Image Similarity Index for Video Sequences 83

where PCm(x, y) = max(PC1(x, y), PC2(x, y)) denotes the highest of the
two local phase congruency values (for original and distorted image). Gradient
values can be obtained using Scharr convolution filter (Prewitt or Sobel masks
can also be applied for this purpose).

The colour version of the metric (FSIMc) can be calculated in YIQ colour
space and requires a small modification of the local similarity value in the
equation (3) according to

Sc(x, y)=S(x, y)·
[
2·I1(x, y)·I2(x, y)+TIQ
I21 (x, y)+I

2
2 (x, y)+TIQ

· 2·Q1(x, y)·Q2(x, y)+TIQ
Q2

1(x, y)+Q
2
2(x, y)+TIQ

]γ
(4)

where the recommended value of the parameter γ is 0.03.

3 Motivation

Development of any new objective image or video quality metric is depen-
dent on the availability of the ”ground truth” assessment results. They can be
obtained using perceptual experiments delivering some datasets containing
a number of images or video files corrupted by various distortions. Never-
theless, the datasets used for image and video quality assessment purposes
are different than some widely known ones utilised e.g. for the verification
of face recognition accuracy [4] or some other purposes, as they have to con-
tain the values of subjective quality evaluations of images or video sequences
subjected to various types of distortions.

The performance evaluation of proposed metrics should be conducted by
computing the values of the correlation coefficients with Mean Opinion Score
(MOS) or Differential MOS (DMOS) values available as an integral part of
each dataset. For this purpose well-known Pearson’s Linear Correlation Co-
efficient (PCC) may be used as corresponding to the prediction accuracy, as
well as Spearman Rank Order Correlation Coefficient (SROCC) or Kendall
Rank Order Correlation Coefficient (KROCC) for the evaluation of the pre-
diction monotonicity. Rank order coefficients are based on the analysis of the
differences between two probabilities related to the same and inverse order
of image lists sorted by subjective and objective scores.

Nevertheless, many researchers apply the additional regression using the
polynomial or logistic function before calculating the PCC values as the re-
lation between the objective metric raw scores and MOS or DMOS values is
nonlinear. Unfortunately, the parameters of the nonlinear mapping function
are obtained as the optimisation result and are different for each dataset.
To override this problem one should define a metric characterised by highly
linear correlation of its raw values with subjective evaluations without the
necessity of any further nonlinear mapping. One of the possible solutions is
the application of the combined metric, introducing the nonlinearity into the
metric, with the weighting coefficients obtained by optimisation using the
subjective scores from the most important image or video quality assessment
databases.
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4 Image and Video Quality Assessment Datasets

The most relevant image quality assessment database is known as Tam-
pere Image Database (TID2008) and contains 1700 colour images corrupted
by 17 types of distortions assessed by over 800 observers from three coun-
tries [5]. Some other, less important ones, such as Categorical Subjective
Image Quality (CSIQ) database [6] with 866 images and LIVE Image Qua-
lity Database [7] containing 779 distorted images, are strongly limited by
the number of distortions. There are also some other less significant image
datasets available, but typically they contain only a few reference images
with reduced number of distortion types assessed by much less number of
observers.

Nevertheless, considering the problem of video quality assessment, the
availability of such video datasets is much lower, since only a few reasonable
databases have been delivered by various research groups. Two of them are
available thanks to the Laboratory for Image and Video Engineering (LIVE)
from the University of Texas at Austin. The first one is LIVE Video Qua-
lity Database [8] containing 150 distorted videos created from 10 reference
video files using four types of distortions: MPEG-2 and H.264 compression
and simulated transmission of H.264 compressed bitstreams through error-
prone IP and wireless networks. The second one, published in 2012, is known
as LIVE Mobile Video Quality Database [9, 10] consisting of 200 distorted
videos created from 10 reference files, each of resolution 1280×720 at a frame
rate of 30 fps lasting 15 seconds, which have been assessed by 34 students.
Apart from compression and wireless packet-loss distortions some dynami-
cally varying distortions changing in time e.g. frame-freezes and temporally
varying compression rates have also been applied.

An interesting dataset, namely EPFL-PoliMI [11], has also been developed
by researchers from two European universities: École Polytechnique Fédérale
de Lausanne and Politecnico di Milano. It contains two sets of video streams
(78 files based on 6 reference files in each set) at CIF (360× 288 pixels) and
4CIF (720×576 pixels) resolutions which have been encoded with H.264/AVC
and corrupted by packet losses over simulated error-prone network, together
with the subjective evaluations by 40 naive subjects.

Since there is still a need of an automatic image and video quality as-
sessment methods which should be linearly correlated with subjective scores,
some previously proposed combined image quality metrics may be applied
for video files with some modifications discussed in the paper.

Considering the availability of two different resolutions as well as higher
number of human subjects involved in the subjective tests at two universities,
the EPFL-PoliMI has been chosen for the conducted experiments discussed
in the paper.
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5 The Idea of Combined Quality Metrics and the
Proposed Metric

Since the PCC values for the raw scores of most metrics, even recently pro-
posed, and MOS/DMOS values are not always high and the nonlinear fitting
is often used to achieve better correlation, a new approach based on the non-
linear combination of some metrics has been proposed. The preliminary idea
of the combined metric [15] has been the combination of the MS-SSIM, VIF
and R-SVD metrics (the latter one is based on the application of the Singular
Value Decomposition) leading to PCC=0.86 for TID2008 dataset.

The modification of this metric for the video sequences, denoted as Com-
bined Video Quality Metric (CVQM) has been defined [16] assuming using
the frame-by-frame approach as the combination of SSIM, MS-SSIM and VIF
metrics. Nevertheless, the optimisation of the weighting coefficients has been
conducted using the LIVE Wireless Video Quality Assessment Database,
which is not available any more due to the development of LIVE Mobile
Video Quality Database [9, 10].

Recently, the proposed approach has been further extended resulting in the
idea of Combined Image Similarity Index (CISI) [17] being the combination of
the MS-SSIM, VIF anf FSIMc metrics, leading to PCC=0.8752 for TID2008
database.

The experimental verification of the CVQM and CISI metrics for the newly
developed EFPL-PoliMI video database has led to better correlation values
than for single metrics, as shown in Table 1, which are quite similar to each
other. Nevertheless, the PCC results are quite unstatisfactory as illustrated
on the scatter plots in Figs. 1 and 2.

As both combined metrics consist of different combinations of previously
proposed ones, the nonlinear combination of their four elements is proposed
in the paper in order to achieve even more linear correlation with subjective
scores. The proposed Combined Video Similarity metric can be defined as

CVS =

(∑
i

SSIM

)a
·
(∑

i

MS-SSIM

)b
·
(∑

i

VIF

)c
·
(∑

i

FSIM

)d
. (5)

Since the EFPL-PoliMI database is divided into two parts the optimisa-
tion of the exponents has been conducted independently for each resolution
leading to higher PCC values for the 4CIF files. The obtained values of pa-
rameters are: a = −49.908, b = 46.206, c = 5.216 and d = 32.544 for CIF, and
a = −16.617, b = 16.786, c = 1.664, and d = 27.4811 for 4CIF files. Obtained
PCC values are presented in Table 1 together with rank order correlations
and the scatter plot for the proposed metric versus MOS values is shown in
Fig. 3, where the high linearity of the relation between them is clearly visible.
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Table 1. Obtained results of correlation coefficients with MOS values for EPFL-
PoliMI database

Metric Pearson (PCC) Spearman (SROCC) Kendall (KROCC)
CIF 4CIF CIF 4CIF CIF 4CIF

SSIM 0.7966 0.8433 0.9392 0.9556 0.7817 0.8263

MS-SSIM 0.8705 0.8760 0.9667 0.9781 0.8451 0.8740

VIF 0.9061 0.9214 0.9512 0.9604 0.8067 0.8318

FSIM 0.8624 0.9023 0.9495 0.9796 0.8005 0.8850

CVQM 0.9287 0.9473 0.9720 0.9818 0.8584 0.8850

CISI 0.9016 0.9350 0.9516 0.9787 0.8059 0.8772

Proposed 0.9685 0.9785 0.9717 0.9809 0.8670 0.8889
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Fig. 1. Scatter plot of the CVQM metric versus subjective scores for CIF and 4CIF
files from the EFPL-PoliMI dataset

The cross-validation of the parameters obtained for both resolutions has
led to PCC=0.9616, SROCC=0.9691 and KROCC=0.8505 for the 4CIF files
assessed using the metric with exponents optimised for CIF files. Application
of the exponents obtained using 4CIF files to the assessment of CIF files has
allowed to achieve slightly better results (PCC=0.9698, SROCC=0.9753 and
KROCC=0.8662).
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Fig. 2. Scatter plot of the CISI metric versus subjective scores for CIF and 4CIF
files from the EFPL-PoliMI dataset
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Fig. 3. Scatter plot of the proposed metric versus subjective scores for CIF and
4CIF files from the EFPL-PoliMI dataset

6 Conclusions

Proposed Combined Video Similarity metric leads to very high values of the
linear correlation with subjective scores with only slight dependence on the
video resolution. It may also be applied in a simplified form using nearly
optimal values of the exponents but the values closer to the results of the
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optimisation for 4CIF files are recommended due to observed better perfor-
mance of all metrics for this resolution. Since the quality assessment of low
resolution video is not an easy task and the importance of such sequences
decreases, further verification and possible modifications of the proposed me-
tric should be conducted using High-Definition video files e.g. using the LIVE
Mobile Video Quality Database.
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Summary. The time-frequency representation (TFR) provides a powerful
method for identification of the non-stationary of the signals. The paper
describes the basic principle of Stockwell Transform and approach to tex-
ture image feature extraction based on 2D discrete orthonormal Stockwell
transform.

1 Introduction

Conventional Fourier Transform is a linear operator that maps the signal
into a set of frequency component but not show where in time these compo-
nents occur. It is good representation for stationary signal since the frequency
components of the stationary signal do not change with time. In many ap-
plications the signals are non-stationary and conventional Fourier Transform
might not be suitable to analyze these real signals. In this case signal have
time dependent for their frequency and phase information. Such signals are
best described by a time-frequency representation (TFR) which show haw
the energy of the signal is distributed over 2D time-frequency (time and fre-
quency) space.

Dennis Gabor [3] proposed expansion, that any signal could be expressed
as a summation of mutually orthogonal time-shift and frequency-shift Gaus-
sian function. Gabor expansion is one kind of sampled Short Time Fourier
Transform (STFT ). STFT uses sliding window to get the local signal and
then transform this signal into frequency domain (Fig. 1). The STFT has
a disadvantage because the window is frequency-independent with its width
being determined by the user defined parameter σ. Solutions of this problem
is modifying the window using frequency-dependent Gaussian time windows.

The ST -transform, introduced by Stockwell et al. [1, 2], which combines
the separate strengths of the STFT and the continuous wavelet transforms
CWT, has provided an alternative approach to process the non-stationary
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x(t) =

⎧
⎨

⎩

cos(2π8t) 1 ≤ t ≤ 4
cos(2π4t) 4 < t ≤ 9
cos(2π5t) 9 < t ≥ 12

Fig. 1. STFT and Gabor transform as a special case of STFT of the signal x(t)

signals. The ST decomposes a signal into temporal (τ) and frequency (f)
components. It employs a variable window length. The frequency-dependent
window function produces higher frequency resolution at lower frequencies,
while at higher frequencies, sharper time localization can be achieved.

2 ST -Transform

2.1 Continuous ST-Transform

The S-transform of a time signal x(t) is:

S(τ, f) =

∫ ∞

−∞
x(t)
|f |
2π
e(

(t−τ)2

2σ2 )e−i2πftdt = A(τ, f)eiθ(τ,f) (1)

where f is the frequency and t and τ are time variables, σ is scale factor and
σ = 1

|f | ; A is an amplitude factor and A = (τ, f); eiθ(τ,f) is a phase factor.
The ST decomposes a signal into temporal (τ) and frequency (f) components.
The normalizing factor |f |√

2
, in eq.(1) ensures that, when integrated over all

τ , S(τ, f) converges to X(f), the Fourier transform of x(t):
∫ ∞

−∞
S(τ, f)dτ =

∫ ∞

−∞
x(t)e−i2πftdt = X(f) (2)
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Fig. 2. Time-frequency representation of the Stockwell transform

2.2 The Discrete ST-Transform

The discrete version of ST -transform for n 
= 0, where X [.] is the DFT of
x[.] is given as follows:

S[k, n] =

N−1∑
m=0

X [m+ n]e
2π2m2

n2 e
i2πmk

N = A[k, n]e(−k,
n
N ) (3)

where:

x[k], k = 0, 1, , N − 1 denote a discrete time series,
f → n

N and τ → k,
A(k, nN ) is magnitude factor of discrete ST -transform and e(−k,

n
N ) is phase

factor of discrete ST -transform.
For the n = 0, S[k, 0] = 1

N

∑N−1
m=0 x[m] analogous to the DC value of the FT.

From eq.(3), it is obvious that the ST is an overcomplete representation.
For a signal of length N , there are N2 Stockwell coefficients, and each one
takes O(N) to compute. Hence, computing all N2 coefficients of the ST has
computational complexity O(N3).

2.3 Two-Dimensional ST-Transform

Stockwell Transform (ST ) is a new linear time-frequency representation
method, time-frequency resolution of which changes with frequency. For a
two-dimensional image f(x, y) the transformation formula of two-dimensional
DST is as follows:
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S(u, v, fu, fv) =

∞∫
−∞

∞∫
−∞

f(x, y)
|fu||fv|
2π

· exp
[
(u− x)2f2

u + (v − y)2f2
v

2

]
·

· exp[−i2π(fux+ fvy)]dxdy (4)

where u and v are the shift parameters controlling the center position of
Gaussian windows on the x-axis and y-axis, respectively, while fu and fv
(fu 
= 0; fv 
= 0) are frequencies related to the scale parameters in two di-
rections, which respectively control the spatial extension of the window in x
and y directions.

Integrates S(u, v, fu, fv) over the u and v gives 2D Fourier transform (2D-
FT )

F (fu, fv) =

∫ ∞

−∞

∫ ∞

−∞
S(u, v, fu, fv)dudv (5)

and computed 2D inverse Fourier transform (2D-IFT ) of eq. (5) is obtained
original signal.

The output of the ST -Transform is a matrix whose rows is concerning
to time and whose columns is concerning to frequency. This matrix called
the ST -matrix contains all the values of the complex valued ST -Transform
output. The computation of the ST -Transform is efficiently implemented
using the convolution theorem and FFT.
S(u, v, fu, fv) is a four dimensional S -matrix. For any point (u, v) in image,

its 2-DST coefficients obtained by eq. (4) are a two dimensional S -matrix
expressed as Su,v(fu, fv).

2.4 2D Discrete Orthonormal ST-Transform (DOST)

One main drawback of the ST is the amount of information redundancy
in its resulting time-frequency representation. To improve its computational
efficiency, the discrete orthonormal Stockwell transform (DOST ) is proposed
[4, 6]. The discrete, orthonormal ST (DOST ) provides a spatial frequency
representation similar to the DWT [6].

The 2D-DOST of a N ×N image f(x, y) is defined as

S(u, v, fu, fv) =
1√

2px+py−2
·

·
2px−2−1∑
m=−2px−2

2py−2∑
n=−2py−2

F (m+ vx, n+ vy)e
2πi

(
mu

2px−1 + nv

2
py−1

)

(6)
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where:

- vx = 2px−1 + 2px−2 ; vy = 2py−1 + 2py−2 are the horizontal and vertical
frequency;
- px and py = 0, 1, . . . , log(N − 1)
- F (m,n) - the Fourier transform of the image f(x, y).

Inverse transform for 2D-DOST is defined using following equations:

F (m,n) =
√
2px+py−2

2px−2−1∑
m=−2px−2

2py−2∑
n=−2py−2

S(m−vx, n−vy)e−2πi
(

mu

2px−1 + nv

2
py−1

)

(7)

f(x, y) =
1

N2

N
2 −1∑

m=−N
2

N
2 −1∑

n=−N
2

F (m,n)e
2πi(mx+ny)

N (7a)

The total number of points in the DOST result, and in the input image,
are the same.

By integrating over all values px, py, a local spatial frequency domain con-
sists of the positive and negative frequency components from (fu, fv) = 0
(DC component) to the (fu, fv) = (N2 ,

N
2 ) can be built.

The DOST gives the information about the frequencies (fu, fv) in band-
width of 2px−1 × 2py−1 frequencies.

3 Feature Extraction

The DOST matrix is divided on blocks of the size k × l. For each block the
statistical measures such as mean,variance, skewness, kurtosis and energy are
computed as follow

mean =
1

k × l
k∑
x=1

l∑
y=1

|S(x, y, px, py)| (8)

std =
1

k × l
k∑
x=1

N∑
y=l

√
(|S(x, y, px, py)| −mean)2 (9)

skewness =
1

k × l
k∑
x=1

l∑
y=1

(
S(x, y, px, py)−mean

std

)3

(10)
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(a) (b)

Fig. 3. 2-D visualization of the DOST coefficients (a) and the logarithm of the
magnitude of the 2-D DOST coefficients for a image Lena (b)

energy =
1

k × l
k∑
x=1

l∑
y=1

(|S(x, y, px, py)|)2 (11)

where S(x, y, px, py) is magnitude of DOST for frequency (px, py) in image
point (x, y).

Then, feature vector FV (px, py) is

FV (px, py) = {mean1, . . . ,meanT , std1, . . . , stdT ,

skewness1, . . . , skewnessT , energy1, . . . , energyT} (12)

where T is the block number.
The feature vector presents the statistical parameters of the spectral fre-

quency pattern of the image in the various bandwidths.

4 Conclusion
The 2D-ST -Transform is more convenient to measure of image texture than
other time-frequency transforms, such as the Gabor transform. The ST -
Transform provides good frequency localization, better time and frequency
resolution at low frequencies and higher time resolution at high frequen-
cies. The ST -Transform properties make it a good choice for medical image
texture analysis.
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Summary. In this paper will be presented a new approach for recognition
and interpretation of several karate techniques used specially defined Gesture
description language (GDL). The novel contribution of this paper is validation
of our new semantic Gesture Description Language classifier on several basic
Karate techniques recorded with set of Kinect devices. We also present the
calibration procedure that enables integration of skeleton data from set of
tracking devices into one skeleton what eliminates many segmentation and
tracking errors. The data set for our research contains 350 recorded sequences
of qualifies professional sport (black belt) instructor, and master of Okinawa
Shorin-ryu Karate. 83% of recordings were correctly classified. The whole
solution runs in real-time and enables online and offline classification.

1 Introduction

Real-time recognition of complex body gestures is a difficult task. Each ges-
ture might be consisted of subtle motions of many body muscles. In case of
real Karate techniques the additional difficulty is the fact that skilled sports-
men performs his movements very fast. Because of movement speed and com-
plexity many typical methods that are based on analysis of trajectories like
random forest approach [1], fuzzy neural networks [2], Bayesian network [3]
or Full Body Interaction Framework [4] might be ineffective without large
training data set and expensive motion-capture hardware [5]. Lately in [6] a
solution aims at automatically recognizing sequences of complex karate move-
ments and giving a measure of the quality of the movements performed has
been proposed. The proposed system is constituted by four different mod-
ules: skeleton representation (real-time tracking of automatically segmented
body key points with OpenNI software), pose classification (prior k-means
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clustering on test data set, then with a multi-class Support Vector Machine),
temporal alignment (Dynamic Time Warping - DTW), and scoring (score is
obtained by regression among human judgments and the normalized DTW
distances). The proposed system was tested on a set of different punch, kick
and defense karate moves executed starting from the simplest up to sequences
in which the starting stances is different from the ending one. The dataset
has been recorded using a single Microsoft Kinect.

The novel contribution of this paper is validation of our new semantic clas-
sifier on various traditional Karate techniques recorded with set of Kinect
devices (with frame capture frequency 30Hz). The proposed classifier uses
significantly different approach than previously reported methods. We also
present the calibration procedure that enables integration of skeleton data
from set of tracking devices into one skeleton what eliminates many segmen-
tation and tracking errors. The whole solution runs in real-time and enables
online and offline classification. None of results presented in this paper has
been previously published.

2 Materials and Methods

In this paragraph we will describe the classifier, hardware and software of
data acquisition system and data set itself.

2.1 GDL and GDL Script

GDL (Gesture Description Language) is classifier that uses semantic descrip-
tion of particular body position and movements. The general GDL’s method-
ology was introduced in our previous papers [7], [8]. In this approach human
body is partitioned into twenty so-called body joints (Fig. 1) that together
create so-called skeleton. Body positions can be ordered in sequences and
sequences builds body gestures. The body position is described as relative or
absolute position of selected joints. Descriptions are organized in rules and
rules are created in LALR-1 grammar called GDL script. The set of rules
builds knowledge base that is used by inference engine that runs forward-
chaining inference schema.

2.2 Hardware Set-Up and Calibration

The single Kinect device is capable to measure distance between camera lean
and object that is in the field of view. The standard software (Kinect SDK
1.6) can be used for real-time tracking of set o body joints on user body (Fig-
ure 1). The body joints are automatically segmented and no markers placed
on ones body are required. If one joint is covered by another body part
that joint cannot be directly tracked and its position is estimated. However
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Fig. 1. Body joints in Microsoft Kinect SDK 1.6 used by GDL script. The SDK
returns coordinates of body joint in three-dimensional space using right-handed
coordinate system.

estimation rarely predicts the correct position of missing body part. In order
to overcome this problem we propose our novel architecture of data acquisi-
tion system.

The data acquisition was performed by system consisted of three Kinect
controllers connected to two standard PC computers - Figure 2. We had to
use more than one PC because of USB bandwidth limitation. Recording was
made with our software that records incoming skeleton data (positions of
body joints). The acquisitions made on different machines were synchronized
by synchronization server.

Fig. 2. Hardware set up for karate session recording



102 T. Hachaj, M.R. Ogiela, and M. Piekarczyk

Each Kinect measure distance to observed point in its own right-handed
Cartesian frame situated relatively to sensor orientation. Because of that
same point V has different coordinates ( 1) and ( 2) relatively to each pair of
devices.

v′ = [x′, y′, z′, 1] (1)

v = [x, y, z, 1] (2)

Our task now is to map all of those points to the same coordinate sys-
tem. Let us assume that a Cartesian frame that represents orientation of
each Kinect was translated and rotated around y (vertical) axis relatively to
each other frame. That means there are four degrees of freedom (three for
translation, one for rotation). Knowing that the linear transform that map
coordinates of a point represented by vector v′ in one coordinate system to
coordinates in another has form of following matrix:

v′ ·

⎡
⎢⎢⎣
cos(β) 0 −sin(β) 0

0 1 0 0
sin(β) 0 cos(β) 0
tx ty tz 1

⎤
⎥⎥⎦ = v (3)

After multiplication the vector v′ by matrix we get:

y′ + ty = y (4)

x′ · cos(β) + z′ · sin(β) + tx = x (5)

−x′ · sin(β) + z′ · cos(β) + tz = z (6)

As can be seen in ( 4) translation along y-axis (ty) can be found when we
know coordinates of single point in both frames. To find next four unknown
coefficients in ( 5) and ( 6) we need to know coordinates of two points in
both frames, but one can be the same point as we used in ( 4). The following
linear system has to be solved:

A · bT = xT (7)

b = [cos(β), sin(β), tx, tz];A =

⎡
⎢⎢⎣
x′1 z′1 1 0
z′1 −x′1 0 1
x′2 z′2 1 0
z′2 −x′2 0 1

⎤
⎥⎥⎦ ;x = [x1, z1, x2, z2] (8)

Where indexes 1 and 2 marks known coordinates of the first and the second
point.
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To calibrate the three sensors of our system we solved ( 7) for two pairs
of Kinects recalculating coordinates to the frame of device situated in front
of observed sportsmen. Because depth sensor of devices generates distortions
that make calculation of distance unstable between incoming frames (fluc-
tuation has amplitude of several centimeters) we decided not to correct any
additional potential distortions.

If front Kinect does not "see" particular body joint, system checks if this
joint is visible by another device. If yes our software takes coordinates mea-
sured by that adjective device. If more than two devices have detected same
joint, coordinates are taken from camera that is closest to observed point.

2.3 Data Set and Classifier Fitting

The data set for our research are recordings of black belt instructor (sensei)
in Okinawa Shorin-ryu Karate, 3 dan (sandan) that performs seven different
basic techniques: four static positions (Moto-dachi, Zenkutsu-dachi, Shiko-
dachi and Naihanchi-dachi), two blocks (Gedan-barai and Age-uke) and one
kick (Mae-geri). The instructor has indicated essential aspects of each tech-
nique (starting and ending position of limbs and movement trajectory). That
information was consisted in GDL script that we created for recognition. Each
gesture was partitioned into key-frames (Figure 3) that was later verified and
accepted by instructor. Also instructor was present during final validation of
method.

Fig. 3. Example karate key-frames for GDL script. Movements are separated into
stages, each stage is a key-frame used in semantic description. In this picture Mae-
geri begins with Moto-dachi but in our experimental recordings set it started from
different, "neutral" position.
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Because of space limitation of this paper we cannot show all rules of GDL
script that was created to fulfill the classification tasks. Set of rules that
recognize Mae-geri is presented in Appendix.

3 Results

Table 1 summarizes the classification results obtained from our experiments.
The description in first column is the actual technique (or group of tech-
niques) that is present in particular recording. Each technique (or group of
techniques) was repeated 50 times. Symbol + means that particular recording
consisted of more than one technique. Description in first row is classification
results. Last row sums up percentage of correct classifications of particular
technique.

Table 1. The classification results of our experiment

Moto
-dachi

Zenkutsu
-dachi

Shiko
-dachi

Naihanchi
-dachi

Gedan
-barai

Age
-uke

Mae
-geri

Not
classified

Moto
-dachi 50 1 0 0 6 0 0 0
Zenkutsu

-dachi 1 37 0 0 1 0 0 12
Shiko-dachi

+gedan-barai 0 0 37 0 29 0 0 13+21=34
Naihanchi

-dachi 0 0 0 50 0 0 0 0
Gedan-barai

+
Zenkutsu

-dachi 0 49 0 0 36 0 0 1+14=15
Age-uke

+Moto-dachi 50 0 0 0 0 43 0 0+7=7
Mae-geri 4 0 0 0 0 0 34 16
% 100.0% 86.0% 74.0% 100.0% 65.0% 86.0% 68.0% 16.8%

Because several karate techniques can be present in same movement se-
quence we investigated if actual technique/techniques was/were classified. If
yes that case was called correct classification. If technique was not classified
and was not mistaken with similar one (like Moto-dachi which is similar to
Zenkutsu-dachi) that case was called not classified. If technique was mis-
taken with similar one that case was called misclassified. Those three sums
up to 100%. If technique was correctly classified but additional - actually not
present - behavior was classified that case was called excessive misclassifica-
tion. According to this terminology 83% of recordings was correctly classified,
16.8% was not classified and 0.2% was misclassified. Excessive misclassifica-
tion was at the level of 2.4%.
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4 Discussion

Classification errors in our test set were cased by inaccuracies of joints seg-
mentation done by Kinect SDK software. If particular part of body is covered
by another one it is probable that the covered joint position would be wrongly
estimated what affect final classification. The integration of recordings from
three Kinects situated on different angles to karateka limits number of body
positions from that particular body parts are invisible. The low value of ex-
cessive misclassification and misclassified relatively to not classified shows
that GDL-based classification rather does not classify sequence that is too
deformated to fit script description to another class. This is extremely im-
portant in case of classifiers that are capable to recognise many classes in the
same time in one recording like GDL can.

5 Conclusion

As we have proved the proposed methodology is capable to classify in real
time complex movement sequences that are performed faster than typical
common-life gestures. What is more important those type of gestures were
recorded by relatively cheap, off-the-shelf multimedia devices. Our approach
has many advantages over state of the art methods: the GDL classifier does
not require any training data set - GDL scripts can be easily thought and
written for any movement sequence that can be separated into set of key
frames. Also GDL classifier can recognize all scripted gestures sequences that
are consisted in one recording in the same time. In order to add new tech-
nique to be recognized it is not necessary to retrain the whole classifier but
just to add another set of rules to GDL script. The drawback of GDL is that
the description is time constrained (unlike DTW). Also proper selection of
key frames and body joints relation might require the consultation with ex-
pert. However it should be remembered that even "full automatic" methods
of classification require the expert knowledge about relevant features that
are consisted in data. Our future plan is to expand GDL classfier on other
Karate techniques and to validate that method on recordings of sportsmen
and sportswomen with different age, body proportions and abilities.
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Appendix

//GDL script for Mae-geri recognition
//Both legs are in the same level above the ground
//Figure 3 Mae-geri stage 1
RULE ABS(AnkleRight.y[0] - AnkleLeft.y[0]) < 50 THEN MaeStart
//Right knee in the line with right hip, bended right knee
//Figure 3 Mae-geri stage 2
RULE (HipRight.y[0] - KneeRight.y[0]) < 100 & ABS(KneeRight.a[0] - 90)
< 30 THEN MaeMiddleRight
//Kick with right foot - Figure 3 Mae-geri stage 3
RULE (HipRight.y[0] - KneeRight.y[0])< 200 & KneeRight.a[0]> 150 THEN
MaeEndRight
//Left knee in the line with left hip, bended left knee
//Figure 3 Mae-geri stage 2
RULE (HipLeft.y[0] - KneeLeft.y[0]) < 100 & ABS(KneeLeft.a[0] - 90) < 30
THEN MaeMiddleLeft
//Kick with left foot - Figure 3 Mae-geri stage 3
RULE (HipLeft.y[0] - KneeLeft.y[0]) < 200 & KneeLeft.a[0] > 150 THEN
MaeEndLeft
//Proper sequence of Mae-geri stages
RULE (sequenceexists("[MaeMiddleRight,1][MaeStart,1]") & MaeEndRight)
| (sequenceexists("[MaeMiddleLeft,1][MaeStart,1]") & MaeEndLeft) THEN
Mae-geri
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Summary. The paper presents a digital image watermarking algorithm real-
ized by means of two-dimensional Karhunen-Loeve Transform (2DKLT). The
information embedding is performed in the two-dimensional specturm of KLT.
Employed two-dimensional approach is superior to standard, one-dimensional
KLT, since it represents images respecting their spatial properties, resulting in
a lower noise and better adaptation to the image characteristics. The principles
of 2DKLT are presented as well as sample implementations and experiments,
which were performed on benchmark images. We propose a measure to evalu-
ate the quality and robustness of the watermarking process. Finally, we present
a set of experiments related to the color-space, embedding variants and their
parameters.The results show that the 2DKLT employed in the above applica-
tion gives obvious advantages in comparison to certain standard algorithms,
such as DCT, FFT and wavelets.

1 Introduction

The problem of hiding certain content into some other data is called steganog-
raphy and its modern applications include embedding watermarks and copy-
right information into music, images and videos (so called digital rights
management – DRM), hiding secret messages in order to transfer them over
the Internet, protect data against alteration, etc.[1, 2]. Many algorithms have
been developed so far, however, not all all of them are usable and robust
enough in practical applications. The main issue is if the carrier (cover ob-
ject) is altered, the watermark should be preserved. This problem often exists
in cases when data have to be protected against unauthorized usage or modi-
fication. In literature there are many general approaches aimed at still image
steganography and watermarking [1, 2, 3, 4, 5, 6]. Almost all such methods
work in either space domain [4] or in certain spectrum domain (FFT, DFT,
DCT, Wavelets [3]).
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One of the most popular yet not very effective method is a least signif-
icant bit (LSB) insertion [2], which alters the least important part of the
cover object. The main problem with LSB and other methods is the low ro-
bustness to typical visual manipulations, e.g. changes of intensity, contrast
and focus as well as lossy re-compression and framing. On the other hand,
typical transformation-based methods introduce high level of distortions into
the cover image and are sensitive to lossy compression. It means we need a
compromise between high robustness to attacks and low visibility.

The natural solution to above stated problems is the usage of transfor-
mation that adapts to the characteristics of input data. Many transforma-
tion methods have been proposed in the literature, most of them based on
operations such as Karhunen-Loeve Transform (KLT), Discrete Cosine Trans-
form (DCT), Discrete Fourier Transform (DFT), Linear Discriminant Anal-
ysis (LDA), Discrete Wavelet Transform (DWT), etc. The literature survey
shows that in case of images presenting real scenes one of the most promising
is KLT since it uses basis functions optimally adjusted to actual data charac-
teristic. The KLT also known as Principal Components Analysis (PCA) is a
technique widely used to reduce multidimensional data sets to lower dimen-
sions for analysis, compression or classification [7]. The PCA/KLT involves
the computation of eigenvalue decomposition or singular value decomposition
of a data set, usually after mean centering [8]. However, it should be noted
that using PCA/KLT for tasks such as pattern recognition or image pro-
cessing can be challenging because it treats data as one-dimensional, when in
fact they are two-dimensional. That is why almost all developed algorithms
employ some sort of dimensionality pre-reduction discarding, in many cases,
the spatial relations between pixels. One of the possible solutions is using
two-dimensional transformation based on PCA (and KLT). The first algo-
rithm from this group was presented in [9], where a novel, two-dimensional
version of KLT for face recognition task was developed. An extension of
this method (known as PCArc - for row and column representation) was pre-
sented in [10, 11]. Many current publications show that two-dimensional KLT
(2DKLT) can be directly applied for high-dimensional data [10, 11] because it
does not require any preliminary processing or additional reduction of dimen-
sionality of input images. There are several works related to watermarking
in the KLT domain, however they deal with one-dimensional representation
[6, 12, 13] or process gray-scale images only [6].

In the further parts of the paper we show the main principles of 2DKLT
together with the discussed application area - information embedding (wa-
termarking). The experiments performed on the standard benchmark im-
ages gave satisfactory results, comparable to the other known approaches
[1, 6, 12, 13].
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2 Algorithm Description

2.1 Processing Scheme

Developed algorithm uses a two-dimensional version of Karhunen-Loeve
Transform and redundant pattern encoding [4]. It consists of the following
steps: 1. preparation of data – input image is being decomposed into blocks
of equal size, a message is expanded into bit-wise sequence, 2. calculation of
two-dimensional basis functions by means of PCA row/column, 3. transfor-
mation of blocks (2DKLT), 4. inserting a binary representation of a message
according to the specified key, 5. inverse 2DKLT transformation, 6. joining
blocks into a single image. The reverse algorithm used for extracting the
message is based on the same general rules. In the beginning, the carrier
image is being decomposed into blocks, which are transformed by means of
known eigenvectors (calculated previously). Then the message fragments are
being extracted from specific blocks’ elements according to the known key.
Finally, the bit-wise extended message is compacted into graphical form for
a convenient readout.

In order to unnoticeably embed a message into the cover image, it should
be modified in a way that it will contain small differences similar to the
original object. That is why we operate in KLT spectrum, in order to spread
the change in several pixels. Thus, the watermark is being expanded into a
longer sequence of small values e.g. binary ones. Then we have to generate
a key which will determine where in the transformed blocks the elements
of expanded watermark have to be placed. The key is a sequence of offsets
from the origin of each block. It is important to place the watermark into the
"middle-frequency" part of each block as a compromise between output image
quality and robustness to intentional manipulations (see first matrix in the
Fig. 1). This rule is especially significant in a case of images containing large
number of small details, which helps keeping all the changes imperceptible.
The only noticeable difference can be observed in the areas of uniform color.

2.2 2DKLT Principles

Let us assume that the image I being processed is stored in a structure of
P ×Q×R elements, containing R channels of P ×Q matrices. We decompose
each r-th channel into a set of K subimages (blocks) Xk with equal, constant
dimensions M × N , where (M << P,N << Q). These blocks do not have
common parts and do not overlap each other. They cover the whole image
area. This approach is similar to JPEG/JFIF, where M = N = 8, which is a
compromise between compression ratio and performance [14]. In a case being
discussed here it is possible to use block of any size, even not square [11].
The algorithm uses PCA for row/column representation (PCArc) in order to
calculate the eigenvectors and KLT in order to transform them [10]. In the
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first step, for all blocks in the dataset we calculate mean block X̄ and remove
it from each individual block X̂k = Xk − X̄.

In the next step we calculate two covariance matrices for both row and
column representations of input blocks, which correspond to the variation of
blocks in the set [9]: Σ(r) =

∑
k X̂kX̂

T
k and Σ(c) =

∑
k X̂

T
k X̂k.

After solving the following equations Λ(r) = (V (r))TΣ(r)V (r) and Λ(c) =
(V (c))TΣ(c)V (c) we get eigenvectors V and eigenvalues Λ matrices which
will further serve as the transformation basis. Usually, this step requires a
computer-based algorithm for computing eigenvectors and eigenvalues. Fi-
nally, for each block Xk in order to get its transformation Yk the following
operation is performed [10]: Yk = V (r)(Xk − X̄)V (c).

It should be noted that we do not perform any kind of dimensionality
reduction here, hence the KLT coefficients preserve total information of blocks
Xk. The transformation on blocks is the main operation for further steps
described in the following sections.

2.3 Watermark Embedding/Recovering

The maximal size of a watermark is directly linked to the number of blocks
(K), which are calculated from the proportion of image dimensions and block
size. If we assume to have binary watermark, then one bit is embedded in
one image subblock. So the size of the watermark is equal to the number of
blocks. If the watermark is smaller than the number of blocks then it can
be inserted in the cover image repeatedly. This approach is called redundant
pattern encoding [4] and increases the robustness of the watermark to the
intentional manipulations like compressing of filtering. There is also a possi-
bility of inserting more than one bit in each block, however it decreases the
robustness of the method.

The recovery algorithm, in a comparison to the embedding phase, is per-
formed in the following order. In the first step we decompose the cover
image into sub-blocks, which are further transformed using known eigen-
vectors (2DKLT) and finally, the appropriate part of a watermark is being
extracted from KLT spectrum of each block. It is important to know the right
eigenvectors as well as the key used to extract the exact watermark. If we do
not know the key we still are able to extract the watermark (with the help of
eigenvectors calculated straight form the cover image), but its exact content
will be hard to guess.

As it was already written, there are several variants of information embed-
ding. We investigated three variants, namely:

1. Direct Bit Once - one bit put in each block according to the key;
2. Direct Bit Twice - one bit put twice in each block according to the key;
3. Direct Two Bits - two bits put in each block according to the key;

The areas of alternation in each block are presented in Fig.1. The first
block presents an area of middle frequencies which are especially suitable for
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alternation, since they are responsible for least noticeable changes in the
image. The second block in Fig.1 represents a variant of the embedding called
Direct Bit Once, which changes single element in the chosen area according
to the key. The change is done by substitution of original element X(i, j)
with a value equal to:

X̃(i, j) =

{
SX(i, j) if X(i, j) = 1
−SX(i, j) if X(i, j) = 0

(1)

The extraction of the watermark is done by checking the sign of the element
in the KLT spectrum. If the extracted element is more (or equal) than zero,
then the extracted bit of watermark is set to one. Otherwise, it is set to zero.

The third block in Fig. 1 represents a variant of the embedding called
Direct Bit Twice, that changes two elements in the chosen area according to
two independent keys. It was developed in order to increase the robustness
of the embedding. The change is done by substitution of original elements
X(i1, j1) and X(i2, j2) with a value calculated according to the Eq.1. The
extraction of the watermark is done in the following manner. Both elements
are extracted (according to the keys) and then added. If the sum is more (or
equal) than zero, than the extracted bit is set to one. Otherwise it is set to
zero.

The method called Direct Two Bits is similar to the above one. The main
difference is the fact of coding two independent bits of the watermark in each
block. Instead of doubling the embedded information, in each block, we put
there two successive bits of the watermark. The extraction algorithm is also
similar.

Fig. 1. KLT spectrum area being altered (left), Subarea chosen in Direct Bit Once
(middle) and in Direct Bit Twice (right), respectively

2.4 Watermarking Quality/Robustness Evaluation

Three are two main measures of evaluating the quality and robustness of wa-
termarking. They include Peak Signal-to-Noise Ratio and Cross-Correlation.
Both are used in an independent manner [6, 12, 13] and can not give an
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unequivocal answer. In order to evaluate the influence of parameters of pre-
sented process on image quality as well as the robustness of the watermark-
ing procedure simultaneously we introduce the combined metrics. It employs
cross-correlation coefficient calculated for original W and extracted water-
mark image W̃ and the Peak Signal-to-Noise Ratio of modified image Ĩ vs.
original one I:

D = PSNR(I, Ĩ) ∗ log10(Corr(W, W̃ )). (2)

Such measure is capable of capturing both characteristics of watermarking
process and help finding its practically useful parameters. In future, some
more advanced image quality metrics (like [15]) may be used in order to
reproduce the subjective characteristic of quality estimation.

3 Experiments

Developed algorithm and its prototype implementation have been investi-
gated on sample color images of different origin and characteristic (see Fig. 2).
To prove the robustness of the algorithm, several tests, according to the de
facto standards, have been performed [1, 2]. They included 13 operations: ge-
ometrical transforms (scaling and rotation), lossy JPEG compression, noising
(Gaussian, Poisson), changing the brightness and contrast of an image and
finally convolution filtering with different masks.

Fig. 2. Images used for experiments: Lena, Griffin, Ladybug and the watermark

We investigated two aspects of the method:

1. selection of color space (single color channel) in which the watermark is
embedded: RGB, HSB, YCbCr;

2. selection of watermark power S ∈ 10, 25, 50, 75;

The combined results of the experiments (mean results for all 13 attack types)
are shown in Fig. 3. The lower row of the figure represents the normalized
quality values for 4 different watermarking powers (S). As it can be seen,
the best results were obtained for Y , G and V channels. However, when we
consider the robustness to attacks, the results are quite different. The first
row of the figure presents the combined metric D in dB. The higher the
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Fig. 3. The combined quality/robustness metric (upper row) and detailed color-
space comparision in terms of joint PSNR (lower row) for Lena, Griffin, Ladybug,
respectively

value, the better quality and the higher robustness to attacks, thus the best
results give Green and Saturation channels (depending on the characteristics
of images).

4 Summary

Algorithm presented here and its application area showed that the 2DKLT
method can be a valuable basis for efficient color image watermarking. This
approach makes it possible to hide a watermark in the so called cover image
with high resistance to image distortions by using optimal representation in
the eigenvectors space. During the experiments high robustness of 2DKLT-
based algorithm to typical steganographic attacks has been proved. The qua-
lity and strength is similar to the ones presented in [6, 12, 13], however the
proposed approach is more flexible in the aspect of color-space and quality
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settings. The bottom line is that during investigations the hidden message
was not detected by one of the most popular steganalysis tools - stegdetect
v0.4 [2], which makes the proposed method highly promising.
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Summary. The main goal of the article is a presentation of the usage of
knowledge transformation methods in an iterative scheme of ontology build-
ing. The presented approach tries to overcome vital problems of automatic
ontology building. They concern especially initial assumptions and problems
of the learning. The article concentrate on the knowledge joining operation.
The details of this operation are illustrated by example of building of the
knowledge structure applied in a simple image recognition system. The pro-
posed scheme is compared with other well-known approaches. The article
points to conditions of a successful usage of the described methodology, i.e.
developing effective search algorithms of a suitable concept structure and the
efficient methods of distributing the main task of knowledge building.

1 Paper Objectives and Bibliography Remarks

The task of image classification and understanding often requires the usage of
the knowledge about images [6]. This approach, having many advantages (e.g.
flexibility), suffers from several difficulties. One of them is assumption that a
useful model of reality (i.e. ontology) is available. The term "ontology" may
be simply defined as a 3-tuple: a set of concepts, a set of relationships and
a set of instances [2]. However, its automatic creation is a complex problem.
The literature provides many frameworks of the ontology building, especially
concerning the Semantic Web methods [2, 3]. Among them, the OWL (Web
Ontology Language) is the most known. The OWL is a knowledge represen-
tation language which makes it possible to describe features of classes, rela-
tionships, and allows to define basic operations on the classes [4]. Analogous
operations concern also described in the paper simplified ontology structure
(next sections illustrate the usage of a fundamental operation of knowledge
joining). The proposed methodology favors the automatic ontology creation,
and satisfies the assumption that knowledge updating should be based on the
observation of direct relations between objects.

R.S. Choraś (ed.), Image Processing and Communications Challenges 5, 115
Advances in Intelligent Systems and Computing 233,
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We can articulate now the main two goals of the article:

1. The presentation of the most important features of iterative scheme of the
knowledge building, which applies the knowledge joining operations.
2. Establishing conditions of a profitable usage of this scheme in relatively
simple image classification tasks.

2 Knowledge Representation and Learning Scheme

At first some theoretical background concerning the knowledge representation
and an architecture of the whole system should be provided. This introduction
will be based on the works [7] and (especially) [8]. According to them, we
assume that the phenomena from the given reality consist of elementary parts,
which are called primitive objects. The objects correspond to “concepts”, also
called “types". Additionally, we assume that the objects are connected by
relationships. We assume also the possibility of creating the new concepts,
objects and relations. The work [8] provides details of the concept definition.
The starting point is here a set of objects that are “strongly” connected by
the relations. This set allows to create an abstract arrangement (pattern) of
the relations. Let us denote this pattern by Sp. Basing on this, we can define
the concept as a triple of elements:

(Sp,FR,FA) (1)

where: FR - process of defining new relationships, FA - process of defining
new object attributes (for details see [7]).

According to the newly constructed pattern Sp, we can create new objects
(as a combination of several sub-objects). The procedures of concept and
object creating may be operated repetitively. This leads to the construction
of hierarchical structure of concepts and hierarchical structure of objects. The
concept structure includes the general knowledge, while the object structure
contains knowledge about the particular scene. The presence of the objects
of the specific types in that structure may be considered as a response of the
system.

However, we should be aware of two important problems. The first is the
problem of knowledge evaluation (see [7]). We will notice here only a few
possible approaches to solve it: evaluation by the practical action, by the di-
rectly defined performance function and evaluation by the usage of an arbiter
(supervised learning).

The second vital problem is connected with methods of finding a useful
concept structure. There are many possible ways of creating the pattern Sp,
thus the solution is a point of a huge search space. Some proposals to solve
this crucial problem are provided by the paper [7]. For example: evolutionary
algorithms and variants of local-search techniques.

The complex process of creating the new concepts may be described
in more consistent way by introduction a uniform scheme called an OTO
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(Observation-Transformation-Operation) [8]. The main steps of OTO scheme
are as follows:

A. The observation. In this process the relationships between objects are
identified.
B. The transformation. This process refers to the transformation of the
knowledge, in order to better describe the observed phenomena.
C. The operation. This stage consist in the object creation or removal.

The transformations phase may refer to the particular relationships in the
Sp sets, its types of arguments as well as whole interior structure of Sp. A
brief study of main kinds of these transformation is provided by [8]. Let us
shortly itemize them:

Creating an alternative concept definition (two, or more patterns define
the same concept).

Creating a recursive concept.
Let us assume that some pattern Sp defines concept denoted by c. By

changing types of relations arguments in Sp into c we obtain a recursive
type.

Modifications of the relation definition.
Let us consider a binary relationship r. We can define the new unary

relation re, which is satisfied by particular object x if there does not exist
other object y which satisfies r relation (r(x,y)). This kind of modification
will be called “excluding transformation”.

Let us focus on the consequence of the simple modification of relationship
arguments types. Let us assume, that a Sp set defines a c1 concept. In Sp we
change the type of a particular argument of an individual relation into c2. In
this way the concept c2 is used in the definition of the concept c1. More gen-
erally, we may interpret such a modification of relation arguments as joining
of one knowledge structure to another one. The usage of this transformation
is the main topic of next sections.

3 Examples of Knowledge Structure Joining

3.1 Partial Knowledge Building

Before we will illustrate the idea of knowledge joining we should demonstrate
some abstract example of OTO scheme usage. This example was presented
in the paper [8], here only a brief outline will be given. Let us assume that
we want to build knowledge about operations on integer numbers. First, we
must provide the description of the concept “number”. It may be defined on
the basis of an elementary concept of “equinumerosity of sets”. We want to
define this concept with minimal assumptions (we will not use its well-known
definition that utilizes a bijection transformation).
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As a primitive concept we consider a class of vectors, which have only one
essential feature called color (with two values: 0 and 1 or blue and red). Thus,
all the primitive objects can be divided into two sets. There are also defined
primitive binary relationship: equality and inequation of the color and two
unary relations: having_blue_color and having_red_color.

The execution of the searching process has been carried out in the environ-
ment of a test program. The program has generated many proper solutions,
one of them (drawn according to the program output window) is as follows:

typ 20 q1 pat:
typ 21 q1 pat: 13: 20 20
typ 22 q1 pat: 15: 21 21
typ 22 q1 pat: 15: 22 21
typ 24 q4 pat: neg 13: 22 20 15: 22 20 15: 22 21
Let us interpret that definition.
typ 20 q1 pat:

typ 20 - a header of the definition of concept (type) no. 20, this is the concept of
primitive objects, q1 - a performance value of this concept, (not significant), pat: -
relation definitions (empty here);

typ 21 q1 pat: 13: 20 20
typ 21 - the header of the definition of concept 21 (headers will be omitted in further
descriptions),
13: 20 20 - relation 13 (inequation) held between two objects of type 20; the object
of concept 21 is a pair of primitive objects (type 20) having different colors, such
a pair will be called a “different pair”; the color of this compound object is always
0 (blue) as a result of calculating the average color of components using integer
values; the first argument of this binary relation (and all next ones) will be called
a “central object” (definition of the central object is provided by [8]);

typ 22 q1 pat: 15: 21 21
15: 21 21 - relation 15 (equality) held between two objects of type 21; the object of
type 22 contains two objects of type 21 (different pairs); all objects of type 21 have
blue color, so relation 15 expresses here an existence of another object of type 21;

typ 22 q1 pat: 15: 22 21
15: 22 21 - relation 15 (equality) held between objects of type 22 and 21, this is a
transformation of the previous concept, type 22 becomes the “recursive type”; the
object of extended concept 22 may be a set of different pairs (type 21);

typ 24 q4 pat: neg 13: 22 20 15: 22 20 15: 22 21
this is the excluding transformation (denoted by “neg”) of relations:
13: 22 20 15: 22 20 15: 22 21;
object of type 24 may be interpreted as a set of different pairs (type 22) for which:
13:22 20 - another object (type 20) having a different color does not exist,
15:22 20 - another object (type 20) having the equal color does not exist,
15:22 21 - another pair does not exist (all pairs have blue color).

The last conditions mean that an object of type 24 includes all different
pairs, and there exists no other object (type 20) that is not a component of
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them. Thus, the possibility of creating the object of type 24 indicates that
two sets have the same cardinality.

We will omit a further description of this solution, concentrating on its
practical usage in the classification task.

3.2 Image Classification Task

We will deal with a simplified version of pattern recognition problem in which
the objects’ membership to one class only will be considered.

Our example concerns a mineralogy problem of the proper classification
(identification) of the granite stones. Figure 1 is a photo of several stones
that include different amounts of specific minerals (e.g. quartz, mica). We
assume that some of these stones, which are marked by the expert (black
circle) belong to one particular class.

Fig. 1. The example of objects which include different amounts of some minerals

Leaving the discussion about the structure of the pictures of stones, let us
assume that they are consisted directly from pixels. Let each pixel be repre-
sented by a vector: (x_coordinate, y_coordinate, brightness), which will be
regarded as a primitive object of OTO process. Assuming that the inborn
knowledge may be imprecise, we can simplify the object properties and re-
lationships between them. We will consider the 8-degree brightness of pixels
only. Accordingly, we will define eight very simple unary relationships that
assesses the object brightness (having_brightness_0, having_brightness_1,
. . . ). Moreover, we will use two binary relationships (equality and inequa-
tion) for a comparison of brightness of two objects. Finally, we assume that
a concept structure which is able to check the cardinality of sets is available.
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As a result of the searching process we obtain a structure:
typ 20 q1 pat:
typ 21 q1 pat: 13: 29 29
typ 22 q1 pat: 15: 21 21
typ 22 q1 pat: 15: 22 21
typ 24 q4 pat: neg 13: 22 29 15: 22 29 15: 22 21
typ 25 q1 pat:
typ 26 q1 pat: 15: 25 25 15: 25 25 4: 25
typ 26 q1 pat: 15: 25 25 6:25
typ 28 q1 pat: 15: 26 26
typ 29 q1 pat: 15: 28 28
A part of it, containing concepts from 20 to 24, is the transformed structure

from the first example, we will return to this soon. The concept number 25
represents primitive objects (see above). Let us consider next concepts:

typ 26 q1 pat: 15: 25 25 15: 25 25 4: 25
15: 25 25 - relation 15 (equality) held between central objects (type 25) and another
object of type 25,
15: 25 25 - the same relation between central object and just another one,
4: 25 - the relation having_brightness_4 satisfied object of type 25 (central object);
the object of type 26 contains three primitive objects (25) which have brightness 4;

typ 26 q1 pat: 15: 25 25 6:25
the arrangement of this relation is analogous to the previous one; the object of this
concept is a pair of primitive objects having brightness 6; this is the alternative
definition of the previous concept (both concept have number type 26);

typ 28 q1 pat: 15: 26 26
15: 26 26 - relation 15 (equality) held between central objects (type 26) and another
object of type 26; the object of type 28 is a pair of objects of the same brightness;

typ 29 q1 pat: 15: 28 28
like above; the object of concept 29 is a pair of objects of type 28, which have the
same brightness; the object of concept 29 is a quartet of objects of type 26.

In the process of creating the last concept the operation of knowledge
joining is executed. All types of relations in the partial knowledge structure
(concepts 20-24) which equal 20 are changed to 29. This transformation joins
two ”piece” of knowledge (concept 25-29 and 20-24).

Let us try to understand how the whole structure works. The object of
concept 26 may be a triple of primitive objects having brightness 4 or a pair
of them having brightness 6 (alternative definition). The number of objects
of this type which have the brightness 4 can be expressed by:
n(26,4) = n(25,4) div 3, where: n(25,4) - the number of primitive objects

(25) having brightness 4, div - division operation in integer domain (objects
can be used in the creation of the other object only once).
Similarly, the number of objects of type 26 which have brightness 6 is:
n(26,6) = n(25,6) div 2.

Let us assume, that using the concept structure 20-24 we want to compare
the cardinality of two sets of objects (type 26) having brightness 4 and 6.
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If these sets have the same cardinality, the ratio of the number of primitive
objects having brightness 4 to those of brightness 6 is 3/2. This value, describ-
ing components of the stones, may be used in classification task. However,
an acceptance of all positive examples of the learning sequence needs some
tolerance of this value. The rough calculation may come from taking into ac-
count remainders of the division operations (n(25,4) div 3 and n(25,6) div 2).
Let us look at concept 29. The number of all objects of type 29 is:
n(29) = n(26) div 4, where: n(26) is the number of all objects of type 26.

Taking into consideration the last division operation, we can notice that the
equinumerosity of sets of objects of type 29 infers an approximate equinu-
merosity of corresponding sets of objects of type 26.

3.3 Main Features of OTO Method in Comparison
with Other Approaches

The problem of the objects classification has many typical solutions [5]. One
of them (let it briefly denote by ”classical” ) utilizes a distance function be-
tween objects (minimum distance algorithm). The main problem is the suit-
able selection of the objects properties. Omitting detailed discussion we may
propose to use features of histogram of images (e.g. position of the histogram
maximum or parameters of Normal or Poission’s distribution that estimate
the histogram function). In a more approximate method, relationships be-
tween average histogram values in chosen ranges might be considered.

The classification tasks are also commonly solved be the usage of artificial
Neural Networks (NN) [1]. In the general case, when the network structure
is unknown, the task of generating the network is NP-complete. Practically,
making some assumption about the network architecture we can make this
process simpler. For example, we can imagine that each pixel of the picture is
connected to one node of the input layer of NN. In classification task we can
use a three or four-layer feed forward NN, with nodes applying a sigmoidal
activation function [1].

Let us look now at the ability of OTO method to generate the proper
solution. The intervals of the brightness, in which the pixel numbers are cal-
culated, have the same width. It relates to the ”rough” (8 levels) quantization
of pixel brightness. We can see however, that the usage of the more accurate
quantization and the operation of the alternative concept definition allows to
create intervals of any arbitrary width (the method becomes similar to the
variant of classical one, see above).

By the creation of triples and pairs of objects the method is able to identify
the quotient of the pixel numbers equals 3/2. Nevertheless, be the combina-
tion of the pairs, triples, quartets, etc., the method can detect any value of
the quotient (with limitation that it must be a rational number).
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The comparison of the object number with the established tolerance is
done by 4-fold decreasing the cardinality of object sets. However, a more
complex structure may be able to compare the set cardinality with any given
tolerance.

Summarizing, OTO process, using the combination of elements defined
before (pairs and triples of objects, partial knowledge structures, etc.) can
produce a method which substitutes the ”classical” method developed by
the human. Moreover, the method is generated online, depending on specific
circumstances. This feature is similar to features of NN. Neural Network, in
the form describe above, can solve any task of classification. Unfortunately,
the solution is difficult to interpreted and applied into other systems.

4 Conclusions

By the presentation of features of OTO scheme in image classification task ,
we can conclude that OTO methodology has properties halfway between fea-
tures of the Neural Network techniques and classical approaches (based on
the distance function). Its main advantage is possibility to build the knowl-
edge automatically, what is similar to NN. Additionally, the knowledge may
by interpreted by a human, modified and easily adapted to other systems,
what makes it similar to the classical methodology.

Nevertheless, the main difficulty is an exponential growth of a searching
space with the growth of the step number of OTO process. This growth limits
the created knowledge structure to few concepts only. In this connection,
we can point to conditions of successful usage of presented methodology in
building the more complex structure:

• Developing efficient methods of local-search for best Sp pattern.
• The proper distribution of the main task of knowledge building to

subtasks.
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Summary. In this paper the problem of infrared and visible-light images
registration is analysed. The authors propose a registration procedure that
could be used for a wide range of applications. It is based on B-spline trans-
formation and mutual information similarity measure.

1 Introduction

Infrared thermography is a modern imaging technique. It has quite a long
history. Infrared cameras are still expensive, but their availability has sig-
nificantly increased in the recent years. Thermography has numerous appli-
cations in science (including medicine), technique, industry, military, rescue
services, etc. New potentially useful applications are proposed every year.

Digital infrared images are often processed and analysed for various
purposes. For this task it is often either useful or necessary to have also
visible-light photographs. Many infrared cameras offer such functionality.

Fig. 1. Potentially problematic images (left – visible light, right – infrared) due to
time delay between acquisitions
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Fig. 2. Illustration of parallax phenomenon

Both infrared and visible-light images are then acquired at the same time
(actually, there is usually a delay between acquisition of both images that
can be significant in some situations - Fig. 1). Having them it is easier for
example to spatially localise interesting temperature abnormalities. Unfortu-
nately, these images are usually not perfectly aligned and it is not possible to
easily find all corresponding points in both images. It results from two factors.
Infrared and visible-light lenses have different properties and introduce differ-
ent kinds of distortions. The other phenomenon is parallax, because infrared
and visible-light lenses are located in two different places, a few centimetres
from each other. The displacement is especially severe when photographed
objects are located within a small distance from the camera (Fig. 2).

Image registration (fusion) techniques provide solutions of this problem.
Typical software provided by infrared equipment manufacturers requires an
user to select a few corresponding points in the two images and then performs
appropriate transformation [4]. Sometimes special markers are attached to
photographed objects. The purpose of the presented study is to design a
registration procedure able to register images automatically, without prepro-
cessing and user interaction.

Unfortunately, it seems impossible to create a fully automatic image regis-
tration procedure that could be applied for any kind of images. For successful
automatic registration it is necessary to have enough objects that are visible
in both infrared and visible light. Images presented in Fig. 3 do not meet
this condition. Such images can be registered manually (by selection of cor-
responding points) or additional markers (visible in both spectra) should be
attached to the objects.

2 Materials and Methods

Each image registration procedure consists of similar main building blocks: ge-
ometrical transformation, interpolation method, similarity measure (registra-
tion criterion), optimisation scheme, interpolation method and visualisation
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Fig. 3. Example of images that probably cannot be registered automatically be-
cause visible-light photo shows not enough objects (both photos were taken in the
night, left – visible light, right – infrared)

Fig. 4. General structure of the registration framework

method (for registered images) – Fig. 4. All these elements should be carefully
selected according to the given registration problem.

As it has been already mentioned, it is impossible to create an all-purpose
registration procedure. We need to make some initial assumptions regarding
the problem to be solved here. We will operate on images for which there
is a chance to perform successful automatic registration. Selection of such
images is an another problem that is not discussed here in detail. We also
assume that view area of both images is similar and we have to correct only
relatively small distortions resulting from different properties of infrared and
visible-light optics, rather than large-scale translations, rotations and scaling.
This situation is typical if visible-light images are acquired by infrared camera
together with infrared ones.

The registration engine has been implemented using ITK library (Insight
Segmentation & Registration Toolkit, http://http://www.itk.org/). An
infrared image is treated as a fixed one and a visible-light image is a moving
one.

http://http://www.itk.org/
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B-spline transformation [1] is known to be a good choice for correction of
the expected kind of distortions introduced by optical systems. It is important
to set a reasonable number of B-spline grid nodes for the transformation
(discussed later). Linear interpolation is used do evaluate pixel intensities at
mapped positions.

In multi-modal registration (where correspondence between greylevels in
both images is not evident) various variants of mutual information are com-
monly employed as similarity measure. Here we use implementation proposed
by Mattes et. al [2]. All available pixels are used for calculations and 50 his-
togram bins are created.

Regular step gradient descent optimizer [3] is a well known optimiser,
expected to perform well with this kind of cost function.

3 Results

Fig. 5 presents exemplary images used for the experiments and the final
result. This situation is quite typical. Both visible-light and infrared images
show approximately the same area. However, the checkerboard test (Fig.
6) displays some displacements between corresponding objects, significantly
corrected using the presented procedure.

The grid size for the B-spline transformation was 2 by 2 nodes, on image.
Using splines of order 3 (cubic B-spline), it is necessary to use additional 3
nodes for each dimension. Thus, 50 transformation parameters (translation
along x and y axis for each node) need to be found during the optimisation
process.

The registration time strongly depends on given images’ properties and
required accuracy that can be tuned by setting optimiser’s parameters. In the
example presented above, minimum step length of the regular step gradient
descent optimiser was 0.01 (the stop condition). The optimal transformation
was found after 1085 iterations, within about 30 minutes, on a standard
modern PC (Intel® Core™ i7-3930K CPU 3.20GHz).

The same images were registered using FLIR Reporter software. The result
is presented in Fig. 7. The transformation calculation was based on three
reference points, manually selected in both images by the program operator
(Fig. 8).

4 Discussion

It is known that the more general transformation (described by more param-
eters), the more accurate registration might be potentially obtained. How-
ever, in this case situation is slightly more complicated. For pixel-based image
registration all (or most of) pixels are used for similarity measure calcula-
tion. Some image region may include no information useful for registration
(for example a complex thermal pattern on a plain, uniformly painted wall;
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Fig. 5. Infrared image, visible-light image, transformed visible-light image

complex visible structures and uniform thermal image or no correlation be-
tween both images). Too general transformation will likely introduce un-
wanted distortions in such areas. Registration time will be long and it will
be difficult to find the correct, optimal solution.

The transformation should be as accurately as possible matched to the
kind of expected image deformations. Here we would like to correct global
distortions introduced by optical systems rather than local discrepancies. Ac-
cording to the experiments, B-spline transformation with 2 by 2 grid nodes
on image (5 by 5 nodes including additional, necessary ones) can be used
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Fig. 6. A checkerboard test for the original (left) and registered images (right)

Fig. 7. Image fusion performed with commercial software (FLIR Reporter), original
images (left) and registered images (right)
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Fig. 8. Manual reference points selection for image registration (FLIR Reporter
software)

to successfully model such distortions. Increasing the number of nodes did
not significantly improve registration quality and in some images introduced
additional distortions as mentioned above. Registration accuracy (and pro-
cessing time) can be still altered by changing number of iterations during
optimisation (directly or by modifying the stop criterion).

Automatic image registration procedures are usually designed for specific
applications. No general-purpose commercial program for automatic registra-
tion of infrared and visible-light images is currently known to the authors.
Typically, such programs offer image fusion feature, but image registration is
based on corresponding points, selected manually by an user (Fig. 8 – FLIR
Reporter software). Thus, direct comparison of accuracy and processing time
for the presented solution and the commercial application is meaningless,
because in the second case they are determined by user’s actions.

5 Conclusion

A great variety of automatic image registration algorithms is currently known
[5]. Despite this fact, algorithms that require user interaction (for example
selection of corresponding points in both images) are still commonly applied,
because of practical problems with automatic registration. The registration
procedure has to be carefully tuned for a given application. The solution pre-
sented here can be used for a wide class of thermal and visible-light images,
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but still has serious limitation. It is desirable to improve its performance.
Selection of images that could be successfully registered using this procedure
is also an open issue.
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Summary. This paper presents computational complexity analysis of adap-
tive arithmetic coding (CABAC) in the emerging HEVC video compression
technology. In particular, computational complexity of individual parts of
CABAC (and the whole CABAC entropy codec in the HEVC video decoder)
was measured from the point of view of video decoder side. Experiments
were done using publically available HM reference software of the HEVC
video codec and a set of test video sequences. The range of bitrates that can
be processed in real time by CABAC entropy decoder were also evaluated for
the considered in the paper implementation of CABAC.

1 Introduction

Contemporary techniques of video compression have been dominated by hy-
brid coding scheme of images with intra-frame prediction, inter-frame predic-
tion and lossy transform coding of residual data [1, 2, 3]. The well-known and
commonly used examples of technologies that use hybrid coding scheme are
MPEG-2 [1, 2], H.263 [1, 2] and MPEG-4 AVC/H.264 [1, 2, 3, 5]. The essen-
tial part of each hybrid video codec is a block of entropy coding that is used to
extra reduce redundancy that exists within residual data in order to further
improve the compression performance of a video encoder. Works on entropy
coding of a video data resulted in the development of a very efficient Context-
based Adaptive Binary Arithmetic Coding (CABAC) algorithm [3, 4, 5, 6].
CABAC technique represents the state-of-the-art solution and has become a
part of the MPEG-4 AVC/H.264 video compression technology. The impact
of CABAC algorithm on compression performance and computational com-
plexity of a video codec has been already tested well and presented in the
literature [3, 4, 5, 6, 7]. What is very important, such works have been only
done in the context of the MPEG-4 AVC/H.264 video compression standard.
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In the last years intensive works have been carried out aimed at further
improving the techniques of hybrid video coding. The works were mainly
done in the context of high definition television. As a result of these works
the new High Efficiency Video Coding (HEVC) international standard has
been announced this year [8]. In the course of work on the new standard,
modified version of CABAC algorithm has been elaborated and chosen to
be a part of the HEVC video compression technology. It was experimentally
proved that the two versions of CABAC (original and modified) have similar
compression performance, but complexity of the modified version (used in
HEVC) is lower relative to the original one (used in MPEG-4 AVC/H.264).
Additionally, compared to previously known solutions for video coding, the
new HEVC technology includes many improvements and new coding tools
that affect both the compression performance and complexity of a video codec
[8]. These changes come down to a more flexible way of splitting the image
into coding units, more sophisticated mechanisms of intra- and inter-frame
prediction, more advanced techniques of transform coding of residual data
and the application of in-loop image filters.

These improvements (made in the parts of a video codec that calculate
the residual data and that perform entropy coding of the data) influences
the amount of computations that are needed in individual parts of contem-
porary video codec. Computational complexity analysis and results obtained
in the context of older video compression technologies (such as MPEG-4
AVC/H.264) may not be appropriate for the emerging HEVC technology.

At this point the question arises on computational complexity of modified
CABAC entropy codec in the framework of the new HEVC video codec. This
paper strictly addresses this subject. Additionally, the paper presents detailed
computational complexity analysis of individual functional blocks of CABAC
entropy codec using representative set of test video sequences. The rest of
the paper is organized as follows. Section 2 presents the general concepts
of CABAC entropy coding that is used in the HEVC standard. Section 3
describes methodology of experiments on computational complexity analysis
of CABAC in HEVC. Section 4 presents obtained results and the last section
5 concludes the paper.

2 HEVC Video Compression – CABAC Entropy
Coding

Proper evaluation of results presented in this paper requires the knowledge
of CABAC entropy codec structure. In this section only the most important
elements of CABAC algorithm are presented.

The general structure of the version of CABAC used in HEVC is the same
as compared to that used in MPEG-4 AVC/H.264 video codec. The block
diagram of CABAC encoder was presented in Fig. 1.
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Fig. 1. Block diagram of CABAC entropy encoder

Characteristic feature of an algorithm is using the binary arithmetic en-
coder core (instead of m-ary core), the so-called M-encoder, which was highly
optimized toward speed [4, 5, 6, 7]. The binary encoder core is able to process
symbols from alphabet A={0, 1} - in notation of CABAC the symbols are
considered as least probable symbol (LPS) or most probable symbol (MPS).

Due to application in CABAC of the binary arithmetic encoder core, all m-
ary symbols must be mapped into string of binary symbols at the first stage
of CABAC encoding. This operation is realized in the binarizer. It must be
stated, that the way in which binarizer works strongly affects the number of
resulted binary symbols, which in turn translates into performance and com-
plexity of the entropy encoder. It was the motivation to use several different
binarization schemes in CABAC in order to account different statistics of in-
dividual syntax element coded in the HEVC encoder. In general, binarization
techniques are used that are based on unary coding, Exp-Golomb coding and
Golomb-Rice coding [4, 5, 6, 9]. In this way, this part of CABAC encoder is
very similar to adaptive variable-length coding, but data statistics modeling
together with arithmetic coding of binary symbols is additionally realized in
order to increase compression performance of entropy encoder.

Data within string of binary symbols (data at the output of a binarizer
block) still exhibit some statistical redundancy. This redundancy is addition-
ally reduced in CABAC by the use of data statistics modeling and arithmetic
encoding of symbols. From compression performance point of view these are
also important parts of entropy encoder. It is known, that the ‘quality’ of
data statistics estimation (accuracy of probabilities of symbols that are esti-
mated in the context modeler block) strongly affects compression efficiency
of arithmetic encoding. Experiments proved different character of data asso-
ciated with individual syntax elements and even varied nature of binary data
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within bit planes of binarized words for a given syntax element. Therefore,
estimation of probabilities should be realized independently not only on the
level of individual syntax elements, but also independently on the level of bit
planes in a binarized word. It was the motivation to split the input stream
of binary symbols into a big number of individual binary sub-streams, for
which the probabilities of symbols are calculated independently. This refers
to sub-streams of data that are coded in the so-called regular coding mode
(see Fig. 1). In relation to solution used in CABAC of MPEG-4 AVC/H.264
standard, in CABAC of HEVC the number of regular sub-streams was highly
reduced in order to simplify the mechanism of data statistics estimation. Total
number of 2051 regular sub-streams was introduced in CABAC of HEVC (in
contrast to 460 regular sub-streams used in CABAC of MPEG-4 AVC/H.264).
The way in which binary symbols are assigned to individual regular sub-
streams determines the efficiency of entropy encoder. In CABAC it is done
based on context information (i.e. values of neighboring binary symbols that
have been coded previously), wherein actual context pattern (the location of
neighboring symbols that are taken into account) is different for individual
syntax elements. For some binary symbols uniform probability distribution is
assumed and no conditional probabilities are calculated for such symbols. It
refers to the so-called bypass coding mode and bypass sub-stream of symbols
(see Fig. 1). Relative to the CABAC of MPEG-4 AVC/H.264 greater per-
centage of symbols is classified as bypass symbols in the CABAC of HEVC.

In general the process of probabilities estimation makes a bulk of computa-
tions in adaptive entropy codec. Therefore, CABAC calculates probabilities
in a simplified way using pre-defined Finite State Machines (FSMs). The
number of FSMs corresponds to the number of regular sub-streams defined
in CABAC - it means that a given FSM calculates probabilities of symbols
that come from individual sub-stream. Each FSM consists of 64 states which
correspond to particular 64 values of probabilities for LPS symbol and 64 va-
lues of probabilities for MPS symbol. Probability of a symbol is finally used
by the arithmetic encoder core.

3 Complexity Analysis of CABAC in HEVC –
Methodology

Main goal of the paper was to perform detailed complexity analysis of in-
dividual functional blocks of CABAC entropy codec when operating in the
framework of HEVC video codec. The starting point to research was the
publicly available reference software of the HEVC video codec, known as HM
software [10]. In particular, version 3.2 (HM 3.2) of the software was used.
As a matter of fact the newer versions of HM software are available now
(HM 10.0 at time of writing this paper), nevertheless the general structure
1 This is the number of regular sub-streams used in the HM 10.0 version of the

HEVC reference software.
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of CABAC algorithm has not been changed (since HM 3.2 software version)
and results obtained with older version of the software may be regarded as
reliable.

Experiments were done from the point of view of HEVC video decoder. It
is known that the most computationally complex blocks of CABAC are data
statistics modeling and arithmetic encoding [7]. These parts are the same in
both the encoder and the decoder. Therefore, complexity results of CABAC
decoder correspond well to that of the CABAC encoder side.

The HM software was modified by the author in order to be able to capture
the execution time of the following parts of CABAC: (1) binary arithmetic de-
coder core operating in the regular mode (regular mode of the M-decoder), (2)
binary arithmetic decoder core operating in the bypass mode (bypass mode of
the M-decoder), (3) de-binarization of data and context modeling for binary
symbols. Additionally, the execution time of the whole CABAC entropy de-
coder was tested in the HEVC decoder. Execution times of mentioned parts
of CABAC (and the whole CABAC entropy decoder) were measured using
RDTSC Pentium processor instruction. This instruction counts the number
of processor cycles that elapsed during execution of considered fragment of
a program code. Finally, the frequency of use the bypass mode in CABAC
codec was explored for a wide range of target bitrates. All experiment were
done using the following scenario:

• HD and full HD test video sequences were used: Station (1920×1080,
25Hz), RiverBed (1920×1080, 25Hz), PoznańStreet (1920×1088, 25Hz),
Balloons (1024×768, 30Hz), ChinaSpeed (1024×768, 30Hz), SliceEditing
(1280×720, 30Hz);

• The IBBPBBPBBPĚ structure of group of pictures (GOP) was used;
• Experiments were done for different values of quantization parameter

(QP): QP=22, 27, 32, 37, that correspond to quality of reconstructed
video from excellent (QP=22) to poor (QP=37).

All tests were done on Intel Core i7 950 platform (3.07GHz clock frequency,
8MB cache memory) equipped with 12GB of RAM and working under
Microsoft Windows 7 system.

4 Complexity of CABAC in HEVC – Results

In the course of experiments complexity of individual parts of CABAC de-
coder was measured, as clearly pointed out in the previous section. Detailed
results achieved for different test video sequences and wide range of bitrates
(250-31000 kbps) were presented in Table 1.

Results revealed that de-binarization of syntax elements and context mod-
eling of binary symbols make a bulk of computations in CABAC. Depending
on the bitrate of encoded bitstream it is 50% to 70% of the total compu-
tations in entropy codec (it was 62% in average). Such a large amount of
computations for this part of entropy codec results from main features of
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applied algorithms. And so, de-binarization of syntax elements is very simi-
lar to traditional Huffman decoding with necessity of bit-by-bit processing of
data. Binary symbols are finally arithmetically decoded taking into account
the statistics of symbols. The algorithm of context modeling is very irregu-
lar in CABAC and large amount of computations must be done to calculate
probabilities of symbols. In particular, calculation of context information is
the most time consuming part of the context modeler block. All this affects
complexity of CABAC codec to a large extent.

The core of binary arithmetic coding has been greatly accelerated due to
application of the M-codec core. Additionally, some of symbols are coded
using bypass coding mode where the computationally complex stage of sym-
bols’ probabilities estimation is skipped. All mentioned simplifications of the
core have reduced its complexity significantly - the M-decoder core makes
27% to 47% of the total computations in CABAC (it was 37% in average).

Share of computations in different parts of CABAC strongly depends on
the target bitrate. As achieved in experiments, the higher the bitrate the
higher amount of computations are associated with arithmetic decoder core.
Such an observation has been noticed for each of test video sequences (see
Table 1). In author’s opinion, the answer lies in the number of symbols coded
in bypass mode. Lower values of QP parameter (that correspond to higher
bitrate and better quality of reconstructed video) increases the number of
symbols that are coded in the bypass mode. For this coding mode there is
no context modeling of symbols, which increases percentage contribution of
arithmetic decoder core in the whole CABAC noticeably.

The solution in CABAC of HEVC that reduces complexity of the entropy
codec substantially (relative to CABAC of MPEG-4 AVC) is increasing the
frequency of using the bypass mode (in average, 21% of symbols are coded
in this mode in HEVC - see Table 2). Table 2 presents details for the per-
centage of bypass bins in the encoded stream and comparison of complexity
of arithmetic decoder (AD) core when operating in the regular and bypass
mode. In average, complexity of the bypass AD core is 80% of the complexity
of the regular AD core. This comparison concerns arithmetic decoder cores
only (bypass and regular cores) and does not take into account the compu-
tationally complex stage of context modeling that must be additionally done
in the case of regular mode. Additionally, other complexity differences were
noticed for the lower and the higher bitrates (see Table 2). It may be a result
of different actions in re-normalization part of AD core for cases of uniform
(bypass mode) and non-uniform (regular mode) probability distributions of
symbols.

The optimized CABAC decoder is 8% of computations in the whole HEVC
decoder (see Table 1). Table 3 presents the averaged (over test sequences)
results of complexity of CABAC codec per one binary symbol.

CABAC decodes a binary symbol in almost 190 processor cycles, with
120 processor cycles needed for de-binarization and context modeling part of
CABAC. For a processor operating with 3GHz clock frequency it gives a
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Table 1. Percentage contribution of arithmetic decoder (AD) core (M-decoder) and
de-binarization (de-bin) and context modeling in CABAC decoder. Contribution of
CABAC decoding in the whole HEVC decoding time.

Test sequence
% of AD core in CABAC

% of de-bin and context
modeling in CABAC

% of CABAC
in HEVC

Station2
QP=22  (3781 kbps) 38.91 61.09 7.36
QP=27  (1430 kbps) 35.14 64.86 3.93
QP=32    (707 kbps) 31.66 68.34 2.46
QP=37    (361 kbps) 27.86 72.14 1.68

River Bed
QP=22 (30874 kbps) 41.93 58.07 24.91
QP=27 (15880 kbps) 40.47 59.53 15.07
QP=32   (8041 kbps) 38.71 61.29 9.69
QP=37   (3858 kbps) 36.91 63.09 6.18

Poznań Street
QP=22   (3050 kbps) 38.99 61.01 7.69
QP=27   (1574 kbps) 36.13 63.87 4.77
QP=32     (808 kbps) 32.66 67.34 3.44
QP=37     (425 kbps) 28.71 71.29 2.51

Balloons
QP=22  (1742 kbps) 37.58 62.42 6.64
QP=27    (807 kbps) 35.25 64.75 4.40
QP=32    (433 kbps) 32.76 67.24 3.02
QP=37    (251 kbps) 29.93 70.07 2.26

China Speed
QP=22  (7007 kbps) 42.88 57.12 20.06
QP=27  (3675 kbps) 41.07 58.93 14.32
QP=32  (1827 kbps) 39.01 60.99 9.48
QP=37    (926 kbps) 36.79 63.21 6.09

Slice Editing
QP=22  (2153 kbps) 47.17 52.83 14.59
QP=27  (1577 kbps) 45.11 54.89 11.32
QP=32  (1154 kbps) 42.49 57.51 8.55
QP=37    (844 kbps) 39.54 60.46 6.37

Average 37.402 62.598 8.200

HEVC decoder time (original HEVC)
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Table 2. Computational complexity of bypass coding engine (relative to regular
coding engine) in binary arithmetic decoder core of CABAC. Percentage contribu-
tion of bins coded in bypass mode in the HEVC video decoder.

Test sequence
% Complexity of AD
bypass core (relative
to AD regular core)

% of bypass bins

Station2

QP=22  (3781 kbps) 80.774 15.336
QP=27  (1430 kbps) 75.597 16.806
QP=32    (707 kbps) 69.769 16.711
QP=37    (361 kbps) 64.408 16.539

River Bed
QP=22 (30874 kbps) 91.694 20.566
QP=27 (15880 kbps) 87.792 21.127
QP=32   (8041 kbps) 84.424 19.978
QP=37   (3858 kbps) 82.225 19.157

Poznań Street
QP=22   (3050 kbps) 81.265 21.402
QP=27   (1574 kbps) 77.541 19.241
QP=32     (808 kbps) 73.560 17.383
QP=37     (425 kbps) 68.388 16.395

Balloons
QP=22  (1742 kbps) 80.579 19.739
QP=27    (807 kbps) 76.816 20.384
QP=32    (433 kbps) 72.447 20.008
QP=37    (251 kbps) 68.287 19.267

China Speed
QP=22  (7007 kbps) 83.085 24.641
QP=27  (3675 kbps) 79.820 22.582
QP=32  (1827 kbps) 76.554 20.552
QP=37    (926 kbps) 73.441 18.621

Slice Editing
QP=22  (2153 kbps) 95.150 37.816
QP=27  (1577 kbps) 91.981 32.573
QP=32  (1154 kbps) 85.671 27.123
QP=37    (844 kbps) 78.258 21.901

Average 79.147 21.077

HEVC decoder time (original HEVC)
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Table 3. Complexity of CABAC (in processor cycles) for one binary symbol. Av-
erage over 6 test sequences

whole CABAC decoder
time [processor ticks]

de-bin and context modeling
time [processor ticks]

AD regular core time
[processor ticks]

AD bypass core time
[processor ticks]

Average over
test sequences

188 119 72 57

Complexity of CABAC in HEVC (per 1 binary symbol)

possibility of real-time CABAC decoding of streams with bitrate up to
16Gbps. It should be keep in mind that this result applies only to algo-
rithmically optimized sequential version of the software CABAC decoder.
Additional opportunities exist to parallelize computations in CABAC in the
case of hardware implementation [7].

5 Conclusions

CABAC entropy decoding makes significant part of total computations in
the process of HEVC video decoding. For the considered in the paper imple-
mentation of the HEVC decoder it is 8% (in average) of total decoding time,
but this value strongly depends on the value of bitrate and increases with the
increase of the bitrate. The content of the video sequence also affects exact
percentage contribution of entropy decoding in the whole video decoder.

Results revealed that de-binarization of data and context modeling of bi-
nary symbols make a bulk of computations in CABAC. Depending on the
bitrate of encoded bitstream it is 50% to 70% of the total computations
performed in entropy decoder (it was 62% in average). The core of binary
arithmetic decoder makes 37% of total computations in CABAC in average.

Using of bypass coding mode for selected binary symbols reduces com-
plexity of CABAC entropy decoder significantly (see section 4 for detailed
discussion). Depending on the bitrate and content of a video sequence, 15%-
37% of binary symbols are processed in this coding mode (21% in average).
In the bypass mode, complexity of arithmetic decoder core is about 80% of
complexity of the core operating in the regular mode.

In experiments, almost 190 processor cycles were needed to process one
binary symbol with CABAC. It allows to process in real-time encoded streams
with bitrates up to 16Mbps.
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Summary. In this paper, we present method of detection, segmentation and
tracking to different objects in video sequence in real-time. We propose new
approach based on Blob tracking, the technique, we find a hybrid combina-
tion between tracking-detection, in blob tracking use detection model based
on two pieces of information; brightness and color. Our approach adds new
properties in these blobs based on shape features extractions, where we de-
fine several properties for efficient detection. These blobs, present objects
detected, the motion is estimated by non-parametric Kernel density esti-
mation by using MeanShift algorithm to track this blobs. Segmentation is
performed by GraphCuts approach; it generates and updates a set of Blobs
in the sequence. Experimental results demonstrate that our method is robust
for challenging data and present many advantages inside other approaches.

1 Introduction

This is a new automated approach that can be applied in many areas of
computer vision. The goal is to allow a machine to understand what it sees
when it is connected to one or more cameras. Segmentation and detection
are very important problems in computer vision. We applied this method in
video-surveillance, we go to track and detect multiple objects on different
resolutions. However, the cases of multiple target localization, detection in
non-lucid medium and tracking in multiple overlapping objects makes it diffi-
cult in many computer vision domain and video analysis applications. It has
critical effect in image sequence result.

By that analysis and design of mechanisms for managing real-time vision
is still an open problem. In this paper, we conduct an experiment to achieve
a reliable monitoring of all objects in video sequences. This paper presents
efficient method for solving these problems. In this paper we use blob tracking
that defines the objects detected by adding more characteristics of these
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objects. This algorithm has recently been adopted as an efficient technique
based on blob tracking [1, 2, 3], but it does not have enough parameters for
a reliable extraction of the characteristics of objects detected.

The mean-shift algorithm is an efficient technique for tracking 2D blobs
in an image sequence although the scale is a crucial parameter. In [2] they
showed that the difference of Gaussian (DOG) average displacement of the
core allows effective monitoring of blobs in the scale space. One of the draw-
backs of the methods of background difference for the detection Movement is
the length of processing time. Therefore, the motion detection in real time in
some cases is very difficult, rather impossible with this type of method. Be-
cause Object tracking should deal with some challenges like occlusion, target
appearance changes, cluttering, etc., In [3] new approach based on Blob track-
ing using histogram filtering, is based on meanShift theory, This algorithm
needs less computational complexity compared with methods performed in
the whole image. In the traditional mean-shift algorithm, the target model
is unchanged during the tracking and belongs to the first frame, so this al-
gorithm is not robust in the case of large changes of appearance, size and
direction of the target. Mean-shift is a non-parametric kernel estimation,
which gives good results, especially in image segmentation [4]. However, the
size of the kernel must be defined beforehand. Several techniques are defined
in [5, 6] and [7]. We are based on one of these methods to solve this problem of
scale. We will also incorporate a notion to track-segmentation simultaneously
[9] with the introduction of the theory of Graphcut [8]. That will guarantee
fast in terms of performance and cost calculations weakness.

In the first section we have defined all the theoretical concepts used of this
solution, we recall the principles of the method Meanshift, the blob tracking,
and the theory of Graphcuts. Then in the second section, we describe the
algorithm proposed. And in the third section we present the experimental
results of the algorithm, followed by a conclusion.

2 Architecture

The approach is typically able to react according to the content of the cap-
tured scene. In which we deal with a lot of problems namely: lighting problem
and luminance change issues such as movement changes the background and
changes in small claims for this we proceed by a able to make simultaneous
segmentation and tracking based on storing blobs for each iteration. For this
reason the system must predict the existence of the blob based on a list of
blobs comparing their histograms, which is going to reduce the processing
time. After this step it may have new birth of blobs. Blobs if the list is
updated (correction step).

It is a method to identify and trace the movements of objects; it allows
determining the positions in successive frames. Before pursuing a blob, you
must first identify and located. So the first step we must do is detecting blobs.



Object Detection and Segmentation Using MeanShift Blob Tracking 145

The process is performed by grouping pixels of similar brightness (contrast)
and of the same color (texture). A tolerance threshold indicates the difference
between the values that can appear in a blob. The difficulty is that the shape
and values of blobs may change as they move. Then we should detect the
blob in the following frames by establishing a significant correlation between
the different blobs in each frame (Fig. 1).

Fig. 1. Architecture of our approach
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3 Theories Concept

In this section we will show all the theoretical tools used in our approach.
First, we will make a simultaneous detection monitoring way which gives us
a high speed (Fig. 2). We know that rapid detection generally leads to a loss
of data; this method is based on several theoretical principles for accurate
detection of high quality.

Fig. 2. process of detection-tracking

The first step is initializing, it allows the observation and preparation of
new frames for the detection-monitoring. For this we are based on several
techniques like Meanshift (motion estimation) algorithm, GraphCuts (seg-
mentation) under Blob tracking. We can decompose the initialization phase
in two phases: preprocessing and prediction (Fig. 3).

Fig. 3. initialization phase

The first frame initialization is based on a simple background subtraction,
which we will use Gaussian mixture MoG. In this phase we will make two
classifications of pixels: objects (blobs) pixels and others pixels. When the
blob is detected for the first time, it stores its histograms in a list of blobs; this
list will be to update each suspension or detection of objects. From the second
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frame, the initialization phase is to predict objects (blobs), it functions using
energy minimization algorithm in which GraphCuts warranty segmentation
at a modest cost, blobs obtained segmentation by this, we will compare the
histogram with that of previous frame, by updating a list of blobs.

• Blob tracking and Shape Feature extraction: In the traditional blob
tracking feature two are taken to model an object by contour modeling
and by color modeling. In this article we will add more features while
getting a reliable and accurate detection.
– Moment: The statistical concept of the moment is defined by the

following formula:
mpq =

∑
(u,v)∈R

I(u, v).upvq (1)

It describes the moment of the order p,q for a discrete (image) function
I(u, v) ∈ R. All the following definitions are also generally applicable
to regions in grayscale images. This moment is used by central mo-
ment.

– Central moments: To compute position-independent (translation-
invariant) region features, the region’s centroid,which can be deter-
mined precisely in any situation, can be used as a reference point. In
other words, we can shift the origin of the coordinate system to the
region’s centroid x̄ = (x̄, ȳ) to obtain the central moments of order
p,q:

upq(R) =
∑

(u,v)∈R
I(u, v).(u − x̄)p(v − ȳ)q (2)

For a binary image I(u, v) = 1.
– Eccentricity : Similar to the region orientation, moments can also

be used to determine the "elongatedness" or eccentricity of a region.
We adopt the following definition because of its simple geometrical
interpretation:

Ecc(R) =
a1
a2

=
μ20+μ02+

√
(μ20−μ02)2+4.μ2

11

μ20+μ02−
√

(μ20−μ02)2+4.μ2
11

(3)

where a1 = 2λ1, a2 = 2λ2 are multiples of the eigenvalues λ1, λ2 of the
symmetric 2× 2 matrix :

A =

(
μ20 μ11

μ11 μ02

)

formed by the central moments μpq of the region R.
• GraphCuts: In practice, there are several methods of segmentation in-

teractive of foreground/background classical tools of image segmentation
that use either texture (color) or edge (contrast). In [7] an approach based
on optimization by graph cut has been successfully developed, which com-
bined the two types of information. Which shows that the graph Cuts is
the best tool for making a good discrete optimization. In cases where
finding a global minimum is not possible, we have seen there exist many
efficient algorithms based on Graph Cuts [9, 10].
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• MeanShift: The Meanshift method proposed by Fukanaga [4] defined an
algorithm non parametric density estimation, which converges quickly to
the local maximum of the probability density function through iterations.
Meanshift is an effective technique for tracking 2D blobs in year image
sequence although the scale is a crucial parameter. In [2] they showed as
the difference of Gaussian (DOG) average displacement of the core allows
effective monitoring of blobs in the scale space. We will try to make a
choice (and updates) scale while blobs following that exchange in size.

4 Algorithm and Theory

The approach is typically able to react according to the content of the cap-
tured scene. In which we deal with a lot of problems namely: lighting problem
and luminance change issues such as movement changes the background and
changes in small claims. For this we proceed by a able to make a simulta-
neous segmentation and tracking based on storing blobs for each iteration.
For this reason the system must predict the existence of the blob based on
a list of blobs where comparing their histograms, this is going to reduce the
processing time. After this step it may have new birth of blobs, blobs if the
list is updates (correction step).Input sequences are in the form of segmented
images (by GraphCuts), each blob is identified by a unique number that is
identical in all sequences of images on this number will be displayed above
each detected blob. At first we select the image that contains the pixel va-
lues objects that were used to define the blobs (removal of objects from the
background).When the blob is detected, you must check that the blob is al-
ready featured in the previous images, why we do what we call: verification of
similarity which is checked: The location (pixel coordinates), the size, color
(texture), orientation (time computation of second-order) form (we calculate
the eccentricity) and histogram (color distribution in the blob) with other
blobs in the previous frames. This criterion of similarity varies in functions
of all the properties mentioned above by representing a percentage. As the
percentage is large it is more likely to have a similar blob. If we found a sim-
ilar blob is recovered easily from a list of already detected blobs, if the blob
is considered new and not connected to a previous blob.In this case it creates
the new blob that must Identify (associate an id) and extract its features
which will store the list of blobs. When detected blobs disappear in an image
sequence, they may reappear in the following images in the hope of preserving
the id. For this we define a threshold which is the minimum number of images
for that we should start tracking this blob. To avoid small movements that
does not correspond to the target object. We also define another threshold:
the minimum number of pixels containing a blob for it to be considered a
blob active, to avoid false detections dedicated noise.
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The Proposed Algorithm

Fig. 4. Algorithm of our approach

5 Experimental Result

In this section we will show the practical results of all that we have done in
the screen. We have developed a system for real-time monitoring based on
smart algorithms presented. The system is implemented on a standard PC
(Core2Duo, 2 MBRAM). The size of the video image is 320×240 (24 bits per
pixel). The system is tested in two environments, one artificial and one real.
Image sequences in these examples are captured by a built-in camera (2MP).
We are going to compare our approach with other existing, and we will show
you that it obtains good results compared to others. The following presents
the results (frames: 12, 49, 86 and 112).

Fig. 5. Sequences result
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In the other method, the detection and tracking are sensitive to small
movements (it ignores objects smaller movements), very sensitive in the over-
laps between objects (it’s considered as a single object), and the effects of
light in the sequences. Against by our approach is very effective and less sus-
ceptible to these effects. As you may notice that our application provides a
high accuracy in detecting vehicle over other methods. Precision and reliable
detection is guaranteed in a reduced time with minimal resources. Below
is a comparison of our method with the other two numbers side of blobs
generated.

Fig. 6. Number of blobs generated by traditional blob tracking method(left) and
by our approach (right)

The two graphs representing the generation of blocks in the sequence of
frames, we took some samples of the frames on which we will make a com-
parison between the traditional blob tracking and our approach. Hollowing
it is that our method limits the generation of blobs, since the first dice until
the last frame is generating only 66 blobs (diced 1st frame to 123th frame),
against the blob tracking traditional generates 1013 blobs. This is due to
the fact that traditional tracking blob generated each frame of new blobs. It
is also a fact that the blob tracking in traditional lacks the precision crite-
rion, because it’s based solely on two things: color, brightness and tolerance,
against our approach by adding several characteristics that we obtain a pre-
cise detection, fast detection and tracking and good performance.

6 Conclusion

In this article we presented a new approach that combines several principles
and methods to achieve the goal of ensuring a better detection and moni-
toring of vehicle in video sequences, on which we are based at the beginning
of the first modeling approach background. In an initialization step, we in-
voked blobs to identify patterns of body parts through a contour analysis
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and segmentation region (Mean-shift). After initialization, based on a cost
minimization (GraphCuts) approach is used for matching patterns of several
related components and monitoring.This minimization of energy is applied
to an area of the image containing parts of the body. The results showed very
good performance in terms of computational cost and quality of precision in
the detection-monitoring. This method is not limited only to the detection
of vehicles, it can be also applied in other utility such as video surveillance.
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Summary. This paper presents a new approach to table understanding, suit-
able for born-digital PDF documents. Advance beyond the current state of
the art in table understanding is provided by the proposed reverse MVC
method, which takes advantage of only partial logic structure loss (degra-
dation) in born-digital PDF documents, as opposed to unrecoverable loss
(deterioration) taking place in scan based PDF documents.

1 Introduction

Every day people worldwide produce millions of new documents, using dif-
ferent word processors, stylesheets (e.g. MS Word, MS Excel, Open Office
Write) and typesetting tools. Some of these tools are commercial, many oth-
ers are for free; usually they are compatible but, especially on mobile devices
not every document can be opened. The solution is exporting documents to
Portable Document Format - practically any modern word processor enables
that. PDF documents look the same everywhere, can be read by anybody,
and at the same time may be protected against unauthorized modifications.
Edited and then exported PDF documents are called born-digital, and as such
should be distinguished from documents created from images of scanned pa-
per pages or other binary images.

PDF is a very popular format for document archives — from technical
instructions to literature. Plenty of documents contain data which could be
used for further processing, e.g. cost reports, summary data, or simply present
in other context, e.g. as a chart. The problem is that a born-digital PDF doc-
ument loses loses its original logical structure during the generation process.
PDF is a typographically oriented document format and preserves no infor-
mation about the document structure, as it is designed for human readers.

Recovering information from PDF archives is a new challenge for computer
science, and a growing concern for the document engineering community.
The Executable Paper Grand Challenge launched by Elsevier [2] attracted
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scientists from around the world presenting their solutions for data and in-
formation recovery, rather then extraction, from digital documents published
in the electronic form. Executable paper (document) should offer much more
than a plain paper or digital document – namely straight access to meaningful
data contained in it.

binary
code

source
code

series of data
calculated by formula

data files

range

arguments

formula

paper file

knowledge layer

information layer

data layer

Fig. 1. Layers of the IODA executable paper

One of the proposals to the Elsevier challenge has been IODA [6], a
lightweight document architecture enabling document executability despite
of its particular representation format. It is very important to have data sep-
arated from the rest of document. Executable IODA document assumes three
layers shown schematically in Fig. 1: data layer, which stores data in a raw
form (data and document files in any format, executable code), information
layer, which presents data to the user with the use of human interpretable
patterns (text, tables, charts, formulas), and a knowledge layer, which allows
users to process document data with embedded (data layer scripts), local
(user specific tools) or external (third party services) functionality.

Data elements are extracted from the document content during its acqui-
sition process to the repository, archive or a digital library. Some data may
be extracted automatically (e.g. images and other known binary streams)
or on user request (e.g highlighted parts of text, parts of images or tables).
Especially tables are important, because they provide specific interpretation
patterns for the data, indented by the document author. So according to
IODA, table is a semantic unit of information layer, while the content of its
individual cells constitutes a data resource of the data layer.

As far as the PDF documents are concerned, their elements like tables,
equations and charts are most interesting to be retrieved as meaningful data
sources. These data and their interpretation patterns, if properly retrieved,
can be processed further at the knowledge layer level. This paper focus is on
recovering table data from born-digital PDF documents.
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2 Table Structure

Extracting data and recovering base document structure is a tremendous
challenge to document engineering, especially when using search engines be-
come basic way of knowledge search. As far as tables are concerned there is a
popular approach to table understanding which consists of the three following
steps [3]:

• table detection – finding parts of document with data in tabular structures
• table structure recognition – retrieving data structure from detected parts
• table interpretation – detecting of table cell roles, which includes: cell

functional analysis and semantic interpretation

2.1 Table Model

Table model refers to the way one may to retrieve the data from a tabular
structure. On the one hand we have structural models like those proposed
by Hu [4] or Hurst [5], where tables are modelled as Directed Acyclic Graph
with table regions represented by leaf nodes and collections of such nodes as
composite nodes, relationships are modeled as edges (Hu) or mapping table
into geometric model that identifies the relative location of cells and captures
their textual content (Hurst), while on the other hand we have a conceptual
models, which goal is abstraction of content from presentation, like the one
propsed by [8], probably the best known and exhaustive work in the table
understanding idea, including layout model specification, data types used in
tables, editing and formatting problems as well. Wang defined two main table
cell types: data cell containing data an access cell containing table labels.

3 Logical Structure of PDF Document Content

Loss of a logical document structure is a common problem in PDF documents.
Reverse engineering is usually the only way to proceed to extract it, but in
most cases we are not able to perform this process automatically. Information
loss in PDF can take two forms:

• distortion – format is unchanged but its logical structure is unrecoverably
lost

• degradation – visual document format is unchanged, but its logical struc-
ture is only partially deformed

PDF stores data as (limited length) string objects, or as (arbitrary length)
stream objects [1].

Fig. 2 illustrates how tabular data are represented in scan based docu-
ments, where tabular data are unrecoverably lost (a), and in a born-digital
document (b), where many data elements are clearly visible, e.g., the table
header part name.
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(a)

name amount
Oranges 4
Apples 12
Plums 31
Pears 7

(b)

00000000 ffd8 ffe0 0010 4a46 4946 0001 0101 0048 .X.‘..JFIF.....H
00000010 0048 0000 ffdb 0043 0003 0202 0202 0203 .H...[.C........
00000020 0202 0203 0303 0304 0604 0404 0404 0806 ................
00000030 0605 0609 080a 0a09 0809 090a 0c0f 0c0a ................

(c)

/F2 12 Tf
1 0 0 1 70.584 731.26 Tm
[(na)4(me)] TJ
ET
Q
q
68.064 722.26 66.24 19.8 re

Fig. 2. Tabular part of PDF document in human readable format (a), preview of
scan based stream (b) and born-digital stream (c)

3.1 Content Structure Distortion

Document created from images of scanned pages loses not only its logical
structure but textual context as well. One cannot get text without using
OCR applications. Only printing is allowed, but high quality is often hard to
achieve. However, some advantages exist, e.g. there is no problem with text
misformatting or unexpected font change — scans look like original every
time.

3.2 Content Structure Degradation

Exporting documents to PDF format causes some loss of its logical struc-
ture in general. However, document parts, like chapters, a table of content,
footnotes, references, etc., differ from the body only with typography. Tables
are turned into boxes with textual content. This is common for PDF readers,
e.g. Adobe Acrobat Reader or KDE Okular, to allow copying of text, so if
tabular data are stored as the plain text, upon removing typographical data,
it should be possible to restore tabular data, most often without any loss.
Therefore, in order to extract a table content it must be found first how the
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original document generation application has encoded tabular data into a
PDF document; fortunately the vendor information is specified in PDF, as
values of the Producer and Creator variables.

Throughout the rest of the paper we argue that digital-born PDF docu-
ment structure degradation does not prevent partial recovery of table seman-
tics, and will show that thus recovered table structure suffices in terms of
accessing and manipulating table data.

4 Table Semantics

Tables are used when we want to compare some results, to present data in a
specific order, e.g. chronologically, or to emphasize special relations. In fact
almost any textual data can be presented as a table. For example a simple
sentence:

Tables are commonly
used in documents.

can be presented as a table:

Tables are commonly
used in documents.

Although the data above are constitute a table, nothing has changed in
their semantics. Both plain text and tabular representation has exactly the
same value of information.

Popular word processors, like MS Word or Open Office Writer provides a
convert text to table functionality. But there is no meaning in such a conver-
sion – neither order nor relation emphasized whatsoever. It shows that for
useful table application, special kind of data is needed.

(a)

Oranges 4
Apples 12
Plums 31
Pears 7

(b)

Oranges 4
Apples 12
Plums 31
Pears 7

(c)

name amount
Oranges 4
Apples 12
Plums 31
Pears 7

Fig. 3. Tabular data in three different formats

Consider the next example in Fig. 3, information contained in the plain
text (a) becomes more apparent if organized as a table (b) and yet more
apparent with column headers in place (c).

Examples above show that for valuable tabular data presentation, data
should have strong relations in rows, while columns should contain similar
data types.
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Let us introduces ome basic notions before proceeding further to the major
development of this paper:

• cell – an atomic part of a table, container with indivisible data,
• column – a vertical set of cells with similar type of data and the same

context,
• row – a horizontal set of related cells,
• label – a distinguished cell that contains a name of set of cells, e.g. a

column header, usually emphasized visually. In a typical table the number
of labels is much lower than the number of regular cells.

Based on the example tables shown in Fig. 3 we distinguish plain and
labeled tables:

• plain table – a table which contains at least one row and one column (one
cell)

• labeled table – a plain table in which at least one cell is a label

We say that a table is in a normalized form if its each cell has at most one
neighbor at every edge (see Fig. 5).

In our further considerations we focus on labeled tables.

4.1 Reverse MVC method

The method for recovering tables proposed in this paper combines the general
idea of a table as a data interpretation pattern described above with a soft-
ware design pattern called Model-View-Controller (MVC) – especially useful
for programming Web applications, because of separating representation of
information from the user’s interaction with it [7].

[
{ "name": "Oranges", "amount": 4 },
{ "name": "Apples", "amount": 12 },
{ "name": "Plums", "amount": 31 },
{ "name": "Pears", "amount": 7 }

]

Fig. 4. Raw table data from previous examples in JSON

MVC distinguishes three components, namely a Model, a View and a Con-
troller. The Model component contains data and notifies its associated View
component on any change of their state. It does not know details of the
View, so no data are transmitted with the notification. Upon receiving no-
tification the View component retrieves the necessary data from the Model
and produces updated output. The Controller component is responsible for
intercepting user generated events and can send requests to both: the View,
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to change presentation of the Model data, and the Model, to update the state
of its data.

A table in a PDF document can be mapped to the respective MVC com-
ponents in a straightforward way. One important difference, however, is that
for born-digital PDF documents it should be done in a reverse way - in fact
only the View component data are available, whereas we want to reconstruct
the Model component data. So in the reverse MVC approach the View com-
ponent must get PDF file as an input and:

1. parse the file structure,
2. separate data streams,
3. decode data streams and chooses textual ones,
4. separate meta data to obtain the document creator info, and
5. transfer streams and creator info to the Controller component.

The Controller component gets the textual streams and creator info as an
input and:

1. based on the creator info chooses the appropriate table parser algorithm,
2. analyses streams and extracts parts containing tabular data,
3. processes cells by separating labels and regular cells,
4. normalizes data by splitting cells spanning more than one row or column

into a set of adjacent cells,
5. creates data structure and transfers is to the Model component.

city gender 03/2013 04/2013
Warsaw male 134 44
Warsaw female 34 24
Berlin male 0 522
Berlin female 10 412
Dublin male 310 22
London female 741 40

city gender 2013
03 04

Warsaw male 134 44
female 34 24

Berlin male 0 522
female 10 412

Dublin male 310 22
London female 741 40

Fig. 5. Normalized and unnormalized table

Model component is responsible for raw data management. It provides
data in application native or required format, e.g. XML or JSON (shown in
Fig. 4). Model can be implemented as a ORM and store data in repositories
(e.g. databases).

5 Conclusions

In this paper we have presented a reverse MVC method for retrieving data
from tables in born-digital PDF documents, enabling creation of executable
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papers based on the IODA architecture [6]. Compared to methods cited ear-
lier in p.3.1 it takes advantage of the fact that born-digital PDF documents
preserve to some extent the logical structure of information units contained in
their source counterparts. Therefore attempting reconstruction of that struc-
ture, scattered over the analyzed PDF document, seems to be more effective
in the case of born-digital documents than complex analysis methods devel-
oped for scanned documents [4].

Working on textual data streams and other PDF objects does not go be-
yond simple parsing, since rules for table elements are strictly enforced by
the PDF format. Also information of the document generating tool helps a
lot, since each particular PDF generator produces output document files in
a specific way. The first prototype version of the logical structure extractor
implemented by the author can analyze digital PDF documents generated by
MS Word and Open Office Write.

It is planned soon to embed that prototype as one of the standard services
of the IODA data layer. Besides tables, the reverse MVC method will be ex-
panded during the project to other semantic objects of born-digital PDF doc-
uments, such as charts, block-diagrams, BPMN schemas and musical scores.
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Summary. In this study, an iterative contextual approach for images clas-
sification is proposed. This approach is based on the use of possibilistic rea-
soning in order to diffuse the possibilistic knowledge. The use of possibilistic
concepts enables an important flexibility for the integration of a context-
based additional semantic knowledge source formed by pixels belonging with
high certainty to different semantic classes (called possibilistic seeds), into
the available knowledge encoded by possibility distributions. The possibilis-
tic seeds extraction and classification process is conducted through the ap-
plication of a possibilistic contextual rule using the confidence index used as
an uncertainty measure. Once possibilistic seeds are extracted and classified,
possibility distributions are updated and refined in order to diffuse the pos-
sibilistic knowledge. Synthetic and real images are used in order to evaluate
the performances of the proposed approach.

1 Introduction

An accurate and reliable image classification is a complex and crucial task in
many applications such as medical and remote-sensing image analysis. An im-
portant difficulty related to this task stems from the higher spectral variabil-
ity of local areas of the image, which becomes apparent as the sensor spatial
resolution power becomes finer. Using such sensors may not necessarily gener-
ate improved classifications when per-pixel images classification systems are
used [1]. The addition of information from neighboring pixels seems to be a
more powerful way of characterizing the classes of interest and may increase
classification accuracy. This information is generally referred to as spatial
contextual information and the suitable use of this contextual information
allows the elimination of possible ambiguities, the recovery of missing infor-
mation and the correction of errors [2]. Many contextual classification system
have been developed to cope with the problem of intra-class spectral varia-
tions such as smoothing techniques, Markov random fields, spatial statistics,
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fuzzy logic, segmentation, or neural networks [3]. Markov random field (MRF)
classifiers such as Iterative Conditional Mode (ICM) [5] are the most widely
used for characterising contextual information and image segmentation [4].
However, all encountered approaches have some limitations: (a) computa-
tional complexity; (b) sensitivity of the results to the classifier parameters.
In order to overcome the limitations of the above mentioned approaches, an
iterative and contextual possibilistic knowledge diffusion approach for image
classification context is proposed in this study. In this approach, per-pixel im-
ages classification systems are considered under the closed world assumption.
Based on prior knowledge, M class probability density functions are, first, es-
timated using the KDE (Kernel Density Estimation) approach [6] and, then,
transformed into M initial possibility distributions encoding the “expressed”
expert knowledge in a possibilistic framework. The application of the M class
possibility distributions on the considered image I will lead to M possibilistic
maps PMI,Cm , m = 1, ..., M where (PMI,Cm encodes the possibility degree
of different image pixels to belong to the thematic class Cm). The application
of possibilistic reasoning concepts on the M possibilistic maps will lead to en-
rich the prior knowledge by extracting and classifying new learning samples
(possibilistic seeds) and hence, updating the estimation of the M possibility
distributions. This updating in possibility distributions is projected on possi-
bilistic maps by the attribution of new possibility values to the selected seeds
which, in turns, results in possibilistic knowledge diffusion. Based on the use
of a degree of confidence (measuring the extent of certainty for each sample
to belong to these different classes), the extraction of new learning samples is
conducted using possibilistic spatial contextual information, i.e. applied on
different possibilistic maps. This extraction process is thus strongly inspired
from region growing approaches used for image segmentation. The extraction
of seeds and thus the possibilistic knowledge diffusion process is then itera-
tively repeated until no more seeds can be added to the knowledge diffusion
process. This paper is organized as follows. In the next section, a brief review
of basic concepts of possibility theory is introduced. The proposed approach
of possibilistic knowledge diffusion will be detailed in the 3 and 4 sections.
Section 5 is devoted to the experimental results obtained when the proposed
approach is applied using synthetic as well as real images.

2 Possibility Theory

Possibility theory was first introduced by Zadeh in 1978 as an extension of
fuzzy sets and fuzzy logic theory to express the intrinsic fuzziness of natural
languages as well as uncertain information [7]. In the case where the avail-
able knowledge is ambiguous and encoded as a membership function into
a fuzzy set defined over the decision set, the possibility theory transforms
each membership value into a possibilistic interval of possibility and neces-
sity measures. The use of these two dual measures in possibility theory makes
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the main difference from the probability theory. Besides, possibility theory
is not additive in terms of beliefs combination and makes sense on ordinal
structures [8].

2.1 Possibility Distribution

Let us consider an exclusive and exhaustive universe of discourse Ω =
{C1,C2, ...,CM} formed by M elements Cm, m = 1, ..., M (e.g. thematic
classes, hypothesis, elementary decisions, etc). A key feature of possibility
theory is the concept of a possibility distribution, denoted by π, assigning to
each element Cm ∈ Ω a value from a bounded set [0,1] (or a set of graded
values). This value π(Cm) encodes our state of knowledge, or belief, about
the real world representing the possibility degree for Cm to be the unique
occurring element.

As we consider, in this study, that the available expert’s knowledge
is expressed through the definition of learning areas representing differ-
ent thematic classes, i.e. statistical data, we will use the probability (Pr)-
possibility(π) transformations proposed by Dubois et al. [9].

π(Cm)=Π( {Cm})=
M∑
j=1

min [Pr( {Cj}),Pr( {Cm})] (1)

In our study, this transformation is considered for the good results that it
provides in pattern recognition and classification [10].

2.2 Maximum Confidence Index Decision Rule

A few possibilistic decision rules using uncertainty measures are devel-
oped. The most frequently encountered rule (proposed by S. Kikuchi et
al. [11]) is based on the maximization of the confidence index Ind defined
as a combination of the possibility Π(A) = max

Cm∈A
(π(Cm)) and necessity

N(A) = 1−Π(AC) = min
Cm /∈A

{1− π(Cm)} measures for each event A ⊆ Ω:

Ind : 2Ω → [−1,+1]
A→ Ind(A) = Π(A) + N(A) − 1,∀A ⊆ Ω (2)

where 2Ω denotes the power set of Ω, i.e. the set of all subsets from Ω. Notice
that: Restricting the application of this measure to events having only one
element Am = {Cm} results in the following interesting property:

Ind(Am) = Π(Am) + N(Am)− 1
= π(Cm)−max

m �=n
π(Cn) (3)

This means that Ind(Am) measures the difference between the possibility
measure of the event Am (which is identical to the possibility degree of the
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element Cm) and the highest possibility degree of all elements contained in
Ω/Am (i.e. the complement of Am). If Am0 = {Cm0} is the only event having
the highest possibilistic value then, Am0 will be the unique event having a
positive confidence index value, whereas all other events will have negative
values (Fig. 1).

Fig. 1. Confidence indices associated with different decisions (Am0 : event having
the highest possibility degree, Am1 : event with the second highest possibility degree)

The decision rule associated with this index can be formulated by:
Decision = Am0 iff

Ind(Am0) = max[Ind(Am)],m = 1, ...,M (4)

This decision rule can be more severe by accepting the decision making
only when the index value Ind(A) exceeds a predefined threshold S (called
possibilistic confidence threshold):

Decision = Am0 iff
{
Ind(Am0) = max[Ind(Am)],m = 1,...,M
Ind(Am0) ≥ S

(5)

Decision= Rejection iff Ind(Am) < S

3 Possibilistic Seeds Extraction Rules

A seeds extraction rule tackles the issue of determining the set of pixels, from
the analyzed image I that can be considered as belonging, with a high degree
of certainty, to different thematic classes. In this study, the following con-
textual possibilistic extraction rule is proposed. This seeds extraction asso-
ciates each pixel P0 with the contextual-based possibility distribution πP0 =
[πP0(C1), πP0(C2), ..., πP0(CM)] instead of the pixel-based possibility distri-
bution πP0 = [πP0(C1), πP0(C2), ..., πP0(CM)] where πP0(Cm),m = 1, 2, ...,M
is extracted from the mth possibilistic maps by the application of a smoothing
filter. In this study, the Nogao filter [12] is used in the possibilistic space to
control, first, the homogeneity and, second, to insure that selected seeds do
not belong to edges. In this filter, 9 cliques fh, h = 1, 2, ..., 9 in a 5×5 window
surrounding each pixel in each possibilistic map are defined (Fig. 2):

This leads to have for each pixel πP0(Cm) = [πP0(Cm, f1), πP0(Cm, f2), ...,
πP0(Cm, f9)] where:
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Fig. 2. Nagao filter diagonal, vertical and horizontal cliques

πP0(Cm, fh) =
1

9

∑
P∈fh

PMI,Cm(P) (6)

The wining clique πP0(Cm, fw) in each possibilistic map is chosen by the
clique having the maximum value of the distribution πP0(Cm) = [πP0(Cm, f1),
πP0(Cm, f2), ..., πP0(Cm, f9)]. Hence, a pixel P0 ∈ I is considered as a
possibilistic seed if its wining clique have a possibility value exceeds the
threshold S:

P0 ∈ I is a possibilistic seed if ∃Cm0 ∈ Ω/

Ind(Am0) = πP0(Cm0 , fw)− max
m �=m0

πP0(Cm, fw) ≥ S (7)

4 Iterative Possibilistic Knowledge Diffusion

As previously detailed, the samples initial set B0, is used in order to esti-
mate the probability distribution functions of different thematic classes using
(KDE) approach, which in turns are transformed into possibility distributions
through the application of the Pr−π Dubois-Prade’s transformation. At it-
eration “n”, the application of the possibilistic seeds extraction rule produces
the additional set of seeds Bn+1. This seeds set is then used to enrich the

samples set B =
n+1⋃
k=0

Bk and hence, updating the M possibility distributions

(Fig. 2). This updating in possibility distributions is projected at on possi-
bilistic maps by the attribution of new possibility values to the selected seeds
in this iteration, which in turns results in possibilistic knowledge diffusion.
The possibilistic knowledge diffusion is then iteratively repeated until the no
more seeds are added. The possibilistic confidence threshold S associated with
a decision in the proposed approach is considered as a decreasing function of
the iteration n.

5 Experimental Results

In this section, the behaviour of the possibilistic knowledge diffusion and
classification quality is evaluated. For this purpose, the Markov random field
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Fig. 3. Iterative possibilistic knowledge diffusion approach

(MRF) classifier Iterative Conditional Mode (ICM) and the proposed ap-
proach are applied on synthetic and real images. Iterative Conditional Mode
works with the clustering segmentation K-means algorithm [13] for perform-
ing initial labeling.

5.1 Simulated Data

For the experimental evaluation purpose, a 96×128 pixel synthetic image,
given in (Fig. 4), is generated. This synthetic image is composed of two
meaningful thematic classes {C1,C2}. Pixels from C1 and C2 are generated as
two Gaussian distributions G(m1, σ1) and G(m2, σ2) with means m1 = 130
and m2 = 100 and different standard deviations σ1 = 15 and σ2 = 20.
10×10 pixel learning zones positioned by the expert are also illustrated on
the generated image. The initial possibility distributions are illustrated on
the same figure (Fig. 4).

The obtained results of classification, after 15 iterations for the MRF and
5 iterations for the proposed approach, are also illustrated in Fig. 4. It is
apparent that the results from MRF show small patch sizes in the class 2
compared to the results from the proposed approach. In other words the
sensitivity of the MRF classifier to the initialization parameters becomes
more apparent in the noisy image context (class 2).
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Fig. 4. (a) Synthetic image with learning zones and initial possibility distributions
(two Gaussian generated thematic classes) (b) Classified Image using MRF and
(c)Classified Image using the proposed approach

5.2 Medical Application

The Markov random field (MRF) and the proposed approach are applied on a
set of two mammographic images composed of two classes (Fig. 5) tumor and
normal tissue. This set is extracted from the MIAS image database provided
by the British learned society (Mammographic Image Analysis Society). In
order to show the performance of the Markov random field (MRF) and the
proposed approach, Fig. 5 shows the contour of homogeneous regions of tumor
resulting from the the Markov random field (MRF)after 15 iterations and 5
iterations for the proposed approach.

Fig. 5. (a) Set of two mammographic images composed of two classes, (b) Con-
tour extracted after MRF classification, (c) Contour extracted after the proposed
approach classification



168 B. Alsahwa et al.

A visual analysis of the obtained results shows that the performance of
the proposed approach is very similar to that of Markov random field (MRF)
in terms of countour localisation. Indeed, the proposed approach allows to
eliminate small regions (false alarm), which are labeled as object of inter-
est,in other words, the proposed approach allows to obtain good results by
exploiting the flexibility of possibilistic reasoning for the integration of the
contextual information and, thus the diffusion of possiblistic knowledge.

6 Conclusion

The proposed approach consists on the use of an initial knowledge expressed
by the expert, transforming this knowledge into an initial probability density
functions, and then using Dubois-Prade’s transformation to obtain possibil-
ity distributions. The application of contextual possibilistic reasoning using
Nagao princible allows the possiblistic knowledge diffusion. The obtained re-
sults using Markov random field (MRF) and the proposed approach show
similarity and even superiority of the proposed approach by reducing the
computational complexity and less dependence on parameters which reduce
to delimitation of the initial samples learning set.
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Summary. In this paper, we propose a revised version of the recently pro-
posed two-dimensional Recursive Inverse (2-D RI) adaptive algorithm. In-
stead of updating the filter coefficients both along the horizontal and vertical
directions on the 2-D plane, as in the old 2-D RI algorithm, our new revised
algorithm performs the update process simultaneously for every element in
the 2-D plane. Simulation results show that the proposed 2-D RI algorithm
leads to an improved performance compared to that of the 2-D RLS algo-
rithm and similar performance compared to 2-D RI algorithm with reduced
computational complexity.

1 Introduction

Digital signal processing has been the main actor in most recent technical
advancements where the adaptive filtering techniques are very efficient in
many classical problems such as noise filtering, system identification, and
voice prediction. Due to the revolutionary increase in the multimedia devices
from mobile phones to PDAs and Tablets, new or revised adaptive filter-
ing techniques are evolving and 2-D adaptive filtering algorithms started to
replace the old 1-D adaptive filtering algorithms.

First introduction of 2-D adaptive filtering algorithms was introduced by
[1] and [2]. However, these algorithms updated the filter coefficients only along
the horizontal direction on a 2-D plane. Consequently, these algorithms result
in degradations and could not sufficiently exploit the 2-D signals’ information
[3]. Later on, various types of 2-D LMS adaptive algorithms, which can update
the filter coefficients both along the horizontal and the vertical directions
on a 2-D plane were developed, and applied to reduce noise of the image
signals [3].

One of the most and efficient algorithms that have shown great perfor-
mance in image noise removal and image degradation is the 2-D RLS algo-
rithm [4]. Torres et al. [5] developed an adaptive scene-based nonuniformity
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correction methodology for infrared image sequences. The method estimates
detector parameters and carry out the non-uniformity correction based on
the adaptive RLS algorithm. Sanubari & Tokuda [6] proposed a novel 2-D
adaptive filter based on assumption that the error signal has a t-distribution
probability distribution. Their system helps to suppress the effect of the large
amplitude error signal to the obtained adaptive parameter. The parameter of
the adaptive system is solved using an RLS-like adaptive algorithm. A 2-D
projection algorithm proposed in [7] by which filter coefficients can be up-
dated both along the horizontal and the vertical directions on a 2-D plane. Re-
searchers claim that the results of 2-D Modified Projection Algorithm (MPA)
outperform results of [2] and [3].

In this paper we propose a revised version of 2-D Recursive Inverse (RI)
[8] adaptive filtering technique which provides a better performance than the
2-D RLS algorithm [6] in terms of image quality and a less computational
complexity than 2-D RI [8] algorithm with similar performance. Moreover, it
does not require inversion of the autocorrelation matrix which in turn leads
to a stable performance.

This paper is organized as follows: In Section 2 the proposed algorithm is
introduced. In Section 3 simulation results that show the performance of the
proposed algorithm compared to those of the 2-D RI and RLS algorithms are
given. Finally, conclusions are drawn.

2 Proposed Algorithm

The filter weight update equation of the RI algorithm [9] can be generalized
into its 2-D form as:

wk(m1,m2) = [I− μkRk]wk−1(m1,m2) + μkpk, (1)

where wk(m1,m2) is the 2-D tap-weight vector with dimensions N × N ,
where m1 = 0, 1, . . . , N − 1 and m2 = 0, 1, . . . , N − 1, μk is the variable
step-size defined in [9], Rk and pk are the instantaneous autocorrelation and
crosscorrelation matrices, respectively. They are estimated recursively as:

Rk = βRk−1 + x(n1, n2)xT (n1, n2), (2)

and

pk = βpk−1 + d(n1, n2)x(n1, n2). (3)

where x(n1, n2) is the filter input and d(n1, n2) is the desired output.
For 2-D applications, there can be a number of ways that data can be

reused. One possible way is shown in Fig. 1 [10]. In this scheme, as shown
in Fig. 1(b), we consider a mask of 3 × 3 pixels which move horizontally to
the right by one column at a time until the end of each row. Afterward, the
same process is repeated with the next row below until the last 9 pixels of
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the image are reached. At the end of each process of the mask, the data
are reshaped as shown in Fig. 1(a), starting from the last pixel in the lower
right corner. This method usually provides significance performance. How-
ever, the computational complexity of this algorithm is very high. Another
way of implementing the 2-D RI [8] could be done by directly estimating the
correlations without reshaping data by the method explained in Fig. 1(a).

The filter output is given by the following 2-D convolution:

y(n1, n2) =

N−1∑
m1=0

N−1∑
m2=0

w(m1,m2)x(n1 −m1, n2 −m2). (4)

Fig. 1. Rectangular configuration of data-reusing in 2-D

Fig. 2. The block diagram of a 2-D adaptive line enhancer (ALE)



174 M.S. Salman and A. Eleyan

3 Simulation Results

In order to see the performance of the proposed algorithm, it is applied to
a 2-D ALE shown in Fig. 2 [10] with different noise types. During all of the
simulations, the proposed algorithm is implemented with a forgetting factor
(β = 0.999) and an initial step-size (μ0 = 0.0005). The image is selected
to be a binary (i.e., checkerboard) because the performance of the proposed
algorithm would be very significant.

In the first experiment, the noise is selected to be additive white Gaussian
noise (AWGN) with zero mean and normalized variance (σ2 = 0.8). Fig. 3(a)
shows the original image, Fig. 3(b) shows the image with noise and Fig. 3(c)
shows the image recovered by the proposed algorithm. In the second exper-
iment, a salt & pepper noise is added to the image with normalized density
(D = 0.3). Fig. 3(d) shows the image with noise and Fig. 3(e) shows the
recovered image by the proposed algorithm. From the previous two experi-
ments, it is clearly noted that the proposed algorithm is always capable of
estimating the original image from the one buried in noise.

In the third experiment, the noise added to the image is assumed to be a
multiplicative noise using (5),

Inoise = Iorig + νIorig. (5)

where Inoise is the image with noise, Iorig is the original image and ν is the
multiplicative noise with zero mean and variance (σ2 = 13).

Fig. 3. (a) original image, (b) noisy image (AWGN with σ2 = 0.8), (c) de-noised
image using proposed algorithm, (d) noisy image (Salt & Pepper with density D =
0.3), (d) de-noised image using proposed algorithm (β = 0.999)
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Fig. 3(a) shows the original image and Fig. 3(b) shows the image with
noise (‘Speckle’ with σ2 = 13). Fig. 3(c) shows the image recovered by the
RLS algorithm, Fig. 3(d) shows the image recovered by the 2-D RI algo-
rithm and Fig. 3(e) shows the image recovered by the proposed algorithm.
It is noted that, the proposed algorithm outperforms the RLS algorithm and
performs the same as the 2-D RI algorithm with significant reduction in the
computational complexity.

Fig. 4. (a) original image, (b) noisy image (Speckle noise with σ2 = 13), (c) de-
noised image using RLS algorithm (β = 0.999), (d) de-noised image using 2-D RI
algorithm (β = 0.999), (d) de-noised image using proposed algorithm (β = 0.999)

4 Conclusion

In this paper, a new 2-D version of the recently proposed RI algorithm is in-
troduced. The proposed approach avoids the use of data reshaping. Instead,
it performs the update process simultaneously for every element in the 2-D
plane. Simulation results have shown that the proposed 2-D RI algorithm
leads to an improved performance compared to that of the 2-D RLS algo-
rithm and similar performance compared to 2-D RI algorithm with reduced
computational complexity.
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Summary. In this paper a new approach for image feature extraction is
presented. We used the Compressive Sensing (CS) concept to generate the
measurement matrix. The new measurement matrix is different from the mea-
surement matrices in literature as it was constructed using both zero mean
and nonzero mean rows. The image is simply projected into a new space using
the measurement matrix to obtain the feature vector. Another proposed mea-
surement matrix is a random matrix constructed from binary entries. Face
recognition problem was used as an example for testing the feature extraction
capability of the proposed matrices. Experiments were carried out using two
well-known face databases, namely, ORL and FERET databases. System per-
formance is very promising and comparable with the classical baseline feature
extraction algorithms.

1 Introduction

Reliable automated face recognition is useful in several applications such as
security and access control systems. There are many other possible uses for
facial recognition that are currently being developed. For example, the tech-
nology could be used as a security measure at ATMs and airports in order
to intensify security. The same concept could also be applied to comput-
ers where facial images would replace passwords in the login process. Given
still or video images of a scene, the system should identify or verify one or
more persons in the scene using a stored database of faces. The face repre-
sentation falls into two categories[1]. The first category is global approach
or appearance-based, which uses holistic texture features and is applied to
the face or specific region of it. Many applied well-known algorithms falls in
this category such as principal components analysis (PCA) [2, 3], which is
also called eigenfaces [4, 5], linear discriminant analysis (LDA) [6, 7], Ga-
bor wavelet transform[8, 9], and Discrete cosine transform[10]. The second
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category is feature-based or component-based, which uses the geometric re-
lationship among the facial features like mouth, nose, and eyes. Wiskott et
al. [11] implemented feature-based approach by a geometrical model of a face
by 2-D elastic graph. Another example of feature-based was done by inde-
pendently matching templates of three facial regions (eyes, mouth and nose)
and the configuration of the features was unconstrained because the system
did not include any geometrical model [12]. In this paper we used the con-
cept of compressive sensing (CS) to generate a random measurement matrix.
The CS is based on the fact that we can represent images and signals with
a small number of coefficients which, in turn, makes CS powerful as a fea-
ture extractor [13] [14]. In our proposed approach, the measurement matrix
is different from the random measurement matrices used in most CS prob-
lems. We used a matrix containing both zero-mean and nonzero-mean rows.
We also compared this matrix with another measurement matrix which is
constructed using random binary entries. The measurement matrix will serve
as a projection matrix to project image vectors to a new space resulting in
feature vector with much shorter length. The matrix with both zero-mean
and non-zero mean rows showed superior results using both face databases
with various feature vector lengths.

The paper is organized as follows: Section 2 discusses the compressive
sensing concept; Section 3 explains the proposed approach. The experimental
results and discussions are in Section 4 and then results are concluded at the
end of this paper.

2 Compressive Sensing

The Nyquist-Shannon sampling theorem [15] is one of the fundamental the-
orems in signal processing literature. It specifies the conditions for perfect
reconstruction of a continuous signal from its samples. If a signal is sampled
with a sampling frequency that is at least two times larger than its band-
width, it can be perfectly reconstructed from its samples. This approach is
very simple to implement however, it is not very efficient in terms of data
rates. Sampling the signal according to the Nyquist criteria will end up in
large amount of samples, most of which may be thrown away in the later
parts of the processing e.g. compression. For example in JPEG compression,
first the sampled image is transformed into the DCT domain and then most
of the negligible valued (small amplitude) DCT coefficients are thrown away.

Compressed sensing (CS) overcomes this problem by taking compressed
measurements [16, 18, 20] from the signal. In a compressive sensing frame-
work, the signal is assumed to be K-Sparse in a transformation domain,
such as the wavelet domain or the DCT domain. A signal with length N is
K-Sparse if it has at most K non-zero and (N − K) zero coefficients in a
transform domain. The case of interest in CS problems is when K << N ,
i.e., sparse in the transform domain.
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In CS instead of taking individual, regularly spaced samples from the sig-
nal, a composition of the values of the signal at some instances is taken. These
new samples are called compressed measurements y, and they are collected
as follows

y = φx = φ.ψ.s = θ.s, (1)

where φ is the M×N measurement matrix, M << N , and s is the K−sparse
transform domain representation of the signal x in the transform domain rep-
resented by ψ. The reconstruction of the original signal x from its compressed
measurements y cannot be achieved by simple matrix inversion or inverse
transformation techniques. A sparse solution can be obtained by solving the
following optimization problem:

sp = argmin||s||1 such that θ.s = y (2)

One important characteristic of the measurement matrix φ is that it does
not need to have a specific structure like transformation matrices or sampling
matrices. In fact, in [16, 17, 18], the authors states that the measurement ma-
trix should satisfy the restricted isometry property (RIP) for a given number
of measurements. They also prove that a random matrix with entries that
are i.i.d Gaussian random variables, satisfies the RIP property. Measurement
matrix can even be constructed from binary entries [19].

Reconstruction of the original signal from these compressed measurements
is another active research field in signal processing and mathematics. Different
optimization techniques are frequently used for this purpose. However, for the
proposed classification method, we are only interested in the sampling part
of the CS framework. Therefore, we will not get into the details of these
techniques since the proposed method is related to only the sampling part of
the CS framework.

As the perfect reconstruction of the original signal from these compressed
measurements is possible, it is also possible to state that, these compressed
measurements have descriptive information about the original signal. There-
fore, they can used as features in a classification process. In the proposed
framework, we are taking compressed measurements from face images us-
ing gaussian and binary random measurement matrices and use the mea-
surements as features in the classification. The details of the algorithm is
presented in Section 3.

3 Proposed Approach

An illustration of the proposed approach is shown in Fig. 1. The face database
is divided into two sets; training set and testing set. Each image in both
sets are projected into new space using one of the proposed measurement
matrices. After generating the feature vectors of both training set and testing
sets, an appropriate classifier is used for classifying each test image to its
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Fig. 1. Flowchart of the proposed approach

corresponding class by comparing its feature vector with the feature vectors
of the training set.

The similarity measures used in our experiments to evaluate the efficiency
of different representation and recognition methods include �1 distance mea-
sure, δ�1 , �2 distance measure, δ�2 , and cosine similarity measure, δcos. The
measures for n dimensional vectors are defined as follows

δ�1(x, y) = |x− y| (3)

δ�2(x, y) = ||x− y||2 (4)

δcos(x, y) =
xy

||x||||y|| (5)

Experiments were conducted on two commonly used face databases:
FERET database [21] and ORL database [22]. For FERET database, 600
frontal face images from 200 subjects are selected. The 600 face images were
acquired under varying illumination conditions and facial expressions. Each
subject has three images of size 256 × 384 with 256 gray levels. Each face
image is resized to 128×128. Fig. 2(a) shows sample images from the FERET
database. The first two rows are the training images while the third row shows
the test images. It can be noticed from this figure that the test images all dis-
play variations in illumination and facial expression. To test the algorithms,
two images of each subject are randomly chosen for training, while remaining
one is used for testing.

The ORL database consists of 400 face images acquired from 40 subjects
(i.e., ten images per subject) with variations in facial expression and facial
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(a) (b)

Fig. 2. Example images from the face databases: (a) Example images from the
FERET database. (b) Example images from the ORL database.

details. All images are grey scale with a 92×112 pixels resolution. All images
in the database are resized to 128×128 pixels. Fig. 2(b) shows sample images
from the ORL database.

4 Comparative Results and Discussions

Preliminary experiments were conducted on both FERET and ORL databases
to study the performance of the proposed algorithm for the face recogni-
tion problem. Leave-one-out strategy is used in the preparation of the re-
sults in Table 1 and 2. Taking p as the number of poses for each person in
the database, p-1 poses will be used for training while remaining one pose
for testing. In this strategy, test pose is changed at every run of the pro-
gram and the rest p-1 is used for training making a total of ( p!

p−1! = p)
runs. At the end, averaging the results from all these runs will give the final
recognition rate.

Both in Table 1 and 2 results of using 3 different measurement matri-
ces were recorded; measurement matrix with zero mean rows, measurement
matrix with nonzero mean rows and measurement matrix with mixed zero
mean and nonzero mean rows. The measurement matrix size is M×N , where
N = 128× 128 and M can take an arbitrary value which will later represent
the resulting feature vector length.

In Table 1, the best performance obtained by using measurement ma-
trix on FERET database with zero mean rows was 81.5%, while it reached
80% by using measurement matrix with nonzero mean rows. Using measure-
ment matrix with zero and nonzero mean rows gave a better performance
reached 84.5%. In Table 2, the max performance obtained by using measure-
ment matrix on ORL database with zero mean rows was 96.25%, while it
reached 96.5% by using measurement matrix with nonzero mean rows. Using
measurement matrix with zero and nonzero mean rows gave a better perfor-
mance reached 96.75%. It is clear from these results that using a measurement
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matrix with both zero and nonzero mean rows helped to slightly improve the
performance for both ORL and FERET databases.

Table 3 has the same scenario as in Table 1 and 2. The difference is in the
used random measurement matrix. In Table 3 a random measurement matrix
with binary entries is used. Normalization of the feature vectors obtained by
measurement matrix before the classification stage dropped the performance
in Table 1 and 2 by nearly 1 to 2%. On the other hand, normalizing the
feature vectors obtained using the binary random measurement matrix helped
to improve the performance of the �1 and �2 classifiers drastically while it
had almost no effect on Cosine distance results. For example, with ORL
database, using normalized feature vector of length 1000 gives 96.29% using �1
distance(Table 3) while it gives 47.5% without feature vector normalization.
So, Table 1 and 2 were prepared without normalization of the feature vectors,
while Table 3 was prepared using normalized feature vectors.

Even though the results for FERET database show that by using a mea-
surement matrix with both zero and nonzero mean rows (reached 84.5%)
can give better performance than using a matrix with binary entries(reached
81%). This improvement was not very clear in ORL database results, as it

Table 1. Face recognition rates on FERET database obtained using different num-
ber of features taken using different Measurement Matrices. The rates are given in
3 different metrics defined in (3)-(5).

zero mean rows nonzero mean rows mixed mean rows

M δ�1 δ�2 δcos δ�1 δ�2 δcos δ�1 δ�2 δcos

50 70.50 70.50 70.00 70.50 70.00 70.00 72.00 71.75 71.50
100 73.00 75.00 72.00 75.00 74.50 75.00 76.00 78.50 75.00
200 78.00 79.50 78.50 79.00 80.50 77.50 80.00 82.00 79.75
300 79.50 79.50 80.00 79.50 80.00 80.00 82.50 82.00 81.50
500 79.00 79.50 79.00 79.75 80.50 81.00 84.50 84.00 81.50

1000 80.50 81.00 81.50 81.00 81.00 80.00 83.00 83.50 82.50

Table 2. Face recognition rates on ORL database obtained using different number
of features taken using different Measurement Matrices. The rates are given in 3
different metrics defined in (3)-(5).

zero mean rows nonzero mean rows mixed mean rows

M δ�1 δ�2 δcos δ�1 δ�2 δcos δ�1 δ�2 δcos

50 89.25 90.25 90.25 91.50 91.50 90.75 90.00 92.75 92.00
100 93.75 93.75 94.00 92.75 93.50 92.75 93.75 94.00 93.75
200 94.50 94.75 93.50 94.75 94.75 94.00 95.00 94.25 94.50
300 95.75 95.00 95.25 95.25 95.00 95.00 95.25 95.75 95.75
500 95.25 96.00 95.50 94.75 95.50 93.50 96.25 96.25 95.00

1000 96.00 96.25 94.50 96.50 95.75 94.50 96.75 96.50 94.75
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Table 3. Face recognition rates on FERET and ORL database obtained using
different number of features taken using Measurement Matrices with binary entries.
The rates are given in 3 different metrics defined in (3)-(5).

FERET ORL

M δ�1 δ�2 δcos δ�1 δ�2 δcos

50 69.50 68.25 69.75 90.50 91.00 90.25
100 77.50 76.50 76.75 94.00 95.00 93.00
200 80.50 80.25 80.51 94.75 95.75 94.25
300 80.00 79.75 80.25 94.50 94.25 95.00
500 79.50 78.75 79.25 95.50 95.75 94.25

1000 80.75 80.00 81.00 95.50 96.50 95.25

reached 96.75% by using a measurement matrix with both zero and nonzero
mean rows and 96.5% by using a matrix with binary entries, which is a very
close performance.

5 Conclusion

In this paper the compressive sensing concept is used to prepare a Gaussian
or binary random measurement matrix. Measurement matrix is used as a pro-
jection matrix for the image feature extraction. The proposed approach were
tested on the face recognition problem. It is experimentally observed that mea-
surement matrices with nonzero mean rows improve results compared to ordi-
nary measurement matrices. This is due to the fact that multiplying an image
with a zero mean row is somewhat equivalent to bandpass or highpass filtering.
By including nonzero mean rows we also introduce lowpass energy to the mea-
surement process. The preliminary results of the experiments conducted on
both FERET and ORL databases indicate that the proposed approach is able
to extract the salient features from the face images effectively and provides a
high recognition performance . In our future work, more extensive experiments
will be carried out on various pattern classification problems to evaluate the
performance of the proposed approach under different conditions.
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Summary. An extension of standard interpolation algorithm for image
zooming is proposed. The presented method of the spline function arguments
are modified, what makes the images more sharper. Implementation on Com-
pute Unified Device Architecture is made what makes this re-sampling very
fast.

1 Introduction

Image zooming will always be useful, because even with increase of resolution
of digital sensors there always will be situations, when we would like to enlarge
some detail of image or rotate it, etc. A lot of interpolation algorithms can
come with help in this problem which allow us to do this. There are some types
of these zooming methods, e.g. the non-adaptive such as nearest-neighbor,
linear, spline and adaptive methods, for example, edge-adaptive zooming,
Genuine Fractals. Big advantage of these algorithms is that they can be used
not only for images, but also for the other kind of matrixes, including three-
dimensional, such as those in the computed tomography [1].

Simple in design, but also giving good results are those algorithms based
on spline interpolation, like Bicubic or Catmull-Rom [2, 3]. They have own
kernels which results with different visual effects. The arguments for these
functions are always calculated in the same way by evaluation of the distance
between the new point and nodes that surrounds him. Development of this
idea could be very profitable, especially based on parallel programming in
CUDA [4].

2 Proposed Algorithm

In the standard algorithms, the arguments of interpolated function are lim-
ited to the range [0,1) and it is a decimal part of number of the created
pixels multiplied by resolution ratio of old and new width (or height) of the
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processed image. If we enlarge the picture eight times, then between each
pair of pixels, seven additional nodes are created. They are apart from each
other by the same distance. We decided to create a function that will move
them in the direction of pixels. It intuitive should sharpen the image as well
as filtering or convolution, but at the stage of the interpolation operation.

We create two functions, both with parameter K ∈ [0,1] that determines
how strongly nodes are shifted.

Our first modified function is designed on the basis of Hanning equation
(1). Listing 1 describes how nodes are moved (recalculated) and Fig. 1 shows
how it looks for different K.

h(x) = 0.5(1− cos(2πx)) (1)

Listing 1. Modified function based on Hanning equation
�

h = 0 .5 f ∗ ( 1 . 0 f − GMath . Cos ( ( 2 . 0 f ∗ GMath . PI ∗ x ) ) ) ;
i f ( x <= 0 .5 f )
xprim = x − h ∗ K ∗ x ;

else ( x > 0 .5 f )
xprim = x + h ∗ K ∗ (1 − x ) ;

� �

Fig. 1. Modifying function based on Hanning equation with different K

The secondmodified function is based on square function. Listing 2 describes
how arguments are modified and Fig. 2 shows how it looks for different K.

Listing 2. Modified function based on square equation
�

i f ( x <= 0 .5 f )
xprim = K ∗ 2 ∗ x ∗ x ;

else ( x > 0 .5 f )
xprim = 1 − K ∗ 2 ∗ (1 − x ) ∗ (1 − x ) ;

� �
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Fig. 2. Modifying function based on Hanning equation with different K

Use of the computing power of GPU becomes more and more popular and
simpler thanks to high-level programming languages. In particular, it is very
convenient to implement re-sampling, because there are plenty of operations
that can be performed parallelly. Thus, creation of the modified functions is
moved to the graphic card with BiCubic and Catmull-Rom interpolation. To
implement that, we just have to treat each new pixel as a separate thread
to execute. Thus, we need to write a simple function, i.e. kernel, that will
interpolate and will calculate the value of pixel in new image. This function
will be carried out on multiple processors on GPU at the same time. With
number of over thousand kernels we should be able to work even with video
streams in high definition.

The only problem which is not resolved yet is data transmission. The sim-
ulations shows that it frequently takes a proportionally much more time in
comparison with the time of calculations. Even small data transfer from com-
puter memory to video memory can take more than millions of operations.
But even in this case the profit of using SIMD - Single Instruction Multiple
Data - architecture is undoubtedly very appealing.

Due to the vast computational power of GPU, we also decide to check
what results will give the algorithms when we use multiple small zooming
instead of the single re-sampling.

3 Experimental Results

We carried out some computer simulations to verify whether our modifica-
tions will give better results than the standard approach.

To create experimental environment we used Microsoft Visual Studio 2008
with CUDAfy library and NVIDIA CUDA Toolkit 5.0. Tests were performed
on NVIDIA GTX 680 and also on Intel Core2Quad Q8400. The testing plat-
form was Windows 8.
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We prepared two identical images in gray scale: first with resolution of
128x128 and next with 2048×2048 for comparison, and to measure the mean
square error. Thus the magnification was sixteen or also double four times
when we used GPU.

First of all, we checked difference of re-sampling time between CPU and
GPU what shows the Table 1 .

Table 1. Re-sampling time on CPU and GPU(ms)

CPUx16 GPUx16 GPUx2x4 GPUx2x3

1374.74 3.55 60.48 17.49

Further, we measured mean square error. We checked it for both modified
functions where coefficient K was set from 0 to 1 with 0.1 step. Tests were
made with single and multiple magnification for BiCubic and Catmull-Rom
interpolation, where τ was set at {0, 0.5, 1}. Fig. 3 depicts best results for
standard zooming and Fig. 4 for multiple zooming.

Fig. 3. MSE for standard re-sampling, SCR - Catmull-Rom with square-based
modified function, SBC - BiCubic, HCR - Catmull-Rom with hanning-based mod-
ified function, HBC - BiCubic

Next, we prepared images for these minimal errors to confirm visual effect.
Fig. 5 shows crops of results.
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Fig. 4. MSE for multiple re-sampling, SCR - Catmull-Rom with square-based mod-
ified function, SBC - BiCubic, HCR - Catmull-Rom with hanning-based modified
function, HBC - BiCubic

Fig. 5. Visual results of magnification for minimal MSE, CR x2x4 - Catmull-Rom
multiple re-sampling, BC x2x4 - BiCubic multiple re-sampling, CR x16 - Catmull-
Rom standard re-sampling, BC x16 - Bicubic standard re-sampling

Fig. 6. Distortion of objects on re-sampling
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4 Conclusion

Tests performed by us have shown that proposed modified function and mul-
tiple magnification can improve standard BiCubic and Catmull-Rom inter-
polations. Algorithms based on GPU are very fast and they can be used for
realtime zooming. However, for both kind of enlarging images, if we ignore
errors at the edges of objects, there can be seen a distortion problem (Fig.
6) which is very undesired. Very nice visual effect gives our algorithm with
small K and multiple re-sampling.
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Summary. The article describes the multi-object tracking system based on
new approach to object management after preprocessing and background
modeling. Object manager determine correlation between objects in previous
and current frame by matching features. For matching features algorithm use
color histogram with a small number of bins. Each moving object extracted
from the scene is assigned to an individual and independent Kalman filter.
System stores information about real position of the objects extracted directly
from image processing and keep information about centroids predicted by
Kalman filter.

1 Introduction

Computer vision is one of the most popular issue in recent years. A lot of
efficient and reliable algorithms for general image processing and visual sys-
tems including objects detection, classification and objects tracking has been
yielded in computer vision research. However, reliable visual tracking algo-
rithms is still one of the most important problem in real-time video pro-
cessing systems due to the complexity of the problems. It is well known that
multi-object tracking algorithms need to resolve key problems such as rota-
tion, scaling, affine distortion, quick movement, similarity and occlusion of
objects.

Object tracking is important application in computer vision and image pro-
cessing because it provides the basics to intelligent video analysis. Tracking
gives information about motion in the scene and stores it into a motion path.
Hence, there is a ability to use advanced algorithms and achieved information
about object behavior on the scene.

In most cases, previous work present single-camera objects tracking algo-
rithms, which can track mostly only one object. In [1] is presented on of the
most popular algorithm for tracking objects Kalman filter, which use several
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equations such as equation of time update and equation of measurements
update to correct current state of the object and predict next position.

Saira Saleem Pathan et al. in [4] describes using Kalman filter as solution
for multi-object tracking. Their system create Kalman filter for every moving
object entering in the video sequence.

Another solution for objects tracking is to use species based particle swarm
optimization which is describe in [5].

More similar previous work on multi-objects tracking is presented in [4, 3,
5]. However, if they use a multi-camera system, most of them analyze only
one scene (the same scene for each camera). These solutions allow to partial
solve occlusion problem.

Paek, Park et al. in [3] describes solution for multiple-view tracking prob-
lem by using metadata. They use background substraction for static object
extraction and optical flow-based motion segmentation for moving objects,
then they compute information about motion, shape, color and etc. for com-
paring objects and finally matching.

2 Algorithm

In this paper we introduce new approach to tracking multiple-objects in
multi-camera scene. This approach focus on analyze wide area, which can
not be able to observe by single-camera system. The two fundamental issues
are: first, define occlusion as more than one case or event; second, finding
the correlation between objects in previous and current frame by matching
features - objects management.

2.1 Preprocessing and Background Modeling

The acquired image has noise coming from fluctuations of the light in in-
door spaces. In first step we used median filter for smoothing pixels value to
become independent from minor light changes. After that we separate fore-
ground and background for extracting foreground objects from the scene. We
propose use static background model, which based on simple Gaussian model.
To improve the effectiveness of segmentation after background modeling we
use morphological operation. Erosion and dilation operations were applied.
Erosion remove single pixels incorrectly classified as foreground pixels. Dila-
tion improves consistency of foreground objects.

2.2 Objects and Feature Extraction

The proposed multi-camera system extract a moving objects from the binary
image after background modeling. For objects extraction we use finding con-
tours algorithm, which is described in [6]. Algorithm looking for contours and
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(a) (b) (c)

Fig. 1. An example of object segmentation. (a) Input video. (b) Subtraction Image.
(c) Morphology filtering result.

store only extreme outer contours. Further we check the contours area and
reject contours which can’t be desirable objects. After this step we have in-
formation about all found objects in current frame. Also we have information
about bounding rectangle, center of the object and area.

The next step is obtaining more features for future objects matching. Our
proposed algorithm compute three dimensional color histogram with a small
number of bins (to accelerate object computing and compassion).

2.3 Objects Management and Occlusion

In proposed approach, a background subtraction method to detect and ex-
tract moving objects was used. The detection results allows to determine oc-
clusion or split between multiple object. The realized OT (Object Tracking)
module includes two main steps: (1) tracking management, and (2) splitting
analysis. The tracking management process attempts to associate the fore-
ground regions with one of the existing tracks. Let K(t),K1(t),K2(t), ...,

Fig. 2. Object Tracking module diagram
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Km(t) denote the existing tracks and T (t), T 1(t), T 2(t), ..., Tn(t) denote the
detected objects at time t. Based on distance between center position of de-
tected and tracking objects the best alignment was found. The distant Dt is
based on the Euclidean distance. If the distance is larger than a threshold,
they will not be analyze in the next step. Five possible results are possible:

• a tracking object is not associated to any detected object
(ex. object out of scene)

• a detected object is not associated to any tracking object
(ex. new object in scene)

• a detected object is associated to tracking object
(ex. continues tracking)

• a tracking object is associated to more then one detected object
(merging case)

• a detected object is associated to more then one tracking object
(splitting case)

When the first case are detected the existing object is moved to long term
tracking buffer. If object return to scene in time of quarantine it will be re-
covered, in other case after this time object will be deleted. In next tracking
management case, the new object is added to tracking buffer and feature vec-
tors are calculated. When multiple object region are connected together, the
object’s region is merged and tracked as a whole one object. After merging,
a new feature vectors for object matching are calculated and the information
about group is added as a feature for this object. The last case started the
second step of OT module. In the splitting analysis part, similarity between
analyzed objects is measurement based on the color feature. The occluded
objects in merged group are described by the color distribution Poi. In the
same way the color distribution in RGB space PSi for the split objects from
group is calculated. The color histograms are calculated for contour area. The
color distance is measured using Mahalanobis distance.

DS
t (i, j) =

√√√√ N∑
p=1

ξ∑
ch=1

(
POi − PSj
σ(p, ch)

)2

When a group object merge occurred before contains two or more mov-
ing object split into independent moving objects, splitting analysis module
matching the split objects with objects feature before splitting. If the similar
objects not exist, new features will be established and new tracking object
will be assigned for moving objects tracking.

2.4 Objects Tracking

For tracking objects we use a proven and versatile approach âĂŞ Kalman
filter. Each moving object extracted from the scene is assigned to an individ-
ual and independent Kalman filter which receives information from object
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manager about central position and velocity of the tracking object. We use
two vectors to store informations about movement. First container has in-
formation about real position of the objects extracted directly from images,
whereas second keep information about centroids predicted by Kalman filter.
Several cases can be distinguished according to object status on the scene.
The whole process of a Kalman filter is explained in the algorithm:

In proposed implementation, parameters P and Q are fixed and all other
variables are calculated dynamically. The parameter Rt can be given any
value, because it is automatically updated after each frame. The matrix’s ,
which we use in our system are:

A =

⎡
⎢⎣
1 Δt 0 0
0 1 0 0
0 0 1 Δt
0 0 0 1

⎤
⎥⎦ , h =

[
1 0 0 0
0 0 1 0

]
, Q =

⎡
⎢⎣
1 0 0 0
0 0.5 0 0
0 0 1 0
0 0 0 0.5

⎤
⎥⎦ , Q =

⎡
⎢⎣
0.5 0 0 0
0 0.5 0 0
0 0 0.5 0
0 0 0 0.5

⎤
⎥⎦ ,

2.5 Motion Path and Further Analytics

Tracking objects in scene gives us a informations about movement. We have
entire movement history for all of objects on the scene. This type of infor-
mation formulate the basics for the further analysis. Based on these results
we can try to define and analyze objects specific behavior. This will be the
subject of further work.
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3 Experimental Results

The system is implemented on standard PC hardware ( Intel i7 at 1.5GHz)
and works at 25 fps. The video image size is 640×480. The system is tested
in typical environments. In the system we use color histogram in RGB color
space witch 30×30×30 bins for feature correspondence.

We exam system for selected clips taken under difficult conditions. The
following presents the results. Fig. 3 shows an example of tracking two inter-
acting persons in an indoor environment. The blue ROI’s shows the position
of the person without occlusion. Yellow selection shows the position of the
objects after group creation (people are occluded with each other).

In this sequence, the person Nr.1 and No.2 are moving in the opposite di-
rections. (Fig. 3, frame #214, red and green line). At frame #1202, occlusion
happens and after that the two persons are tracked as a whole group until
frame #2185. During this process, the target No.2 is partially occluded by
target No.1 for several frames. Next group is split (Fig. 3, frame #2522) and
objects No.1 and No.2 tracked separately. This sequence is difficult to track
moving human bodies because their shape change and consist occlusions and
split. Moreover, proposed solution working properly and can track multiple
objects with partially and complete occlusion and split group to separate
objects.

We report results of the system on the most recent dataset of EC Funded
CAVIAR project [7]. In the CAVIAR dataset (Fig. 4, two people walk, meet,
and walk away. The system correctly tracks each person before, during and
after meet.

(a) (b) (c)

Fig. 3. Example of tracking two person interaction. (a) frame #214 (b) frame
#1202 (c)frame #2185.

Fig. 4. Tracking results of CAVIAR sequence
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4 Conclusions

A real-time multiple objects tracking system is presented. We researched
multi-target tracking algorithm based on Kalman filter and color feature
matching. Experiments on complex indoor environments show that the sys-
tem allow to tracking multiple objects in difficult sequence. Moreover, here
also we have been able to track multiple persons correctly after they merge
and separate.

The system is computationally cost effective, and in the future allows to
developing a real-time human actions recognition system.

Acknowledgement. This work was supported by the Lingaro Sp. z o.o. company
grant funded by the European Union.
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Summary. The article describes the extended background modeling based
on the well-known Eigenbackground method. The idea presented in the ar-
ticle expands the Eigenbackground method, breaking the scene into many
smaller ones, modeling the background separately for each of its sections.
This approach allows for better separation of the foreground objects, and
better modeling of spots in which the light changes. Furthermore, it also
ensures efficient implementation of the algorithm for CUDA graphics cards,
separating particular local models into threads. In the future the approach
shall also enable users to update models more efficiently when locally there
occurs no movement in a given section.

1 Introduction

The detection of foreground objects is one of the standard image processing
and identification operations, often carried out via modeling the background
of the image. Knowing the correct background model, we can easily remove
the background from the existing frame. The remaining elements are the
foreground objects. The key assumption behind this approach is the cameraŠs
static field of view.

In most cases the intensity of light changes during the light exposure (the
setting sun, or changing shadow thrown by a building). Also the shadow cast
by passersby can be considered a change of lighting. Hence, in order to effec-
tively model the background, more robust algorithms need to be employed.
At first, Eigenbackground-based background modeling has been presented
in [1]. Afterwards was presented several algorithms with different methods [2],
and adaptive algorithms [3] and [4]. In most cases, the basic methods such
as Temporal Median Estimator, Temporal Median or Motion Based Back-
ground Estimator are not robust to changing light conditions, in contrast to
the present method.
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The document has been organized according to the following order: Chap-
ter 2 describes the Eigenbackground algorithm, Chapter 3 presents the
method of dividing the background model into smaller regions, Chapter 4
introduces the methods of thresholding obtained results, Chapter 5 presents
the experimental results of the method, and Chapter 6 summaries the entire
article.

2 Eigenbackground Method

In the following paper the following notations shall be utilised: in,m, where
the right-hand superscripts describe the size of a matrix or a vector, and
i1,...,N , where right-hand subscripts refer to the number of the box (frame)
of the image.

Image i is transformed by combining the lines into a vertical vector ac-
cording to the following formula:

ih,w → In (1)

where h and w are the height and width of the input image respectively, while
n is the length of the vector, where n = hw. The sequence of subsequent N
images Ii in the vector form (1) can be recorded as the matrix In,N :

I = [I1, I2, ..., IN ] (2)

If μb is the vector of mean values for the sequence of the N length of the μn,1b .
If from each image vector Ii for i = 1, ..., N the mean value of μb is deducted,
then the obtained vector shall have zero mean value and shall represent the
variation of a given vector from the mean (equation 3):

Xi = Ii − μb (3)

where i = 1, ..., N , and recording the subsequent Xi vectors by means of the
following matrix:

X = [X1, X2, ..., XN ] (4)

Fig. 1. Imgage to vector transformation
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Then the matrix (4) can be utilized to calculate the covariance matrix:

Cb = E{XiX
T
i } (5)

which can be recorded as:

Cb =
XXT

N
(6)

where X is given in the following equation (4), whereas the size of the matrix
is Cn,nb .

The SVD distribution for such a large matrix is costly calculation-wise,
hence in order to accelerate this step, the following transformations are ap-
plied:

Db =
XTX

N
(7)

where the size of the matrix is DN,N
b . The size of the N model is usually far

smaller than the size of the Cb one.
The distribution of the Db matrix for eigenvalues exists and looks as fol-

lows:
DbV = V Δ (8)

these matrices have the following sizes: DN,N
b , V N,N , ΔN,N , and δi is i-th

value of Δ, for eigenvalues ranked from the highest one.
The V matrix is utilised to calculate the P matrix for series i = 1, ..., N

frames, where the size of the P matrix is Pn,N :

Pi = XVi (9)

which is used to calculate:
Ui = Pi/

√
δi (10)

where the size of the U matrix is Un,N and i = 1, ..., N . Based on the above
calculations we can recreate the space of N images from the obtained model.

For calculations in the Matlab software we can use the following command:

[Vb, Δ] = svds(Db, N
′, L′)

where Vb to . . . eigenvectors, Δ is the diagonal matrix for eigenvalues . . .
and the svds command calculates N for the highest eigenvalues of the Db

matrix.

3 The Division of the Model into Local Sections

The matrix of the input image presented in the form of: ih,w, can be recorded
as matrices of smaller images:
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i =

⎡
⎢⎢⎢⎣
i11 i12 . . . i1m
i21 i22 . . . i2m
...

...
...

...
in1 in2 . . . inm

⎤
⎥⎥⎥⎦

where n and m are the number of fields the i image has been divided into,
whereas local images include i11, i12, ..., inm. For the diagram of such a trans-
formation see (Fig. 2). For an image divided in such a fashion we obtain nm
for smaller images and just as many separate background models - one back-
ground model per one image respectively. The background model is made
of nm number of matrices Unm, Δnm and μnmb , and they are sufficient to
calculate the background model.

Fig. 2. Division of the image into smaller matrices

4 Local Background Substraction

The presented approach allows for utilizing other methods of separating the
background from the foreground, thanks to which the model can be updated
with a larger amount of information more frequently. The model features
U , Δ and μb, matrices, whereas the dimension of the model is N which -
for the sake of simplification - is equal to (or smaller than) the number of
frames that the model has been created from. The reconstruction of the image
from the background model is conducted according to the following sequence.
The subsequent frame from the i video sequence is transformed to a vector
according to equation 1:

R = (I − μb)TU (11)

where: R1,N , In,1, μn,1b , Un,N . Moreover, for subsequent elements of the ma-
trix Ri and subsequent δi values, where i = 1, ..., N , the following condition
has to be applied:

Rpi =

⎧⎨
⎩

3δi if Ri > 3δi
Ri if − 3δi < Ri < 3δi
−3δi if Ri < 3δi
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The recreated image from the model assumes the following form:

Î = URpT + μb (12)

The comparison of the Î recreated image and the current I one:

Dif =
∣∣∣Î − I

∣∣∣ (13)

Based on the Dif matrix we can interpret the results and conduct threshold-
ing. If the variance and the mean value of a given Dif matrix are low, then
we know that no movement has taken place, and the only thing that could
have possibly changed is the lighting in a given section of the image. Initial
thresholding:

dv =

{
1 if var(Dif) > α
0 if var(Dif) < α and mean(Dif) < β

where α, β are the thresholds. The value of the α threshold is of a given
order, e.g. 10−3. If the difference variance between the model and the image
is insignificant, and additionally the mean value is below the β threshold,
then the only element that changed is the lighting. If we took into account
only the change of the variance, for example, then thresholding would also
work for monochromatic objects.

Then for the fields for which the truth value is dv = 1 the thresholds is
calculated, based on the mean and standard variation. We assume constant
ηmin, ηmax, κ:

η = max (ηmin,min(ηmax,mean(Dif) + κstd(Dif))) (14)

In the case of RGB images we can additionally assess the extent to which
a given image recreated from the model differs from the processed one in
particular channels.

5 Experimental Results

This chapter shall present the results for the proposed method for test se-
quences.

First video ”ThreePastShop1cor” is from well-known Caviar Data Set, have
size 384×288 pixels. For this video Eigenbackground methods (Fig. 3.2, 3.3)
we have better object substraction, than in (Fig. 3.4, 3.5). In MOG2 (Fig. 3.5)
gray values - it is the shadow. Second test video is from underground station
in Warsow. Size of this video is 1280×720 pixels. When light is from back
side, we have shadow in front. Depending on thresholding to be executed,
different results will be obtained. In case of the comparison of different sizes
of models recived from the Eigenbackground method (Fig. 4.2, 4.3, 4.4), we
can observe a better shadow modelling for smaller size of models.
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Fig. 3. Comparison - from left - 1. Original picture, 2. Original eigenbackground,
3. Eigenbackground 16×16 frames, 5. MOG, 6. MOG2

Fig. 4. Comparison - from left - 1. Original picture, 2. Original eigenbackground,
3. Eigenbackground 20×20 frames, 4. Eigenbackground 40×40 frames, 5. MOG, 6

6 Conclusions

The article presents the background modeling method for local image fields.
The modeling results using this method resemble the standard Eigenback-
ground method. However, by setting the thresholds properly, we get the infor-
mation about the location of the movement and shadow. This way, the model
is better matches the object, and the shadow from the frame can be added to
the adaptive model. The key argument in favor of the method with division
into smaller frames is the fact that the algorithm can be adapted to multiple
thread CUDA cards, which is one of directions for further development.
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Summary. We report a new polarimetric imaging setup based on tunable
liquid crystal components and its application in computer vision. The anal-
ysis of polarization parameters (polarimetric imaging) has been used in pho-
tometric 3D shape reconstruction. This research describes a novel approach
for 3D shape measurement system supported by polarization image analysis.
Enhancement of fringe image quality is realized using the detector unit with
special liquid crystal filter.

1 Introduction

The polarization is very important feature of light that isn’t perceive by
human eye. Some of insects and sea animals can see this feature. Recent
research in this topic allow to bring closer this phenomenon. This research are
base for new polarization vision systems and methods. Current polarization
imaging systems can be divided on two groups [1, 6]:

• temporal phase analysis [2, 3],
• spatial phasr analysis, including beam splitting [3, 4].

State of technique in image acquisition system domain, as also fast liquid
crystal device technology allow to realize polarization imaging systems for
video signal. One of he most important application video polarimetric imag-
ing could be high eficient and quality 3D shape or depth map aquisition
system. This requires gathering real data about dynamic 3D objects and
scenes. One common way of approaching this problem is the shape measure-
ment based on structer light approach [1, 2]. In this case the information
about shape are determined based on the analysis of fringe deformation of
structural light projected onto the measured object. Three-dimensional image
measurement technique based on color pattern projection have characteris-
tics such as activeness, high-speed measurement and potentially high accu-
racy . The main problem of the measurement process using this method
in real conditions is the significant influence of hardware applied in the
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set-up, objects surface properties, and properties of medium on the achieved
accuracy. The influence of the measurement environment is a big problem
in industrial applications. The analysis of polarization parameters (polari-
metric imaging) has been used in numerous imaging applications, including
removal of scattering effects eg.underwater [3, 4]. Method of imaging through
scattering media using Polarization Difference Imaging (PDI) or active polar-
ization was presented in many publications [3, 4]. The analysis of photometric
stereo and light stripe range scanning in the scattering media was presented
by S.G.Narasimhan [5]. Laser light stripe scanner supported by polarization
analysis for removal reflection effect was presented by [6]. The polarization-
difference imaging can be used for eliminate subsurface scattering effects in
traditional optical 3D scanning techniques, such as structured light. In this
paper polarization image analysis for 3D shape registration is used.

2 Aquisition Setup

The poarization imaging system consists of the camera-filter (C-F) units, the
processing unit and the measurement volume witch controled light source.The
C-F unit includes monochrome camera and with polarization analysis device.
The detection units works witch controlled light.

The measurement volume, in which the object is located, is isolated from
sun light. For the first component, image acquisition, a fast camera model
Basler Scout is used. This is an monochrome camera, capable of capturing up
to 60fps, with VGA (640×480) resolution, and GigE interface. The camera
is synchronized by signal from liquid crystal filters divice. Experimental de-
vice consists fast liquid crystal variable retarders, fixed polarizer and camera

Fig. 1. Prototype of polarization camera
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(Fig.3). Variable retaders based on special liquid crystal mixture for dual fre-
quency switching. Suggested solution allows polarization boost of efficiency
of appointment of largeness describing state and definition of direction of or-
thogonal pivot for real vision system. Proposed filter contain inseries a pair
of liquid crystal retarder cells with 45◦ between their principal axes and a
linear polarizer.

(a) (b)

Fig. 2. LC polarization analyzer: (a) scheme, (b) real photo

2.1 Polarization Analysis

Several experimental methods can be used to determine the polarization state
of an incoming light or the depolarizing effect of an object.

Polarization of a light wave can be fully described by four parameters
known as the Stokes polarization parameters or Stokes vector. The first pa-
rameter S0 is the total intensity of the optical field and the other three
parameters S1, S2, S3 describe the polarization state.

S =

⎡
⎢⎢⎣
S0

S1

S2

S3

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

m2
x +m2

y

m2
x −m2

y

2mxmy cos δ
2mxmy sin δ

⎤
⎥⎥⎦ = (1− ρ)

⎡
⎢⎢⎣
S0

0
0
0

⎤
⎥⎥⎦+ ρ

⎡
⎢⎢⎣
S0

S1

S2

S3

⎤
⎥⎥⎦ , (1)

Based on the Stokes polarization parameters we can obtain four parameters
of polarized light: - intensity

I = S0 , (2)

- degree of polarization

ρ =

√
S2
1 + S2

2 + S2
3

S0
, (3)

- angle of polarization

tan 2α =
S2

S1
, (4)
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- ellipticity

sin 2ν =
S3√

S2
1 + S2

2 + S2
3

, (5)

In practical machine vision implementations analysis of first three
paramters are very usefull. Propossed, experimental system of polarization
vision takes advantage temporal analysis of state of polarization for assign-
ment of basic three parameter polarization enlightened.

In proposed 3D shape measurement system The information about polar-
ization is used for identification of gathered fringes. Using polarizing analysis
we can separate the part of illumination of the projecting mode source from
constant illumination. The proposed LC filter can be described based on
Mueller matrix:

sr =MpolaMret(δ, 45
◦)Mret(γ, 0

◦)sin (6)

Thus, the measured intensity Ir is:

Ir(δ) =
1

2
(s0 + s1cosδ + s2sinδ) =

I

2
(1 + ρcos(δ − 2ϕ)) , (7)

2.2 3D Shape Acquisition

In proposed 3D shape measurement system The information about polariza-
tion is used for identification of gathered fringes. Using polarizing analysis
we can separate the part of illumination of the projecting mode source from
constant illumination.

The goal aim of proposed method is reconstruction of real model 3D shape.
The first stage of this process is normal vectors determining. The normal
vectors could be represented in polar coordinate system (θ, ϕ) where θ, and
ϕ - represented normal vector. ( 0 < θ < 90◦, 0 < ϕ < 360◦ ).

The θ angle is calculated based on value of degree of polarization DOP.
The value equal 1 mean polarized light, and value 0 unpolarized light:

ρ =
F⊥ − F‖
F⊥ + F‖

, (8)

From the Fresnel formulae, we know that F⊥ and F‖ depend of θiandθr
And from the Snell-Descartes’ law, one can write:

θr = arcsin(
1

n
sinθi) (9)
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(a) (b)

Fig. 3. Degree of polarization (a) and θangel(b) for n=1.7

Therefore, since θi = θr we can deduce that F⊥ and F‖ depend of θr and
n If the object refractive index n is known we have ρ(θr)

ρ =
(n− 1/n)2sin2θ

2 + 2n2 − (n+ 1/n)2sin2θ + 4cosθ
√
n2 − sin2θ

, (10)

where ρ= degre of polarization , n birefringence of material.
Based on (8) and (10)we can calculate first part of normal vector.

(a) (b)

Fig. 4. Angel of polarization φ (a) and ϕ angel (b) for synthetic data

In next step the phase image is determined. This representation show va-
lues of azimuthal angel. Becouse characteristic of polarisation filter is peri-
odic we can obserw value repetition. The final value of continius phase is
calculated:

The second parameter ϕ angle can be calculated based on value of angle
of polarization.

ϕ = φ± π

2
, (11)
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In that way the coordinates of normal vector in polar system are calculated.
The normal vector is calculated for all points of surface. On 5 the needle maps
is presented. In last step normals vector are used to determine depth maps
based on Frankott-Chellapp alghoritm.

(a) (b)

Fig. 5. Needle maps (a) and depth map (b)

3 Results and Conclusions

To examine the new 3D shape measurement methodology in real conditions,
the measurement of static object were investigated. The implemented proto-
type and measure process is shown on Fig. 1. The sequence of images with
polarization anlyzys proved to be very efficient for the analysis of 3D scenes
and obtine of the depth map. The precision of depth values that can be
computed is limited by efficiency of the filter dynamics and sensivity.

Fig. 6. Experimental results: (a) measurement object (b) azimuth (c) DOP,
(d) depth map
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Fig. 7. Experimental results: (a)normal vectors in polar system (b) 3D shape

The result of experiment performed on real object is presented on Fig. 6.
Pictures show captured images and obtained depth map. The experiment
with polarization image analysis module confirmed improvement quality of
gathered image and influence on RMS Error of depth reconstruction. Polar-
ization supported methodology allow to shape reconstruction with error from
1,2 to 0,7 cm. In comparison to the methods based on standard polarization
measurement setup, proposed solution is faster. However at the moment the
accuracy is not very high, calculations are very simple so depth map may
be obtained in nearly real-time (20 Hz) which is in most cases enough for
multimedia applications.
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Summary. A background subtraction and movement detection is a very
popular subject of investigation in the video processing domain. Despite num-
ber of already proposed algorithms and methods the question of suitability
of such algorithms in dynamically changing, realistic environment holds (e.g.
parking lots). In this paper authors compare three different implementations
of the saliency-based algorithms and Gaussian Mixture Model algorithm for
different cameras on a parking lot. Authors show that matching algorithms
to the scene can be improved by managing semantic knowledge about the
scene.

1 Introduction

In the recent years video streams analysis for automated content recognition
became very popular subject of interest, mostly because of popularization of
the surveillance, security and threat-detection systems. Currently the menace
of the real life-threatening situations like terrorist attacks or hooligan riots de-
termines governments or city municipalities to look forward for automated sys-
tems capable of detecting potential threats before they will grow and get out of
control (e.g. the Total Information Awareness platform developed by the Infor-
mation Awareness Office (IAO) [7], the SGR created by Samsung [8]). Other
examples of typical situations, where surveillance systems may be useful, in-
clude big events like Olympic Games, football competitions or music concerts.
Thus in the frame of the FP7 ARENA project authors have compared sev-
eral available background subtraction algorithms to evaluate their usefulness
in such surveillance systems that requires robustness and reliability. There are
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numerous already developed algorithms, but most of them can be used only
under some specific conditions e.g. they require constant luminance, static
background or learning phase before they become fully operational. An in-
teresting comparison of popular motion detection algorithms like Adjacent
Frame Difference (AFD), Mean and Threshold (MaT) or Bayesian Decision
can be found at [6]. Another group of algorithms, designed especially to deal
with the dynamic backgrounds like Dynamic Texture Mixture (DTM) or Gaus-
sian Mixture Model (GMM) were presented and compared in [3]. A compre-
hensive comparison showing, how changeable scene conditions affect various
algorithms was provided in [6]. As it was presented, most of the basic algo-
rithms like AFD or MaT will start to generate a lot of false detections
each time scene conditionswill significantly change. Most of the already
developed algorithms aim to detect movement in strictly controlled environ-
ments - like closed indoor spaces - where scene background can be fully con-
trolled and number of distractions like e.g. changeable weather conditions can
be significantly minimized or even removed. We are focusing in this paper on
the algorithms that were designed for environments with highly-dynamic scene
background.

2 Background Detection Algorithms

The solutions in the domain of object recognition and tracking developed
within the FP7 ARENA project are targeting the outdoor environments,
where constant conditions (like luminescence or weather conditions) cannot
be guaranteed. It is assumed, that despite weather conditions, ARENA sys-
tem should be operational 365 days a year and should be autonomous to the
level that enables dealing with various conditions with minimized intervention
of the human operator. Algorithms used for evaluation include:

• Saliency algorithm: implementation proposed by Tian and Hampapur [1]
• Saliency algorithm: implementation proposed by Hou and Zhang [5]
• Saliency algorithm: implementation proposed Montabone and Soto [4]
• Gaussian Mixture Model: implementation proposed by Chan and Ma-

hadevan [3]

The three implementations rely on the use of saliency feature. That’s be-
cause saliency approach is very popular in the movement detection area and
as it will be shown in our results one can achieve good results using these
algorithms with operational parameters tuned for a single camera. In the sub-
sequent sections we enumerate the algorithms and their main characteristics
in order to provide a base/reference for eventual comparison of algorithms in
the frame of ARENA scenarios in following chapters.
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2.1 Simple Thresholding

The simple background thresholding (referred as SimpleDiff in this article)
is one of the simplest and widely used algorithms in the video processing
domain. In the basic version of the above mentioned algorithm a two con-
secutive frames are taken and then difference is calculated for each pair of
corresponding pixels in both frames. If difference between pixels’ values be-
comes greater than some arbitrarily defined threshold then a pixel will be
classified as a part of the foreground. Thus the key performance indicator
for this algorithm is the value of threshold parameter: too small value will
cause raise in false detections visible in the output images. On the contrary
too high value will cause that some of the pixels that are in fact part of the
real moving object be classified as a background.

2.2 Saliency Detection Algorithm – Base
Implementation (BaseSaliency)

Algorithms that fall into a saliency group (i.e. based on the image content)
try to characterize movement in the image, and then classify it into one of
the two classes: salient movements (points of interests) and non-salient ones
(not interested objects, noise in the image). The first one presented in this
paper was proposed by Tian and Hampapur [1]. For this approach, overall
image processing can be easy divided into three separate parts: In the first
one, foreground pixels are detected in the image. Then, in the second phase
optical flow is calculated for detected areas to find if they meet requirements
and constraints of the algorithm. Provided the answer is positive then in the
third phase these pixels are added to the foreground map. In our approach
phase one was implemented using enhanced version of the SimpleDiff - i.e.
frame buffers were added to keep information about pixel history. Optical
flow (phase two) was done using Lukas-Kanade algorithm. For phase three,
custom algorithm was created to group adjacent objects into larger ones as
well as to remove small blobs.

2.3 Saliency Detection Algorithm – Speed-Optimized
Approach (FGS)

During the work in the ARENA system, authors decided to implement more
than one saliency algorithm. The second Fine Grained Saliency (FGS) im-
plementation uses a concept of an integral image proposed in [4]. For this
algorithm an input image must be converted to grayscale and then smoothed
two times using Gaussian filter. Then, for every pixel in the image, the system
calculates on-center and off-center differences using a unique integral image
with variable size filter windows. For example ς ∈ {12, 24, 28, 48, 56, 112}
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represents the surroundings, which were used in our system. In the next step
both difference maps are summed: if calculated value will exceed some defined
threshold then pixel will be classified as salient.

2.4 Saliency Detection Algorithm – Experimental
(Non-optimized) Approach (SlowSaliency)

The salient regions in the image may contain various elements e.g.: fore-
ground, parts of the background, interesting patterns and so on. A pixel is
salient if its appearance is unique. In the more general approach, one should
not look at an isolated pixel, but at its surrounding patch - so in this ap-
proach, first the image was divided into several 8 × 8 pixels patches. Also
L ∗ a ∗ b∗ color space was used to measure the color difference between two
patches because the distance in L ∗ a ∗ b∗ color space reflects the visual dif-
ference. To measure the difference of patterns, the discrete cosine transform
(DCT) was taken on each patch. For each patch, distances were computed
to all other patches and then saliency score was then computed using K
most similar patches. The saliency map is a gray level image where light re-
gions correspond to the salient areas, whereas the dark ones represent the
non-salient part of the image. In the last step, a 7 × 7 Gaussian kernel was
applied on the output saliency map to smooth it.

2.5 Gaussian Mixture Model

The Gaussian Mixture Model (referred as GMM in this article) was another
type of algorithm to be implemented and evaluated against the needs of
ARENA object detection system. As in the previous examples this algorithm
according to its authors was designed to be used in environments containing
significant stochastic motion - like the one specific to water or leafs’ move-
ments [3]. GMM is a probabilistic model which assumes that all the data
points are generated from a mixture of a finite number of Gaussian distri-
butions with unknown parameters. These component functions are combined
to provide a multimodal density. They can be employed to model the colors
of an object in order to perform tasks such as real-time color-based tracking
and segmentation.

3 Background Subtraction Algorithms – Performance
Evaluation

For evaluating the above mentioned algorithms’ performance several video se-
quences of a threat behavior were recorded in the scope of ARENA project.
The majority of video sequences were recorded in the closed parking area;
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the remaining ones were recorded in the open sea. The latter videos were
captured using low quality cameras that is why they will not be used for
evaluation here.

3.1 Parking Sequence – “Camera 1”

Scenarios used for recording a sequence were chosen to mimic real life condi-
tions and threat events. The target object detection and tracking within
ARENA system is intended to be used in such environments to provide
surveillance services with threat detection capabilities. Results obtained using
the algorithms mentioned above are presented in the table below.

Table 1. Comparison of results for different cameras (Left - camera1; Right -
camera2)

Original image Ground Truth

BEST: FGS. Parameters: thr=20 BEST: GMM

WORSE: BaseSaliency. WORSE: Simple diff, thr=20
Parameters: bk=2, db=8
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As one can observe, for the parking sequence captured with “Camera 1”
the best results were obtained for the FGS algorithm. Moving silhouette of
a person was correctly recognized and extracted from the background. Also,
there were no false positives (random noise) in the output. Acceptable results
were also provided using GMM algorithm, but in this case, human silhouette
was not fully detected - only these elements of the blob were detected, which
had different illumination than the corresponding background. Whenever a
blob has the same color (luminance) as the original background model (area
behind the blob) then GMM doesn’t recognize it as a foreground. Neverthe-
less algorithm can be used in such situations, because, similarly as for the
FGS, there were no false positives in the output binary matrix. GMM results
can be further enhanced by different algorithms e.g. by adding surrounding
pixels to the main detected object. Results obtained with the SlowSaliency
for the ”Camera 1” look slightly better than these obtained by GMM, but low
performance and slow data processing are making this algorithm unusable in
the online video processing as a threat detection should be. The computa-
tional complexity for this algorithm is quite large: O(n3) data processing of
the standard camera frame (1024×800) took on the testing machine (Intel i3
CPU + 4 Gb of RAM) about 90 seconds. By scaling image down by factor
of 2 the processing time was limited to about 10 seconds which is still far
from acceptable (see Table 4). The two remaining algorithms: SimpleDiff and
BaseSaliency have generated a lot of noise in the output image. There are en-
hancements available for the BaseSaliency algorithm - e.g. optical flow-based
operations, which improves output results, but as a side-effect it would signif-
icantly decrease the algorithm’s performance. The SimpleDiff was given here
as an example of the algorithm, which was not designed to deal with dynamic
background, so the results obtained here simply indicate its poor relevance in
the dynamic environments like e.g. parking area with people walking around.
In the Table 2 comparison results were collected for all analyzed algorithms to
provide better overview, how they match the reference Ground Truth image.

Table 2. Comparison of processing results with the Ground Truth - Camera 1

Findings Matches Invalid Valid Ratio Inv/Vld
Ratio

GT 507 507 0 100,00% 0,00%
GMM 300 276 24 54,44% 8,00%

BaseSaliency 780 161 619 31,76% 79,36%
FGS 643 472 171 93,10% 26,59%

SlowSaliency 607 349 258 68,84% 42,50%
SimpleDiff-8 3975 369 3606 72,78% 90,72%
SimpleDiff-20 394 278 116 54,83% 29,44%
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The Ground Truth (GT) value for the “Valid Ratio” is equal to 100%, which
means that “all POIs were correctly detected in the image”. Ground truth has
been provided by manually marking the human silhouette and other objects
on the scene (frame by frame). As it can be found in the table, the best “Valid
Ratio” was obtained for FGS and SimpleDiff algorithms. Values achieved by
GMM and SlowSaliency are also acceptable, especially for tracking purposes.
Accuracy for other algorithms (e.g. BaseSaliency) is below an acceptable
level, but can be easily increased: this algorithm has enabled detection of
the shape of the moving object omitting its body. So some additional step
may be added here, which will add pixels laying between blob boundaries
to that blob. The worst “Inv/Vld Ratio” was obtained for BaseSaliency and
SimpleDiff-8 algorithms: these algorithms generate a highest number of false
positives (moving leafs in the video sequence). Value of this parameter also
can be easily in-creased by introducing additional filters in the processing
mechanism e.g. filter which will remove all small, randomly generated blobs
in the image. Such fine tuning algorithms may be introduced to improve the
processing results for the above algorithms.

3.2 Parking Sequence – “Camera 2”

In order to further evaluate the algorithms authors have used the video se-
quence collected using another camera (Camera2). This latter camera cap-
tures movements of exactly the same object on the scene, at the same time
as ”Camera 1” above. The only difference being the perspective from which
the scene has been recorded.

Table 3. Algorithms performance comparison for parking scenario - Camera 2

Findings Matches Invalid Valid Ratio Inv/Vld
Ratio

GT 6274 6274 0 100,00% 0,00%
GMM 7388 5320 2068 84,79% 27,99%

BaseSaliency 20661 5471 15190 87,20% 73,52%
FGS 5430 1429 2257 22,78% 41,57%

SlowSaliency 4525 1797 2728 28,64% 60,29%
SimpleDiff-8 7743 1966 5777 31,34% 74,61%
SimpleDiff-20 4505 1113 3392 17,74% 75,29%

It should be noticed that the efficiency of the background subtraction
algorithms in the case of the second camera significantly differs from the
results recorded for Camera 1. The algorithms that have provided highest
performance for the scene captured by “Camera 1” are no longer the best
ones (FGS, SimpleDiff-8) when considering the “Valid Ratio” parameter for
“Camera 2”. Neither are these algorithms worse from the perspective of the
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“Invalid/Valid” ratio. This stems from the fact that composition of the
areas of interest differs for the two cameras - although they both overlook
exactly the same objects of interest. The areas covered by the AOIs are
different and so the coverage of the part of the frame where the background
artifacts are seen differs. Namely the object moving in front of the “camera 1”
can be discerned more easily from the background due to more static nature
of the latter. Whereas the same object seen on the background of big trees
(camera 2) is more challenging to be subtracted from the noise. The last
table presents an algorithm’s computational complexity for normal as well as
scaled frame.

Table 4. Algorithms performance comparison for parking scenario

Algorithm Normal frame Scaled frame
FPT (s) FPS FPT (s) FPS

SimpleDiff 0,019 52,53 0,008 125,82
BaseSaliency 0,022 45,52 0,007 141,82

FGS 0,085 11,70 0,029 34,91
SlowSaliency 17,80 0,06 1,017 0,98

GMM 0,05 19,41 0,014 69,53

It is clearly seen that for originally sized frames the FGS and GMM ap-
proaches are most complex as the frames per second parameter is only 25%
of its simplest counter-parts. After scaling the frames down the average FPS
grows at least 3 times (e.g. to the speed offered by simple algorithms at
normal-sized frames). The ratio between the FPS of BaseSaliency and GMM
has the highest value but the ratio FGS / BaseSaliency remains unchanged
when one scale down the frames.

4 Discussion of Results

It needs to be highlighted is that scene processing results (namely background
subtraction) have been generated using algorithms with default (thus scene
independent) values of operational parameters. Each of the algorithms when
properly integrated into target threat analysis system shall be adjusted by
the external operator (or automated agent) to assure appropriate i.e. scene
aware parameter setting.

4.1 Main Challenges for Automated Surveillance
Systems

The type of surveillance systems that ARENA represents relies on a mobile
ad-hoc infrastructure of the cameras. The latter will eventually be attached
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to the truck according to a set of “configuration” directives. This approach
although representing ultra-high portability of data collection and processing
capabilities comes for the price of numerous challenges. The latter may result
from the limited use (or the availability) of stationary audio-video recording
infrastructure at parking facilities. However the existing CCTV cameras de-
ployed at the particular parking lot facility according to authors should be
used in tandem with the portable sensors in order to increase the overall
system performance. It is important not forget the role of human operator
(CCTV) who follows a preprocessed video feed (e.g. to mark threat zones).
In addition an intelligent, reasoning component shall be available to improve
adaptability of the system. The functionality of such module would e.g. fo-
cus on adjustment of selected parameters (of the cameras, image processing
algorithms) based on the scene content that the particular camera is cur-
rently observing. A hybrid approach is necessary where the information ob-
served by human operator (on-site) gets enhanced with the data captured
by the cameras attached to the trucks (ad-hoc). It is recommended for the
automated threat detection systems that human presence shall be limited,
or fully replaced by the “intelligent” reasoning element. This can be for ex-
ample neural-network-based algorithm or an expert system (e.g. ontology
based) one.

4.2 Ontology Concept

The reliability of the target ARENA threat recognition capabilities should
be parking area agnostic, i.e. independent of sensors position (e.g. camera
mounted on a truck can have a different viewing angle/direction given the
current truck position at the parking). Therefore automating the adjustment
process and providing a common knowledge base becomes an important func-
tion of the future threat recognition system. Automating the adjustment
process can be supported by dedicated knowledge base. Using ontology as
a knowledge base the ARENA expert/operator/system will gain additional
information about objects, relations and interactions between objects. Based
on that knowledge, ARENA Expert will know factors which can affect a
given algorithm and adjust it better to a given circumstances, making the
algorithm more effective.

The following functions of the ontology supporting automated threat recog-
nition and alerting are proposed (see Fig. 1):

• Algorithms calibration – algorithms adjustment based on data included
in ontology, algorithms specifications and actual conditions at the parking
area (e.g. weather conditions, time of the day etc.),

• Threats identification – data fusion of camera surveillance, image pro-
cessing algorithms and domain specific knowledge contained in ontology
(e.g. about parking zones or possible Modus Operandi; these knowledge
should be derived from ARENA Expert as well as HMI Operator)
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Fig. 1. ARENA ontology execution tool - inputs and outputs

• Rules management – knowledge included in ontology can be extended
by additional rules, they should be defined by ARENA Expert and HMI
Operator and provide knowledge which is specific for a particular parking
or circumstances,

• Threats ranking – ontology is envisioned to be used as decision aid tool,
which provides ranking capabilities of threats included in ontology.

The target ontology module is intended to work in the “closed loop” mode:
e.g. results generated by the movement detection algorithms are analyzed by
the reasoning component. Rules and conditions defined in the ontology will
assist analysis of the results, and then undertaking most appropriate actions
e.g. change foreground detection algorithm used by the movement-detection
element. A simple rule may looks like the one below:

IF noiseRatio > 0.01 THEN threshold = threshold+2

The above sample rule simply checks, if the proportion between noise (false
positives - small, random objects in the output image) and total number of
pixels in the image is lower than 1%. If not, then value of the threshold
parameter used by the foreground detection algorithm should be increased
by two. More sophisticated rules can be used to change the data flow
based on several factors, as well as short-term history (last N frames), similar
patterns in the different video sequences and so on. Using ontology-based
reasoning one may be able to create fully operational, autonomous system,
which can successfully replace or actively support real operators.
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5 Summary

In this paper authors presented and compared the application of saliency
based background removal algorithms for the realm of automated threat de-
tection. Results of the tests clearly reveal, that some algorithms can quite well
deal with complicated, or low-quality videos however the question of “which
particular algorithm fits given scene?” is not straightforward to answer espe-
cially for the surveillance system that is portable and adheres to the “ad-hoc”
infrastructure composition by design. When using the above set of algorithms
for processing the same scene but captured from distinct perspectives it is
likely that different algorithms will be selected as “best choice” when default
values of operational parameters are set. Moreover algorithms performance
will come with a tradeoff in processing complexity of the different imple-
mentations. Authors thus propose to use a notion of ontology-in-the-loop to
enable dealing with the challenges (mainly in the area of image processing
and threat detection) that may decrease target usability and adjustability of
the portable surveillance system like the one created by FP7 ARENA project.
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Summary. Digital image representation can significantly limit a geometry
of the layer components when converting it from its analog form (GERBER).
In this case single pixel representation is fixed to the given gray level or state
in the case of black and white format. This process can introduce dimensional
deviation of the image components on the level up to 100% of the pixel size.
Proposed method has a goal to maintain those limit and reduce it to minimal
possible to reach level. Result of experimental research are presented.

1 Introduction

PCB printing process is being redefined. New technology takes new direction
and is in general trying to free producers from the need to use films [1, 2, 5, 6].
Digital initial form of the board design can currently be sent directly to a
printer and used in one of a few concurrent imaging technologies. Starting
from laser direct imaging (LDI), through the units based on digital mirror
device (DMD) and ending with the solutions similar to ink jet printers, a
wide range of techniques is offered. All of them do eliminate films as a tool
with a pattern image and all of them must turn input design into its digital
form based on size limited pixels. A very good sample of digitalization can be
DMD (Fig. 1). DMD [3] is an array of movable micro-mirror pixels controlled
digitally. Each pixel is an electro-mechanical element with two stable mirror
states defined by tilt angle of +12 degrees or -12 degrees determined by
electric signal. The DMD pixel is basically an opto-mechanical element where
mirror tilt determines the direction of deflected light. The positive (+) state,
or the so-called the ON state, is tilted toward the illumination. The negative
(-) state is tilted away from the illumination and represents OFF state. Figure
1 shows a pixel in the on and off states.

DMD are used in multimedia projectors and light deflection and control
devices. One of the aforementioned applications of the DMD is the imaging
process. Imaging fidelity has always been a crucial part of the production

R.S. Choraś (ed.), Image Processing and Communications Challenges 5, 225
Advances in Intelligent Systems and Computing 233,
DOI: 10.1007/978-3-319-01622-1_27, © Springer International Publishing Switzerland 2014



226 A. Marchewka and J. Zdrojewski

Fig. 1. DMD pixels in On and Off State [3]

process. Exposed pattern geometry in most cases must match panel and
drilled holes. In the case of fine lines being exposed, keeping minimal track
width and spacing is very important for getting proper results of development
and etching process.

2 Motivations

Geometrical error appearing when converting Gerber file into its digital image
representation is a fidelity limiting effect, and is strictly related to the change
from a vector into its raster representation. Quantity of those limitations is
dependent on the imaging device. One of the main parameters which have a
significant impact on the conversion error is final resolution of the printer that
is usually significantly lower than the one declared PCB designing process.
In any case the most critical are the fine lines printed on the board and
impact of the mentioned error on their geometry and, in the end, on the
electrical conditions when board is ready, filled with components and powered
up [4, 7, 8, 9].

3 Error Converting

A track is a key element of the PCB image. In the design stage, the track
has a defined geometry which is strictly depending on the function, signals
and power of the circuit it will belong to. When printing, the target is for
the etched track to match the pattern, and should an error happen at any
stage, the goal is to minimize its impact on the resulting board. When looking
from the imaging side, the key parameters, which are also very crucial when
we consider later exploitation, are as follows: track width - defining together
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with copper thickness cross-section and its relation to current density, - and
surface area potentially responsible for heat transfer in many applications. In
any case of bigger deviations in tracks’ geometry, in relation to the designed
ones, can lead to improper behavior of the device where such PCB is included.
Current limiting, overheating, improper or especially too small line and space
distance can be an unwanted exploitation or production-issues-based side
effect. Usually tracks are sets of lines with a desired thickness and shape
which very often just run horizontally or vertically, and if not, then in any
case both of them can well represent considered limitations.

Dimension of single pattern objects usually is significantly bigger than
a single pixel and aliasing issue is not present. Picture transferred to the
imaging unit is binary, therefore no matter what conversion algorithm is
used the last operation will always be thresholding. In most cases, decision
to set the pixel value is made on the base of the following test:

Ic[x, y] =

{
1 if 1

N ·N
∑N

i=1

∑N
j=1 I[xi, yj ] ≥ τ

0 for other
(1)

where N ×N is the area dimension approximated to one pixel, τ - threshold
level.

If single pixel after conversion is represented by N × N μm area of the
pattern image I, then in the case of threshold τ being set at the level above
the value representing given analyzed area, then this area based on equation
(1) will be included in the background part (in the case of the binary image),
no matter how important part of track would disappear. Described case will
take place only on the border of an object. This means for every width of the
object we can notice three different cases:

• No error eN = 0 only in the case if dimensions of the object are the N
value multiplication and its edges match the conversion grid (see Fig. 2a),

• Single edge error eN = es or eN = ee when object with a single edge
goes beyond conversion grid because of its size being out of converting
resolution N limit (see Fig. 2b);

• Double edge error eN = es + ee - when object goes beyond converting
resolution N limit with both edges because of its size and location in
relation to conversion grid (see Fig. 2c).

Let thickness of the track be equal dcμm and let resolution of the image
being converted be Nμm/pixel. During pattern image conversion into the
raster we will get d div N directly pointing to the track area and single pixel
out of d mod N % result. Resulting track thickness dc described in pixels can
be calculated using the following formula:

dc = d div N +

{
1 if d mod N ≥ τ
−1 if d mod N < τ

(2)

where: τ - threshold.
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(a)

(b)

(c)

Fig. 2. Track placement errors

At the same time the error eN will be equal:

eN = d mod N (3)

We find such error only in the case where the edge of the track starts
from the first pixel. If the element is shifted by kμm in the pattern image,
in relation to the edge of the picture, the resulting error will have a different
value. In this case value describing the final width of the track will depend
on two parameters, k and N , and can be expressed as:

dk,N = dc(k,N) + dl(k,N) + dr(k,N) (4)

where:
dc(k,N) = (d−N − (k mod N)) div N (5)

dl(k,N) =

{
1 for N − (k mod N) ≥ τ
0 otherwise for k 
= N (6)

and
dr(k,N) =

{
1 for (d− (k mod N)) mod N ≥ τ
0 otherwise (7)
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To get the smallest difference between desired track width d and its corre-
sponding element matching conditions defined by imaging device, it is neces-
sary to find such a k value which gives the function ed(k,N) the lowest value:

ed(k,N) = |d− dk,N (k,N) ·N | (8)

where d is representing the width of the track, dk,N - track width in the
position k, N - parameters of the imaging device.

The function ed(k,N) is periodic with a period equal N , and its minimum
will appear for the variable 0+n·N , where n∈{−∞, . . . ,−2,−1, 0, 1, 2, . . . ,∞}.
It results from the single edge error being produced under those conditions
and values range (Fig. 2b).

Probability of the error ed(k,N) for d ∈ � ocurrence is shown in Fig. 3.
Local minimum of the presented function is indicating a point in the image
(in relation to its edge), where the edge of the track should be placed to
minimize ed(k,N) error.

Fig. 3. Probability of the error ed(k,N) for any track width and N = 13.67μm

For small values of d such as d < N , it is important to remember that
minimal value of ed(k,N) function is pointing to a k offset for which the track
will not exist. In this case, the overall consequence is that the conversion will
ignore a whole track because of its width being equal to d/N pixel.

4 Experimental Results

During experiments a limitation of the resolution and precision of consider-
ations to 1 μm was assumed. Even in this case it is much more than what
imaging system can supply and what current exposing technology expects. In
such case pattern image I is an image where the sizes of all elements it con-
tains are defined with 1 μm precision. Because of physical limitations of the
exposure machine and imaging device, the vector image has to be converted
into its digital representation Ic with a resolution of Nμm per pixel.
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Error ed(k,N) can be minimized already in the design stage by following
some rules and placing all tracks in a well defined and limited position. Hav-
ing assumed 4 different thicknesses of the tracks dn ∈ {25μm, 50μm, 75μm,
100μm}, and limiting the resolution of the device to 13.67μm/pixel, it is pos-
sible to set all potential points of insert for each particular track. Situation
get more complex when board is already designed, transferred into the Ger-
ber format, and our goal is to minimize discrepancies pattern - resulting layer
layout. In this case we must determine how the track width can be expected
to change especially in relation to its distance from the edge of the image.
This kind of analysis must be performed for each width separately (Fig. 4).

(a) (b)

(c) (d)

Fig. 4. Track width in relation to its distance from the image border for N =
13.67μm, dn ∈ {25μm, 50μm, 75μm, 100μm}

In this case, the range for ke,d(N) = min{ed(k,N)} where the error is min-
imal (Fig. 5a) must be estimated on the basis of calculated error edn(k,N),
separately for each track width. Knowing ranges of ke,dn(N) for each width
of the track, the point on the image with the most preferred inserting con-
ditions can be calculated. Calculating E(k,N) = max{ke,dn(N)} we get dis-
tance ranges describing track relation to the image edge (excluding track
width analysis) and maximal width error can be calculated (Fig. 5b). Ap-
plying obtained measure E(k,N) to the overall image of the board, an error



Layer Image Components Geometry Optimization 231

distribution map can be generated. Error distribution map is shown in the
Fig. 6.

As mentioned before, conversion error ed(k,N) must be evaluated sepa-
rately for each individual film element, especially including all tracks, pads,
and vias. For this purpose all mentioned parameters were estimated for the
pattern image I, and segmentation for converted image Ic exposure unit
parameters was performed (Fig. 7).

(a) (b)

Fig. 5. Geometry error (a) for each track width, (b) total error

(a) (b)

Fig. 6. Error distribution map - brighter image relates to the bigger error

Fig. 7. Matrix containing labels for the connected objects
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5 Conclusions

This article presents an approach to analyzing limitations of the Gerber data
conversion process into its digital form. Resulting image is used in the expo-
sure machine to lead its transfer to the panels covered with photopolymer.
Any geometry error mistake will be copied during the exposure cycle over
several or hundreds of panels. To avoid printing without detecting and re-
solving potential issues with an input data, very strict designing rules are
necessary or an automatic sense of conversion errors must be realized. Place-
ment and dimensional errors can be partially compensated and minimized.
It is especially important in the case of fine lines on the panel. If line and
spaces parameter is close to pixel size on digital mirror device, significant im-
pact on geometry will be observed and finally, on resulting board, electrical
power issues are very likely to occur. In this case, also panel development and
etching can be limited as well. However, in future work, an analysis of border
conditions for detecting and minimizing conversion errors and its limitations
will be considered.
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Summary. Image and video transmissions require particularly large band-
width and storage space. Image compression technology is therefore essential
to overcome these problems. Practically efficient compression systems based on
hybrid coding which combines the advantages of different methods of image
coding have also being developed over the years. In this paper, different hy-
brid approaches to image compression are discussed. Hybrid coding of images,
in this research, deals with combining three approaches to enhance the indi-
vidual methods and achieve better quality reconstructed images with higher
compression ratio. In this paper A new Hybrid neural-network, vector quan-
tization and discrete cosine transform compression method is presented. This
scheme combines the high compression ratio of Neural network (NN) and Vec-
tor Quantization (VQ) with the good energy-compaction property of Discrete
Cosine Transform (DCT). In order to increase the compression ratio while pre-
serving decent reconstructed image quality, Image is compressed using Neural
Network, then take the hidden layer outputs as input to re-compress it using
vector quantization (VQ), while DCT was used the code books block. Simula-
tion results show the effectiveness of the proposed method. The performance
of this method is compared with the available jpeg compression technique over
a large number of images, showing good performance.

1 Introduction

Day by day the use of multimedia, images and videos are rapidly increasing
in a variety application. Type of technique that is used to store in multi-
media data is an important although storage is bigger than ever, however it
is not enough. Hence, the data compression particularly the image compres-
sion plays a vital role. Image compression is a technique for image data rate
reduction to save storage space. In other words, the purpose of image com-
pression is to reduce the amount of data and to achieve low bit rate digital
representation without perceived loss of image quality. Since it was an area
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of interest of many researchers, many techniques have been introduced. In
the literature different approaches of image compression have been devel-
oped. Most image compression techniques are based on either statistical ap-
proaches or applied transforms such as DCT and wavelet transform. JPEG
standard is based on DCT while JPEG2000 standard is based on wavelet
transform [1, 2]. Most image compression methods divide image into number
of non overlapping pixel blocks, and fed as patterns for network training.
Image compression is achieved by encoding the pixel blocks into the trained
weight set, which is transmitted to the receiving side for reconstruction of
the image. But in such cases limited amount of compression is achieved since
it exploited only the correlation between pixel within each of the training
patterns [3].

There are also two well-known major approaches to implement image com-
pression: Neural Network (NN), Vector Quantization (VQ) technique. A Neu-
ral Network is a powerful data modelling tool that is able to capture and
represent complex input/output relationships. It can perform "intelligent"
tasks similar to those performed by the human brain. Neural Networks seem
to be well suited to image compression due to their massively parallel, noise
suppression, learning capabilities and distributed architecture. NNs have the
ability to pre-process input patterns to produce simpler patterns with fewer
components. This compressed information preserves the full information ob-
tained from the external environment. Neural Networks based techniques
provide sufficient compression rates of the data fed to them, also security
is easily maintained. Many different training algorithms have been used as
back-propagation algorithm [4, 5].

Another well-known image compression method is vector quantization. VQ
is a classical quantization technique from signal processing which allows the
modeling of probability density functions by the distribution of prototype
vectors. It was originally used for data compression. It works by dividing a
large set of points (vectors) into groups having approximately the same num-
ber of points closest to them. Each group is represented by its centroid point,
as in k-means and some other clustering algorithms. Vector quantization is
used for lossy data compression, lossy data correction, pattern recognition
and density estimation [6, 7].

Discrete Cosine Transform (DCT) is another well-known image compres-
sion method, in this method compression is accomplished by applying a linear
transform to de-correlate the image data (source encoder), quantizing the re-
sulting transform coefficients (quantizer), and entropy coding the quantized
values (entropy encoder) [8, 9]. This paper proposes a new image compression
scheme based on Combined NN and VQ with DCT to take advantages of them.

This paper is organized as follows. A brief review of NN and VQ scheme is
presented in Section 2. DCT scheme is illustrated in Section 3. The proposed
hybrid scheme for image compression is presented in Section 4. Simulation
results and discussions are given in Section 5 and finally conclusions are drawn
in Section 6.



A Hybrid Image Compression Technique Using Neural Network 235

2 Neural Network Structure

Neural Network models are specified by network topology and learning al-
gorithms. Network topology describes the way in which the neurons (basic
processing unit) are interconnected and the way in which they receive input
and output. Learning algorithms specify an initial set of weights and indicate
how to adapt them during learning in order to improve network performance.
A Neural Network can be defined as a "massively parallel distributed pro-
cessor that has a natural propensity for storing experiential knowledge and
making it available for use". A number of simple computational units, called
neurons are interconnected to form a network, which perform complex com-
putational tasks. There are many different types from NNs, the most common
type is MLP which employed for image compression.

For basic image compression using NN, the Neural Network structure can
be illustrated in Fig. 1. Three layers, one input layer, one output layer and
one hidden layer, are designed. Both input layer and output layer are fully
connected to the hidden layer. Compression is achieved by designing the value
of K, the number of neurones at the hidden layer, less than that of neurones
at both input and output layers [10]. The input image is split up into blocks
or vectors of 8×8, 4×4 or 16×16 pixels. When the input vector is referred
to as N -dimensional which is equal to the number of pixels included in each
block, all the coupling weights connected to each neurone at the hidden layer
can be represented by {wji, j = 1, 2, ...K and i = 1, 2, ...N}, which can also
be described by a matrix of K×N . From the hidden layer to the output layer,
the connections can be represented by another weight matrix of N ×K.

Fig. 1. Basic structure of NN for image compression

Image compression is achieved by training the network in such a way that
the coupling weights, {wji}, scale the input vector of N -dimension into a
narrow channel of K-dimension (K < N) at the hidden layer and produce
the optimum output value which makes the quadratic error between input
and output minimum. In accordance with the Neural Network structure, the
operation can be described as follows:
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ymi = 1/
(
1 + eλneti

)
and neti =WT

i X (1)

Where λ ε [0,1] is a weighting factor and WT
i is the ith weight that links the

ith neuron in layer m with its input X . Back propagation (BP) algorithm is
employed to optimize the parameters of the network. Its goal is to reduce the
mean square error (MSE),which can be expressed as:

ε =
1

2Np

Np∑
p=1

NM∑
i=1

(di(p)− yMi (p))2 (2)

Where Np is the number of input patterns considered, NM is the number
of neurons in the output layer, and di(p) and yMi (p) are the desired and
actual outputs of the ith neuron i of the output layer for the input pattern
p, respectively.

For basic image compression using NN, the Neural Network structure can
be illustrated in Fig. 1. Three layers, one input layer, one output layer and
one hidden layer, are designed. Both input layer and output layer are fully
connected to the hidden layer. Compression is achieved by designing the value
of K, the number of neurones at the hidden layer, less than that of neurones
at both input and output layers [10]. The input image is split up into blocks
or vectors of 8×8, 4×4 or 16×16 pixels. When the input vector is referred
to as N -dimensional which is equal to the number of pixels included in each
block, all the coupling weights connected to each neurone at the hidden layer
can be represented by {wji, j = 1, 2, ...K and i = 1, 2, ...N}, which can also
be described by a matrix of K×N . From the hidden layer to the output layer,
the connections can be represented by another weight matrix of N ×K.

Image compression is achieved by training the network in such a way that
the coupling weights, {wji}, scale the input vector of N -dimension into a
narrow channel of K-dimension (K < N) at the hidden layer and produce
the optimum output value which makes the quadratic error between input
and output minimum. In accordance with the Neural Network structure, the
operation can be described as follows:

hj =

N∑
i=1

wji · xi 1 ≤ j ≤ K (3)

for encoding and

xi =
k∑
j=1

wji · hj 1 ≤ i ≤ N (4)

for decoding. where xi ∈ [0, 1] denotes the normalized pixel values for grey
scale images with grey levels [0, 255]. The reason of using normalized pixel
values is due to the fact that Neural Networks can operate more efficiently
when both their inputs and outputs are limited to a range of [0, 1].
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3 Vector Quantization (VQ)

Vector quantization (VQ) is a lossy data compression method based on the
principle of block coding. It is a fixed-to-fixed length algorithm. VQ compres-
sion is highly asymmetric in processing time: choosing an optimal codebook
takes huge amounts of calculations, but decompression is lightning-fast-only
one table lookup per vector. This makes VQ an excellent choice for data
which once created will never change.

The principle of the VQ techniques is simple. A vector quantizer is com-
posed of two operations encoder and decoder. The encoder takes an input
vector and outputs the index of the codeword that offers the lowest distor-
tion. In this case the lowest distortion is found by evaluating the Euclidean
distance between the input vector and each codeword in the codebook. Once
the closest codeword is found, the index of that codeword is sent through a
channel (the channel could be computer storage, communications channel,
and so on). When the encoder receives the index of the codeword, it replaces
the index with the associated codeword. Fig. 2 shows a block diagram of the
operation of VQ.

VQ coding procedure often needs several epochs of clustering to obtain a
codebook; K-means is one of the simplest unsupervised learning algorithms
that solve the well known clustering problem. K-means clustering generate
codebooks from k-means models, and quantizing vectors by comparing them
with centroids in a codebook.

Fig. 2. Basic structure of vector quantization
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4 Discrete Cosine Transform (DCT)

Transform coding became popular mainly due to the introduction of the
Discrete Cosine transform-an efficient transform with high computational ef-
ficiency and compression performance. This fact has made the DCT favorable
for still image and video coding.

The widest used commercial product that is used for the still image coding
scheme is the JPEG baseline system, which has the advantage of simple
computation, but suffers from blocking artifacts due to course quantization
of coefficients at high compression ratios.

DCT is widely used for image compression because it provides a good
energy-compaction property. DCT is actually a cut-down version of the fast
Fourier transform (FFT) where only the real part of FFT is used. The DCT
transformation generally results in the signal energy being distributed among
a small set of transformed coefficients only. Given an image consisting of the
NŒN pixels f(x, y), its two-dimensional DCT produces the N ×N array of
numbers F (i, j) given by

F (i, j) =

N−1∑
x=0

N−1∑
y=0

4f(x, y) cos

(
(2x+ 1)iπ

2N

)
cos

(
(2y + 1)jπ

2N

)
(5)

where 0 ≤ i, j ≤ N − 1.

5 The Proposed Scheme

This paper proposes a new image compression scheme based on Combined
NN and VQ with DCT to take advantages of them. In order to increase the
compression ratio while preserving decent reconstructed image quality, Image
is compressed using NN as a first stage of compression. Next, the output of
first stage (compressed image) coded using vector quantization (VQ), then
the codebooks are transformed from spatial domain to frequency domain
using DCT. So in the proposed technique first image is compressed using NN
as a first compression stage then VQ technique used to create codebooks by
K-means clustering technique, then DCT compression technique is used to
compress codebooks. Two different approaches were used to merge the DCT
with VQ compression technique. First approach aggregates all codebooks in
one big block and applies DCT on this block. The second approach applies
DCT on each codebook alone. Fig. 3 shows the general block diagram of the
proposed scheme where I can divide the proposed scheme into three stages:
NN stage, VQ stage and DCT stage.

First Stage

in the proposed method, image is compressed using NN as a first stage of
compression. For our purpose three layers feed forward Neural Network had
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Fig. 3. Block diagram of the proposed scheme

been used. Input layer with 64 neurons, hidden layer with 16 neurons, and
output layer with 64 neurons. Back propagation algorithms had been em-
ployed for the training processes. To do the training input prototypes and
target values are necessary to be introduced to the network so that the suit-
able behaviour of the network could be learned. The idea behind supplying
target values is that this will enable us to calculate the difference between the
output and target values and then recognize the performance function which
is the criteria of our training. For training the network, the 256×256 pixels
"Standard" test images (a set of images found frequently in the literature:
Lena, peppers, cameraman, lake, etc., all in uncompressed and of the same
size) had been employed.

Also for scaling purposes, each pixel value should be divided by 255 to
obtain numbers between 0 and 1. In image compression technique using NN,
the compression is achieved by training a Neural Network with the image
and then using the weights and the coefficients from the hidden layer as the
data to recreate the image.

The following steps summarize the first stage of proposed scheme:

• Divide the original image into 8×8 pixel blocks and reshape each one into
64×1 column vector.

• Arrange the column vectors into a matrix of 64×1024.
• Let the target matrix equal to the matrix in step 2.
• Choose a suitable learning algorithm, and parameters to start training.
• Simulate the network with the input matrix and the target matrix.
• Obtain the output matrices of the hidden layer and the output layer.
• Post-process them (using VQ and DCT as will show in the following

stages) to obtain the compressed image, and the reconstructed image
respectively.

Second Stage

In the second stage of our proposed method depend on compress the com-
pressed image which yield from first stage using VQ as in the following steps:
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• The Neural Network image is splitted into square blocks of T × T pixels,
for example 4×4 or 8×8; each block is considered as a vector in a 16- or
64-dimensional space, respectively to create code vectors.

• Optimize the number of required codebooks, according to the required
compression ratio and quality of reconstructed image.

• Apply clustering technique to create codebooks. K-means clustering is
used in our method.

Third Stage

After generating codebooks from second stage using VQ, the codebooks are
then compressed using DCT. Two different approaches were studied for DCT
code books compression.

1-Integrated Code Books

In this approach, I take all codebooks from first stage which generated using
VQ and re-aggregate it to generate one big block, and then apply DCT on
this big block as follows:

Apply DCT to a sequence of values of big codebook to construct new
book X . Then, Drop a portion of high-order values from X to create X ′.
To drop a portion of this value, I rearrange the DCT coefficients beginning
with the DC coefficient. This results in a column vector. Since the image
information (energy) is usually concentrated in the low frequency region. The
code books can be decreased by discarding some coefficients which represent
high frequency. This is equivalent to a low pass filtering of the image. The cut
off frequency of the filter affects on the compression ratio and reconstructed
image quality. The code word index in the compressed code book is then
transmitted.

2-Discrete Code Books Compression Approach

In this approach DCT is applied on each codebook separated, using the same
technique in first approach. finally, applied any lossless line coding technique
pefore transmit image as Huffman code or Run length encoding (RLE) which
increase compression ratio about 1.5 to 2.

Decompress (Compressed-Image)

For decompression or decoding the compressed image:

• Read the compressed image.
• Decode RLE or Huffman coding data.
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• Compute two dimension Inverse Fourier transform (2D IFFT) for this
image to convert encode the results using inverse VQ to generate com-
pressed image which represents output of hidden layer of NN.

• Result image is encoded using NN as the second part of NN.

The overall compression ratio equations of proposed technique are:

Compression ratio = compression using NN × (original image size)/
/(new codebooks size + no. of indexes) (6)

New codebooks size = (codebooks size from VQ)×
×(compression percentage from DCT)

(7)

Codebooks size = (number of codebooks)× (size of each codebook) (8)

6 Simulation Results

Mean Square Error (MSE) measure and peak signal-to-noise ratio (PSNR)
are used to determine the reconstructed image quality. MSE is using the
following equation:

MSE =
1

N ·M
N−1∑
x=0

M−1∑
y=0

[f ′(x, y)− f(x, y)]2 (9)

Where f(x, y) and f(x, y) represent the original and the reconstructed im-
ages, respectively; M and N represent the image size. And the peak signal-
to-noise ratio (PSNR) in dB is calculated using the following equation:

PSNR = 10× log10
2552

MSE
dB, (10)

The size of the compressed image (SOCI) and the Compression Ratio (CR)
are calculated as in equations (6) to (8).

The proposed scheme was tested by different standard test images, Lena,
Pepper, cameraman, gray and color images with different sizes. Also I have
tested text, medical, compressed and color images. It is obvious from PSNR
results that, proposed technique works quite well for different types of images,
and the images would be decompressed quite perfect.

For gray image, Fig. 4a shows the original Lena image with size [256×256]
and Fig. 4b shows the reconstructed image after decompressed the image with
compression ratio equal 8 and PSNR equal 38 dB and Fig. 4c compression
ratio equal 32 and PSNR still more than 32 dB. Table 1 presents results
of testing the new image compression procedure of standard Lena image at
different compression ratios. From Table 1 it is evident that high compression
ratio can be achieved in our scheme which reaches to 64 with PSNR near to
30 dB.
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Table 1. Compression ratio of Lena image

Compression Ratio PSNR in dB
8 36.40
16 36.00
32 34.50
48 32.20
64 30.00
96 29.60
128 27.50

(a) Original Lena image (b) Compressed image
(CR=8 & PSNR=36.4 dB)

(c) Compressed image
(CR=64 & PSNR=30 dB)

Fig. 4. Gray Image Compression using proposed method

For color images, Fig. 5a shows the original pepper image with size
[256×256×3] and Fig. 5b shows the reconstructed image after decompressed
the image with compression ratio equal 32 and PSNR still more than 30 dB.
Comparing the performance of the proposed scheme with the result of stan-
dard JPEG compression for Lena image in Table 2 and Fig. 6, the compres-
sion ratio and PSNR obtained using proposed scheme is better than results
of JPEG.

Table 2. Comparing the obtained results with JPEG For Lena image

CR PSNR for PSNR
proposed scheme In JPEG

8 36.4 35.88
16 36 33.81
24 34.5 31.84
32 32.2 29.56
64 30 24.11
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(a) Original color image (b) Compressed image
(CR=32)

Fig. 5. Color Image Compression using proposed method

Fig. 6. Comparing the obtained results with JPEG

7 Conclusion

This paper has proposed a new scheme for image coding at very low bit
rate. This scheme is a hybrid method that combines the high compression
ratio of Neural network (NN) and Vector Quantization (VQ) with the good
energy-compaction property of Discrete Cosine Transform (DCT). A Com-
bined NN and VQ with DCT are utilized to take advantages provided by
both of them. In order to increase the compression ratio while preserving de-
cent reconstructed image quality, Image is compressed using NN, then take
the hidden layer outputs as input to re-compress it using vector quantiza-
tion (VQ), while DCT was used the code books block. The main aim of the
proposed scheme is to achieve high compression ratio without much compro-
mise in the image quality. I have compared the performance of the proposed
scheme with image compression using traditional methods as JPEG, NN and
some other schemes which depend on VQ and DCT. I have presented results
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showing that the proposed method produce better compression ratio than
these schemes. Moreover, I have presented results showing that the proposed
algorithm produces better image quality than the JPEG.
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Summary. This article proposes an un-constrained recognition approach
for the handwritten Arabic script. The approach starts by explicitly seg-
ment each word image into its constituent letters, then a filter-bank of Gabor
wavelet transform is used to extract feature vectors corresponding to different
scales and orientation in the segmented image. Classification is carried out
by employing a support vectors machine algorithm, where IESK-arDB and
IFN/ENIT databases are used for testing and evaluation of the proposed ap-
proach respectively. A Leave-one-out estimation strategy is followed to assess
performance, where results confirmed the approach efficiency.

1 Introduction

Given the importance of Arabic script, first, as the writing medium of many
languages (e.g., Arabic, Farsi, Urdu, and etc.), and second, as being the script
used in a huge amount of historical documents that cover the history of many
nowadays countries throughout Middle East, North Africa, Central Asia, and
Balkan over several centuries. Many research papers and articles have been
appeared, suggesting various solutions for the problem of Arabic handwriting
recognition over the past three decades, yet with minor advances.

Literature addressing the problem of handwriting recognition can be
classified into two broad categories: (i) Segmentation-based recognition; this
category includes all approaches that perform segmentation (into letters or
primitives) prior to recognition. Advantage of such approaches is, their ca-
pability to cope with the high variability nature of the problem; the dis-
advantage however is the complexity and the error-prone characteristics
of the segmentation process. One of the earliest segmentation-based ap-
proach, suggested for the recognition of Arabic handwritten text, is the
one proposed by Almullim and Yamaguchi [4]. In this approach, words are
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over-segmented into their basic strokes, where a stroke is the curve between
any two structure points (End points or Branch points). Each stroke is then
classified to one of five groups according to its shape. Two of these groups
contain what is called secondary strokes, and the other three contains pri-
mary strokes. Furthermore, a set of heuristics proposed to assign secondaries
to their primary strokes, in a try to construct the corresponding character. A
recognition rate of 81.25% is reported. In [6], Bushofa and Spann propose a
segmentation-based recognition methodology for off-line printed Arabic text.
The segmentation algorithm stars by locating the text baseline. Having the
baseline discovered, a fixed size window is used along the baseline to search
for specific types of angles that are expected to be formed when letters joined
together. Multiple heuristics rules are used to confirm the segmentation re-
sults. Finally, features are extracted and a decision tree based classifier is
used for recognition, achieving 94.17% as a success rate. Abuhaiba et al. [1]
presented a recognition system for off-line Arabic handwritten text. The sys-
tem is segmentation-based one, thinned and smoothed images of the strokes
(sub-word) are processed and converted into 1-D representations called direct
straight-line approximation. The representation is processed further to pro-
duce a loop less graph called the reduced graph where loops replaced by ver-
tices. Ultimately, the reduced graph representative is segmented into tokens
that are fed to a fuzzy sequential machine for recognition. As a sub-word (no
segmentation) recognizer, the proposed system achieved 55.4% recognition
rate; when segmentation involved the recognition rate degraded to 51.1%. In
[16], Xiu et al. proposed probabilistic segmentation-based recognition model,
in which a tentative contour-based over-segmentation is first performed on
the text image. As a result, a set of what they called graphemes is produced.
The approach differentiates among three types of graphemes. The confidence
of each character is calculated according to the probabilistic model, respect-
ing other factors e.g., recognition output, geometric confidence and logical
constraint. The authors experimented the proposed methodology on five dif-
ferent test sets, achieving 59.2% success rate.

(ii) Segmentation-free recognition, as its name implies, includes all ap-
proaches that are treating each word image as single entity upon which fea-
tures is extracted. Even though such approaches proof successfulness in some
application areas, they are completely Lexicon dependent and are incapable
to serve in an unconstrained environment [12] [13]. One of the earliest works
that is followed a holistic approach for the recognition of type-written and
printed Arabic words is the approach proposed by Al-Bader and Haralick [2].
In their approach, they first start by detecting what they called "shape prim-
itives", then matching the regions containing the shape primitives against a
set of pre-defined symbol models. A spatial arrangement of the best fitted
symbol models is regarded as a description of the recognized word. The sys-
tem is experimented with various types of samples; a rate of 73% is achieved
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on scanned words. Pechwitz and Maergner in [14], addressed the problem of
handwritten Arabic words. They proposed a holistic HMM-based approach,
which starts by normalizing word images and then extracting features using a
sliding window approach. Ultimately, features are passed to a semi-continuous
1-D HMM for recognition. The system performance is tested on IFN/ENIT
database, achieving a maximal recognition rate of 89%. Al-Hajj et al. in
[3], proposed an approach for the recognition of handwritten Arabic city
names. Two different types of features have been extracted, namely baseline-
independent and baseline-dependent using a sliding window approach. For
recognition, a right-left HMM classifier is developed, and experiments are
conducted on IFN/ENIT database with recognition rates ranged from 85.45%
to 87.20%.

The fact that, a Gabor function has the ability to imitate the functionality
of simple kinds of cells in the human visual system, motivated its application
in many image processing fields[11]. Several works proposing various Gabor-
filter-based solutions for the problem of Latin, Chinese, and Numeral hand-
writing [11],[8]. In case of Arabic handwriting, Haboubi et. al.[10], conduct
a comparative study on different kinds of features, e.g. structural, statisti-
cal, Gabor-filter-based, and pixel-based. With no detailed explanations, the
Gabor-filter based features show the Worst-Case-Performance compared to
the rest. In the contrary to [10], Chen et. al. [8], reported very good results,
when they used Gabor-Filter based features to recognize Arabic PAWs. They
tested their approach on the AMA-Arabic-Dataset, reporting 82.7% as recog-
nition rate. Since the set of Arabic PAWs is a very huge one, putting such
approach in service is unlikely.

In this work, we propose a segmentation-based, Gabor-filter-based approach
for the recognition of the Arabic handwriting. Unlike [8], we include the seg-
mentation as an integral part, since we believe it is an intuitively prerequisite
operation to reduce the infinite domain of possible words and/or PAWs into a
limited number of classes that can be accommodated and processed.

2 Methodology

2.1 Segmentation

Segmentation begins with pre-processing step, where morphological based
procedures like closing, opening and reconstruction are, firstly performed on
word images to tackle artifacts introduced during extraction and binarization
processes. And in order to correct for the skew, a combination of Local Min-
ima Regression (LMR) and Hough Transform (HT) is used. LMR is employed
to reduce the search domain of HT parameters, resulting in efficient and ac-
curate estimation of skew angle. To facilitate the process of letter segmen-
tation further, PAWs overlap should be first resolved. We first identified the
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Fig. 1. PAWs’ overlap resolving: (A) Original word image. (B) Word image with
the Main CCs overlapping. (C) The Main CCs overlapping resolved.

word baseline. Along the baseline, we differentiate between two kinds of
connected-components (CC). Namely, Main CCs (mostly are PAWs), which
are all CCs that intersect the baseline and Auxiliary CCs (mostly are diacrit-
ics) that are not. To resolve the Main CCs overlapping, and to relate Auxiliary
CCs to their correspondence Main CCs, we formulated a set of heuristics over
the four corner coordinates of the connected component bounding-box. Fig.1,
shows an example of PAWs overlap resolving. To segment the word image
into letters representatives, we first extract a thinned version from the PAWs
overlapping-free word images. Thinning is necessary operation in order to re-
duce the computation cost and also to ease the process of extracting features
points (FP ) (e.g. End-pont, Branch-point, ánd Loop-point), that we employ
for segmentation. Our approach is inspired by the approach presented in [5],
but instead of using only the set of contour local minima as a candidate for
segmentation points (SP ), we included in SP all one-pixel columns as can-
didates, since we observed that local minima occur very often inside many of
the letters ( and etc.). Then a heuristic based election
operation is performed, to exclude from SP unlikely candidates, as follow:
(i) exclude from SP all candidates that are containing any FP , respecting
the fact that any column contains FP , cannot be a SP in the same time;
(ii) starting from the most right, whenever encountering two direct neighbor-
ing candidates, exclude the one on the right. To handle over-segmentation
(SP inside a letter), we further apply three other heuristic as follow: (a) if
there are two consecutive SP candidates and no FP in between, delete the
one on the right; (b) if the direct neighboring on the left, a column contains
pixels of a diacritic(Dots and Hamza -pixels), then delete the candidate from
SP ; (c) if a column containing Branch-point or Loop point pixel encoun-
tered before reaching another SP candidate then confirm the candidate as
SP . Finally we insert SP candidates before and after every Main CC. Fig.2,
shows samples taken from IESK-arDB as well as IFN/ENIT database [9] [15],
segmented according to the aforementioned approach.



Gabor Wavelet Recognition Approach for Off-Line Handwritten Arabic 249

Fig. 2. Results of the segmentation: (A) Samples taken from IESK-arDB. (B)
samples taken from IFN/ENIT.

2.2 Features Extraction

As a result of segmentation, we get multiple images of letters constituting
the word image. Before feature extraction taking place, images should be
normalized into a fixed dimensionality to reduce the within-class variation of
shape. While preserving the aspect ratio, we normalized letter images into a
square of size 64× 64, and then extracting Gabor-filter-based features.

Gabor Filter Based Features

Motivated by its similarities to the functionality of certain cells in the hu-
man primary visual cortex and its spatial frequency localization property,
Gabor filter used extensively in the field of image processing (e.g, Face recog-
nition, Segmentation, Edge detection, OCR, and image compression)[8]. In
2D, Gabor filter (as illustrated in Figure 3), is the result of a Gaussian kernel
function (envelope) modulated by a complex plane sinusoidal function of fre-
quency and orientation (carrier). It is defined in the spacial plane as follows:

g(x, y;λ, θ, σx, σy) = exp

{
− 1

2
(
x́2

σ2
x

+
ý2

σ2
y

)

}
× exp

{
i(2π

x́

λ
)

}
(1)

where λ is the frequency (in pixel) and θ is the orientation of the sinusoidal
function. σx and σy are the standard deviations along the x- and y-axis, and
x́ = x cos θ + y sin θ, ý = −x sin θ + y cos θ.

Intuitively, the real and/or the imaginary components of the filter can be
derived from Eq. 1, and can be used instead. In our case, for feature’s extrac-
tion, we convolve the normalized segmented letter images with a bank of Ga-
bor kernels, generated by choosing different values for θ, namely (0, π4 ,

π
2 ,

3π
4 )

and for λ 3 pixels and 5 pixels. The choose of λ values is inspired by a study
conducted in[11]. Additionally, It is observed that σx and σy parameters are
actually a function of λ, thus we calculate them both as = 0.5λ, which is em-
pirically proven to be the optimal. The various Gabor kernels are later used
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Fig. 3. Gabor filter: The result of sinusoidal plane modulated by a Gaussian Kernel

to generate eight different Gabor representations of the letter image, corre-
sponding to the different orientation and frequency. Subsequently, we divide
the 64× 64 representation into 8× 8 feature regions, resulting in 64 regions.
From each, we extract one value as an element in 512 feature vector (8× 64).
Figure 4, illustrate the process. Before passing the features into a machine
learning algorithm, the feature vector f = (f1, f2, . . . , f512) is normalized to
be f̃ = (f̃1, f̃2, . . . , f̃512) as follows.

f̃i =
fi − μi
4σi

+ 0.5, i = 1, ..., 512. (2)

Where μi and σi are mean and standard deviation of the ith feature across
the training data, respectively.
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Fig. 4. Gabor filter: The result of sinusoidal plane modulated by a Gaussian Kernel

2.3 SVM Classification

We formulated the handwriting recognition problem as a supervised multi-
class learning process, in which a class is created for each letter in each form.
Due to its capability, to avoid the over-fitting problem, the local minima
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problem, and the un-correlation between its computation complexity and
the dimensionality of input vector, we choose support vector machines based
classifier.

f(x) = sign(w · x + b),

Recalling that a hyperplane can be written as any set of x, satisfying w·x−b =
0, where w is a weight vector, normal to the hyperplane, and b is the offset
separating the hyperplane from the origin of the space. Any two vectors x1,
x2, satisfying w · x1 − b = 1, w · x2 − b = −1 respectively, are called support
vectors, and the formed hyperplanes are called the standard hyperplanes, the
distance separating them is found to be 2

‖w‖ . Thus, the optimal hyperplane
separating the two classes, can be found by minimizing ‖w‖ respecting the
follwing condition

yi(w · xi − b ≥ 1) ∀i
In this work, we formucreated a class for each letter shape (ranging from 2
to 4 classes a letter, according to the aforementioned shapes a letter may
appear in). Several one-vs-all SVM classifiers are trained. For experiments,
we used the LIBSVM library [7], choosing the Radial basic function (RBF)
as a kernel.

3 Experimental Results

Firstly, given the crucial importance of the segmentation step, we conducted
experiments to demonstrate the robustness of our segmentation approach
(aside from recognition results). The used set of samples contains 600 word
images, where 300 word images have been taken from IESK-arDB database
and the other half taken from IFN/ENIT database. During experiments we re-
ported two different types of errors; over-segmentation error which take place
when segmentation occurs inside a letter (splitting it into multiple strokes).
If however, multiple letters are segmented together as one letter represen-
tative, we call such error under-segmentation error. In literature, there are
relatively very few works that are addressing the problem of off-line Ara-
bic handwriting segmentation and in the same time reporting their results
separately from the recognition results. In our experiments we implemented
the most up to date work that is solely addressing the Arabic handwrit-
ing segmentation problem, and compared our segmentation results to their.
Fig.5 , illustrates the achieved results of our approach against results of [16],
which confirming the efficiency of ours. Interestingly, however, our approach
achieved better results for samples taken from IESK-arDB compared to sam-
ples taken from IFN/ENIT. This can be justified by the fact that many sam-
ples of IFN/ENIT are violating the writing rules of Arabic, e.g. connected
letters are often written un-connected, letters with loops written without, ex-
tensive use of diacritics that are not common in case of Arabic handwriting
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Fig. 5. The segmentation results: The results of our segmentation approach com-
pared to results of [16] on two different databases

(e.g. SHADA). Roughly, our approach correctly segment 70% of word images
taken from IESK-arDB and 59% of samples taken from IFN/ENIT, compared
to 55% and 49% for [16] approach on samples taken from the aforementioned
databases respectively.

The second types of experiments are carried out to demonstrate the system
recognition performance. Around 1000 word images taken from IESK-arDB,
resulted in 5436 letter images (after segmentation) that were used to train a
SVM classifier. Leave-one-out estimation method is used to evaluate recog-
nition accuracy of each letter, where the average rate reached 91.6%. As
for recognition of word images, the system tested on 600 word images from
IESK-arDB and validated it on 200 word images taken from sets (a, b, c) of
FIN/ENIT database. Fig.6, illustrate the test and validation results of our
system on IESK-arDB and FIN/ENIT databases respectively. Besides over-
all recognition results, deletion, substitution and insertion errors are as well
drawn. The average recognition rate of word images reached 71%, which is a
quite satisfactory result in such an un-constrained environment. In order to
further demonstrate the proposed system capability, we validated it on never
seen samples drawn from a different database (FIN/ENIT). Compared to
testing results, validation rates were relatively humble. This can be refered
to the extreme variability of writing styles that characterize most samples
in this database, and also, to the fact that none of these database samples
has been seen during the training. In general, the system achieved a com-
plete recognition in 55% of the validation set samples. The first column in
Fig.7 (A), shows samples taken from FIN/ENIT database, notice that letters
printed in red (in the second column) indicate failed recognition (substitution
error in this case). Likewise Fig. 7(B), demonstrates the recognition result on
samples taken from IESK-arDB database.
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Fig. 7. System output: (A) segmented samples taken from IFN/ENI and recognized
Unicode, (B) segmented samples taken from IESK-arDB and recognized Unicode

The low rate of recognition of some other letters (e.g., B, and M),
is caused by, the similarity in shape with other multiple letters; and also,
because of the fact, that those letters belong to a group (1CC) with high
number of classes (25 classes), which in turn leads to a degradation in recog-
nition rate, given the direct relationship between the number classes and the
recognition error.

4 Conclusion and Future Works

In this paper, we proposed segmentation based, Gabor-filter based approach
for an un-constrained recognition of the Arabic handwriting script. The
approach is experimented on two different database achieving satisfactory
results. Number of classes reduction through pre-classification step, opti-
mization of classification model parameters, and post-processing step using
spelling correction techniques, are all possible improvements on the system
in the future.
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Summary. This paper presents the problem of building the sequential model
of the classification task. In our approach the structure of the model is built
in the learning phase of classification. In this paper a split criterion based
on the MacArthur’s overlapping niches model is proposed. The MacArthur’s
overlapping niches distribution is created for each row of the confusion matrix.
The split criterion is associated with the analysis of the received distributions.
The obtained results were verified on ten data sets. Nine data sets come from
UCI repository and one is a real-life data set.

1 Introduction

Finding the classification rules is becoming more and more difficult when the
number of classes in data set increases. For some classifiers the increasing
number of classes causes a significant decrease in the quality or loss of per-
formance. One of the possible solutions to this problem is to use multistage
classifiers. The general idea of the sequential methods is to break up clas-
sification into a number of simple decision [1, 2, 3]. So the built classifiers
are usually more flexible than the single-stage classifiers, and their ability to
class prediction is generally higher.

In particular, this paper discusses a way to design a decision tree structure.
The split criterion is based on the confusion matrix. The potential division
of the node is associated with the analysis of misclassification in the learn-
ing process. In the experiment decision rules are chosen arbitrarily in the
entire tree.

The content of the work is as follows. Section 2 describes work related
to sequential classification. Section 3 introduces the idea of the hierarchical
(sequential) classifier. In Section 4 the proposed split criterion is described. In
the next section the results of the experiments verified on data sets form UCI
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repository and one real-life data set of the computer-aided medical diagnosis
are presented. The last section concludes the paper.

2 Related Work

Generally, the synthesis of the multistage classifier is a complex problem. It
involves a specification of the following components [4],:

• design of a decision tree structure [5],
• extraction and selection of features used at each non-terminal node of the

decision tree [6, 7, 8, 9],
• the choice of decision rules for performing the classification.

A decision tree structure can be built in two main ways. The first method
is to build a tree structure in the learning process [10]. This type of the
tree structure induction does not need any additional information about the
nature of the problem. However the obtained structure can vary significantly.
In other approaches the decision tree structure is fixed before the learning
process [11]. However this kind of structure induction needs some expert
knowledge.

The choice of decision rules in nodes can be done in a local or global way.
The local choice minimizes node error but does not guarantee minimization
of global classifier error. On the other hand the global choice of decision rule
guarantees minimum global error but these methods are more computation-
ally demanding than the local ones.

The overlapping niches model was proposed in [12]. In mentioned pa-
per the overlapping niches model was considered as one of three hypothe-
sis.The remaining criteria were the broken stick model and the non continous
particulate niches model. The overlaping niches hypothesis was rejected by
MacArthur due to not fitting the data on relative aboundance of bird species.
However paper [13] proved that certain abundance pattern data fits to the
MacArthur’s overlapping niches model. Another overlapping niches models
were proposed in [14].

3 Hierarchical Classifier

The hierarchical classifier contains a sequence of actions [1, 15]. These actions
are simple classification tasks executed in the individual nodes of the decision
tree. Some specific features are measured on every nonleaf node of the decision
tree. At the first nonleaf node features x0 are measured, at the second features
x1 are considered and so on. Every set of features comes from the whole vector
of features. In every node of the decision tree the classification is executed
according to the specific rule. The decisions i0, i1, ..., iN are the results of
recognition in the suitable node of the tree. The design of a decision tree
structure is based on the split criterion.
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In our task of classification the number of classes is equal to NC. The ter-
minal nodes are labeled with the number of the classes fromM = 1, 2, ..., NC,
where M is the set of labels classes. The non-terminal nodes are labeled by
the numbers of 0, NC+1, NC+2 reserving 0 for the root-node. The nota-
tion for the received model of the multistage recognition can be presented as
follows [4]:

• M – the set of internal (nonleaf) nodes,
• Mi – the set of class labels attainable from the i-th node (i ∈M),
• Mi – the set of nodes of the immediate descendant node i (i ∈ M),
• mi – the node of the direct predecessor of the i-th node (i 
= 0).

In each interior node the recognition algorithm is used. It maps observation
subspace to the set of the immediate descendant nodes of the i-th node [16]:

Ψi : Xi →Mi, i ∈M . (1)

This approach minimizes the misclassification rate for the particular nodes
of a tree. The decision rules at each node are mutually independent. In the
experiment the decision rules are chosen arbitrarily in the entire tree. Each
of the classifiers used in the nodes of the tree takes a decision based on the
full set of attributes available in the training set.

In our method of induction, the classification tree is a regular binary tree.
This means that on each of the tree nodes there is a leaf or a node which has
two children.

Induction of the decision tree is performed by the top-down method. This
means that it is initiated by the classifier located in the root of the tree. Using
the proposed criterion the decision is made whether to continue the division.
The process is repeated for the subsequent child nodes of the tree, until the
state wherein the nodes in the tree can no longer be divided.

4 Split Criteria

The overlapping niches model was proposed in [12]. This model describes the
relative abundance of species by random segmentation of a line representing
the resources of the environment. The abundance of species is determined by
the distance between pair of points placed randomly onto a line. The model
implicates that species shares some resources instead of competiting for them.
Assuming that the N pairs of points were placed on a stick. Distance between
points in each pair is Ck, k ∈ 0, 1, ..., N − 1. Then the expected size of the
k − th largest distance is:

E(Ck) =

√
N − k −√N − k − 1√

N
. (2)

In the proposed method the division of the internal node is made on the ba-
sis of the overlapping niches distribution in the confusion matrix. Specifically,



258 R. Burduk and P. Trajdos

Table 1. The confusion matrix for the nonleaf node i

estimated
k1 k2 . . . kL

k1 w1,1 w1,2 . . . w1,L

true k2 w2,1 w2,2 . . . w2,L

...
...

...
...

kL wL,1 wL,2 . . . wL,L

the overlapping niches distribution is created for the rows of the confusion
matrix. For all class labels from the internal node the L×L dimensional con-
fusion matrix is created. The example of the confusion matrix is presented in
Tab. 1.

The columns of the confusion matrix correspond to the predicted labels
(decisions made by the classifier in the internal node). The rows correspond
to the true class labels. The wi,j element is the number of i−th class elements
classified as the j − th class. In this matrix the diagonal elements represent
the overall performance of each label. The off-diagonal elements represent the
errors related to each label.

Now the split criterion will be presented. For each class label l the number
of misclassified objects is counted:

W (kl) =
L∑

m=1,m �=l
wl,m. (3)

Then all the values W (kl) are normalized:

W ∗(kl) =
W (kl)∑L
i=1W (ki)

(4)

The obtainedW ∗(kl) values apportion the total error made by the classifier
in node. For these values can therefore use the overlapping niches model. The
values W ∗(kl) are not ascending sort, and compare with the expected values
of the overlapping niches distribution. The values that are greater than the
corresponding expected value of the overlapping niches distribution means
that the classifier error is greater than the expected random error. Classes
for these labels should be recognized by the next node of sequential classifier.

The division of node occurs when in the values W ∗(kl) we can distinguish
both the larger and smaller ones than the corresponding value of the expected
overlapping niches. Otherwise, there is no division of the node. If there is no
division at the beginning of the experiment, it indicates that the classification
process is performed in the one-stage approach.
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Example. Let Tab. 2 be the confusion matrix for nonleaf node i. Now the
misclassification is counted for each row of confusion matrix: W (k1) = 20,
W (k2) = 30, W (k3) = 10. Next step is to normalize misclassification factors:
W ∗(k1) = 20

60 , W ∗(k2) = 30
60 , W ∗(k3) = 10

60 . Another step is sorting W ∗(kl)
values and comparing them to the overlaping niches model(ONM) values
Tab. 3. The mentioned table shows that the given node should be split. The
k1 and k3 classes are classified in left child node, the k2 class is classified in
right child node.

Table 2. The sample confusion matrix for the nonleaf node i

estimated
k1 k2 k3

k1 30 10 10
true k2 10 20 20

k3 5 5 40

Table 3. The comparison of sorted W ∗(kl) values to the values obtained by the
ONM

estimated
k2 k1 k3

sorted W ∗(kl) 0.5 0.(3) 0.1(6)
ONM values 0.58 0.24 0.18

5 Experiments

In the experiential research several data sets were tested. The first set refers
to the acute abdominal pain diagnosis problem and comes from the Surgical
Clinic Wroclaw Medical Academy. The other nine data sets come from UCI
repository [17]. A set of all the available features was used for all data sets,
however, for the acute abdominal pain data set the selection of features has
been made in accordance with the suggestions from another work on the
topic [18, 19]. The numbers of attributes, classes and available examples of
the investigated data sets are presented in Tab. 4.

Tab. 5 presents the mean error and average ranks for one step classifier.
In Tab. 6 we presented the mean error and the average ranks for sequential
classifier. The average ranks are calculated on the basis of the Friedman test.

The value of achieved improvement is not significant from the statistical
point of view. For the post-hoc Bonferroni-Dunn test [20] the critical differ-
ence (CD) for the 10 algorithms and 10 data sets is equal CD = 3, 76. This
CD is calculated at α = 0.05.
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Table 4. Description of data sets selected for the experiments

Data set example attribute class
Acute Abdominal Pain 476 31 8
Breast Tissue 106 10 6
Ecoli 336 7 8
Glass Identification 214 10 6
Irys 150 4 3
Lung Cancer 31 52 3
Seeds 210 7 3
Vertebral Column 310 6 3
Wine 178 13 3
Yeast 1484 8 10

Table 5. Average error for the one-step classifier

Data set 3−NN 5−NN 7−NN 9−NN SVM

Acute 0,164 0,164 0,176 0,195 0,175
Breast Tissue 0,400 0,398 0,528 0,572 0,493
Ecoli R 0,409 0,474 0,573 0,498 0,294
Glass R 0,174 0,180 0,178 0,147 0,149
Iris 0,304 0,342 0,325 0,359 0,338
Lung 0,303 0,290 0,322 0,267 0,047
Seeds 0,040 0,038 0,026 0,051 0,023
Vertebral Column 0,140 0,121 0,134 0,118 0,155
Wine 0,449 0,451 0,414 0,413 0,448
Yeast R 0,109 0,109 0,098 0,096 0,076
Aver. rank (group) 2,91 3,18 3,55 3,18 2,18
Aver. rank (all) 5,64 5,95 6,82 5,77 4,14

Table 6. Average error for the sequential classifier

Data set 3−NNSBS 5−NNSBS 7−NNSBS 9−NNSBS SVMSBS

Acute 0,161 0,161 0,172 0,194 0,175
Breast Tissue 0,333 0,415 0,488 0,562 0,493
Ecoli R 0,395 0,481 0,586 0,539 0,294
Glass R 0,174 0,183 0,176 0,15 0,149
Iris 0,323 0,339 0,331 0,348 0,338
Lung 0,298 0,284 0,3 0,29 0,047
Seeds 0,04 0,025 0,026 0,051 0,023
Vertebral Column 0,128 0,124 0,127 0,118 0,155
Wine 0,442 0,449 0,417 0,417 0,448
Yeast R 0,109 0,109 0,098 0,096 0,076
Aver. rank (group) 2,64 3,18 3,36 3,45 2,36
Aver. rank (all) 4,45 5,77 6,00 6,50 3,85
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Experiments done in the work show that the promising results have been
obtained. The proposed approach slightly improved the quality of classifica-
tion for all except 9 − NN classifiers. However the differences are far from
the critical difference.

6 Conclusions

In the paper a split criterion based on the analysis of the confusion matrix is
proposed. Specifically, the division associated with an incorrect classification
is introduced. This criterion is used in the design of a decision tree structure in
the multistage classifier. With a fulfilled criteria a binary split of the analyzed
decision node is carried out.

The idea of using the resource apportionment models in sequential clas-
sification needs to be carefully explored. In order to achieve better results
using another statistical model of an error apportionment can be consid-
ered. A good starting point is to use other models proposed by MacArthur,
Motomura [21, 22] or Dale. On the other hand some improvement can be
done by using split criterion that considers the correctly classified objects.
An approach that combines the correctly and incorrectly classification rate
is worth considering. In another approach to the sequences classification, the
separable linearization [23] can be used in the split criterium.
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Summary. This article presents a system of data extraction from limno-
graph chart images. Proposed system will be composed of five main modules
that are: extraction of axis and grid, text detection, graph vectorization, cali-
brations and read data using image content analysis algorithms. In the paper
the fundamental characteristics of the system are presented including the
simplified scheme of system modules.

1 Introduction

Entries made on paper are by far the most frequently found in archives of
registered measurements from devices used for example on weather stations
all over the world. Information gathered during such measurements are the
main source of information for meteorologists and hydrologists. On their ba-
sis, weather forecasts and databases used for research and statistics are cre-
ated. Data acquired in this way can be used for further proper and detailed
development and preparation of output data for new generation hydrological
models, simulating water circulation in the basin of a city. Accurate read-
ing of chosen analog parameters is difficult, and requires a lot of time and
energy [11, 12]

Frequent analysis of research material leads to its deterioration. There-
fore, there is a need of converting classic records in the form of thermograms,
higrograms, barograms, pluviograms or limnograms into digital form, which
allows for saving such records from destruction. For the analysis in this pa-
per data about water level and level changes was used, that is limnograms.
Limnograms are paper strips depicting a graph of the continuous work of a
limnograph.

Basing on conducted literary research we can notice that over the years
numerous methods have been invented for image analysis in order to have
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Fig. 1. Examples of usual defects of scanned pluviographic records. a - grid geom-
etry errors, b - handwritten annotations, c - stains, mechanical damage, d - lack of
graph continuity

Automated Classification [7, 8, 15, 16, 19], Analysis [1, 5, 6, 9, 10] and Re-
design of Chart Images [3, 17]. First attempts at automated graph analysis
were conducted in the last decade of the previous century. At first such at-
tempts were focused on recognizing graph type and segmentation of separate
elements, such as graph axes, labels, title etc. Over the years new suggestions
for graph analysis algorithms and reading numeric data contained in those
were developed. Up until this day new methods are being developed, but the
authors are focusing rather on redesigning of raster Chart Images. In prac-
tice, it means that in these days algorithms are tested on images acquired
from the Internet. What is characteristic for those raster images is that they
are generated with the use of dedicated computer programs and thanks to
this graph geometry depicted on them is unaltered.

Limnographic data record (Fig. 1) is generated using specialized analog
device. The operating principle is similar to sand plotters, with the difference
being that they are not controlled by computer, but by meteorological phe-
nomenon effect. Entry made in such way is stored for years, which usually
leads to mechanical damage, staining or discoloration. In the examined ma-
terial there are many annotations made by hand. Also the size of examined
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material can have adverse effect on data extraction since it deforms when
stored, extracted and scanned. Conditions so specific call for developing a
dedicated method of data extraction.

2 System Modules

The idea of a proposed system for data extraction from limnograph records is
presented in Fig. 2. Proposed system will be composed of five main modules
that are: extraction of axis and grid, text detection, graph vectorization,
calibrations and read data.

Fig. 2. Flowchart of proposed limnograph data extraction system

A scanned Limnographic record is entered into the system as a raster
image I[x, y]. The functioning of the proposed method is based on image
decomposition into base componets:

I[x, y] = IG[x, y] + IT [x, y] + ID[x, y] + Ie[x, y] (1)

where IG[x, y] - grid image, IT [x, y] - image containing text, ID[x, y] - chart
line, Ie[x, y] - noise, defects, damage.

First, on the contrary to most methods, the graph grid is singled out.
Such action limits significantly the amount of objects in the image subjected
to the following steps in the analysis. Next, the algorithm for finding and
recognition of text is performed Graph line is detected in image without
previously detected objects. Basing on information about the grid and text
labels image translation table is estimated.
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3 Employed Methods and Algorithm

It was assumed that the proposed system will make use of already existing
solutions. However, during the implementation process a need for certain
changes became apparent. The next section describes each separate module
with the necessary changes.

Axis and grid extraction algorithm is supposed to find and extract grid
image IG[x, y]. In order to achieve this, a simple and effective method is pro-
posed in [9]. In this method, axis is detected by projection analysis. Maxima
of projection in horizontal direction are candidates the elements of horizon-
tal coordinates. Found local maxima are classified as grid lines according to
threshold value. Next, classification of horizontal position is performed in the
same way. (Fig. 3a).

(a) (b)

Fig. 3. Extraction axis and grid. (a) projection in horizontal and vertical direction,
(b) ambiguity of local maxima.

Because of high nonlinearity of the grid and other defects occurrences in the
examined image which influence unfavorably vertical and horizontal projection
characteristics, (Fig. 3b) local maxima aren’t unequivocal. This means that the
width of individual maximum peaks is directly proportional to the occurring
grid geometry errors. That is why the process of image grid lines segmentation
should be performed locally for an area indicated by the width of individual
peaks. For an area marked out in this way line segmentation is performed with
the use of Radon transform [14, 20]. In this module characteristic points, that is
lines intersections, are also designated and used later in the calibrationprocess.

Text detection module is responsible for detecting and recognizing text in
the examined image. For this purpose, for an image I[x, y]− IG[x, y] segmen-
tation of connected pixels is performed [4]. Areas in which geometry does
not point to text content (size, height to width ratio) anot subjected to fur-
ther analysis in this step. For other areas a different method was used [18].
However, due to the occurrence of handwritten annotations, other OCR me-
thods are still being tested.
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Because of lack of continuity of the graph lines (see Fig. 1 case d) in
Graph vectorization module the verification algorithm was used as presented
in [13]. Another criterion of classification is the assumption, that graph line
is a function of time. In practice it means that for a next image column only
one pixel belongs to the graph line. In the case of several connected pixels
which fulfill all other criteria, it points to the center of this pixel area as a
point belonging to the graph [2].

Calibration process is finding the matrix of characteristic point projection
indicated in the extraction grid module. The grid reference is created on the
basis of detected labels. Using such reference matrix the value of separate
graph points is defined in accordance with the reference. Next, the acquired
data is saved and can be processed in any way.

(a) (b)

Fig. 4. Algorithm outcome (a) image components calibration: green color - IT [x, y],
blue color - IG[x, y], red color - ID[x, y] (b) graph after calibration

4 Conclusion

In manual limnograms reading a big mistake is, because human perception
and used measuring instruments are limited. Typically, the reading accuracy
is limited to 0.5 mm. Knowing that 1mm is a positive growth of 1 cm and
the size of the water is 10 000 m2 is the error at the level of ± 50 m3. By
using the proposed system, the error reading can be reduced to a single pixel
with a value of 0.05 mm - thus ± 5 m3.
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Summary. In this article a simplified model of biologically inspired mecha-
nisms for an object recognition is presented. The proposed approach is based
on the HMAX hierarchical cortex model that was proposed by Riesenhuber
and Poggio [1] and later extended by Serre et al [2]. The work described in
this paper is an extension of a previous research [3, 4, 5, 6] focused on a
computer vision software (named SMAS - Stereovision Mobility Aid System)
dedicated for visually impaired persons. Therefore, the emphasis here is put
on a one-class detection problem of dangerous objects with the possibility
of a future deployment of the proposed solution on a mobile device. The
conducted experiments show that the introduced modifications of the hier-
archical HMAX model allows for an efficient feature extraction and a visual
information coding without decreasing the effectiveness of an object detection
process.

1 Introduction

This paper is a continuation of the author previous work on the SMAS sys-
tem that proposes an efficient threat detection and an object recognition
technique. The general architecture and discussion concerning system perfor-
mance with demo cases were previously presented in [3, 4, 5, 6, 7]. Therefore,
in this paper only the main aspects of SMAS system are explained.

The object recognition and the threat detection are two separate tasks
that feed the SMAS system. The treat detection aims at detecting dangerous
objects (or classes of objects) around the blind person. It engages algorithms
that continuously scan the scene regions that are close to the camera. The
SMAS system is a stereovision one, therefore such regions are extracted using
depth map segmentation. The architecture of a system assumes that objects
detectors have to be rapid, robust and invariant to a perspective, scale and
rotation changes. Such assumptions usually require complicated and time
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consuming learning phase. Detectors also have to be adapted to localization.
In example, there is no need (and there is not enough computational power)
to scan environment for a car in the kitchen.

On the other hand, the object recognition algorithm is using a database of
objects. In order to perform the object recognition task the database has to be
queried. Such approach allows different users to add new instances of objects
to a centralized database. Unfortunately, such a method is less efficient in a
context of the speed and the recognition.

Therefore, in order to maximise the situational awareness of a blind person,
it is assumed that the detection task focuses only on objects that have to be
detected (due to the danger they constitute to blind person), while recognition
task is associated with object that knowledge about may by valuable but not
crucial.

This paper is structured as follows. First, the overview of the HMAX Vi-
sual Cortex model proposed by Riesenhuber and Poggio [1] is explained. The
modifications introduced to the HMAX model are given in section 3. The
conducted experiments are described and discussed in section 4. Final con-
clusions and remarks are given afterwards.

2 HMAX Visual Cortex Model

The HMAX Visual Cortex model proposed by Riesenhuber and Poggio [1]
exploits a hierarchical structure for the image processing and coding. It is
arranged in several layers that process information in a bottom-up manner.
The lowest layer is fed with a grayscale image. The higher layers of the model
are either called "S" or "C". These names correspond to simple the (S) and
complex (C) cells discovered by Hubel and Wiesel [8]. Both type of cells are
located in the striate cortex (called V1), which is the part of visual cortex
that lies in the most posterior area of the occipital lobe.

Fig. 1. The simple and complex cells. Each S-cell responses to edges in the image
(typically there are four edges orientations: horizontal, vertical, and two diagonal).
Each C-cell for a associated region of S-cells chooses the strongest responses of a
given type (direction) using a strong max pooling filter.
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The simple cells located in "S" layers apply local filters that responses form
a vector of texture features. As noted by Hubel and Wiesel the individual
cell in the cortex respond to the presence of edges. They also discovered that
these cells are sensitive to edge orientation (some of cells fire only when a
given orientation of an edge is observed).

The complex cells located in "C" layers calculate in a limited range of a
previous layer the strongest responses of a given type (orientation). That way
more complex combination of simple features are obtained (see the "H" letter
in Fig.1 combined from three simple features).

Fig. 2. The structure of a hierarchical model proposed by Mutch and Lowe [9].
(used symbols: I - image, S - simple cells, C - complex cells, GF - Gabor Filters, F
- prototype features vectors, X - convolution operation)

The hierarchical HMAX model proposed by Mutch and Lowe [9] is a mod-
ification of the model presented by Serre et al in [2]. It introduces two layers
of simple cells (S1 and S2) and two layers of complex cells (see Fig.2). It uses
set of filters designed to emulate V1 simple cells. The layers are computed
using a hard max filter. It means that the "C" cells responses are the max-
imum values of the associated "S" cells (Fig.1). As it is shown in the Fig.2
the images are processed by the subsequent simple and complex cells layers
and reduced to feature vectors, which are further used in the classification
process. The set of features (F ) is shared across all images and object cate-
gories. Features are computed hierarchically in subsequent layers built from
the previous one by alternating the template matching and the max pooling
operations.

The S1 layer in the Mutch and Lowe [9] model adapts the 2D Gabor filters
computed for four orientations (horizontal, vertical, and two diagonal) at
each possible position and scale. The Gabor filters are 11x11 in size, and are
described by:

G(x, y) = exp(−X
2 + γY 2

2σ2
)cos(

2π

λ
X) (1)

where X = x cosφ − y sinφ and Y = x sinφ + y cosφ; x, y ∈< −5; 5 >, and
φ ∈< 0;π >. The aspect ration (γ), effective width (σ), and wavelength (λ)
are set to 0.3, 4.5 and 5.6 respectively. The response of a patch of pixels X
to a particular filter G is is computed using the formula 2.

R(X,G) = abs(

∑
XiGi√∑
X2
i

) (2)



274 R. Kozik

The complex cells located in C1 layer pool associated units in the S1 layer.
For each orientation, the S1 responses are convolved with a max filter, that
is 10x10 of size in x, y dimension (position) and has 2 units of deep in scale.

As it is shown in the Fig. 2, the intermediate S2 layer is formed by con-
volving the C1 layer response with set of intermediate-level features (de-
picted as F in Fig. 2). The set of intermediate-level features is established
during the learning phase. For a given set of learning images C1 responses are
computed. The most meaningful features are selected using SVM weighting.
Mutch and Lowe [9] suggested to sub-sample the C1 responses before feature
selection. Therefore, authors select at random positions and scales of the C1

layer patches of size 4x4, 8x8, 12x12, and 16x16. Selected and weighted fea-
tures compose so called prototypes that are used in the Mutch and Lowe
model as filters which responses create the S2 layer. The C2 layer composes a
global features vector which particular element corresponds to the maximum
response to a given prototype patch. In order to identify the visual object on
the basis of features vector a classifier is learnt (e.g. SVM).

3 Proposed Modifications

The modifications introduced to model of the HMAX visual cortex proposed
by Riesenhuber and Poggio [1] include:

• the different method for determining the direction of edges in the image,
• the number of direction encoded by simple cells in the S1 layer,
• the number of prototype features vectors used to compute the S2 layer

response,
• the different method for features vector selection,
• the different classifiers used to recognize an object on the basis of the C2

layer output.

3.1 Algorithm for Determining an Edge Direction

The algorithm engages local information about luminance gradients in the
image in order to compute the direction of an edge. Firstly, the gradients in
x and y directions are computed separately using the Sobel filter of length 7.
Afterwards, for each image point the atan() (inverse trigonometric tangent
function) function value is computed. In order to reduce the computation
time, the atan() function is approximated as a line y = x in (-1,1) range.
Outside that range values of the atan() function are evaluated using a look-
up table. Once the value of atan() in (x, y) point is computed the magnitude
of a gradient in that point is measured and stored at a position (x, y) in
one of 8 arrays (one array per direction). In order to evaluate the average
magnitude of a gradient in a region bigger than one pixel, the integral images
are used.
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3.2 Simple Cells and Complex Cells Layers

In the S1 layer there are 416 simple cells arranged in a rectangular block of
size 20x16. For each cell a block of pixels of an image is assigned (a receptive
field). For the associated regions of pixels each simple cell computes an edge
direction. The processing is applied for three scales (an original image, and
two images scaled by a factor of 0.7 and 1.5). Therefore, the S1 layer output
has dimensionality of a size 4 (x,y,scale and 8 direction units). The max-
pooling filter applied to S1 layer is a three dimensional filter of a size 6x6x3
(x, y, scale). Therefore, the C2 layer output is two dimensional one.

3.3 Prototype Feature Selection and Classifier Selection

The output of the C1 layer cells is used in order to select features that are
meaningful for a given task of an object detection. Firstly, randomly selected
images of an object are reduced to a features vectors by a consecutive lay-
ers of the proposed model. Afterwards, the PCA is applied to calculate the
eigenvectors. Each eigenvector is used as a single feature in a features vector.
The PCA is one the most popular and efficient approaches used in the liter-
ature (e.g. [6, 13, 12, 14, 15, 16]) for features selection and a dimensionality
reduction.

In order to recognize the object using the output of C2 layer a classifier
is learnt. In this paper two types of classifiers were investigated (the similar
ones were used in the previous work [6]), namely the PART classifier and the
Naive Bayes classifier.

4 Results

The proposed method was evaluated against the effectiveness using two
classes of so called dangerous (for a visually impaired person) objects, namely
mug and kettle. In order to learn the proposed visual cortex model to detect a
given class, images of the mentioned above objects were collected. The taken
photos include objects seen from different angles, distances and rotations (see
Fig.3).

The main purpose of the conducted experiments was to evaluate how the
model parameters influence the average object detection effectiveness. For
the evaluation purposes the 10-fold approach was adapted. Therefore, the
database of images was divided into 10 subsets and during the evaluation
one subset of the database was used for the model learning, while the re-
maining 9 for the testing. Such procedure was repeated 10 times and the
results were averaged. As stated in the abstract and explained in the intro-
duction, the paper addresses the one-class detection problem. Therefore, for
different classes of objects the proposed model has to be learnt separately.
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Fig. 3. Two classes of object used to evaluate the effectiveness of the proposed
method

The first experiment aimed at evaluating the impact of a number of a
simple cell direction units on effectiveness of the object detection process
(Fig.4). The number of directions was changed from 1 to 8. When only one
direction unit of a simple cell is used the effectiveness of the proposed so-
lutions is rather poor (84% for the PART classifier and 82% for the Naive
Bayes). When the number of directions is increased from 1 to 8 the model
effectiveness increases significantly (about 20% for Naive Bayes classifier and
10% for PART classifier).

Fig. 4. The average effectiveness of two methods of classification (PART and Naive-
Bayes - NB) for the varying number of directions that a simple cell is sensitive to

As it may be expected the model effectiveness is also impacted by the
number of the prototype features used to compute the responses in the S2

layer. Surprisingly, for such simple object like mug and kettle less than 10
prototype features were enough to achieve the effectiveness higher than 90%.
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Moreover, only for the PART classifier it was noted that with a rising num-
ber of the prototype features the effectiveness of average object recognitions
increases significantly (see Fig.5).

Fig. 5. Average Effectiveness of two methods of classification (PART and Naive-
Bayes - NB) for two different object types: mug and kettle

5 Conclusions

In this article a simplified model of biologically inspired cortical mechanisms
for object recognition was presented. The proposed approach was based on
the HMAX hierarchical cortex model that was proposed by Riesenhuber and
Poggio [1] and later extended by Serre et al [2]. The main contribution of this
paper is a proposal of modifications introduced to HMX model. The changes
include a different method for edges detection used by the V1 simple cell, the
number of direction unit (8 direction), the number of prototype features and
the method for prototype features selection. Te experiments show that the
introduced modification of the hierarchical HMAX model allows for efficient
feature extraction and an visual information coding without decreasing the
effectiveness of an object detection process.
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Summary. In this paper, on analysis of the properties of modified chordal
ring 4th degree topologies has been presented. Two special types of these
structures, namely optimal and ideal graphs, have been defined. The basic pa-
rameters (diameter and average path distance) were calculated and described
by approximate formulas which makes possible to evaluate these parameters
for any modified graph proposed by authors, and it gives possibility to model
the properties of these networks without requiring any specific path calcula-
tion between pairs of nodes which may be time and resource consuming for
large scale systems. In the last part of paper the comparison of the analyzing
structures and reference graph has been carry out.

1 Introduction

Nowadays there is a tendency towards designing telecommunications systems
as distributed ones. These systems contain several numbers of identical, in-
telligent modules that communicate with each other via the interconnection
networks. One of the most interesting examples in current research are op-
tical transmission systems. These allow building high-bandwidth, error-free
communication networks, with capacities orders of magnitude higher than
traditional networks. High data transmission rates are achieved by trans-
mitting information through optical signals, and maintaining the signals in
optical form, thus avoiding the need of temporarily converting them into elec-
tronic forms. An important issue on designing these systems is the choice of
interconnection network topology as it has the biggest impact on transmission
ability of entire system [1]. The systems which used fibers as transmissions
medium can be modeled by symmetric digraphs. In relation to the study of
network interconnections from a graph perspective the paper [2] presents a
survey of the known topologies was presented. The author mainly focused
on: connection costs expressed in the total number of links; communication
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delay in terms of diameter of the graph and average distance of the path;
fault tolerance characterized by connectivity and cohesion; regularity & sym-
metry; easy of routing; extensibility. Among the analyzed structures which
would be used to construct distributed systems, it proposes to use the chordal
rings cause their simplicity, extensibility and quite good transmission prop-
erties [2]. Authors in the prior publications analyzed properties of this type
regular topologies different degree [3, 4, 5, 6, 7]. In this paper they concen-
trated on fourth degree chordal rings.

The structure of the paper is as follows. Section 2 presents the basic infor-
mation concerning chordal rings and particularly commonly described rings
fourth degree. In section 3 modification of chordal rings 4th degree, proposed
by authors, is presented. Section 4 contains summary and conclusion follow-
ing from the analysis of subject being the topic of paper.

2 Background

Analysis of regular network structures is an important issue in telecommuni-
cations and computer science. The application of chordal rings in computer
systems, TDM networks (communication between distributed switching mod-
ules), core optical networks and optical access networks in many publications
has been analyzed. Fourth degree chordal rings possess some properties that
make them very suitable for construction of interconnection networks [8, 9, 10].
The basic feature of fourth degree chordal rings is their ability to physically
realize some of them as the optimal graphs and the majority of them as the
reference ones (exact definitions of these graphs will be given further in the
paper). These graphs give the lower limits of basic parameters which can be
obtained by analyzed type of structures. This allows evaluating the "quality"
of examined chordal rings.

The general definition of the analyzed graphs in this work is as follows:

Definition 1

Chordal ring is a ring with additional chords It is defined by the pair (p,Q),
where p means the number of nodes appearing in the ring and Q is the set
of the chords qi - additional connections where qi ∈ {2, ..., p/2}. Each chord
qi ∈ Q connects every pair of nodes of ring that are at distance qi in the
ring. This structure is denoted by G(p; q1, ..., qi), q1 < q2 < ... < pi. Degree
of chordal rings is 2i in general whenever there is a chord of distance p/2, in
this case p has to be even and ring’s degree is 2i − 1 [11].

The most popular, standard fourth degree chordal ring is a special case of
the structures mentioned above.

Definition 2

A chordal ring 4th degree denoted as CHR4 is a ring consisting of p nodes.
Each node vi is connected to four other nodes: vi−1(modp), vi+1(modp) and
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additionally to two nodes vi−q(modp), vi+q(modp), where q means distance of
additional connections (chords). The values p and q must be relatively primes
and they define a graph as CHR4(p; q).

An example of a chordal ring of fourth degree is shown in Fig. 1.

Fig. 1. Example of standard graph CHR4(25; 7)

The average distance and diameter were chosen in order to provide a gen-
eral and simple indication of transmission properties of the analyzed topolo-
gies. For example: in a packet switched network, the average hop distance
indicate how many routers and lines are on average involved in the trans-
mission of each packet. So if the average distance is doubled, then the same
traffic will on average double the load on routers and lines; in an optical net-
work, a similar reasoning can be made - or: if a "route" is a light path, then
it will (on average) need more colors to transmit the same amount of traffic.

These follow standard definitions as summarized below. Average distance
and diameter are formally defined as follows [12]:

Definition 3

The diameter D(G) is the largest distance among all of the shortest distances
of the paths between any pair of nodes. It is defined as follows:

D(G) = max
vivj
{dmin(vi, vj)} (1)

where vi means the number of the node, dmin distance (number of edges)
between i-th and j-th node.

Definition 4

The average path distance dav between all pairs of nodes is defined by the
formula:

dav =
1

p(p− 1)

p−1∑
i=0

p−1∑
j=0

dmin(vi, vj) (2)

where dmin(v0, vj) is the minimal number of edges between a source node v0
and every other chosen node vj , and p denotes the number of nodes.
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For more basic definition of e.g. paths and path lengths, we refer to any
basic graph theory book, such as [12].

In order to determine these parameters of the theoretically calculated refe-
rence topologies of chordal rings, two types of these structures were defined.
The first one is called ideal graph and the second one optimal graph. In fact
these graphs exist only in particular cases, but they are useful as reference
models for evaluation of expected parameters of tested graphs [3, 8].

Definition 5

The ideal chordal ring degree d(V ) is the regular graph with total number of
nodes pi described by the formula:

pi = 1 +

D(G)−1∑
d=1

|pd|+
∣∣pD(G)

∣∣ (3)

where pd means the number of nodes that belong to the d-th layer (the layer
is the subset of nodes that are at a distance d from the source node), while
pD(G) denotes the number of the remaining nodes which appear in the last
layer, D(G) means diameter of analyzed graph. For ideal rings, for every n
and m < D(G) = �. If for certain D(G) the subset pD(G) of chordal ring
reaches the maximal possible value, then such a ring is called the optimal
ring and the graph is optimal graph.

For ideal chordal ring the average path distance davi is expressed as:

davi =

d(G)−1∑
d=1

d |pd|+D(G)
∣∣pd(G)

∣∣
pi − 1

(4)

whereas for the optimal graph the average path distance davo is equal to:

davo =

d(G)∑
d=1

dpd

po − 1
(5)

where d - layer number, pd - number of nodes in d-th layer, po - number of
nodes in optimal graph.

Optimal graphs were used to calculate the formulas describing parame-
ters of each type of analyzed chordal ring, whereas ideal rings were used to
compare theoretically calculated values of parameters of analyzed structures.

In order to find optimal and ideal graphs it is necessary to first determine
the maximal number of nodes which can be appear in successive layers of a
graph respect to any source node (the layer is the set of nodes equally distant
from this node).

Distribution of maximal number of nodes in the successive layers obtained
in a theoretical way, and confirmed by experiments is shown in Table 1.
Table 1. Maximal number of nodes in the successive layers
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Table 1. Maximal number of nodes in the successive layers

d 1 2 3 4 5 6 7 8
pdo 4 8 12 16 20 24 28 32

The distribution of these numbers can be described by polynomial:

pd = 4d (6)

Using Table1 it was counted total number of nodes appearing in optimal
structures, which is shown in Table 2.

Table 2. Total number of nodes in dependence of graph diameter

D(G) 1 2 3 4 5 6 7 8
po 5 13 25 41 61 85 113 145

In this case the total number of nodes is given by expression:

po = 2D(G)2 + 2D(G) + 1 (7)

Some optimal graphs exist in reality. They can be constructed when the
distance of chord is described by formula:

qo = 2D(G) + 1 (8)

so the diameter of these graphs is equal to:

D(G)o =

√
(2po − 1)− 1

2
(9)

In this case the average path distance is equal to:

davo =

(
4
3D(G)3 + 2D(G)2 + 2

3D(G)
)

2 (D(G)2 +D(G))
=

2D(G) + 1

3
=
qo
3

(10)

Among the chordal rings of this type consisting of 5 ÷ 1000 nodes they
counted 22 optimal graphs.

It was found many ideal graphs. In the above mentioned range the number
of them is equal to 361. They found one group of ideal graphs which has even
number of nodes. In dependence of its diameter the number of nodes which
they consist of is described by expression:

when D(G) > 1 then pi = 2D(G)2 (11)
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The length of chord is equal to:

qi = 2D(G)− 1 (12)

In this case the average path distance can be calculated using formula:

davi =
D(G)

(
4D(G)2 − 1

)
3 (2D(G)2 − 1)

(13)

Each element of this group has two neighbours which are ideal graphs
possessing the same length of chords described by expression:

The average path distances are equal to:

when D(G) > 1 then pi = 2D(G)2 ± 1 (14)

The number of nodes creating another group of ideal graphs is described
by following expression:

when D(G) > 1 and pi = 2D(G)2 − 1

then davi =
4D(G)

(
D(G)2 − 1

)
6 (D(G)2 − 1)

=
2

3
D(G)

when D(G) > 1 and pi = 2D(G)2 + 1

then davi =
2D(G)

(
2D(G)2 + 1

)
6D(G)2

=
2D(G)2 + 1

3D(G)
(15)

Just as before the chord length is equal to:

pi = 2D(G)2 + 2D(G)− 1 (16)

The average path distance is given by:

qi = 2D(G)− 1 (17)

The next groups of ideal graphs are described as follows:

when D(G) = 3 or D(G) = 3i− 1i = 2, 3, ...

pi = 2D(G)2 − 2D(G) + 3qi =
2
(
D(G)2 − 2D(G) + 3

)
3

davi =
2D(G)

(
2D(G)2 − 3D(G) + 4

)
3 (D(G)2 −D(G) + 1)

when D(G) = 3i+ 1 or D(G) = 3i+ 3i = 1, 2, 3, ...

pi = 2D(G)2 − 2D(G) + 5

davi =
2D(G)

(
2D(G)2 − 3D(G) + 14

)
3 (D(G)2 −D(G) + 4)

(18)
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In second case it was not possible to find the general formula to calculate
length of ideal graph chords. For other cases they did not define expressions
allowing determining how to find the ideal graphs.

The aim of authors of this publication was to find structures possessing
better basic parameters, so it was proposed a few modifications of the regular
fourth degree structures based on chordal rings.

3 Modification of Chordal Rings 4th Degree

In this part of the paper a review of basic parameters of structures proposed
by the authors is given. In order to determine these parameters a program
made by the authors was used to examine the modified, analyzed graphs.
In this way it was possible to find the maximal number of nodes in the
optimal graph successive layers, which was the base for calculating the other
parameters: total number of nodes, diameter and average path distance.

3.1 CHR4a

Definition 6

A chordal ring CHR4a is a ring consisting of p nodes, where p must be
even. Each node vi is connected to nodes vi−1(modp) and vi+1(modp), where
i ∈ 0, 1, ..., p− 1. Additionally each even node v2i is connected to nodes
v2i−q1(modp) and v2i+p/2(modp) while each odd node v2i+1(modp) is connected
to two adjacent nodes v2i+1−q1(modp) and v2i+1+p/2(modp). In this case the
values q1 and p/2 mean the lengths of chords. The value q1 has to be odd.
This structure is defined as CHR4a(p; q1).

An example of a CHR4a structure is shown in Fig. 2.

Fig. 2. Example of CHR4a(20; 5) structure

The distribution of nodes in the layers in virtual optimal graphs in de-
pendence of number of nodes (is it divisible by 4 or not) looks as follows
(Table 3):
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Table 3. Distribution of nodes in the layers of optimal graphs

D 1 2 3 4 5 6 7 8 Number of nodes
pdo 4 9 15 21 27 33 39 45 p div by 4

4 10 16 22 28 34 40 46 p not div by 4

These distributions can be described by polynomials:

for d > 1

when p is divisible by 4 then pd = 6d− 3

when p is not divisible by 4 then pd = 6d− 2 (19)

The total number of nodes in optimal graphs CHR4a is shown in Table 4.

Table 4. Number of nodes in virtual, optimal graphs CHR4a

D 1 2 3 4 5 6 7 8 Number of nodes
pdo 5 14 29 50 77 110 149 194 p div by 4

5 15 31 53 81 115 155 201 p not div by 4

These numbers can be described by expressions:

for D(G) > 1

when p is divisible by 4 then poD(G) = 3D(G)2 + 2

when p is not divisible by 4 then poD(G) = 3D(G)2 +D(G) + 1 (20)

The theoretically counted average path distance is equal to:

for D(G) > 1

when p is divisible by 4

then davo = d(G)
3D(G)3 + 6D(G)2 + 5D(G) + 2

4(3D(G)2 + 1)

when p is not divisible by 4

then davo =
9D(G)3 + 22D(G)2 + 15D(G) + 2

12(3D(G) + 1)
(21)

It was not possible to find any optimal graph, but in range 5 1000 nodes
they found the 14 ideal graphs shown in Table 5.

In Fig. 3 the differences between theoretical and real parameters of the
analysed structures are shown.



Network Structures Constructed on Basis of Chordal Rings 4th Degree 289

Table 5. Ideal graphs CHR4a

p q D(G) dav
8 3 2 1,429
12 3 2 1,636
16 5 3 1,867
20 5 3 2,105
22 7 3 2,143
24 7 3 2,261
36 7 4 2,714
40 7 4 2,846
56 11 5 3,291
60 23 5 3,407
84 25 6 3,952
226 25 9 6,12
342 31 11 7,452
482 37 13 8,784
646 43 15 10,116

Fig. 3. Difference between basic parameters real and theoretical graphs CHR4a

3.2 CHR4b

Definition 7

A chordal ring CHR4b is a ring consisting of p nodes, where p must be even.
Each node vi is connected to nodes vi−1(modp) and vi+1(modp). Additionally
each even node v2i is connected to nodes v2i−q1(modp) and v2i+q1(modp) while
each odd node v2i+1(modp) is connected to two adjacent nodes v2i−q2(modp)
and v2i+q2(modp). The parameters q1 and q2 are even and they mean the
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length of chords. The values p/2 and q1/2, q2/2 have to be relatively prime
to each other. This structure is defined as CHR4b(p; q1; q2).

An example of this structure is shown in Fig. 4.
Distribution of maximal number of nodes in the layers of virtual optimal

graphs is shown in Table 6.

Table 6. Maximal number of nodes in successive layers

d 1 2 3 4 5 6 7 8
pdo 4 12 30 58 94 138 190 250

Fig. 4. Graph CHR4b(26; 4,10)

Table 7. Total number of nodes in optimal graphs

d 1 2 3 4 5 6 7 8
pdo 5 17 47 105 199 337 527 777

This distribution is described by the polynomial:

when d > 2 then pd = 4d2 − 6 (22)

The optimal graphs do not exist in reality (apart from the case of chordal
ring constructed with 5 nodes) but the total number of nodes of them is given
by expression:

po =
4D(G)3 + 6D(G)2 − 16D(G) + 27

3
(23)

From the assumption it follows that the number of nodes in graphs CHRb
must be even, so for this reason expression has to be odd. A simple transfor-
mation shows that it is always even, so it is not possible to construct optimal
rings CHRb in reality.
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The theoretical average path distance is equal to:

davo =
3
(
D(G)4 + 2D(G)3 − 2D(G)2 − 3D(G) + 10

)
4D(G)3 + 6D(G)2 − 16D(G) + 24

(24)

It was found only six ideal graphs in the range 5 -1000 nodes, when total

number of nodes is equal to:

p = 10 when q1 = 2, q2 = 4
p = 22 when q1 = 4, q2 = 8
p = 26 when q1 = 4, q2 = 10
p = 68 when q1 = 6, q2 = 26
p = 70 when q1 = 22, q2 = 32
p = 146 when q1 = 12, q2 = 64.

In Fig. 5 comparison of diameter and average path distances of real and
ideal graphs is shown.

Fig. 5. Difference between basic parameters for real and theoretical graphs CHR4b

3.3 CHR4c

Definition 8

A chordal ring CHR4c is a ring consisting of p nodes, where p must be even.
Each node vi is connected to nodes vi−1(modp) and vi+1(modp). Additionally
each even node v2i is connected to nodes v2i+q1(modp) and v2i+q2(modp) while
each odd node v2i+1(modp) is connected to two adjacent nodes v2i−q1(modp)
and v2i−q2(modp). The values q1 and q2 mean the lengths of chords. The values
q1, q2 have to be odd. This structure is defined as CHR4c(p; q1; q2).

An example of CHR4c structures is shown in Fig. 6. Distribution of nodes
in the layers in virtual optimal graphs is shown in Table 8.
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Table 8. Maximal number of nodes in layers

d 1 2 3 4 5 6 7 8
pdo 4 12 24 42 64 92 124 162

Fig. 6. Graph CHRc(20; 3,7)

Table 9. Total number of nodes in optimal graphs

D(G) 1 2 3 4 5 6 7 8
pdo 5 17 41 83 147 239 363 525

Polynomials which describe the number of nodes in layers have the shapes
as follows:

when d is odd then pd = 2, 5d2 + 1, 5

when d is even then pd = 2, 5d2 + 2 (25)

The total number of nodes can be expressed by formulas:

when D(G) is odd then po =
10D(G)3 + 15D(G)2 + 26D(G) + 9

12

when D(G) is even then po =
10D(G)3 + 15D(G)2 + 26D(G) + 12

12
(26)

so it is not possible to construct optimal graphs.
The theoretical average path distance is equal to:

when D(G) is odd then

davo =
3

2

5D(G)4 + 10D(G)3 + 12D(G)2 + 9D(G)− 1

10D(G)3 + 15D(G)2 + 26D(G)− 3

when D(G) is even then

davo =
3

2

5D(G)3 + 10D(G)2 + 12D(G) + 8

10D(G)2 + 15D(G) + 26
(27)

In Fig. 7 the difference between real and theoretical structures is shown.
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Fig. 7. Difference between basic parameters real and theoretical graphs CHR4c

3.4 CHR4d

Definition 9

A chordal ring CHR4d is a ring consisting of p nodes, where p must be divis-
ible by 4. Each node vi is connected to nodes vi−1(modp) and vi+1(modp).
Additionally each even node v2i when 2i = 0(mod4) is connected to nodes
v2i+q1(modp) and v2i+q2(modp), when 2i = 2(mod4) this node is connected to
nodes v2i+q1(modp) and v2i−q2(modp); while each odd node v2i+1(modp) when
2i + 1 = 1(mod4) is connected to two adjacent nodes v2i+1−q1(modp) and
v2i+q3(modp) and when 2i + 1 = 3(mod4) then this node is connected to
nodes v2i+1−q1(modp) and v2i+1−q3(modp).The values q1, q2, q3 < p/2 mean the
lengths on chords. The values q1 must be odd, q2 and q3 - even. This type of
structures can be constructed on condition, that:

This structure is defined by CHR4d(p; q1, q2, q3).

Fig. 8. Example of analysed structure - CHR4d(24; 9,6,10)
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The distribution of nodes in the layers of virtual, optimal graphs is given
in Table 10 and the total number of nodes in Table 11.

Table 10. Distribution of nodes in the layers

d 1 2 3 4 5 6 7 8
pdo 4 12 30 70 126 206 330 476

when d is equal to 0 mod (3) then pd =
8d3 + 8d− 2

9

when d is equal to 1 mod (3) then pd =
8d3 + d2 + 25d+ 2

9

when d > 2 and d is equal to 2 mod (3) then pd =
8d3 − d2 + 31d+ 4

9
(28)

Table 11. Total number of nodes in optimal graphs

G(D) 1 2 3 4 5 6 7 8
pD(G)o 5 17 47 117 243 449 779 1255

In this case it is not possible to construct optimal graphs as well. In de-
pendence of D(G) value the total number of nodes in an optimal graph can
be calculated using expressions:

when D(G) = 1 then po = 5

when D(G) is equal to 0 mod (3) then

po =
2D(G)4 + 4D(G)3 + 15D(G)2 +D(G)− 1

9
when D(G) is equal to 1 mod (3) then

po =
2D(G)4 + 4D(G)3 + 16D(G)2 + 8D(G)− 3

9
when D(G) is equal to 2 mod (3) then

po =
2D(G)4 + 4D(G)3 + 15D(G)2 + 11D(G) + 7

9
(29)
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and theoretical average path distance is equal to:

when D(G) = 1 then davo = 1

when D(G) is equal to 0 mod (3) then

davo = 9

216
5

⌊
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3
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+ 36
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D(G)
3
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+ 101

3
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D(G)
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15

⌊
D(G)
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⌋
− 4
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when D(G) is equal to 1 mod (3) then

davo = 9
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15

]

2D(G)4 + 4D(G)3 + 18D(G)2 + 8D(G)− 12

when D(G) is equal to 2 mod (3) then

davo = 9

216
5

⌊
D(G)

3

⌋5

− 36
⌊

D(G)
3

⌋4
+ 101

3

⌊
D(G)

3

⌋3

− 13
⌊

D(G)
3

⌋2

+ 62
15

⌊
D(G)

3

⌋
− 4

2D(G)4 + 4D(G)3 + 15D(G)2 + 11D(G) − 2
(30)

In Fig. 9 comparison of real and theoretical calculated parameters is shown.

Fig. 9. Difference between real and theoretical calculated parameters of CHRd

3.5 Summing Up

Reviewing the proposed structures of fourth-degree based on ring topology
we can conclude as follows:

• An advantage of the standard chordal ring topology CHR4 is the fact that
there is a possibility of physical design for any number of nodes. In other
cases, the proposed topology must have an even number of nodes, and in
the case of CHR4d the number of nodes has to be divisible by 4.
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• For all types of considered structures simpler or more complex formulas
were found describing the distribution of the nodes in the layers, the total
number of nodes and the average path distance depending on the diameter
of the optimal graphs.

Figure 10 shows the comparison of the actual performance of the proposed
structures for the number of nodes not exceeding 100.

For CHR4 structures it is important that in most cases for both the physical
construction of optimal graph (described strictly with mathematical formulas)
and ideal graphs is possible. In the case of the other proposed structures is
not possible to obtain the optimal graph, which is due to a conflict between
the assumption of parity number of constituent nodes and the theoretically
calculated odd number of nodes characteristic for the optimal graph. However,
it was found that for maximum 1000 node, there exists fourteen ideal CHR4a
and six CHR4b, and in other cases no other graphs were found.

Fig. 10. Comparison of basic parameters of analyzed graphs

The presented diagrams show, that the worst transmission properties
belong to a standard chordal ring, and the best to CHR4d and CHR4b struc-
tures. In the investigated range (of the number of nodes) forming these struc-
tures differences are quite small, so due to the fact that CHR4d is realized
only for the number of nodes divisible by 4, the structure CHRb would be
recommended for use in real networks.

For these two topologies parameters were compared extending the number
of nodes to 1000 (Fig. 11). The comparison shows in the following graphs
indicate that with the increase in the number of nodes the parameters of
CHR4d structures are superior to the other.

In order to find real best reference parameters of fourth degree graphs
it was defined the Reference Graph. It represents lower bounds for average
distance and diameter for all these graphs, but since it is in many cases
"virtual graph" these bounds may not always be achievable.

The Reference Graph parameters were calculated using as reference pa-
rameters of simple tree and they are described as follows:

1. The number of nodes pdRG in d-th layer is determined by formula:

pdRG = 4 · 3(d−1) (31)
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Fig. 11. Comparison of parameters of real CHR4b and CHR4d graphs

2. Total number of nodes pD(G)RG versus graph diameter is described by
expression:

pD(G)RG =
4 · 3D(G)RG − 2

2
= 2 · 3D(G)RG − 1 (32)

3. Value of diameter versus total number of nodes is given can be calculated
following formula:

D(G) =

⌊
log3

pD(G)RG + 1

2

⌋
(33)

4. Average path distance of optimal Reference Graph davRG in function of
diameter is equal to:

davRG =
(2D(G)− 1) · 3D(G)RG + 1

2 · (3D(G)RG − 1
) (34)

5. 5. This graph is symmetrical; it means that regardless from which node
they are calculated its parameters have the same values.

In Fig. 12 the comparison of the best real analyzed structures CHR4 and
Reference Graphs is shown.

Fig. 12. Comparison of parameters of real CHR4b and CHR4d with Reference
Graphs 4th degree

From these diagrams It follows that the parameters of Reference Graphs
are considerably better than those of the proposed CHR4 structures.
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Authors tried to find the answer to the question - is it possible to con-
struct Reference Graphs 4th in reality. In this order to do it they used special
program prepared by themselves. The examples of the founded graphs are
shown in Figure 13.

Fig. 13. Examples of founded Reference Graphs fourth degree

4 Conclusions

In this paper the authors presented an analysis of the modified 4th degree
chordal rings. It was assumed that the average distance and diameter provide
a general and simple indication of transmission properties of the considered
structures. For each type of modified chordal rings it was defined optimal
and ideal graphs which parameters determined the lower limits of the ana-
lyzed parameters. In order to make it they found the distribution of nodes
appearing in successive layers and calculated total number in optimal graphs,
and on this base, they defined formulas describing the average distance and
diameter.

They proposed to introduce the concept of Reference Graph, which is the
objective measure of 4th degree graphs. Unfortunately the process of finding
these structures needs long time of calculations. The next step of author’s
researches will be the study how to shorten this time. It will make possible
to find other Reference Graphs possessing more nodes what it can be useful
to construct optimal networks basing on ring structures. New matter which
appears in this case is problem of the simple description of analyzed topologies
and them applications in real fiber networks. The topic of Reference Graphs
will be the object of further of researches of authors.
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Summary. One of the most important aspects in cloud computing is the in-
fraestructure as a service (IaaS). In the basic cloud service model, providers
offers virtual machines and solutions based on virtualization. An user pays
for consumption of resources (disk space, virtual local area networks, etc.).
A data center is a facility used to house computer systems to provide IaaS.
Large data centers consume a lot of electricity (high power consumption) and
are a source of environmental pollution and costs, so it is important to im-
prove their performance. In this paper a fuzzy rule-based system is proposed
to schedule virtual machines in a data center based on Green Computing
concepts: minimum power consumption as performance index is considered.
This approach is compared to classic scheduling algorithms in literature.

1 Introduction

Cloud computing is an emerging paradigm than provides computational ca-
pabilities for the solving of large-scale problems in science and engineering. A
cloud is made up of a set of heterogeneous resources, interconnected through
high speed networks that cooperate together. A major challenge is a efficient
assignment of virtual machines and jobs (called cloudlets) to existing re-
sources. This paper presents an algorithm based on fuzzy rule-based systems
(FRBSs) to allocate virtual machines in different hosts housed in a datacen-
ter. This system incorporates knowledge in the form of IF-THEN fuzzy rules
and fuzzy sets [1]. The selected optimization criteria is minimum power con-
sumption, for reducing ambiental pollution and electric consumption costs.
Distributed power management principles and allocation of virtual machines
on different hosts with better ratios in MIPS, CPU utilization, instant power
host and maximun power and utilization after allocation new virtual ma-
chines are used.

R.S. Choraś (ed.), Image Processing and Communications Challenges 5, 301
Advances in Intelligent Systems and Computing 233,
DOI: 10.1007/978-3-319-01622-1_34, © Springer International Publishing Switzerland 2014
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This paper is organized as follows. Section 2 establishes some background.
Section 3 formally introduces the proposed FRBS algorithm. In Section 4,
simulations and results are shown and finally in Section 5 we conclude with
final remarks and conclusions.

2 Background

Many static and dynamic scheduling heuristics have been proposed to schedul-
ing a set of virtual machines and cloudlets on datacenters. Braun et al. [2]
compare a wide range of static scheduling strategies extensively used in het-
erogeneous computing environments. FRBSs have proved a high accuracy in
their decisions on the basis of the features describing the controlled system
and their acquired knowledge. Many applications use FRBSs in diverse areas
as modeling of traffic flow [3], connection admission in ATM networks [4],
speech/music discrimination [5] and scheduling [6][7]. These systems are pro-
posed in this work for improving the scheduling process in cloud computing
datacenters.

The complex optimization problem of virtual machines and cloudlets
scheduling on datacenters requires several criteria to be considered. The op-
timization of power consumption with FRBSs is considered in this work. A
scheduler or broker that uses dynamic inputs for the fuzzy system, thus char-
acterizing the system state, to schedule virtual machines in a data center
based on Green Computing concepts is presented. This type of optimization
has been studied in previous works [8] as:

• Beloglazov [9] proposes a scheduler that reduces operating costs and pro-
vides quality of service. It considers resource utilization, virtual network
topologies established and temperature states of the nodes.

• Duy et al. [10] implement a scheduling algorithm based on neural networks
to optimize the datacenter power consumption. It predicts future work-
load based on demand and turns off of servers, minimizing the number of
running servers.

• Berl et al. [11] review the use of methods for reducing power consumption
based on hardware (i.e., enery control centers) and infraestructure for
large scale networks.

3 Proposed Algorithm

The algorithm proposed in this work uses a FRBS [1]. It handles computing
clouds consisting of datacenters, assuming that all centers are in the same
cloud and made up of heterogeneous machines. It dynamically checks the
processing needs and optimizes energy consumption. Every datacenter has a
dedicated server called broker wich allocates virtual machines in datacenter
hosts using this algorithm.
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We formulate the scheduling problem as the allocation of a set V of virual
machines {Vm1, Vm2, . . . , Vmn} to a set of heterogeneous and distributed hosts
within a data center DC following a scheduling criteria. We seek for schedul-
ing strategies to optimize energy consuption (performance criteria). In addi-
tion, the features that allow the classification of all the possible scheduling
conditions must be defined. Datacenter current utilization inputs can be sum-
marized as follows:

1. Available MIPS (mips). It represents the number of free MIPS in each
host.

2. Host Power (pow). It gets the instant host power.
3. Utilization Of Cpu (cputil). It denotes free MIPS ratio of a host. It is

defined as:

utilizationOfCpu = 1− host.getAvailableMips()

host.getT otalMips()
(1)

where getTotalMips() gets total MIPS and getAvailableMips() free MIPS.
4. Max Utilization After Allocation (ualloc). It provides the power after allo-

cation.
5. Power after allocation (palloc). It is the host power after allocation.

3.1 Fuzzy Rule-Based Scheduler

In Fig. 1 the organization of the fuzzy rule-based scheduler is shown. It is
made up of four entities, i.e., the Fuzzification Interface, the Knowledge Base,
the Inference Engine and the Defuzzification Interface, following the general
schema of FRBSs [1]. As shown, the fuzzy system is based on the Mamdani
model [1] and the coding schemes are adjusted from the studies of Juang [12].
It is distinguished by a set of rules or knowledge representation and by the
specification of some concepts associated to the reasoning strategy. A rule Ri
is made up of antecedents and consequents and follows Mamdani definition
of rules [13]:

Ri = if ω1 is A1n and/or . . . ωm is Amn then y is Bn (2)

where ωm is a system feature (mips,pow,cputil,ualloc,palloc), y is the output
variable and Amn and Bn represent fuzzy sets related to feature m and out-
put, respectively, each considering n possible sets. The conditional component
corresponds to the rule activation conditions whereas the consequent part re-
flects the associated broker response. A complete rule base must consider
a set of rules capable to address every system situation. For the proposed
model, every feature ω is designed by three Gaussian membership functions
(GMFs):

g
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i
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Fig. 1. Fuzzy rule-based system scheduler

Every feature ω for each rule Ri is described by means of two values, μ(ω)
i and

σ
(ω)
i . In this work we characterize the system state by five different inputs and

so the number of features NF is set to this value. Fig. 2 shows the normalized
GMFs used for every feature. Every input feature is characterized by three
membership functions, representing the low, medium and high fuzzy sets.
The output of the fuzzy system is representd by five fuzzy sets: very low,
low, medium, high and very high. The aggregation of the consequents of the
activated rules let in the final output decision making. For a given system
state the superposition of the output parts of all rules is calculated in order to
obtain the general output decision. The degree of membership for all rules and
all features is estimated. Centroid method is then applied in defuzzification
in order to obtain the final controller output decision [14]. Two fuzzy rule
set or rule bases are used in our approach, one for medium scale datacenters

Fig. 2. Gaussian membership functions
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and other for large scale. The expert systems are highly dependent on their
knowledge, and it is important to adapt this knowledge for each situation,
if it involves qualitative/quantitative changes (medium or large scale). They
are shown in equations (4) (5) and they can be easily interpreted.

MEDIUM DATACENTERS

R1 =If (mips is not high) or (pow is not low) or (cputil is not middle)

or (utilalloc is middle) then out is veryhigh

R2 =If (mips is low) or (pow is not middle) or (cputil is not low)

or (utilalloc is low) or (powalloc is not middle) then out is high

R3 =If (pow is low) and (cputil is high) and (utilalloc is middle)

and (powalloc is not low) then out is high

R4 =If (mips is not high) or (pow is low) or (cputil is not middle)

or (utilalloc is not low) or (powalloc is not low) then out is not veryhigh

R5 =If (cputil is middle) or (utilalloc is middle) or (powalloc is low)

then out is not verylow (4)

LARGE DATACENTERS

R1 =If (mips is middle) or (cputil is middle) or (utilalloc is high)

or (powalloc is high) then out is not middle

R2 =If (mips is middle) and (pow is not middle) and (cputil is middle)

and (powalloc is low) then out is not middle

R3 =If (mips is not low) and (pow is high) and (utilalloc is not middle)

and (powalloc is middle) then out is middle (5)

4 Simulation Results

Several tests have been conducted to evaluate the proposed allocator algo-
rithm. The algorithm performance have been evaluated with CloudSim [15]
and RealCloudSim [16]. CloudSim is a a framework for modeling and sim-
ulation of cloud computing infrastructures and services. RealCloudSim is a
simulator of allocations of virtual machines based on the main engine of
the CloudSim project. RealCloudSim provides a interface to read network
topologies based on the BRITE format [17].

The cloud scenario consists of both medium and large datacenters with
heterogeneus hosts. The medium datacenter is made up of 100 hosts and 250
virtual machines. For the large one, 1000 hosts and 2500 virtual machines
are considered. Datacenter integrates x86 architecture, Xen as virtual ma-
chine monitor and Linux as operating system. Each host has a single PE
(processing entity) and available MIPS can be 1000, 1500, 2000, 2500 or 3000
(following a round robin distribution) as presented in Guimaraes et al. [8].
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Table 1. Example of hosts configuration (Mips/watts)

Host H1 H2 H3 H4 H5

Mips 1000 1500 2000 2500 3000
Power 200 250 300 350 200

The power consumption for every host follows a round robin distribution with
values 200, 250, 300 or 350 watts. An example is shown in Table 1. Virtual
machines have a number of MIPS equal to: 1000, 750 and 500 (round robin).
A number of instructions are needed to process each cloudlet in a virtual
machine, the values follows a round robin distribution as: 150,000, 200,000,
100,000 and 25,000. An example is shown in Table 2.

Table 2. Example of virtual machines configuration

Vm Vm1 V m2 V m3 V m4 V m5

Mips 1000 750 500 1000 750
Instructions 150,000 200,000 100,000 25,000 150,000

For testing process, energy power consuption performance Ec is consid-
ered. The results of simulation are compared with other literature classic
scheduling algorithms: Round Robin (RR), Best resource selection (BRS),
Minimum Power Diff (MPD), MinMin, Maxmin and Sufferage [18][19]. In
the Round Robin algorithm, each virtual machine is allocated in a differ-
ent host, making a cycle. Hosts that cannot allocate virtual machines are
skipped. In the Best Resource Selection algorithm, the host with the highest
MIPS in use divide MIPS ratio is allocated. In Minimum Power Diff each
incoming virtual machine is allocated to the host which will consume less
energy. MinMin allocates virtual machine in the host with minimun power
after allocation. MaxMin allocates virtual machine in the host with max-
imum power after allocation. The Sufferage heuristic is based on the idea
that better mappings can be generated by assigning a virtual machine to a
host that would suffer most in terms of expected power consuption if that
particular virtual machine is not assigned to it. Table 3 presents an energy
power consumption comparison between these algorithms, compared to the
algorithm proposed in this work. Results suggest that FRBS performs bet-
ter in large-scale environments. It is shown that FRBS scheduler achieves
the best performance in terms of power consumption in comparison to the
rest of strategies. It improves MPD (Minimum Power Difference) by 2.4% and
outperforms BRS (Best Resource Selection) by 2.9% for medium datacenters.
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Table 3. Scheduling strategies results (kWh) for FRBS, RR, BRS, MPD, MinMin,
MaxMin and Sufferage

Datacenter FRBS RR BRS MPD MinMin MaxMin Suffer

Medium 6.378 6.990 6.569 6.531 6.531 6.569 6.531
Large 67.350 69.132 70.660 67.986 67.986 68.368 67.986

For large datacenters and high virtual machines allocation, it improves MPD
1% and nearly 4% BRS. Thereby, the proposed strategy can be a competitive
algorithm in heterogeneus datacenters.

5 Conclusions

Large data centers make use of a lot of electricity due to the required high
power consumption for their performance. Since they are a source of air
pollution and other eviromental problems and high companies costs, it is
relevant to increase their efficiency in electricity management. In this work
a scheduling algorithm for cloud computing has been presented. It uses a
FRBS system for scheduling in homogeneus and heterogeneus datacenters
and reduces power consumption. Results indicate that a FRBS scheduler
achives better performance in terms of power consumption in comparasion
to classic scheduling algorithms: it reduces consumption by 2.4% and 1%
with respect to the best of its competitors in medium and large datacenters,
respectively, and thus, it arises as a competitive green scheduling strategy for
cloud computing.
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Summary. This paper presents a software-based approach to emulating un-
reliable WAN networks in a LAN environment, without interfering in the
configuration of the latter. A program must only be installed on all comput-
ers which host a multimedia system to be tested, which intercepts outgoing
packets and forwards them to an emulation proxy, where, in accordance with
a connection model, they are rejected or delayed before being submitted to
the destination computer. The proxy collects packet header data, supple-
mented with timestamps, and sends them to a warehouse server which stores
the report about the network traffic of the tested application. By analyzing
such reports and observing how programs react to packet losses and delays,
multimedia systems can be evaluated for correctness, performance, and tol-
erance to network failures. Using the Java and C programming languages, a
prototype of such an emulation architecture has been implemented together
with GUI-based tools for modeling connections, supervising experiments, and
analyzing traffic reports.

1 Introduction

For about 15 years a significant research effort has been devoted to the
development of algorithms for image and video coding that produce data
representations that are not only compact but also are well suited to network
transmission [1]. Such algorithms are multiple description coding (MDC),
scalable coding, distributed coding, and forward error correction (FEC),
which protect data against packet losses or allow for adjusting bitstreams to
capabilities of networks and user terminals. On the other hand, architectures
for image retrieval and video streaming have evolved from the straightforward
client-server configuration to accelerated multitier schemes, peer-to-peer sys-
tems, and content delivery networks, in which data replication and caching,
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load balancing, parallelism, and path diversity are used to achieve high per-
formance and reliability.

Testing such advanced algorithms and architectures is difficult but is often
necessary to prove their correctness, to measure their performance, and to
evaluate their robustness to network failures. A widely accepted method of
testing network applications is emulation [2], which is less abstract and less
computationally demanding than simulation, and more flexible and more
economical than building a test network. A variety of emulators have been
developed over the years [3, 4, 5, 6, 7], as networks can be emulated in different
ways, and there is no optimal solution.

Working on image coding for network applications, we need an emulation
tool, but none of existing emulators satisfies our needs. Most of them were
written for only one operating system, they do not scale easily to tests with
a dozen or so clients and servers, and they are difficult to use. In particular,
some solutions require network devices or LAN topology to be reconfigured,
and no solution seamlessly combines emulation with traffic logging and anal-
ysis. Thus, we decided to develop our own solution, which would be tailored
to our needs.

The aim of this paper is to present its architecture and properties. We
managed to overcome all the aforementioned shortcomings, as our emulator
works on both Windows and Linux, can be set up without changing the LAN
infrastructure, is able to handle many end-hosts, provides graphical user in-
terface (GUI), and supports network traffic reporting. Its drawbacks are that
our network model is simple, and that packets cannot be delayed very accu-
rately. Nevertheless, the system is pragmatic and allows for performing many
practical tests of network applications, especially when a qualitative rather
than quantitative approach to the quality-of-service (QoS) is satisfactory.

Our emulator has been developed as a part of the TEWI project, whose
aim is to create a diverse software-hardware platform for scientific research.
On the other hand, we plan to use the system to teach students advanced
networking concepts and principles of multimedia communications.

2 Distributed Architecture for Network Emulation

Our approach to network emulation is explained in fig. 1. It is based on
interception of Ethernet frames, which is essentially equivalent to intercepting
IP packets. For this purpose, an agent software has been developed that must
be installed on every computer that hosts a component of a multimedia
system to be tested. The agent hooks into the network protocol stack and
intercepts only outgoing frames whose destination is another application host.
Every intercepted frame is encapsulated into a separate UDP packet, which
is sent to an emulation proxy. The proxy rejects the frame or delays it before
submitting it to the destination host. The decision is made, and the delay is
determined, based on the IP header data and on the link model that has been
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assigned to the virtual connection between the source and destination hosts.
When agents are installed on all hosts, the entire network traffic related
to a multimedia system can be passed through proxies, which emulate an
unreliable WAN network.

Obviously, the accuracy of delay emulation is limited by the delays related
to passing packets by the proxy and to frame processing by both agent and
proxy. However, the unavoidable delay is not large, of order of dozen or so
milliseconds, provided that the components of the emulator run on modern
computers that reside in the same LAN network and are interconnected using
a fast network switch, and no other systems burden the network. If a proxy is
overloaded, then more proxies can be added, so our architecture is scalable.

Both agents and proxies are controlled using a supervisor program, which
also provides a graphical user interface for modeling unreliable networks. The
main window of the supervisor is shown in fig. 2(a).

Communication among emulator components is based on binary messages,
which are transferred using the UDP protocol. We have defined about thirty
types of messages, which can carry control commands, status information, or
configuration data. Even though we assume that packets cannot be lost in
LAN environments, we have developed a mechanism of sequential numbering
of packets so as to make it possible to detect data losses.

3 Unreliable Network Modeling

In contrast to many existing emulators, our solution uses abstract network
models, so that experiments can easily be repeated using different hardware.
Network modeling begins with defining virtual hosts, and then for each pair
of hosts the link between them needs to be characterized. By assigning de-
scriptive identifiers to hosts and by consistently using some pre- or postfixes
in the identifiers, emulator users can make identification of a host or a group
of hosts easier than in the case of using IP addresses and subnet masks, which
is often required by the existing emulators.

Before running emulation, the user must associate the identifiers with real
computers on which the agent software works. He also must assign an em-
ulation proxy to each of the computers. Knowing how the logical network
is mapped onto physical devices, the supervisor is able to sent configuration
data to agents and proxies. There is no need for changing physical connections
among the devices.

The link model is shown in fig. 3 as a relational database schema. In our
approach, both delay and loss probability, which characterize a link, can vary
during emulation in accordance with a given schedule. The schedule comprises
one or more time slots each of which determines how long a particular delay
or loss pattern should be emulated by a proxy before switching to the next
pattern. This allows users to naturally and easily model dynamic networks,
in which connection links can fade, recover, or change their characteristics.
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Fig. 1. The proposed architecture for network emulation: (a) the essential data
flow and (b) system setup

In most of the existing emulators, this can be achieved by reconfiguring
them during experiments. If there are many hosts, or many parameters must
be changed, it may be too slow or too laborious to do this using GUI. Usu-
ally, a user needs to learn a mechanism for programmatically controlling an
emulator, to write scripts, and to run them at the appropriate times. Even
using programmatic control, it is usually impossible to reconfigure several
links or parameters simultaneously, even approximately, as reconfiguration
commands are sent and processed sequentially.

In our approach, the proxy knows in advance what it has to do during
emulation and switches link models on its own in appropriate moments.
This allows users to conveniently define many practical test scenarios, even
though interactive experiments are impossible. Even more advanced tests
could be performed after extending the agent software so as to allow it to run
applications on hosts in accordance with a given schedule. This would allow
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(a)

(b)

Fig. 2. The graphical user interface of (a) the supervisor and (b) traffic analyzer

users to easily compare how different configurations of a multimedia system
behave.

Network models are stored using the SQLite engine for local databases. By
incorporating database management into our programs, we have reduced the
number of the servers that must be installed in order to set up an emulation
environment. Similarly, a HTTP server has been built into the warehouse
server, so as to have only one piece of software that hosts network models,
traffic reports, and the website that supports emulator users by providing the
documentation and executable files.

4 Traffic Logging and Analysis

The supervisor, agents, and proxies implement emulation clocks, which are
synchronized up to milliseconds using mechanisms inspired by the Network
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Fig. 3. The relational database schema used for modeling unreliable networks

Time Protocol (NTP) [8]. The clocks allow for attaching timestamps to a
packet when it is intercepted by an agent, sent to a proxy, received by the
proxy, and sent to the destination host. After processing every packet, the
proxy constructs a log record from these timestamps and packet header data
(size, protocol, source/destination hosts/ports) and puts the record into a
buffer. When the buffer is full or an emulation task is finished, the buffer
content is sent to the warehouse server which stores reports of experiments.
A report comprises not only log records, but also the abstract network model,
and the information how that model was mapped on real computers that were
used in the experiment.

About 30 bytes of log data per Ethernet frame are transmitted and saved,
so if the Maximum Transmission Unit (MTU) is about 1500 bytes, as in most
LANs, then only one log frame must be sent for every 50 frames processed
by a proxy. Thus, the related data flow does not much affect the network
and emulation performance, and even for long lasting emulation experiments,
reports do not take up much space on server disks.
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For performance reasons, the traffic log can be analyzed only after finish-
ing emulation. The application for this purpose provides rich GUI as demon-
strated in fig. 2(b). It allows users to retrieve the data of interest from the
warehouse server, and then to present traffic statistics in tables and plots.

5 Implementation Details

All our applications are multithreaded programs and use shared memory
and queues to pass data among threads. The project source code comprises
about 200 classes. The agent software have been developed using the C++
programming language, whereas the remaining components of our emulator
have been implemented in Java. Some additional libraries have been used:
JFreeChart to draw plots, JNetPCAP to inject packets that leave proxies,
and SQLite4Java to manage network model databases.

For Windows, packet interception requires low-level network driver pro-
gramming in accordance with the Network Driver Interface Specification
(NDIS). We plan to write our own NDIS driver in the near future, but in
order to speed up the development, the prototype agent has been imple-
mented using WinpkFilter. This high-performance packet filtering frame-
work for Windows allows developers to create applications that efficiently
analyze and modify raw network packets without having to write low-level
driver code.

It is much easier to intercept Ethernet frames on Linux, as this operating
system provides the "‘iptables"’ command for filtering, redirecting, and queu-
ing packets as necessary. This command controls the "‘netfilter"’ framework,
which has been a part of the Linux kernel since version 2.4.

6 Conclusions

Several usage scenarios have been developed that are aimed at both test-
ing and demonstrating the emulator as well as at teaching students some
concepts related to multimedia communications. The most notable scenar-
ios are related to TCP congestion control and to video streaming using the
VLC/Videolan software.

Preliminary experiments showed that our architecture is practically useful,
and that the emulation performance and accuracy of its prototype implemen-
tation are satisfactory if an application test to be performed is not very so-
phisticated. On the other hand, the built-in traffic logging and analysis make
experiments easy. Finally, GUI tools we have developed allow users to con-
veniently model networks, configure emulation tasks, and analyze empirical
results.

Subjects for future works are to implement the proxy using an FPGA
device or a network processor, and to develop the agent software for mobile
devices running the Android operating system.
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Summary. This paper introduces the ShortestPathTreeACO algorithm de-
signed for finding near-optimal and optimal solutions for the shortest path
tree problem. The algorithm is based on Ant Colony Optimization meta-
heuristic, and therefore it is of significant importance to choose proper oper-
ation parameters that guarantee the results of required quality. The operation
of the algorithm is explained in relation to the pseudocode introduced in the
paper. An exemplary execution of the algorithm is depicted and discussed on
a step-by-step basis. The experiments carried out within the custom-made
framework of the experiment are the source of suggestions concerning the
parameter values. The influence of the choice of the number of ants and
the pheromone evaporation speed is investigated. The quality of generated
solutions is addressed, as well as the issues of execution time.

1 Introduction

This article aims at presenting available possibilities of application of the Ant
Colony Optimization (ACO) technique in finding the Shortest Path Tree
(SPT) as a novel technique and alternative to the methods based on con-
ventional algorithms for finding the shortest path such as the Dijkstra’s or
Bellman-Ford algorithm [1]. It should be stressed that the Ant Colony Op-
timization metaheuristic has been constructed to seek solutions of NP-hard
problems [2]. As such, there is thus no guarantee that the most optimum
solution will be always found. Therefore, the obtained results may be both
optimal (accurate) and approximations that depend on the degree of fitness
of the algorithm itself for each individual problem to be solved. Therefore, it
is crucial to first analyse a given task and to properly select the operations
running parameters to be executed and to perform their optimization. Hav-
ing carried out many research studies and tests, the authors have eventually
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established and chosen appropriate parameters, methods and ways that prove
to be the most effective in solving a given specific problem.

The two following subsections of the article present the base algorithm and
define the problem of the shortest path tree. Section 2 provides a presenta-
tion of the proposed algorithm, discusses its pseudocode, as well as discusses
its operation based on an example of a selected graph. Then, in Section 3,
the authors present the results of the simulation study of the operation of
the algorithm. The first subsection is focused at the percentage of correct
solutions, while the second subsection discusses the duration of operation of
the algorithm. Final remarks and conclusions are presented in the summary.

1.1 ShortestPathACO Algorithm

The ShortestPathACO algorithm is a method and a set of recommendations
to ensure that the Ant Colony Optimization metaheuristic for solving the
shortest path problem is properly applied. A detailed introduction to the
methodology, discussion on the context and methods for finding paths, as well
as a discussion on the classes of parameters and the methods for updating
pheromones, are introduced by the authors in [3]. The subsequent paper [4]
presents a thorough analysis of the ShortestPathACO based strategy to find
the shortest path between two nodes.

1.2 Shortest Path Tree Problem

It can be proved [5, 6] that the shortest paths from one vertex of a graph
to all of the remaining vertices create a shortest paths tree. A characteristic
feature of this tree is the fact that its root is formed from the initial (source)
vertex, all of its edges are directed in the direction opposite to the vertex, and
each path that can be created from the initial vertex to any other vertex is
the shortest path to this vertex. By having the vector d = {di : i ∈ N}, whose
each element di is called vertex label and takes on numerical values or is equal
to infinity and denotes the shortest distance between a given vertex and the
initial vertex, we are in position to create this tree. All labels, however, have
to satisfy the following conditions called Bellman’s Equation [7]:

ds = 0 (1a)

and
dj = min

(i,j)∈A
{di + aij}, ∀ j 
= s (1b)

The solution for the problem of finding the shortest path tree in a graph
finds most of its recent applications in different demanding applications that
are based upon multicast routing in communication networks [8, 9, 10, 11].
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2 The Application of the ShortestPathACO Algorithm
for Finding the Shortest Path Tree

Using the ShortestPathACO algorithm, the ShortestPathTreeACO algorithm
has been developed – an algorithm that aims at constructing the shortest path
tree. In this way, the Single-Source Shortest Paths problem (SSSP), related
to finding the shortest paths from a single initial node to all other nodes in
a weighted graph [5], is solved at the same time. Thanks to a construction of
the shortest path tree it is not necessary to find the shortest paths from the
source to all of the nodes one by one, but only to such nodes that have not
yet been included in the tree. By taking this kind of approach to a solution
of the single-source problem, we obtain full and extensive information on the
shortest paths but with a lower number of operational counts and initiations
of the ShortestPathACO algorithm.

Data: G = (N ,A) – graph, a – edge cost vector, s – initial node, t – end node, m – the
number of ants, α – the parameter that defines the influence of pheromones on the
choice of the next node, β – parameter that determines the influence of remaining
data on the choice of the next node, ρ – parameter that determines the speed at
which evaporation of the pheromone trail occurs; takes on values from the interval
〈0, 1〉, τ0 – initial level of pheromones on the edges, τmin – the minimum
acceptable level of pheromones on edges, τmax – maximum acceptable level of
pheromones on edges, iteration_limit – the limit of ShortestPathACO iterations

Result: d – vector of labels, pred – vector of predecessors
foreach i ∈ N do

di ← +∞;
predi ← 0;

end
ds ← 0;
remaining ← N − 1;
t ← N ;
while remaining > 0 do

while dt �= +∞ and t > 1 do
t ← t− 1;

end
if t > 1 then

path, length ←
ShortestPathACO(G, a, s, t,m, α, β, ρ, τ0, τmin, τmax, iteration_limit);
current_length ← 0;
foreach (i, j) ∈ path do

current_length ← current_length + aij ;
if dj > current_length then

if dj = +∞ then
remaining ← remaining − 1;

end
dj ← current_length;
predj ← i;

end
end

end
end

Algorithm 1. ShortestPathTreeACO Algorithm
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2.1 Pseudo-code and a Discussion on the Algorithm

The operation of the ShortestPathTreeACO algorithm is based on the itera-
tive implementation of the ShortestPathACO algorithm with a variable value
of the parameter t. At the beginning, the variables d and pred are initiated.
The variables are responsible for respectively storing the vector for the labels
of vertices (the length of the shortest path from the initial node to a given
node) and for memorization of the vector of vertices that have been previ-
ously in the path to the initial node. Then, the label of the initial vertex ds
is set to 0, the variable remaining to N − 1 (this is the number of labels of
vertices that are still to be calculated), whereas the variable t is set to the
last vertex in the graph.

The remaining operations are performed in the loop for as long as there are
any vertices whose labels have not yet been ultimately calculated (the variable
remaining is greater than 0) available. Initially, the label dt of vertex t is
checked whether it is already set and whether t is greater than 1. Then, the
variable t is decreased by 1 until both of the conditions are satisfied. If t is
still greater than 1, the next action the algorithm has to perform is to initiate
the ShortestPathACO algorithm for the current value of the variable t, which
results in obtaining a calculated path between nodes s and t, as well as its
length.

The next step is to set an auxiliary variable current_length for a given
path to 0 and to follow thus obtained path to update the variables d and
pred. For each edge of the path path, the length of this edge is added to the
variable current_length. Later, only when the label of a vertex in which this
edge terminates is greater than the variable mentioned earlier further action
is performed. If the label of the vertex in which the current edge terminates
has not been set earlier, the variable remaining is decreased by 1. Then,
this label is set to the current value of the variable current_length, while
the variable pred for this vertex is being set to the vertex from which the
considered edge starts.

2.2 Illustration of the Operation of the Algorithm

Fig. 1 shows subsequent steps in an exemplary process of building up the
shortest path tree with the help of the ShortestPathTreeACO algorithm in the
hand-made graph constructed from 10 vertices that were joined together by 19
edges. At each of the stages a partial tree is shown, as well as it is shown what
values are taken on by particular parameters before the ShortestPathACO
algorithm for the operative value t is activated. The edges marked with broken
line indicate the elements that belong to SPT.

Fig. 1a shows the state of the graph after the initial stage, i.e., after all
actions from the line 1-7 of the 1 algorithm have been executed. All labels of
the vertices except the initial vertex 1 are not set, which means that there
are 9 vertices to be calculated left. The first vertex to be considered is the
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d =
[
0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞]

pred =
[
0 0 0 0 0 0 0 0 0 0

]

remaining = 9
t = 10

(a) Step 1

d =
[
0 2 ∞ 4 ∞ ∞ 7 ∞ ∞ 9

]

pred =
[
0 1 0 2 0 0 4 0 0 7

]

remaining = 5
t = 9

(b) Step 2

d =
[
0 2 ∞ 4 ∞ 7 7 ∞ 8 9

]

pred =
[
0 1 0 2 0 4 4 0 6 7

]

remaining = 3
t = 8

(c) Step 3

d =
[
0 2 ∞ 4 ∞ 7 7 8 8 9

]

pred =
[
0 1 0 2 0 4 4 7 6 7

]

remaining = 2
t = 5

(d) Step 4

d =
[
0 2 ∞ 4 7 7 7 8 8 9

]

pred =
[
0 1 0 2 2 4 4 7 6 7

]

remaining = 1
t = 3

(e) Step 5

d =
[
0 2 4 4 7 7 7 8 8 9

]

pred =
[
0 1 1 2 2 4 4 7 6 7

]

remaining = 0
t = 0

(f) Step 6

Fig. 1. Consecutive steps in the operation of the ShortestPathTreeACO algorithm

vertex 10. After the execution of the first iteration of the main loop of the
algorithm, its state is presented in Fig. 1b. The shortest path to vertex 10
has been found and thus to all vertices that are included in it, i.e., vertices
2, 4 and 7. There are now 5 vertices without labels left, while the next end
vertex will be vertex 9. The next iteration complements the list of labels d
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by the next 2 values related to the end vertex 9 and vertex 6, which is shown
in Fig. 1c. Now there are only 3 vertices left that still have to have their
labels established. The next end vertex is vertex 8. In the next 3 iterations
the paths to vertices 8, 5 and 3 are found and the elements of the vector
of labels d are complemented, while the value of the variable remaining is
being decreased to 0, which terminates the operation of the algorithm.

In the discussed example, to construct the shortest path tree, and in this
way to solve the single-pair shortest path problem, the ShortestPathACO
algorithm had to be activated 5 times.

3 Study on the Operation of the Algorithm

Exactly as in the study on the general application of the ShortestPathACO [3]
algorithm, a number of tests was performed to find out whether the solutions
given by the ShortestPathTreeACO algorithm are correct, as well as to check
how the selection of parameters influences the operation of the method in dif-
ferent kinds of graphs. For the discussion in this paper, the hand-constructed
graph that is presented in Fig. 1 has been chosen. All the experiments were
conducted in a simulation environment prepared using programming lan-
guage C#. To obtain reliable results, each test was performed 100 times.
To diminish the influence of the simulation environment, extreme results
were rejected, and then the average values for the remaining results were
calculated.

The values of the parameters of the algorithm were the same as during the
conducted simulation tests of the ShortestPathACO algorithm to find the
shortest path between two nodes [4]. Therefore, the values of the parameter
α was determined as 1. The value β was adopted here as the one equal to 0.6,
since for lower values the algorithm was not capable of finding accurately an
optimum solution to the SPT. The parameters τ0, τmin and τmax were set
to 0, 0 and 200, respectively, while the parameter iteration_limit was set to
25000. It should be reminded that due to the heuristic nature of ACO-based
methods, the values of these parameters are extremely important and in the
case of different types of graphs these values should be verified.

In the following subsections we discuss the experiments aimed at verifying
the influence of the choice of the number of ants m and of the parameter ρ on
the quality of generated solutions and on the execution time of the algorithm.
The methodology for the calculation of the quality of a solution was modified.
In the case of the ShortestPathACO algorithm it was equal to the number of
optimal lengths of paths divided by the number of tests performed. This time,
taking into consideration the fact that a greater number of paths included
in a tree was to be analysed, the quality of solution takes additionally into
account the number of properly constructed labels of vertices in relation to
the number of vertices. This value, taken from all the tests, was then added
up and divided by the number of tests, which means that it is the average of
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the results of one test. For example, if the algorithm properly calculates the
shortest path for 9 out of 10 vertices, then the quality of solution will amount
to 90%. If in the second attempt the number of correct paths decreases to 7,
then for the two tests the average of the quality of solution will be 80%, with
the standard deviation equal to 10%.

3.1 Percentage of Correct Solutions

The percentage of optimal solutions in relation to the parameters m and
ρ can be retraced in Graph 2. In the case of the considered graph, it is
already with a small number of ants that the percentage of correct solutions
ranges within the boundaries of 70%, while the results for different values
of ρ are similar. It should not be forgotten, however, that this value means
that for 9 of sought-after paths, for nearly 7 of them the found path was
the shortest. In addition, the result is also influenced by the fact that the
resulting value is the average for 100 measurements. By watching closely
the standard deviation we can observe that with a small number of ants it
exceeds even 15% for ρ = 0.001. This results from a large differentiation in
the obtained results between individual measurements and is tantamount to
the fact that during some of the tests the quality of solution dropped below
50%, while on other occasions was well above 90%. Along with the increase
in the number of ants the percentage number of correct solutions increases,
while the standard deviation decreases, which translates into a decrease in
the width of confidence intervals in the obtained results. With 14 ants, or
more, all paths that have been found are the shortest paths, whereas the
standard deviation is equal to 0, which means that in all attempts the results
were the same.

Fig. 2. The quality of generated solutions provided by the ShortestPathTreeACO
algorithm for the graph from Figure 1 depending on the parameters m and ρ
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By analysing the influence of the parameter ρ we can observe that for
its higher values, with a small number of ants, the standard deviation takes
on higher values, whereas from the number of at least 6 ants the obtained
results are remarkably similar for different values of ρ. It is clearly visible
that despite the worse results for ρ = 0.1 with a small number of ants, after
an increase in the number of ants to 6, all three graphs are very similar. With
8 ants, the algorithm approaches 99%, and from the number of 14 ants all
found paths are optimal regardless of the number of tests. The data presented
in the graph are non-decreasing functions, whereas from a certain threshold,
in fact, solid functions.

3.2 Duration of Operation

While analysing the operation times of the algorithm in relation to the pa-
rametersm and ρ shown in Graph 3 some interesting dependencies are clearly
observable. With a small number of ants, the operation time of the algorithm
is very long — considerably longer than that with a substantially higher num-
ber of ants. The reason for the above might be the fact that with a small
number of ants the time necessary to check as large number of edges as pos-
sible prolongs. A colony composed of just 2 ants is not capable of effectively
checking available paths, hence the convergence is reached very late. Starting
from 4 ants and with ρ = 0.001 and ρ = 0.01, the operating time of the
algorithm stabilizes and increases proportionally to the number of ants. For
ρ = 0.1, the situation looks quite differently. Despite very similar results for
different ρ with 2 ants, from the number of 4 ants, the operation time of
the algorithm doubles and drops to an acceptable level with as many as 10
ants. Such results are derived from the fact that the exploration features of

Fig. 3. Execution time of the ShortestPathTreeACO algorithm for the graph from
Figure 1 depending on the parameters m and ρ
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ants become too high. This in turn causes pheromones to be deposited on a
great number of edges, while the paths obtained in successive iterations do
not repeat, which makes it difficult for the algorithm to reach convergence.
From the number of 10 ants, regardless of the value of the parameter ρ, the
operation time of the algorithm improves gradually along with the increase
in the number of ants.

One can conclude unequivocally from graph 3 that an excessive increase
in the value of the value of the parameter ρ may lead to a prolongation of
the operation time of the algorithm that ultimately does not improve at all
obtained results — as referred to Graph 2.

Taking into consideration both the analysis of the obtained results and the
operation time of the algorithm, it is possible to determine that for ρ = 0.001
and ρ = 0.01 and from the number of about 8 ants, the algorithm performs
very well and generates good quality solutions with relatively short time of
its operation.

4 Conclusion

The study described in the present article proves that the proposed Shortest-
PathTreeACO algorithm can be successfully used for constructing the short-
est path tree based on the method that has been derived from Ant Colony
Optimization metaheuristic. It results from the the simulation tests that, for
the graph under consideration, it is possible to establish the minimum value
of the number of ants that makes the most optimum solutions obtainable.
Any further increase would make no sense because it would only translate
into an increase in the operation time of the algorithm and a further demand
for calculation resources. The number of ants used cannot though be too
small because this leads to an increase in time required for the solution to be
found. A similar dependence is observable in the case of the parameter that
defines the speed of the evaporation of pheromones.

There is a clear need for a careful selection of appropriate parameters for
the operation of the algorithm to a specific application, in this particular case
to the type of the structure of the graph. This necessity can have its detri-
mental effect on the possibility of a wide application of the algorithm for any
graphs in practice. The initial analysis of the performance of the algorithm
in other types of graphs carried out by the authors clearly indicates that in
order to obtain acceptable results in more complex and complicated struc-
tures, for example in multi-stage graphs, it may be necessary to carry on with
additional studies aimed at developing methods for even better improvement
in obtainable results.
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Summary. This article presents the concept of building the access gate be-
tween a sensor network and Internet. A sensor network can be built in any
standard, through wire or wireless (ZigBee, Bluetooth or Wi-Fi). Data trans-
mission was made by higher layers of ISO/OSI web model, with local caching
and data saving on the SQL server. The developed gateway has to ensure
proper data transfer in different conditions concerning the bitrate and la-
tency. The developed solution includes a variety of operating systems.

1 Introduction

Web technologies enable creating the applications which gather and process
data obtained from local area sensor networks as well as from wide areas. One
of the problems in data transferring is changing of delays over time which
originate from local or wide area network disturbances. The main priority
in developed solution is ensuring the proper data registration from sensors,
regardless of any external factors. Affordable modules – working in IEEE
802.11b/g or Ethernet standards – extending the capabilities of micropro-
cessor systems, enable building the sensor network couplers with Internet,
becoming a cheaper alternative for industrial systems. Implementation of
wireless sensor network projects, encounters problems related to radio dis-
turbances from coexisting networks working in the same frequency range or
technology limited range Wi-Fi devices. Using the wide area network intro-
duces additional disturbances linked to irregularity of the network bandwidth.
Microprocessor systems can handle hardware (or software) TCP/IP stack,
enabling the data transfer to the higher layers of the ISO/OSI model [1].

In the next section the concept of using a gateway will be presented, which
enables implementation of data transmission services from sensor network to
the IP network and data registration in the SQL server with ability of caching
data in the local SQL database [2]. It is assumed that the processes are not
time critical.
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2 Gateway Project

The gateway should enable data travelling from the sensor network with dif-
ferent wired or wireless standards. It was assumed that the data from each
sensor is acquired at a defined time interval. It should provide caching to elim-
inate irregular transfers within local and wide area network. The proposed
system solution is presented on a block diagram (Fig. 1).

Fig. 1. Block diagram of the proposed solution (S-sensor, P-acquisition process)

The gateway consists of:

• Coupler to sensor network ensuring data transfer in frames of used tech-
nology.

• Interface for the access to local database, which provides saving and sto-
ring, for limited time, the data gathered from sensor network, indirectly
determined by the number of entries stored in a local database.

• SQL database client (assuming the server is available for the specified IP
address), which has to provide data transfer from the local to the target
database while deleting transferred data from the local one.

3 Simulation

The virtual network environment (Oracle VM VirtualBox) was created using
the configuration of virtual machines [3] shown on Fig. 2.
The virtual network environment configuration:

• Gateway (192.168.56.103) (OS: ArchLinux 32 bit, RAM: 512 MB, network
settings : two network cards (Host-only Adapter and NAT)),

• Gateway (192.168.56.133) (OS: ArchLinux 32 bit, RAM: 512 MB, network
settings : two network cards (Host-only Adapter and NAT)),

• Server MySQL (192.168.56.102) (OS: Windows 7 32 bit, RAM: 1024 MB,
network settings : two network cards (Host-only Adapter and NAT)).
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Fig. 2. The Oracle VM VirtualBox configuration

Each machine was provided with Internet and the direct communication
interfaces between each of them. The Oracle VM VirtualBox settings require
configuration of NAT (Network Address Translation) process to ensure au-
tomatic access to Internet and configuration of Only Host Adapter service,
which creates internal local network, whereby all virtual machines commu-
nicate. For easier communication between machines the static addressing is
used. Transfers of data from the sensor network were emulated as individual
processes – a single process for each sensor network. The main task of the
emulator was a delivery in the sequential times of the sample data to the
local database. The variable n was defined as the length of the FIFO data
buffer [4].

The model of a single queue can be represented in Kendall’s notation as
D/G/1 with limited number of customers [5]. The gateway with multiple
sensors is represented by the D/G/c queue model.

In this test the cache size in the local database was set to ten (n = 10)
entries from a single sensor. The gateway application was transferring the
stored data to the target MySQL server. Each sensor had its own SQL table
for caching data (Fig. 3). The local field of table was cleaned when the data
was transferred by output process to the target database.

Test program was written in Java. Presented configuration requires ad-
vanced computer devices in order to work properly: at least 3-core processor
with at least 2 GHz clock speed and at least 4 GB RAM. The correctness
of entries to databases and CPU usage was checked experimentally and data
transfer was measured using NetBalancer software [6].

Conducted tests showed no irregularities. It was not requirement of change
of the buffer in this case.



330 P. Lech

Fig. 3. The FIFO SQL table based buffer

4 Real Environment

The real environment was powered by two gateways and one MySQL server
(Fig. 4). The gateways were connected by two different internet access tech-
nologies. The GPRS connection was used for a slow data transfer. Two sensor
networks were handled by the gateway with slow connection. In this case four
SQL tables (one for each sensor) for buffers were used. The second gateway
was used for fast transfer data (WiMax technology) from one sensor network
to the SQL server with one local buffer. The MySQL server was connected by
ADSL technology. The sensors were read every 10 ms and this time interval
can be changed by the user separately for each sensor.

The gateway 1 – Raspberry Pi with Linux – configuration:

• Wi-Fi interface,
• Bluetooth interface,
• Java server application to acquisition data,
• local MySQL database server,
• modem GPRS,
• output application for transfer data from local buffer to target database.

The Sensor network 1 – the tablet with Android 2.3.2 system – configuration:

• build-in – angle and accelerometer sensor,
• Java client application,
• Wi-Fi interface.

The Sensor network 2 – the tablet with Android 4.0.2 system – configuration:

• build-in – angle and accelerometer sensor,
• Java client application,
• Bluetooth interface.
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Fig. 4. The real network configuration (P-acquisition process)

The gateway 2 – Raspberry Pi with Linux – configuration:

• Wi-Fi interface,
• Java server application for acquisition data,
• local MySQL database server,
• Ethernet to WiMax Gateway connection,
• out-put application for transfer data from local buffer to target database.

The Sensor network 3 – FriendlyArm Tiny 210 (SDK-Board) module with
embedded Linux system – configuration:

• I2C temperature measurement sensor,
• Java client application,
• Wi-Fi interface.

The SQL Server – PC with Windows 7 – configuration:

• AMD Phenom(tm) II P840 Triple-Core 1.9 GHz processor, 4 GB RAM
• MySQL Database Server,
• USB - ADSL modem.

Table 1. The 10 minutes average bitrate

Gateway 1, n=10 Gateway 1, n=1000 Gateway 2
buffer overflow 38,8 kb/s 12,5 kb/s
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Fig. 5. The data transfer delay

Buffering Problem

Sometimes, some buffering problems occur when the bitrate of the WAN net-
work connection is dramatically reduced. In this case we can observe the over-
run buffer process (Table. 1). This problem with the GPRS connection was
observed in the proposed experiment. The size (n) was manually corrected
for a proper data caching without buffer overrun [7]. The measurement delay
writing to MySQL database was carried out by comparing the timestamps
entries. One of them was generated by the sensor network acquisition process,
and the second by a user-defined function performed by SQL Server (Fig. 5).
It is possible to choose the optimal value defining the length of the buffer
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for different data rates and delays on the analysis of the obtained results of
research.

In this case it is possible to build the procedure for auto-resizing the
buffer [8]. The single queue model for real networks can be represented in
Kendall’s notation as G/G/1 (or G/G/c for the gateway with multiple sen-
sors) with limited number of customers in the queue and the possible loss of
customers [9].

5 Conclusion

The error-free delivery of data using a variety of network technologies and
different operating systems is a big challenge for application developers. Im-
plementation issues of data transfers to the upper layer of the ISO/OSI model
and providing correct buffering facilitates the task of building this type of
application. Finding the optimal values which define the length of the buffer
for different data rates and delays are possible on the basis of observation of
data delivery delays and the bitrate. In the future work an adaptive algorithm
for the estimation of the optimal value of the buffer size will be needed for
the observed network parameters.
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Summary. This article proposes a new analytical model of a multi-stage
switching network with a system of overflow links in the first stage of the
network. The initial assumption in the study was that the system of overflow
links would be used by one class of calls. The article presents the dependen-
cies between the internal blocking probability and the capacity of the overflow
link. The results of the analytical calculations are then compared with the re-
sults of the simulations of multi-stage switching networks. The present study
has confirmed fair accuracy of the proposed method and proved the validity
of the implementation of overflow links in switching networks.

1 Introduction

One of the most effective ways of decreasing the internal blocking probability
in single-service [3, 15, 21, 16, 2] and multi-service switching networks [25, 13,
12, 14, 8] is an application of overflow links between the switches of the first
stages. Single-service, two-stage switching networks with overflow links were
initially used in switching nodes of the Pentaconta system [3]. At the time,
the application of overflow links made it possible to significantly reduce the
phenomenon of the internal blocking in switching networks. However, works
on modelling of multi-service switching networks with overflow links have
been initiated fairly recently. In [25] the authors prove that the introduction
of overflow inter-stage links to the first stage of the switching network is the
most effective. The works [13, 12, 14] propose analytical models for switching
networks with overflow links and point-to-point selection [13] as well as with
point-to-group selection [12, 14]. The basic idea behind the considerations in
the present article is included in [10] in which a modification to the PGBMT
method (Point-to-Group Blocking with Multi-rate Traffic [23]) for modelling
multi-service networks with overflow links and point-to-group selection is
proposed. The method [10] assumes that the capacity of the overflow links
is so big that the losses in these links can be omitted. Such an approach
has been proved and validated by simulation experiments [25]. The present
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article attempts to determine the point-to-group blocking probability in a
multi-service switching network with overflow links. The model assumes that
the capacity of the overflow link can be finite. A further assumption is that
the system of overflow links will be offered only one class of calls that can be
selected according to, for example, the maximum loss criterion in a switching
network without overflow links. The article is structured as follows: Section
2 provides a description of the structure and operation of a three-stage Clos
network [1] with overflow links. Section 3 presents the methods for modelling
the switching networks with overflow links. Section 4 includes a comparison
of the analytical results of the modelling with the simulations carried out for
a number of selected switching networks. Section 5 sums up the article.

2 Switching Network with Overflow Links

Fig. 1 shows the structure of a Clos switching network with overflow links in
the first stage. The network is composed of k symmetrical switches with k×k
links in each of the stages. The initial assumption was that each inter-stage
link had the capacity of f BBUs (Basic bandwidth Unit [20, 24, 11]), whereas
the overflow link had the capacity of fo BBUs. The network was offered a
mixture of a number of classes of call streams with different demands. The
outputs of the switching network were grouped into directions in such a way
that each i-th output of each switch of the last stage belonged to the i-
th output direction. The assumption of the article was that the overflow
links would be used in the first stage of the network and would connect an
additional output of a given switch with an additional input of the adjacent
switch of the first stage (Fig. 1). In point-to-group selection, following the
arrival of a new call, the controlling algorithm chooses a switch of the last
stage that has a free link in a given direction. Then, the algorithm attempts
to set up a connection with a selected switch of the last stage. If this is
not possible, the algorithm tries to set up a connection through an overflow
link, i.e., the call is being redirected to a neighbouring switch of the first
stage and an attempt to set up a connection between this "new" switch of
the first stage and a selected switch of the last stage will follow. If setting
up of such a connection fails to succeed, the algorithm will choose another
switch of the last stage that has a free output link in the demanded direction
and will repeat the above sequence of attempts to set up a connection. In
the case where a connection to free switches of the last stage still cannot be
set up, the call will be lost due to internal blocking. If all output links in a
given direction are busy, the controlling algorithm will reject the call due to
external blocking.
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3 Modelling of a Network with Overflow Links

Let us consider now the three-stage switching network presented in Fig. 1
and assume that s output links in a given direction can service a call of class
i. Our further assumption is that for a given switch of the first stage there
are d(i) switches of the last stage available. This means that the system is
capable of setting up a connection of class i between a switch of the first
stage and one of the available switches of the last stage. For a call of class
i, internal blocking in the network occurs when d(i) output links in a given
direction do not have a sufficient number of free BBUs to service the call
of class i. The internal blocking probability Eint(i) for calls of class i in the
PGBMT method is expressed with Formula [23, 6]:

Eint(i)=
∑d(i)

s=1

P (i, s)

1− P (i, 0)
[(

k−s
de(i)

)/(
k

de(i)

)]
, (1)

where k denotes the number of all outgoing (output) links in a given direction
(Fig. 1), whereas P (i, s) is the distribution of free links of the output group for
a call of class i. The internal blocking probability is determined with the as-
sumption of at least one free output link, hence in Formula (1) the distribution
P (i, s) has been replaced by the truncated distribution P (i, s)/[1 − P (i, 0)].
The distribution P (i, s) in the PGBMT method is approximated by a model
of a limited availability group (LAG)[22, 9]. The external blocking probability
Eext(i) is approximated in turn by the blocking probability in LAG, which is
equal to the probability P (i, 0):

Eext(i) = P (i, 0). (2)

Fig. 1. Three-stage Clos network with overflow links

The total blocking probability E(i) for calls of class i in the switching
network is the sum of the internal and the external blocking probabilities.
Assuming independence of events of the internal and the external blocking,
we get:

E = Eext(i) + Eint(i)[1− Eext(i)]. (3)
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To calculate the blocking probabilityE(i), it is necessary to know the effective
availability d(i) and the distribution of available links of the output group
P (i, s).

3.1 Limited-Availability Group (LAG)

The distribution P (i, s) in Formulas (1), (2) is approximated by the distri-
bution of free links in LAG [23]. LAG is a model of separated links with the
same capacity of f BBU. The distribution P (i, s) determines the probability
of an event in which s LAG output links (from among k of all links) can
service a call of class i:

P (i, s) =
∑V

n=0
[Pn]V P (i, s|V − n), (4)

where [Pn]V is the occupancy distribution in a LAG with the total capacity
V = kf :

nP [n]V =
∑M

i=1
Aitiζi(n− ti)P [n− ti]V , (5)

where Ai represents traffic of class i offered to a given direction,M is the num-
ber of classes of offered traffic, whereas ti is the number of BBUs demanded
by a call of class i. The parameter is the so-called conditional stage-passage
probability which in the LAG model can be determined by the following
formula:

ζi(n) =
F (V − n, k, f, 0)− F (V − n, k, ti − 1, 0)

F (V − n, k, f, 0) . (6)

The parameter F (x, k, f, t) defines the number of arrangements of x free
BBUs in k links, each with the capacity of f BBU. Additionally, each link
has been given ti free BBU. According to [23], we get:

F (x, k, f, t) =
∑⌊

x−kti
f−ti+1

⌋

j=1
(−1)j

(
k

j

)(
x− k(ti − 1)− 1− j(f − ti + 1)

k − 1

)
.

(7)
The probability P (i, s|x) in Formula (4) is the conditional distribution of

free links in LAG, determined with the assumption that x BBUs in the group
are free:

P (i, s|x) =
(
k
s

)∑Ψ
w=sti

F (w, s, f, ti)F (x − w, k − s, ti − 1, 0)

F (k, x, f, 0)
, (8)

where: Ψ = sf , if x >= sf , Ψ = x, if x < sf . In the PGBMT method, the
LAG model, defined by Formulas (4)–(8), makes it possible to evaluate the
blocking probability.
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3.2 Effective Availability of the Switching Network

The basic idea behind the determination of effective availability for a traf-
fic stream of class i is the concept of the so-called equivalent network [23]
that services single-service traffic. Each link of such a network is given a
fictitious load b(i) that is equal to the blocking probability of a stream of
class i in the inter-stage link of a real switching network. Conventionally, it
is adopted that the effective availability in the equivalent network is equal
to the effective availability of a real network. To determine the probability
b(i) in the PGBMT method, the occupancy distribution in the multi-service
full-availability group (FAG) is used [17, 19]:

n[Pn]f =
∑M

i=1
aiti[Pn−ti ]f , (9)

b(i) =
∑f

n=f−ti+1
P [n]f , (10)

where ai is the class i traffic offered to a single inter-stage link.
Effective availability for calls of class i in a three-stage Clos network is

determined on the basis of Formula [23]:

d(i) = [1− π(i)]k + π(i)b(i) + π(i)[k − b(i)][1− b(i)]b(i), (11)

where π(i) is the probability of direct unavailability of a switch of the last
stage for calls of class i. This probability results from an analysis of the
channel graph of the switching network with the application of Lee method
[18]. For the considered network without overflow links, the probability can
be determined on the basis of the graph from Fig. 2a:

π(i) = {1− [1− b(i)]2}k. (12)

3.3 Effective Availability of the Switching Network for
Overflow Class of Calls

The proposed model assumes that only one class of calls can be overflowed.
This means that the graph for the equivalent network for this class of calls
will have the structure presented in Fig. 2b (the graphs for the remaining
classes of calls have the structure presented in Fig. 2a). On the basis of Fig.
2b we can determine the probability of direct unavailability for a class of calls
that undergoes the overflow process:

π(i) = {1− {1− [1− (1 − π(j))(1 − b(j))][b(j)]}{1− b(j)}}k. (13)

The probability π(j) in Equation (13) is a fictitious load of the overflow
link. This parameter can be evaluated on the basis the analysis of overflows



340 M. Głąbowski and M.D. Stasiak

(a) (b)

Fig. 2. Probability graph (a)without overflow links (b)with overflow links

in the considered switching network. One can adopt that overflow traffic will
be equal (equivalent) to traffic of class j that is lost due to internal blocking
in the switching network without overflow links:

Rj = AjE
0
int(j), (14)

where the superscript 0 in the symbol that determines the internal block-
ing probability is meant to indicate the switching network without overflow
links. Due to the complex structure of overflows in the network, we assume
that traffic Rj is traffic that overflows from a given fictitious group with the
capacity of V ∗. Hence, we get:

E0
int(j) = E(V ∗)Aj . (15)

Formula (15) makes it possible to determine the capacity of a fictitious
group on the basis of the Erlang’s model. The knowledge of the capacity of
the fictitious group enables us in turn to apply the Riordan’s formula [26] to
determine variance and the peakedness factor of overflow traffic:

σ2
j = Rj

[
Aj

V ∗ + 1−Aj +Rj
+ 1−Rj

]
, (16)

Zj =
σ2
j

Rj
. (17)

Then, on the basis of the Hayward formula [4, 7, 5], we are in position to
evaluate the blocking probability that approximates the fictitious load of the
overflow link:

p(i) = E fo
Zj

(
Rj
Zj

)
. (18)

The parameter fo (Equation (18)) determines the capacity of a single over-
flow link. Having determined the value p(i) it is possible to determine, on the
basis of (13), the probability π(j) and then, using (11), the value of the
effective availability for the same class of calls of overflow traffic.
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3.4 Algorithm for Modelling the Network with
Overflow Links for a Single Class of Calls

The process of the determination of the internal blocking probability in multi-
service switching networks with point-to-group selection can be presented in
the following three steps:

• A determination, on the basis of the PGBMT method, of the blocking
probability in the switching network without overflow links (Formulas
(1)–(12)).

• A determination of the effective availability for a specific traffic class of
overflow traffic (Formulas (11), (13)–(18)) and for the classes that do not
undergo overflow (Formulas (11), (9)–(12)).

• A determination, on the basis of the PGBMT method, of the blocking
probability in the switching network with overflow links (Formulas (1)–
(3), (4)–(8)).

4 Sample Results of Modelling

The analytical method for modelling of multi-service switching networks with
overflow traffic presented in Section 3 is an approximated method. Therefore,
in order to corroborate the adopted theoretical assumptions, the results of
the calculations were compared with the available simulation data of a 3-
stage switching network (Fig. 1) composed of switches with k× k links, each
with the capacity f BBUs. The adoption was that k = 4, and f = 30.
The network was offered three classes of traffic in the following proportions:
A1t1 : A2t2 : A3t3 = 1 : 1 : 1, where the demands of particular classes were
as follows: t1 = 1, t2 = 2, t3 = 6. Figures 3-5 show the results of the cal-
culations of the blocking probability in the studied switching network. The
analytical results were then compared with the results of the simulations of
the switching network. These results are indicated in the figures with ap-
propriate points with 95 per cent confidence intervals, calculated after the
t-Student distribution for five series, with 100,000 calls of each class. The re-
sults of the modelling are presented in relation to the value of traffic a offered
to one BBU in input links to the switching network: a =

∑M
i=1(

Aiti
k2f ).

Fig. 3 shows the results of the simulations and calculations for the point-
to-group internal blocking probability with the assumption that there are
no overflow links in the network. Fig. 4 presents the results concerning the
network in which overflow links with the capacity of f0 = 30 for traffic that
required t = 6 BBUs were used. Fig. 5 in turn shows the values of the internal
blocking probability in relation to the changes in the capacity of overflow links
for the average traffic offered to a unit of the input link, equal to a = 1 Erl.
The results clearly indicate a significant reduction of the internal blocking
probability following the introduction of overflow links. The calculation error
mainly results from the adopted linear interpolation of the results of the
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Fig. 3. Internal blocking in the network without overflow links

Fig. 4. Internal blocking in the network with overflow link with the capacity of 30
BBU

Fig. 5. Percentage decrease in the internal blocking in relation to the capacity of
overflow links

calculations for non-integral values for effective availability (Formula (1)).
The proposed method can be successfully applied for solving engineering
issues, i.e. for the analysis of multi-service switching networks with overflow
links.
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5 Conclusions

This article proposes a generalization of the PGBMT method to be applied for
modelling of multi-service switching networks with point-to-group selection
and overflow links in the first stage. The results of the simulations confirm fair
accurateness of the method that has an advantage of providing a possibility
of determining the optimum capacity of overflow links. Consequently, the
method makes it possible to determine dependencies between the blocking
probability and the capacity of overflow links. The study findings also indicate
substantial effectiveness of the introduction of overflow links in multi-service
switching networks with point-to-group selection [12, 14].
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Summary. In this paper the different algorithms that are based on the dif-
ferent interpretations of the path composition have been evaluated and com-
pared. A new technique – the Aggregated MLARAC has been proposed and
described. Two different ways of the algorithm performance evaluation have
been utilized in order to present the different aspects of the considered algo-
rithms.

1 Introduction

The multicast is, besides the unicast, one of the major ways of the Internet
data transfer. Although it is used less, performing it efficiently is a greater
algorithmic challenge, because of the increased computational complexity of
the routing procedure. Note that in this article the static approach to the
mutlicast is taken, i.e. the routing algorithms are considered. The alternative
is the dynamic point of view that focuses on the routing protocols [10].

The modern routing complexity includes the problem of providing the
transmission quality, which has been formulated as the Quality of Service
(QoS) requirements. QoS introduces precise description of the transmission
path properties to enable the efficient transfer of the data of different types.
The particular traffic types are assigned the according QoS classes that define
multiple requirements with the regard to the network path [1, 2].

The mathematical reflection of the mutlicast transmission is the Steiner
Tree problem, which in the general form is an NP-complete problem. The
introduction of the QoS requirements adds extra criteria to the mathematical
optimization which for both, the unicast as well as the multicast transmission,
is an NP-complete problem as well [2].

One of the types of the multi-criteria multicast optimization is the Multi
Constrained Minimum Steiner Tree (MCMST) problem in which we define
a single minimized criterion and a set of the constrained criteria. The two
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aforementioned independent complexity factors render the MCMST opti-
mization hard to solve. It is worth noting that in the real life scenarios,
this procedure is bound to be performed in real-time, which sanctions the
use of the heuristic approaches in the most cases. More complex approaches
are still valid for the academic use as long as they provide high quality re-
sults. Finding better results at longer, but reasonable times, may serve as a
ground for the reliable algorithm’s performance comparison.

In this article a novel path composition based algorithm has been pre-
sented. The proposed technique has been classified as one of the path compo-
sition schemes. The algorithm’s performance has been verified in a simulation
in comparison to a selection of similar algorithms, and the simulation results
have been presented and discussed.

The article is divided into the following parts. Section 2 describes some of
the existing algorithms as the instances of the path composition approach. In
Section 3 the mathematical model for the telecommunication networks and
for the considered problems is defined. Section 4 introduces the new algorithm
in the context of the other mentioned solutions. In Section 5 the simulation
technique is explained thoroughly, and its results are presented in Section 6.
Section 7 concludes the article.

2 Previous Work

A class of the MCMST algorithms can be isolated, that consists in the
composition of the multiple unicast algorithm results into to the multicast
result. This approach is founded on the lower complexity of the unicast algo-
rithms which is only increased by a scalar factor in such case. Several algo-
rithms which take this kind of route will be briefly presented in the following
subsections.

2.1 Precomputation Based Algorithms

One of the ways of the path composition is to perform a precomputation
algorithm in order to obtain some information about the analyzed topology.
For example running the Dijkstra’s algorithm [3] returns a map of labels
assigned to the individual graph nodes, that determine the distances of the
nodes from the assumed source as well as the back tracking information about
the routes towards the nodes.

An interesting unicast representative of the precomputation based ap-
proach is the LBPSA algorithm presented in [6]. The authors propose a single
pass of the Dijkstra’s algorithm enhanced with a multi-criteria length metric
is performed from the end node, that produces the aforementioned map of
the cost labels. In the second pass a branch and bound procedure [7] is utlized
to find the path from the source node, with the omission of the paths that
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are likely to break the constraints based on the previously stored distance
information.

The RDP algorithm presented in [9] is the example of the multicast pre-
computation based algorithm. The precomputation generates distance maps
for all the mutlicast participants concurrently, and the attempts are made at
building the result tree by backtracking from one of the graph nodes for which
the constraints are the least likely to be broken. In the practical realization the
actual result building is performed simultaneously with the precomputation,
it is however merely an optimization detail, and the general preprocessing
idea is maintained.

2.2 Optional Path Aggregation

The Dijkstra’s algorithm may result in the list of the shortest paths to all the
graph’s nodes, which may be directly adopted to the mutlicast optimization.

The HMCMC algorithm [4] utilizes this concept by attempting at the
creation of the multicast tree at the first pass. If it fails to connect any of
the multicast receivers with a feasible path (i.e. one that doesn’t break the
constraints), another pass, dedicated to the specific participant is performed
in the attempt at optimizing the particular path. Such an approach produces
results of satisfactory quality, however it consists of two different algorithms,
which in the practical case may present an additional implementation cost.

2.3 Simple Path Aggregation

The optional path aggregation technique may be simplified at the cost of
the running time performance by the assumption that all the multicast pairs
shall be connected individually. At the end of such a procedure the obtained
paths are merged into the mutlicast tree, with an optional pruning for the
sake of the topological optimality.

Another solution of this nature has been proposed – the MLRA algorithm
[8]. This kind of the approach results in an increased average running time
compared to the optional aggregation. This is due to the possibility of the
obtaining of the satisfactory result in the first algorithm’s pass. However from
the theoretical point of view, in the worst cases the complexities of the simple
aggregations are always smaller because of the lack of the first pass.

3 Mathematical Model

The network is modeled by an undirected graph G(E, V ), where V is a finite
set of nodes and E ⊆ (u, v) : u, v ∈ V is a set of edges that represent point-to-
point links. Each of the edges is assigned M metrics, given by the functions:
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(mi : E → R
+, i = 0, 1, . . . ,M−1), that reflect additive costs of the according

edges.
A path p(s, d), from the node s to the node d, where s, d ∈ V , is defined as

a sequence of non-repeated nodes v1, v2, . . . , vk ∈ V , such that for each 1 ≤
i < k an edge (vi, vi+1) ∈ E and v1 ≡ s, vk ≡ d. We define the accumulated
metrics for the paths, so that the cost of a path p, based on the edges that
form it e ∈ p ⊆ E, the i− th is defined : mi(p) =

∑
e∈p

mi(e).

A rooted multicast tree t(s, d1, d2, . . .), connecting the source node s ∈ V
with the multiple destinations d1, d2, · · · ∈ D ⊆ V , is defined as a tree in G, of
which the only leaf nodes are the ones from the set {s}∪D, with one of them,
the node s, arbitrarily selected as the root. We define the accumulated cost
of a tree t analogously to the accumulated path’s cost as: mi(t) =

∑
e∈t

mi(e).

Let T (s, d1, d2, . . .) define the set of all the trees spanning the nodes from the
set {s} ∪D.

For a tree t we define a path pt(s, di) which is a path connecting the nodes
s and di within the given tree.

We define the constraints set C as : (ci ∈ R
+, i = 1, 2, . . .M − 1). The

constrains are associated with the metrics of the same indices.
The MCMST problem is defined as finding the tree t∗ spanning the source

node s and the destination nodes D that fulfills the following conditions:

(1) ∀ t ∈ T (s, d1, d2, . . .) : m0(t
∗) ≤ m0(t),

(2) ∀ di ∈ D, cj ∈ C : mj(pt(s, di)) ≤ cj .

4 The Proposed Algorithm

The new algorithm presented in the article belongs to the the simple path
aggregation family and has been named the Aggregated MLARAC, as it is
based on the MLARAC unicast algorithm [11].

The procedure consists in finding the paths that connect the multicast
source with each of the multicast receivers individually. The underlying
MLARAC algorithm guarantees that the paths don’t break the constraints.
The paths are then merged into a single subgraph, which is in turn pruned in
order to remove cycles. The cycles removal is optional, because if the struc-
ture is directed, it may still be used for the multicast transmission. However
the pruning maximizes the gain of the utilization of the network resources as
in such case the information is transmitted via as few point-to-point links as
possible.

5 Simulation Methodology

The proposed experiment consists in solving numerous routing problems that
are given by the set of different parameters. Part of the parameters set has
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been arbitrarily chosen to give the best exposition of the considered algo-
rithms’ properties. Other parameters have been used as the multidimensional
result space for the presented charts.

The algorithms, that have been selected for this comparison are HMCMC
[4], RDP in the heuristic variant [9] and the solution proposed in this article,
the aggregated variant of the MLARAC algorithm [11].

The results have been analysed in two different ways. One of them is to
measure the costs of the obtained mutlicast trees. This technique enables
comparison of the quality of the results produced by each of the algorithms.
In general there are two categories of the metrics to be compared. These are
the base metric, which is the one that is to be minimized, and the set of the
constrained metrics which are not to exceed the given constraints.

Another space of the results comparison is the technique described in [10]
which consists in the simulation of the network resources depletion. In the
experiment scenarios multiple routing problems are solved for a given graph,
and after each of the algorithm passes the resources acquired by the resulting
tree are subtracted from the topology. Once a given edge is drained of all the
resources that are associated with it (e.g. all the bandwidth has been utilized)
the edge is removed from the graph. This procedure continues as long as the
graph remains connected. This kind of the comparison is an extension to the
measurement of the algorithm’s success rate as it not only provides a binary
answer (whether the algorithm was able of setting up a tree or not), but gives
the number of the trees that could be set up by the given algorithm.

5.1 Fixed Parameters

The analyzed topologies have been generated with the Waxman’s algorithm
[12] with the parameters α = 0.15 and β = 0.2. For each of the graphs a
number of the randomly generated routing problems were solved in order to
guarantee the good statistical quality of the results – the confidence intervals
being two orders of magnitude smaller than the measured mean values. For
the costs comaprison 300 problems have been solved and the result trees costs
were recorded. For the drainage scenario 600 problems were performed and
the numbers of the trees that could be set up were stored. The edge weights
have been randomly generated by an uniform generator from the interval
〈1, 1000〉. The MCMST problems have been given the constraints generated
by the technique proposed earlier in [5] with the coefficient of 0.9.

5.2 Variable Parameters

The networks of 50, 100 and 150 nodes have been generated. The edges have
been given 2, 3 or 4 metrics, which reflects 1, 2 or 3 constrained metrics re-
spectively. Each topology was analyzed for the groups of 4, 8, . . . , 24 multicast
members.
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(a) Cost comparison

(b) Resource drainage comparison

Fig. 1. The experiment results for 2 metrics and 150 nodes
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6 Simulation Results

The results of the experiment have been gathered and divided into two main
parts. In the following subsection the mean costs of the obtained multicast
trees have been presented. Subsequently the resource drainage analysis results
are described. Due to the space limits only two charts have been chosen for
the presentation. The case of two metrics was selected because in the case of
all the presented algorithms the results only differed between the optimized
metric and the constrained metrics. Also the charts are clearer in such case.
The results didn’t differ significantly in the function of the topology sizes
therefore only the charts for the networks of 150 nodes have been presented.

6.1 Cost Results

In the Fig. 1a it may be observed that the RDP algorithm presents different
cost trends than the other algorithms. A favorable property emerges that the
minimized metric is relatively small whereas the constrained metric is higher
than for the other algorithms. The aggregated MLARAC and the HMCMC
algorithm present similar trends, however it may be noticed that the results
for the constrained and for the optimized metrics are reversed.

6.2 Drainage Results

The Fig. 1b presents easily distinguishable curves for the three presented al-
gorithms. The RDP algorithm performs the worst in this regard, however its
performance depends steadily on the number of the multicast participants.
The aggregated MLARAC and the HMCMC algorithms’ results differ signifi-
cantly for the lower numbers of the multicast members, however they assume
similar values with the increase of the number of the participants.

6.3 Results Discussion

The aggregated MLARAC algorithm performs similarly to the HMCMC al-
gorithm. This may have been expected as the two algorithms are based on
the similar foundation. The very different in nature RDP algorithm gener-
ated different results. In case of the cost comparison they may be viewed as
advantageous, however the resource drainage comparison yields acceptable
but the worst results.

7 Conclusions

In the article the path composition based approaches to the multi-criteria
multicast algorithms have been presented. The proposed new aggregation



352 K. Stachowiak and P. Zwierzykowski

scheme with the use of the MLARAC algorithm was presented in comparison
with two other algorithms. The experimental simulations present the aggre-
gated MLARAC as a viable solution to the multi-criteria multicast routing.

The utilization of the path aggregation scheme may be an interesting solu-
tion as it is relatively simple in the implementation. In any environment that
is already equipped with the means of the multi-criteria unicast routing, the
path aggregation technique may be introduced with a small amount of the
implementation overhead.
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Summary. The paper presents a new testing method of routing protocols
for wireless MESH networks. This method combines the advantages of tests
carried out on physical devices and in simulation environment. The presented
solution uses open source software. An important advantage of the proposed
method is its scalability and lack of necessity of developing two dedicated
implementations for the experiments in testbeds and for the simulation ex-
periment. It is enough to implement only one universal solution for perform-
ing both types of tests. This advantage makes the presented solution worth
using while testing the new systems.

1 Introduction

Keeping abreast of the current developmental trend on the market, called the
Post PC era [1], largely depends on efficient operation of MESH (wireless)
networks. In line with the main assumptions of this trend, the traditional PC
computer is being replaced by a number of other devices that operate in the
network, which in consequence leads to a significant increase in the number
of its nodes. These devices are supposed to communicate with one another
regardless of their type. Most of them are mobile and work in changeable
conditions creating the so-called ad-hoc networks. As a result, intense work
has been going on recently aimed at creating effective protocols for networks
of this type [2, 3], routing protocols in particular. Similar works have been
also conducted within the CARMNET project [4], among others.

One of the most important stages in designing any new or modified proto-
col, for example a routing protocol, is the testing process. This involves the
evaluation of the usefulness of the protocol to the needs of particular types
of networks as well as the comparison of its effectiveness with other proto-
cols and other existing solutions.The testing stage for a protocol is usually
very time-consuming and requires time consumption comparable to the time
needed for a new protocol to be developed. This is particularly important
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in the case of routing protocols in which, due to their particular purpose,
the testing process is complicated and long-lasting, as well as requires an
appropriate testing environment to be constructed.

Currently, in studies on routing protocols, two approaches are used. The
one involves an implementation of the tested protocol in a network con-
structed from hardware routers, whereas the other is based on carrying out
appropriate experiments in a simulation model. Testing of a protocol in a
testing network may not be sufficient to obtain reliable results because of fre-
quently limited number of nodes. The solution using simulation experiments
lacks this limitation though in turn the latter approach does not provide a
possibility to evaluate the influence of a routing protocol on the efficiency of
real network nodes. Regardless of a chosen approach to the testing method for
routing protocols, obtaining reliable results requires changeable conditions of
the operation of a network to be taken into consideration while performing
tests. They include both mobility of the network devices themselves and the
capability of them of working in immediate proximity to other devices that
generate interference.

The limitations imposed by the presented testing methods for networks
make them being often used in parallel, independently of each other. How-
ever, this leads to a situation in which a double implementation of a protocol
under study is necessary and has to be effected, the first being the imple-
mentation in a test network that makes use of hardware routers, and the
other implementation in a simulation environment. Such an approach nearly
doubles the necessary volume of time required for the implementation of a
routing protocol in both test environments. The presented limitations in the
testing methods for networks used so far have prompted the authors of the
article to propose a new testing method that would make a simplification of
the method and a significant shortening of the testing process of new or mod-
ified routing protocols for ad-hoc networks possible. The proposed method is
basically based on the assumption that the same software (source) code can
be used for both the needs of a simulation experiment and a test network
composed of hardware routers.

The remaining part of the paper is structured as follows: Section 2 presents
the methods for conducting tests of routing protocols. Section 3 provides
a description of the proposed testing method for new or modified routing
protocols. Section 4 includes a description of a plan for an implementation of
the method. Section 5 sums up the article.

2 Methodology of Testing

In order to verify the accuracy of operation of a new (or modified) rout-
ing protocol, either of the two following commonly used methods is applied:
simulation experiment or test implementation of the proof of concept type
approach. Either of the methods requires a dedicated implementation of the
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protocol, while the differences between them exclude an instance of co-sharing
of a single code.

The simulation experiment makes it possible for a network to be quickly
constructed and to make it easily configured, since any instance of adding
successive nodes will not require thus any installation or reconfiguration of
new devices. An addition of nodes makes the duration of a simulation experi-
ments only longer. A simulation in which a given network under consideration
does not have any connection with physical nodes needs not be at the same
time an experiment performed in real time. Thanks to this, it is possible to
analyse the behaviour of a network within a given requested time span in a
considerably much shorter time. Oftentimes, a simulation experiment is con-
ducted to verify whether the protocol specifications are correct. Additionally,
the stability of state automates can be also evaluated in this way.

It should not be forgotten, however, that a simulation experiment often
adopts certain simplifications that may omit certain phenomena that nor-
mally occur in a real network. This is of particular importance in the case
of wireless networks, for which in order to map the operation of the radio
interface approximated models are used for the purpose. In addition, tests
conducted in a simulation environment do not make it possible to obtain
reliable evaluation of the efficiency of nodes. Because a construction of a sim-
ulation environment is a complex and time-consuming process, to test routing
protocols one of the available existing simulation environments such as NS-2,
NS-3 [5, 6] can be used.

The other approach in testing routing protocols involves a preparation of
an implementation of the protocol to be used in a test (proof of concept)
network. The code developed for the purposes of such an implementation
often becomes later the reference code. However, tests carried in networks
constructed with hardware routers are labour-intensive. They require a test
network to be developed, which, in consequence, is related to a necessity
to buy (usually a great) number of devices. Moreover, it is important to
remember about as best mapping of the real conditions of the operation of
the network (e.g., the level of interference) as possible. A significant advantage
of tests using physical devices is that it is possible to carry out performance
tests. It is thanks to such tests that we are in position to examine the increase
in the efficiency of nodes after the introduction of a new (modified) routing
protocol and, additionally, to compare it with other protocols.

An alternative solution in testing routing protocols is the application of
the so-called software routers activated in a virtual environment. Each such
software router is activated on a separate virtual machine, while the latter
operates on a single server. The application of virtualization of devices solves
the problem of a separate implementation of a routing protocol for the pur-
poses of a simulation experiment. As a result, it is possible to significantly
speed up the process of the implementation of a new protocol.

Such a simplification of the existing software router architectures brings in,
however, certain disadvantages such as limitations in obtaining reliable and
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complete results in tests. Available tools for virtualization prevent virtual
links in which errors in transmission or loss of a signal occur from being
created, which is of particular importance for wireless networks.

3 New Hybrid Approach

3.1 A Reference Architecture of the Software Router

In order to present the proposed new method for testing routing protocols
let us first consider a reference architecture of the software router.

In terms of functional coverage the architecture of the software router can
be divided into planes (in the right side of Fig. 1), whereas in terms of imple-
mentation into layers (in the left side of Fig. 1). Within the functional context
we can distinguish 2 planes: Data Plane (DP) and Control Plane (CP). The
Control Plane includes the routing layer, among others. The remaining layers
of the Control Plane are meant for communication with the core layer of the
operating system that works in DP. There are many modules operating in
the routing layer. Each of them is responsible for a different routing protocol.

Data Plane is responsible for switching and modification of headers of
packets. These packets are transmitted according to the routing table. Packet
switching can be accomplished either in hardware [7] or software. Hardware
switching eliminates the necessity of sending packets across the bus to mem-
ory, their modification by the processor and resending across the bus to an
appropriate network interface.

In the software router, packet switching is executed by the kernel (core)
layer and, from the point of view of a programmer, is serviced in exactly the
same way, regardless of the hardware or software implementation. Moreover,
Data Plane makes information on states of interfaces available. Between the
core layer and the routing layer, the following layers have been added – in
the software router architecture – the adapter layer and API layer within the
operating system. The introduction of these additional layers is necessary,
since the API layer within the operating system is furnished by the operating
system, while the adapter layer is included in the software of the software
router.

The interface between the adapter layer and the API layer within the op-
erating system cannot be standarized because it depends on the operating
system of the machine on which the software runs. The adapter layer depends
on the operating system, whereas the layer of routing protocols is indepen-
dent of the operating system within which it runs (the modules of the layers
included in the original software are indicated in Fig. 1 in grey colour).

The layer model used in the reference architecture of software routers in
which a given layer interacts only with the layers in immediate adjacency (i.e.,
upper and lower), makes a simple extension of the functionality of the router
feasible. For example, any new addition of a new routing protocol does not
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require the knowledge of the API of the operating system nor the knowledge
of handling network interfaces and routing tables.At the same time, in order
to transfer software into another operating system the only thing necessary is
to modify the adapter layer. In addition, the layer-like architecture of software
routers makes it possible to effectively introduce certain modifications in the
router that will be required for the application of the new method for testing
routing protocols proposed in the article.

Fig. 1. Software router architecture Fig. 2. A new method for examining net-
work protocols

3.2 Hybrid Tests

The main idea behind the new testing method for routing protocols developed
in the article, the so-called hybrid method, is to replace Data Plane of the
software router with an appropriate simulator. This solution enables Control
Plane for a number of nodes on the same machine, without a necessity to
apply virtualization, to be activated. The general idea of the proposed method
is presented in Fig. 2. In the figure, the vertical lines separate the nodes of the
simulated network. The simulator of the adapter of the Data Plane emulates
the Data Plane of the nodes that constitute a fragment or the whole of
a network. Additionally, the presented approach assumes a possibility of a
simulation of a packet transfer. This in turn makes it possible to introduce
errors to transmissions and to simulate how connections react in the process.
The elements with grey background colour shown in the figure do not require
to be re-written anew for the purpose of any new simulation. Thus, only one-
time work is needed that basically involves a preparation of the simulator of
the adapter layer that communicates with the routing layer.

4 Plan of the Implementation of the New Method

The first step in the implementation of the new testing method is to choose a
software router whose code is to be appropriately modified. The most common
projects of the software router are nowadays Quagga [8] and XORP [9]. Other
projects include BIRD [10], though the latter is still in its early stage of
development. In addition, there is a number of implementations of a single
protocol such as, for example, OLSRd [11]. The Quagga and XORP projects
share similar assumptions that are compatible with the architecture of the
software router. They include a special module that mediates communication
between Data Plane and Control Plane. This module is located in the adapter
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layer. As a result, modules responsible for routing protocols have limited
access to the API within the operating system and, in consequence, such an
approach increases the portability of the code to other platforms.

The most commonly used software router is the router developed with
the Quagga project [8]. Quagga is so popular because of its stable operation
and the GPLv2 licence [12]. Fig. 3 shows the architecture of the Quagga soft-
ware router. In this project, communication between Data Plane and Control
Plane is handled by the Zebra module. The module is responsible for send-
ing information on the state of interfaces from Data Plane to Control Plane
and for forwarding the assigned routing table in the opposite direction. In
Fig. 3, communication between CP and DP with the application of the Zebra
module is represented by bidirectional arrows (solid line). For the modules
responsible for the proper operation of routing protocols (determining the
routing table and forwarding it with the help of the Zebra module to DP),
it is necessary to make transfer of messages of routing protocols between
nodes possible (e.g., updating of routing tables in the case of distance-vector
protocols or the Hello message in the case of link-state protocols). This com-
munication is executed directly between the routing module and the OS API
layer. In Fig. 3, it is indicated by bidirectional arrows in dotted line.

Fig. 3. Architecture of the Quagga project Fig. 4. Modified architec-
ture of the Quagga project

Fig. 3 additionally shows the management layer. This layer can be option-
ally added to the project and in this article will be omitted. Note that in
the presented architecture the principle of inter-layer communication has not
been entirely retained (communication of a given layer with the layer imme-
diately superior or subordinate). Here, the modules operating in the routing
layer also communicate directly with the API layer within the operating sys-
tem. Such an approach is validated by the fact that the method for sending
and receiving packets is similar in most of the available operating systems,
i.e. compatible with Barkley API [13]. Such a simplification, however, in-
troduces a number of shortcomings: impediment in transferring a router to
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another operating system, and prohibits modules from being transferred on
to another machine [15]. In addition, the method for testing routing protocols
proposed in the article cannot be directly applied because there is no possi-
bility of creating a full and extensive simulator for Data Plane. The simulator
that can be prepared for the presented architecture will lack the functionality
of sending and receiving packets with messages exchanged between routing
protocols.

In the Quagga project, the modules of the routing layer communicate with
the Zebra module that operates in the adapter layer via the Zebra protocol.
The Zebra protocol is a network protocol. At the stage of the compilation of
a project it is possible to determine whether it is a local connection for the
servicing inter-processor communication or whether it is a TCP connection.
The appropriate format of a message of the Zebra protocol is shown in Fig. 5.

Fig. 5. The format of a message of the Zebra protocol

The first 16-bit field Message length defines the length of the whole of a
message. This field has been introduced because in a single TCP datagram it
is possible to send a great number of messages of the Zebra protocol. The next
8-bit field Marker should have the value of 255. In the earlier version of the
Zebra protocol, this field defined a command. 16-bit field Command defines
the code of a command. The codes of commands are presented in Table 1.
The last field Message Data includes additional data that are forwarded along
with a command. Its length depends on the type of command.

The Zebra module operates as it were a server. In the case of the choice of
communication with the help of the TCP protocol, it listens to new connec-
tions on port 2600. Modules from the routing layer set up a connection with
the Zebra module.

Communication between layers with the application of the API within the
operating system prevents the adapter layer and the API layer from being
replaced with a simulator of these layers. What would be needed here is a
replacement of system call service routine (O.S. API) with an emulator of this
service. Hence, prior to the implementation of the simulator, it is necessary
to appropriately modify the Quagga project. Such a modification introduces
a possibility of separating Control Plane from Data Plane [14]. Fig. 4 shows
the modified architecture of the Quagga project.

The presented modification requires new commands to be added to the
Zebra module. Table 1 presents the messages of the Zebra protocol. The ex-
isting Quagga commands with the numbers from 1 to 23 should be expanded
by new commands that will be responsible for sending and receiving packets,
creating a new network socket and for modifying its settings. These com-
mands are commands with the number 24-26, and are presented in Table 1.
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Table 1. Zebra protocol messages

code command code command
1 ZEBRA_INTERFACE_ADD 14 ZEBRA_REDISTRIBUTE_DEFAULT_DELETE
2 ZEBRA_INTERFACE_DELETE 15 ZEBRA_IPV4_NEXTHOP_LOOKUP
3 ZEBRA_INTERFACE_ADDRESS_ADD 16 ZEBRA_IPV6_NEXTHOP_LOOKUP
4 ZEBRA_INTERFACE_ADDRESS_DELETE 17 ZEBRA_IPV4_IMPORT_LOOKUP
5 ZEBRA_INTERFACE_UP 18 ZEBRA_IPV6_IMPORT_LOOKUP
6 ZEBRA_INTERFACE_DOWN 19 ZEBRA_INTERFACE_RENAME
7 ZEBRA_IPV4_ROUTE_ADD 20 ZEBRA_ROUTER_ID_ADD
8 ZEBRA_IPV4_ROUTE_DELETE 21 ZEBRA_ROUTER_ID_DELETE
9 ZEBRA_IPV6_ROUTE_ADD 22 ZEBRA_ROUTER_ID_UPDATE
10 ZEBRA_IPV6_ROUTE_DELETE 23 ZEBRA_HELLO
11 ZEBRA_REDISTRIBUTE_ADD 24 ZEBRA_SEND
12 ZEBRA_REDISTRIBUTE_DELETE 25 ZEBRA_CREATE_SOCKET
13 ZEBRA_REDISTRIBUTE_DEFAULT_ADD 26 ZEBRA_SET_SOCKET_OPTIONS

In addition, it is important to unequivocally assign the process servicing
the routing algorithm to an appropriate simulated node. To achieve this, it is
necessary to modify the Zebra protocol in such a way that the routing process
will show the node identifier or, alternatively, to add a mechanism in which
the simulator will be capable of activating routing processes. The former
approach requires additional changes in the modules of the routing layer to
be introduced, hence the latter approach seems to be more adequate. This
approach involves the process responsible for the simulation of the adapter
layer to automatically activate for its own needs (individually for each of its
nodes) processes that service routing algorithms. For each of the algorithms
involved, an appropriate configuration needs to be given, as well as a specific
port on which the server with the interpreter of commands listens should be
specified. It is thanks to the interpreter of commands that any analysis of the
behaviour of the protocol will be possible.

The next step in the implementation is to create a simulator of the adapter
layer of the virtual network. The software of the simulator will be a multi-
threaded software. Each TCP connection that mediates between the routing
layer and the adapter layer will be serviced in a separate thread. Threads
will communicate via the module that simulates the behaviour of the links
of the network. This will make possible to investigate the influence of in-
terference on the operation of the routing protocol. Additionally, the module
simulating the network makes it possible to perform statistics calculations re-
lated to traffic and packet forwarding of packets with messages of the routing
protocol.

5 Conclusions

This article proposes a new methodology for testing routing protocols in wire-
less mobile mesh ad-hoc networks. The proposed methodology makes it pos-
sible to eliminate the necessity of a double implementation of software for the
routing protocol: the same reference code of the protocol can be used for tests
carried out with both hardware routers and software routers. Furthermore, due
to the proposed solution it is possible: (1) to connect (add) physical devices to
the test network, (2) to dynamically change the topology of the test network,
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and (3) to collect statistical data. In addition, the proposed solution makes
its possible to eliminate the necessity of using virtual machines, which can be
followed by a significant increase in the number of serviced software nodes. A
significant advantage of the solution is also a possibility to introduce interfer-
ence to links between nodes.
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Summary. The paper presents a proposal of a new methodology that eval-
uates multicast routing algorithms in packet-switched networks with an
application of fuzzy sets. Proposed multicriteria mechanism evaluate rep-
resentative multicast routing algorithms: KPP, CSPT and MLRA (Multicast
Routing Algorithm with Lagrange Relaxation) that minimize cost of paths
between source and each destination node using Lagrange relaxation, and
finally, minimize the total cost of multicast tree. A wide range of simula-
tion research carried out by the authors, confirmed both the accuracy of new
methodology and the effectiveness of the proposed algorithm.

1 Introduction

In common real-life problems often both parameters and data used in math-
ematical modelling are vague. In mathematical modelling vagueness can be
described by a fuzzy sets and numbers. Idea of the fuzzy sets was started
in 1965 by Zadeh [19]. Fuzzy set theory has its well-known achievements
in many branches of science and technology. Fuzzy concept have been in-
troduced in order to model such vague terms, as observed values of some
physical or economical terms, like pressure values or stock market rates, that
can be inaccurate, can be noisy or can be difficult to measure with an appro-
priate precision because of technical reasons. In our daily life there are many
cases that observations of objects in a population are fuzzy. Thus, the idea
to implement fuzzy sets in evaluation of multicast routing algorithms were
adopted.

Multicasting is a transmission method used in packet-switched networks
for delivering mainly voice and multimedia data at the same time from one to
many receivers. This technique require effective methods of scalable realtime
data compression [10] and efficient routing algorithms defining a tree with a
minimum cost between the source node and the particular nodes representing
the users. Such a solution prevents from duplication of the same packets in
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the links of the network. Routing of the sent data occurs only in those nodes
of the network that lead directly to destination nodes.

The article discusses the effectiveness of the Multicast Lagrange Relax-
ation Algorithm (MLRA) and its comparison with most commonly used con-
strained heuristic algorithms: KPP (Kompella et all [7]) and CSPT (Crawford
et all [2]). Authors are describing preliminary analysis and the beginning of
the research on applying fuzzy systems to the problem of multicriterial assess-
ment of the multicast trees. It expand authors previous work [13] increasing
granularity of linguistic variables.

The paper is divided into five sections. Section 2 describes the implemented
network model. Section 3 presents the overview of multicast routing algo-
rithms. Section 4 describe linguistic and fuzzy sets assumptions. Section 5
contain results of evaluations.

2 Network Model

The network is represented by an undirected, connected graph G = (V,E),
where V is a set of nodes, and E is a set of links. With each link eij ∈ E
between nodes i and j two parameters are coupled: cost cij and delay dij .
The cost of a connection represents the usage of the link resources; cij is then
a function of the traffic volume in a given link and the capacity of the buffer
needed for the traffic. A delay in the link is in turn the sum of the delays
introduced by the propagation in a link, queuing and switching in the nodes
of the network. The multicast group is a set of nodes that are receivers of the
group traffic (identification is carried out according to a unique i address),
M = {m1, ...,mm} ⊆ V . The node s ∈ V is the source for the multicast
group M . Multicast tree T (s,M) ⊆ E is a tree rooted in the source node s
that includes all members of the group M and is called Steiner tree.

The total cost of the Steiner tree T (s,M) can be defined as
∑

t∈T (s,M) c(t).
The path p(s,mi) ⊆ T (s,M) is a set of links between s andmi ∈M . The cost
of path p(s,mi) can be expressed as:

∑
p∈P (s,mi)

c(p), where P (s,mi) is a set
of possible paths between s and mi ∈M . The delay is measured between the
beginning and the end of the path as:

∑
p∈P (s,mi)

d(p). Thus, the maximum
delay in the tree can be determined as: maxm∈M [

∑
p∈P (s,M) d(p)].

Because of time complexity (the problem is proven to be NP-hard) heuris-
tic algorithms are most preferable for solving this problem.

3 Multicast Routing Algorithms

The implementation of multicasting requires solutions of many combinatorial
problems accompanying the building of optimal transmission trees. In the
optimization process it can be distinguished: MST – Minimum Steiner Tree,
and the tree with the shortest paths between the source node and each of the
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destination nodes – SPT (Shortest Path Tree). Finding the MST, which is a
NP-complete problem, results in a structure with a minimum total cost [18].
The relevant literature provides a wide range of heuristics solving this (one
and multicriterial) problem in polynomial time [8, 12, 15, 16, 20]. From the
point of view of the application in data transmission, the most commonly
used is the KMB algorithm [8] and its modification – KPP algorithm [7] that
reflect additional link parameter – delay.

During the first phase of the KPP, a complete graph is constructed whose
all vertices are the source node s and the destination nodes mx ∈ M , while
the edges represent the least cost paths connecting any two nodes a and b
in the original graph G = (V,E), where a, b ∈ {M ∪ s}. Then, the minimal
spanning tree is determined in this graph taking the delay constraint Δ into
consideration, and then the edges of the obtained tree are converted into the
paths of the original graph G. Any loops that appeared in this formed struc-
ture are removed with the help of the shortest path algorithm, for instance,
by Dijkstra algorithm [3]. The computational complexity of the algorithm is
O(Δ|V |3).

Other methods minimize the cost of each of the paths between the sender
and each of the members of the multicast group by forming a tree from the
paths having the least costs. In general, at first either the Dijkstra algo-
rithm [3] or the Bellman-Ford algorithm [1] is used, then the branches of the
tree that do not have destination nodes are pruned. Several routing algo-
rithms have been proposed in the literature for this problem [2, 17, 11, 14].

In research studies the Constrained Shortest Path Tree (CSPT) is com-
monly used. It contains constrained shortest paths between the source and
each destination node. The CSP problem (Constrained Shortest Path), also
known as DCLC (Delay Constrained Least Cost), can be stated as the prob-
lem of minimizing: z∗ = min

∑
eij∈E cijeij , subject to:

∑
(i,j)∈E dijeij ≤ Δ,

where: eij ∈ {0, 1} [6].
Lagrange relaxation is a popular technique for calculating lower bounds

and finding better solutions than popular CSP heuristics offer [6]. Held and
Karp used this first to solve the traveling salesman problem [4]. It bases on
modified cost function cλ which is aggregated metric. Problem can be stated
as follows:

L(λ) = min
∑

(i,j)∈E
(cij + λdij)eij − λΔ, (1)

for certain λ: L(λ) = z∗.
The proposed Path Lagrange Relaxation Algorithm (PLRA) refers to Jüt-

tner et all idea [5]. Proposed algorithm relay on minimizing aggregated (modi-
fied) cost function: cλ = c+λd. In each iteration of PLRA, the current value of
λ is calculated, in order to increase the dominance of delay in the aggregated
cost function, if the optimum solution of cλ suits the delay requirements (Δ).
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(a) (b)

Fig. 1. Linguistic model variables: total cost and average path’s cost in multicast
tree (a), quality of multicast tree (b)

The operation performed by the proposed Multicast Lagrange Relaxation
Algorithm (MLRA) consists in determining the shortest path tree between
source node s and each destination node mi, along which the maximum
delay value (Δ) cannot be exceeded. The paths determined one by one are
added to the multicast tree. If there is at least one path that does not meet
the requirements multicast tree cannot be constructed. Since the network
structure created in that way may contain cycles, in order to avoid them
Prim’s algorithm has been used.

In the last phase it removes leaves nodes with outdegree 1 that are not
multicast nodes. On the basis of links entering the tree and their metrics
(cost and delay) the total cost of the constrained tree is calculated.

4 Linguistic and Fuzzy Model

Authors describe preliminary analysis and the beginning of the research on
applying fuzzy systems to the problem of multicrterial assessment of the
multicast algorithms. Therefore the proposed linguistic model is exceptionally
simple. Its relying on vital statistics of individual features concerning the
assessment of the multicast network, so its complexity is minimized.

Linguistic model assumptions:

• two input variables:
– total cost of multicast tree (TCMT) – Fig. 1a,
– average cost of paths between source and each destination node (ACP)

– Fig. 1a,
• one output variable: quality of multicast tree (QMT) – Fig. 1b,
• input variables have three values: SMALL, AV ERAGE, HIGH ,
• output variable have five values: V ERY SMALL, SMALL, AV ERAGE,

HIGH , V ERYHIGH ,
• the domain of variables is normalized to interval [0, 1].
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Table 1. Results of Multicriteria Fuzzy Evaluation for Multicast Algorithms

Δ = 2000 Δ = 2500 Δ = 3000

KPP MLRA CSPT KPP MLRA CSPT KPP MLRA CSPT
Avg. val. 0,6665 0,6440 0,6169 0,6621 0,6496 0,6265 0,6653 0,6636 0,6466
Max. val. 0,8125 0,7938 0,7839 0,8668 0,7963 0,7945 0,8501 0,8525 0,8525
Min. val. 0,4267 0,3778 0,3152 0,2802 0,3174 0,3241 0,4172 0,4408 0,2816

Parameters of fuzzy system:

• type of system: Mamdani,
• fuzzyfication method: singleton,
• aggregation operator for premise parts of fuzzy rules: min,
• implication operator in approximate reasoning: min,
• aggregation method for fuzzy conclusions from rules: max,
• defuzzyfication method: center of gravity.

Basics assumptions used to determine base of linguistic rules:

• total cost of multicast tree – the smaller, the better,
• average cost of paths between source and each destination node – the

smaller, the better.

The principles presented earlier lets constitute a set of eight rules used in
the fuzzy system:

• IF TCMT is SMALL AND ACP is SMALL THEN QMT is HIGH ,
• IF TCMT is SMALL AND ACP is HIGH THEN QMT is MEDIUM ,
• IF TCMT is HIGH AND ACP is SMALL THEN QMT is MEDIUM ,
• IF TCMT is HIGH AND ACP is HIGH THEN QMT is SMALL,
• IF TCMT is SMALL AND ACP is SMALL THEN QMT is HIGH ,
• IF TCMT is SMALL AND ACP is HIGH THEN QMT is MEDIUM ,
• IF TCMT is HIGH AND ACP is SMALL THEN QMT is MEDIUM ,
• IF TCMT is HIGH AND ACP is HIGH THEN QMT is SMALL.

In the further part of this article such fuzzy system will be named Multi-
criteria Fuzzy Evaluator (MFE).

5 Results of Evaluations

In order to reliable comparison of multicast algorithms into network topolo-
gies with different properties, a flat random graph constructed graphs ac-
cording to the Waxman method was used [18].

Due to a wide range of solutions presented in the literature of the subject,
the following representative algorithms were chosen: KPP [7] and CSPT [2]
algorithms and MLRA algorithm proposed in [9]. Such a set of algorithms
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Fig. 2. Fuzzy model surface plot between total cost of multicast tree (TCMT) and
average cost path (ACP) with quality of multicast tree (QMT)

includes solutions potentially most and least effective in terms of costs of
constructed trees. The results were evaluated for three values of maximum
delay (Δ: 2000, 2500 and 3000).

Earlier results show that KPP algorithm constructs multicast trees with
the minimum total cost among all results [9, 13]. CSPT algorithm creates
multicast trees with highest costs on average. Analyzing average path’s cost, it
is observable that proposed MLRA algorithm construct trees with paths costs
40% lower on average in relation to the KPP algorithm. MLRA algorithm
achieve best results constructing trees when maximum delay along path Δ
is 2500.

Multicriteria Fuzzy Evaluator (MFE) let for evaluation of multicast trees
combining total cost of tree and average cost of each path in tree. It was used
in order to conduct independent evaluation for three algorithms and three Δ
values. Results were normalized to a range between 0 and 1. It is observable
that average value of QMT parameter for MLRA and KPP algorithm are
comparable for (Δ = 3000).

Fig. 2 show a plot of the surface of a model of fuzzy system with two
inputs (TCMT, ACP) and one output (QMT). The surface of the fuzzy model
has monotonic character what confirms that the system properly realize the
intuition from the linguistic model. Any reduction of the ACP and/or the
TCMT leads to increase the quality (QMT) of algorithm.

6 Conclusions

The article presents a new technique for evaluation multicast algorithms. Re-
search works were conducted for representative algorithms and shows that
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proposed MLRA algorithm with Lagrange relaxation is more effective than
popular CSPT algorithms. It was compared with representative routing al-
gorithms for multicast connections emphasizing the quality of the network
model.

It is difficult to find precise method for an evaluation of the multicast trees
for large number of essential parameters. The method proposed in the article
based on a simplified linguistic model which combine different estimations
and join them into one estimation. This method allow for the effective im-
plementation of muticriteria evaluations. Moreover, the results are fulfilling
expectations and covers with previous (individual criterion) estimations for
certain algorithms [9].

The proposed algorithm can be also successfully applied in large, dense
networks with a high average node degree Dav [9]. The MLRA compared
with CSPT and KPP, achieves a good compromise between reasonable costs
of trees and low time complexity.
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Summary. Effective use of multicast technology can significantly reduce net-
work load, especially in networks that support multimedia transmission. This
technique has reported number of implementations due to increasing interest
in audiovisual technology and the capabilities of modern networks. However,
multicast is still mystery for many programmers, network administrators and
ordinary users who could make it more popular, and utilize this promising
technique of transmission [1, 2, 11]. The article discusses the IP Multicast
technology and focuses on the study of IGMP on different hardware plat-
forms – the Cisco 2611 router and the ASUS WL500g Premium (installed
with OpenWRT Linux operating system).

1 Introduction

The continual development of the Internet, networks and multimedia forced
operators to develop measurement methods. These methods allow the mea-
surement of transmission parameters such as the efficiency of manifold rout-
ing protocols and performance of network devices. The implementation of the
measurement procedures allows the assessment of work of a single unit and
assessment of the measuring unit (multiple devices) among each other [18].
Performance testing shows how a network behaves under the circumstances.

IETF Benchmarking Methodology (BMWG) [8] is a working group on ba-
sis of which the following documents were developed: RFC 1242 [3], RFC
2285 [4], RFC 2544 [5], RFC 2432 [6], RFC 3918 [7], which describe the me-
thods of measurement, their execution and presentation of results. The basic
scope of research is divided into two groups: the first group consists of mea-
suring the performance of packet forwarding between equipment’s interfaces,
while the second group is a measure of the delay of different multicast rout-
ing protocols. In the first case, the measurement depends on the performance
and configuration of the device itself. In the latter case, the measurement
depends only on signaling protocols.

R.S. Choraś (ed.), Image Processing and Communications Challenges 5, 371
Advances in Intelligent Systems and Computing 233,
DOI: 10.1007/978-3-319-01622-1_42, © Springer International Publishing Switzerland 2014
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Multicast differs from unicast on the principle of operation and hence
efficiency. Service providers increasingly implement this technology into the
core of their networks, but it still poses a problem for an end user when it
comes to functionality. Cheap and easy to use home routers are not equiped
with network address translation (NAT), compatible with multicast.

This paper discusses the implementation of multicasting on SOHO (Small
Office Home Office) devices running on OpenWRT. Chapter 2 define mea-
surement procedures used in multicast traffic. Chapter 3 show exemplary
network topology while Chapter 4 presents the research on joining and leav-
ing groups in IGMP protocol and ASUS WL500g Premium router. Chapter
5 discuss CPU performance of embeded system. The final chapter presents
the conclusions of the study.

2 Measurement Procedures Used in Multicast Traffic

Presentation of the measurement procedures described in RFC 3918 requires
prior definition of several terms [21]. The basic concepts are the System Under
Test (SUT) and the Device Under Test (DUT), which are defined in RFC
2285 [4]:

• Device Under Test (DUT) is a network device which is the subject of the
study;

• System Under Test (SUT) is a team of network devices, considered as a
whole, also the subject of the study.

In the presented system, measuring packets are sent from a source to a
single interface, one of the devices included in the SUT, then sent to the
next device included in the SUT, until they reach the appropriate output
interfaces. Before the start of the appropriate tests it is required to validate
the DUT or SUT action. This check should be made by sending, from the
test equipment, IGMP Group Report messages, in the direction of SUT/DUT
output interfaces. Then, from the test data source a stream of data should
be sent directed to a group which IGMP message concerns, and it should be
verified if it has been received on all output interfaces.

2.1 Group Join Delay Measurement

The purpose of Group Join Delay Measurement (GJD) measurement is to
determine what the values of this parameter are in the course of the study.
GJD measurement methods are dependent on the current status of Multicast
Forwarding Database (MFDB). There are two states MFDB:

• State 0, which does not address MFDB groups used in the measurements,
• State 1, in where MFDB contains the address of the group used during

the measurements.
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Fig. 1. Idea of SUT and DUT measurements procedures

In the first case, the measurement takes into account the time that is
needed to create the appropriate entries in MFDB and start forwarding to
the appropriate interfaces. This measurement allows you to specify how long
you need to add a new multicast group to the MFDB base. In the latter case,
the measure takes into account the time required to modify the database by
adding new MFDB output interfaces and start forwarding multicast for the
group.

After the completion of testing procedures, sending data from the source
should begin. Then, a request must be sent to join the group (IGMP Group
Membership Report) in the direction of the appropriate output interface.
Group Join Delay is set as the time interval between sending a request to
join group ta, and the time when the first frame to group tb on the right
interface is received:

tgjd = tb − ta (1)

where ta is the time when the last bit of IGMP Group Membership Report
message is sent, while tb is the time of receiving the first bit of the first frame
addressed to the multicast group. The measurement results must take into
account the following parameters: frame size, the number of output interfaces,
the IGMP version, the number of multicast groups, and the rate at which
data is sent from the source, and the measurement method used.

2.2 Group Leave Delay Measurement

The purpose of Group Leave Delay Measurement (GLD) measurement is to
determine what the values of this parameter are during the DUT or SUT
study. Measurements should be carried out with the use of one multicast
group. Before beginning, ensure that all output interfaces are attached to
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the multicast group by sending a stream of data from a source sent to the
multicast group used during the measurements, and verify that packets will
be received on the appropriate output interfaces.

Once the verification process is completed, start generating a stream of
data from the source. Then, send IGMP Leave Group messages in the di-
rection of each target port. Group Leave Delay is set as the time interval
between sending a disconnect request to group ta, and the time when the
last frame to group tb on the right interface is received:

tgld = tb − ta (2)

3 Exemplary Network Topology

Network topology have been created in order to conduct test multicast trans-
mission with an application of video streaming server, ISP router (represented
by Cisco 2611 router), embedded system – access network device providing
IGMP Proxy (ASUS WL-500g Premium) and computers represents end users
– members of multicast group (Fig. 2).

Fig. 2. Exemplary network topology

ASUS WL500G Premium v1 is equipped in MIPS CPU based on Broadcom
BCM4704 architecture with clock rate at 264MHz. It also featured 8MB flash
memory, 32MB of RAM, two USB 2.0 ports and miniPCI slot that allow to
change the wireless card.

For this research two computer programs have been used to track com-
munication networks. The first is the popular Wireshark program, which
was launched on one of the computers that was set to receive the multicast
transmission. The second program is tcpdump – used on the ASUS router.

4 Time Measurement of GJD and GLD

Before any streaming was commenced on the recipient’s computer, Wireshark
was up and running to capture IGMP packets from the interface on which
the receiver is connected to the ASUS router. Then a command was executed
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on the ASUS router. It launched a program with the option of tcpdump to
capture IGMP packets from the interface br-lan in ASUS router. Debugging
of IP IGMP packets was enabled on the Cisco 2611 router (via command
debug ip igmp).

Then the source began transmitting a data stream using VLC program
to the address 239.1.1.1. Packet capture software running on the devices
collected dozens of IGMP packets, from which GJD time and GLD time
were read. The data obtained and the time measurements were analyzed,
which were averaged and are presented in the Table 1.

Table 1. Time measurement results [s]

S – router – G1 S – 2611 – ASUS – G1
Router GJD GLD GJD GLD

Cisco 2611 0.3023 0.3068 0.6903 0.7001
ASUS WL500G Premium 1.7911 1.7744 1.7911 1.7744

This study aimed to compare the measurements of the time needed for
connecting and disconnecting multicast groups using IGMP. The study was
conducted on the Cisco 2611 router and the SOHO device ASUS WL500g
Premium. For the Cisco 2611 router, the time for getting to and leaving
the groups fluctuates within 0.3 seconds. For comparison, the ASUS router
entered and left the multicast group oscillating in the range 1.79 seconds. This
is a significant difference in favor of a Cisco router. It means that the Cisco
2611 router is a professional tool that is well suited for multicast techniques.

Next test was to see how the timing changes when connecting two devices.
Time to join the group on the Cisco router in this case increased to about
0.7 seconds. However, the time on the ASUS remained unchanged at 1.79
seconds.

5 Performance Analysis

Figure 2 shows the whole testing network. The computer on the left starts by
sending a video sequence to the address 239.0.0.1 using RTP protocol. In or-
der to test lab topology VideoLAN Media Player application [29] have been
used and configured for multicast purposes. OpenWRT router starts send-
ing data to the recipients G1, G2 and G3. The application on the receiving
computers generates an IGMP Report message. On receiving the message,
OpenWRT sends the multicast transmission in the direction of this receiver,
plus any other receivers in the group that will receive the multicast data.

The study involved two video streams that were sent from the source to
the ASUS router’s WAN port, forwarded on the router’s LAN ports, and
then received by the recipient. Streams used: Stream A with 652× 278 image
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Fig. 3. CPU utilization versus the number of streams (stream A)

resolution and average bitrate 892kbps and stream B with a resolution of
1280 × 536 image and the average bitrate 6260kbps. To obtain the CPU
load measurement a top program was used. ASUS router CPU load in idle
state was 2%. CPU load was studied with an increasing number of streams
of the same type (stream A and stream B). When increasing the number of
transmitted streams, SIRQ value, responsible for software processes interrupt
requests (Software Interrupt Request) was also increasing. With the increase
of the number of broadcasted streams, the router memory usage was con-
stant. It can be seen in the presented graphs how the router’s processor was
behaving when increasing the amounts of broadcasted streams.

In the case of stream A maximum value of the average CPU utilization
was 31% at 7 transmitted streams at the same time (Fig. 3). The received
image was smooth and had no artifacts. In the case of stream B maximum
average CPU utilization was 97% at 7 transmitted streams at the same time
(Fig. 4). The received image was jamming and had artifacts which prevented

Fig. 4. CPU utilization versus the number of streams (stream B)
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watching. At 7 transmitted streams, the top program which was running on
the router got jammed.

Increased use of the CPU by the stream B (6260kbps) is due to a greater
amount of data in one second, which increased more than 7 times in compa-
rison with stream A (892kbps).

6 Conclusions

The results show the efficacy of using popular SOHO network devices for
streaming transmissions with an application of IP Multicasting. It is ap-
propriate solution to provide many high quality streams that is especially
important in IPTV.

Multicasting is a complex issue, and here we present only the most basic
concepts. Nevertheless, this brief introduction should give a head start in
determining how best to implement multicasting in end-user environment.

Implementation of OpenWRT system on popular network devices that
reflect IP Multicasting is not widely described in the literature.
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Summary. In this paper, we analyze the threat of digital sabotage, specifi-
cally Denial of Service (DoS) attacks, to critical infrastructures such as power
plants, Intelligent Transportation Systems, airports, and similar. We compare
the profile of critical infrastructure installations to known attacker profiles
to establish which attackers are most likely to be a threat, thereby creating
a more precise threat picture to help prioritize digital defence efforts in crit-
ical infrastructure. The main contribution of the paper is the identification
of which hacker categories are most probably to attack critical infrastruc-
tures. Together with the profiles of the hacker categories this can be used for
identifying appropriate countermeasures against potential attacks.

1 Introduction

”It is said that if you know your enemies and know yourself, you will not be
imperiled in a hundred battles; if you do not know your enemies but do know
yourself, you will win one and lose one; if you do not know your enemies nor
yourself, you will be imperiled in every single battle.”- [Sun Tzu, 500 B.C.]

As the digital aspect of society and our lives in general becomes ever more
important, the defence hereof becomes an increasingly higher priority. Billions
of dollars are spent each year to protect the systems that form the basis for
our everyday lives against malicious attackers who would steal our data or
sabotage our critical infrastructure. It is an uneven battle - attackers need
only be successful once, while the defenders must be successful every time.
Therefore it is imperative that we know as much as possible about the would-
be attackers and their methods to be able to prioritize the defence efforts.
If we know the potential attackers, we are better able to predict, detect and
manage possible attacks.

To do this, it is necessary to make a threat assessment for the systems in
question (see e.g. [11]). Threats can be divided into three categories: Natural
disasters, accidents, and attacks. Traditionally, attackers are considered to be
the same attackers who would attack the installation/system in the physical
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world (e.g. criminals and terrorists), with an added category of ”hackers” (see
e.g. [5] and [17]). However, ”hackers” is such a loose term that by grouping all
attackers into this category, it is very difficult to say anything specific about
important threat properties.

For an assessment of the hacker threat to critical infrastructures to be
useful, it should have a greater granularity with respect to the attacker iden-
tification. By dividing the ”hacker” category into a number of subcategories,
for which we can determine specific threat properties, it is possible to give a
much more precise picture of the threat.

In this paper, we use the hacker categories developed by [7] to analyze the
hacker threat by comparing their known profiles against the profiles of crit-
ical infrastructures to determine which subcategories pose an actual threat.
The most important contribution is a precise picture of the threat of digital
hacker sabotage to critical infrastructure. It forms a valuable input for fur-
ther research, for example in providing inputs as to which kind of attacks
are relevant to consider in more specific scenarios. Another contribution is
the demonstration of how the systematic way of analysing threats of digital
hacker sabotage is used.

1.1 Reader’s Guide

This paper is organized as follows: In section 2 we describe the method used
to assess the hacker threat, specifically the categories of hackers. Section 3
describes how their threat properties correspond with the profile of critical
infra-structure at large and the detailed threat picture, including triggers and
attack methods favoured by the relevant hacker categories. Finally, we put
our work into perspective in section 4 and conclude in section 5.

2 Methods

In [7] hackers are divided into eight different categories, each with their own
distinctive profile with regards to threat properties:

1. Script Kiddies
2. Cyper-Punks
3. Insiders
4. Petty Thieves
5. Gray Hats
6. Professional Criminals
7. Hacktivists
8. Nation States

Each of these categories will be evaluated separately, whether or not they
represent a sabotage threat against critical infrastructures. Sabotage is in
this context considered as reducing or removing the availability of the service
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provided by the critical infrastructure. In terms of cyberattacks, this can be
achieved e.g. by a malicious use of controls, (Distributed) Denial of Service
(DDOS) attacks, or worms[18], and for this paper these are the vectors that
will be considered.

The threat assessment is performed by comparing hacker motives (intent)
and capabilities (competencies and resources available)[11], with the profile
of the critical infrastructure. This profile is described widely in literature, e.g.
[14] and [10], and will be summarized in the following section.

2.1 Threat Profile for Critial Infrastructure

Critical infrastructure is generally well protected, or at least should be. While
the rapid amount of infrastructure relying on network- and Internetbased sys-
tems do form a challenge, we generally assume that appropriate action has
been taken to make critical infrastructure well protected - otherwise this
would be a first step to do. Thus we assume that security (including cy-
bersecurity) is a priority, and that critical infrastructure is not vulnerable
to exploits of common security holes. The following provides a description
of the profile of critical infrastructure as a target as described by threat
properties[7].

Intent: Critical Infrastructure is a high-profile target that provides critical
services to the area it is located in, indicating that attackers with Notoriety
or Revenge motives would find critical infrastructure tempting targets. The
return on investment on sabotaging critical infrastructure for money is very
low because of the high security and the lack of monetary gain, so Financial
motives are not likely to drive a hacker to this type of attack. And while
Curiosity might cause an attacker to try and break into critical infrastructure,
it is unlikely that it would spur the hacker to perform sabotage[12].

Triggers: Critical infrastructures, being high-profile targets, do not need
any special triggers to be attacked. However, since critical infrastructures
are often state-run and a necessity for a state to run, attackers with revenge
motives could be triggered to attack at a perceived threat or insult from the
government of the state in question.

Capabilities - Skills: Critical infrastructures should be and usually are
protected against common vulnerabilities; the systems are updated and pro-
tected by security solutions. Therefore it takes either a significant amount of
very specialized skills to break the defences and/or considerable resources[13].

Capabilities - Resources: For sabotage of critical infrastructures to be
really effective, several facilities need to be hit for prolonged periods. This
requires either huge amounts of resources to be able to hit several systems in
parallel and sustain attacks, or very specialized skills and insider knowledge
to create cascading effects between networked systems.
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Methods: While critical infrastructures are generally well protected, no sys-
tem is completely secure. Critical infrastructures are vulnerable to all con-
sidered attack vectors (malicious use of controls, DDoS attacks, and worms)
if the attackers utilize them with enough resources and/or skills.

Trends: The increased focus on cybersecurity in the society in general also
has a positive effect on the security awareness of critical infrastructure. One
example is that industrial control systems are generally better protected after
the Stuxnet incident made everyone aware that they are a potential target[8].

2.2 Threat Assessment

For each hacker profile it is assessed if the group has the will (intent, trig-
gers) to attack, and the capabilities (skills, resources) to execute a successful
attack, and a hacker category is only considered a threat if both these pa-
rameters are present[5]. The result will be an assessment of which categories
of hackers presently should be considered a digital sabotage threat to critical
infrastructures. This assessment is further refined by looking at the preferred
vectors of attack.

3 Results

In this section, we compare the threat properties for each of the hacker cate-
gories with the target profile of critical infrastructures to determine whether
or not each category is a threat. The threat properties of the hacker categories
below are found in [7].

3.1 Script Kiddies

Attackers of the Script Kiddies category are novices with low hacking skills
and limited understanding of technical consequences, who use tools or scripts
downloaded from the Internet.

Intent: Primary motivations for Script Kiddies are notoriety and curiosity,
and as such critical infrastructure being a high-profile target would be at-
tractive, but the tools used by script kiddies often choose targets at random,
see for example [16].

Triggers: The only trigger Script Kiddies need to attack is the opportunity.
If they find a vulnerability in their random, automated search, they will
exploit it.

Capabilities - Skills: Low technical competencies makes it highly improb-
able that a Script Kiddie could execute a successful attack against a target
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with a minimum of up-to-date defences. This is expected to exclude critical
infrastructures from their targets.

Capabilities - Resources: Having very little resources available and oper-
ating solo further decreases the probability of a successful attack.

Threat Assessment: Have the will but lack the capabilities.

3.2 Cyper-Punks

Members of the Cyber-Punks category are medium-skilled but mostly solitary
hackers and virus writers.

Intent: Primary motivations for Cyber-Punks are notoriety and curiosity.
They might target critical infrastructure.

Triggers: Cyber-punks need no trigger to attack.

Capabilities - Skills: Cyber-Punks have some technical skills and under-
standing, and they will be able to use and even improve tools available on
the Internet. A Cyber-Punk might write their own malware exploiting well-
known vulnerabilities, but they are not likely to develop their own zero-days
or perform very advanced attacks.

However, some virus writers also fall under this category, and a novel
virus might compromise one or more critical infrastructure systems[6]. It is
not likely that systems could be compromised in such a manner as to cause
cascading failures without being specifically designed to do so, but if a worm
spreads aggressively enough to infect a large number of critical infrastructure
systems, then it could cause widespread denial of service.

Capabilities - Resources: Cyber-punks have limited resources since they
are mostly solitary, or in small groups. They are likely to able to perpetrate
simple, isolated attacks, although nothing sustained or large-scale.

Threat Assessment: Have the will and the capabilities.

3.3 Insiders

Insiders are malicious but trusted people with privileged access and knowl-
edge of the systems in question.

Intent: Insiders are motivated by revenge and to some degree notoriety, and
the former part makes them likely to try to conduct sabotage.

Triggers: A malicious Insider mostly needs to be triggered to attack, however
since the trigger can be any perceived insult or slight at the workplace, it can
be very hard to determine whether or not a potential attacker has been
triggered - especially considering that the potential attacker is typically a
trusted employee.
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Capabilities - Skills: An Insider can have extensive knowledge of the sys-
tem, including vulnerabilities, as well as privileged access to controls. An
Insider might even have the skills to perpetrate an effective cascading attack.

Capabilities - Resources: While Insiders very often work alone, they usu-
ally have the resources needed to make an effective attack, namely privileged
access to controls, and physical access to the systems.

Threat Assessment: Have the will and the capabilities.

3.4 Petty Thieves

Members of the Petty Thieves category commit low-level fraud and theft,
usually by using existing tools and scripts.

Intent: Petty Thieves are primarily motivated by financial gain, and as such,
critical infrastructures do not constitute an attractive target to members of
this category.

Triggers: This group needs no other trigger than opportunity and a viable
business case to attack.

Capabilities - Skills: Petty Thieves use a standard portfolio of tools and
techniques primarily focused around phishing, scamming, and credit card
fraud. They are not likely to possess the skill set nor the tools needed to
attack critical infrastructures.

Capabilities - Resources: Members of this group work alone or in small
groups, and considering their focus on low-level crime, it is not likely they
will have the resources needed to commit a successful attack.

Threat Assessment: Lack the will and the capabilities.

3.5 Grey Hats

Grey Hats are often skilful hackers with limited criminal intent but a lack of
respect for limitation on information flow and a large curiosity.

Intent: This category of attackers is primarily motivated by curiosity, and
they are very unlikely to perpetrate any form of sabotage. Triggers: Rumours
of secret information or ”impenetrable” defences might increase the risk of
attack.

Capabilities - Skills: Grey Hat hackers have very specialized technical skill
sets and an extensive exchange of information, and as such it is likely they
would be able to execute an attack successfully.

Capabilities - Resources: While there is a high degree of knowledge ex-
change in this group, most work alone and as such do not have the manpower
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to make widespread and persistent attacks. They do have the skills and equip-
ment however, to gain insider access to the systems in question, which could
enable them to execute a cascading attack.

Threat Assessment: Lack the will but have the capabilities.

3.6 Professional Criminals

Professional Criminals are organised groups of hackers with a strict business
approach to attacks.

Intent: Professional Criminals are purely financially motivated. There is cur-
rently no business model that makes the reward of an infrastructure attack
worth the risk, since most governments do no negotiate with terrorists, so
they are unlikely to attack.

Triggers: Like Petty Thieves, the Professional Criminals need no specific
trigger apart from a viable business case.

Capabilities - Skills: Members of this group of attackers possesses a wide
variety of technical skills and knowledge, and they are willing to recruit or
hire people with the necessary competencies to complete an operation.

Capabilities - Resources: This group has many resources in the form of
money, equipment, and manpower - enough to perpetrate a successful attack
against critical infrastructures.

Threat Assessment: Lack the will but have the capabilities.

3.7 Hacktivists

Hacktivists are groups of ideologically motivated hackers with varying tech-
nical skills, but many and geographically distributed members.

Intent: Since Hacktivists are motivated by ideological agendas and notoriety
and known for a lack of regard for consequences, they are likely to target
critical infrastructures. The US Department of Defense warns that it believes
one of the biggest hacktivist groups, Anonymous, have both the will and
the capability to attack[4]. However, Anonymous have publicly declared[1]
that they are not interested in attacking the power grid because they realize
the adverse effect it would have on the general population, and as such the
intent in this regard is not completely clear. There are many groups, though,
and not all of them have the same moral scruples as Anonymous claims to
have. On the other hand, they do not alone have the necessary resources
available.
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Triggers: Hacktivists are triggered by perceived threats or insults to their
ideology.

Capabilities - Skills: While the levels of technical skills are diverse within
the Hacktivist groupings, they usually have members with high technical com-
petencies, although they might not have the highly specialized skills needed
for a cascading attack.

Capabilities - Resources: Hacktivists have a large geographical spread
and sometimes vast amounts of manpower. They may also have the attack
resources in the form of botnets available to execute a widespread and sus-
tained attack. However, only Anonymous is big enough at this point in time
to conduct a sustained attack, and they have declared a lack of interest in
doing so. This is subject to change though.

Threat Assessment: Have the will or the capabilities, but not both.

3.8 Nation States

Nation States or representatives hereof have been known to perpetrate every-
thing from industrial espionage over acts of terrorism to devastating nation-
wide attacks in the cyber arena.

Intent: In case of a conflict, any disruption of the enemy’s infrastructure is
desirable, and as such, critical infrastructures represent an extremely attrac-
tive target to a hostile Nation State.

Triggers: Nation States are almost exclusively triggered by disputes in the
physical arena, most often geopolitical in nature.

Capabilities - Skills: Many Nation States have substantial presence in
cyberspace and commands many highly skilled experts in the critical infras-
tructure field.

Capabilities - Resources: They have vast resources in the form of money,
manpower, specialized knowledge and intelligence, and equipment. They are
very likely to be able to conduct a successful attack.

Threat Assessment: Have the will and the capabilities.

3.9 Threat Picture

Three of the hacker categories - Insiders, Hacktivists, and Nation States,
see Table 1 - can be considered a substantial sabotage threat to critical in-
frastructure at this time, but this is subject to change. Currently, only these
three categories have both the will and the capabilities to execute a successful
attack on critical infrastructure.
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Table 1. Threat matrix indicating will and capabilities of attackers

Categories Will Capability Threat
Script Kiddies Yes No No
Cyber-Punks Yes Yes Yes
Insiders Yes Yes Yes
Petty Thieves No No No
Gray Hats No Yes No
Professional Criminals No Yes No
Hacktivists Yes/No Yes/No No
Nation States Yes Yes Yes

3.10 Defence Priorities

Working to defend critical infrastructure in a resource-constrained environ-
ment means that limited budget funds must be applied to achieve the best
effect. While the thorough “basic” security is assumed in place, there are
many areas in which a security officer could focus his or her attention.

By looking deeper into the threat property “methods”[7], it is possible to
refine the threat picture even further, and suggest which defence measures to
priotitize.

Cyber-Punks Methods

While most of the attacks performed by this category of attackers are limited
in scope and sophistication, the Cyber-Punks do have one weapon that is
a legitimate sabotage threat to critical infrastructures, namely viruses. A
worm exploiting an unanticipated attack vector might plausibly infect several
of critical infrastructure systems and causing widespread denial of service.
Viruses such as Melissa (1999), ILOVEYOU (2000), Nimda (2001), Slammer
(2003), and Conficker (2008) (most contributable to Cyber-Punks) show that
it is certainly possible to reach a critical amount of infection in a very short
while. To defend against such a worm may prove difficult[19]. An Intrusion
Detection and Prevention System (IDPS) that uses statistical anomaly-based
detection and/or stateful protocol analysis detection would have a good of
chance of catching such a threat, and there are different ways of hardening
the network, depending on how fast the worm propagates[2][15].

Insider Methods

Attacks by Insiders will likely take the form of malicious use of controls. In
a survey, 43% of Insider attacks were executed while the attacker still had
legitimate access to the systems. The majority of the attacks were executed
while the attacker should no longer have this access[9]. The defence mech-
anisms that would help defend against such attacks would implement the
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principle of least privilege to limit the amount of damage that can be done
with malicious use of legitimate access. Also, having tight management of per-
sonnel access would limit the amount of damage previous employees could
cause, since they would lose access as soon as they were no longer employed.
More detailed advice on how to mitigate the threat of Insider attacks can be
seen in [3].

Nation State Methods

The methods employed by Nation States vary, but there seems to be a preva-
lence towards spear-phishing and zero-day exploits combined with worms
(e.g. Night Dragon and Stuxnet attacks) as well as devastating DDoS attacks
(e.g. Georgia, 66, and 10 Days of Rain). Defence priorities include educating
staff and increasing awareness to avoid anyone falling victim to spear-fishing
or similar social engineering attacks. It is quite difficult to detect the use
of zero-day exploits, but good intrusion detection systems might be able to
pick up the change in network behaviour. DDoS prevention should also be
a priority, and the volume of the attacks can be expected to be severe, so
cooperation with e.g. large ISPs might be an option to consider.

4 Discussion

By dividing the ”hacker” category into subcategories with distinctive threat
properties for the assessment of the hacker sabotage threat to critical infras-
tructure, it is possible to give a more precise threat picture than what is
known today. Compared to other threat assessments, e.g. as presented in [5]
and [17], it is possible to give more details on the expected attack methods
and triggers for attack.

Based on the threat picture in this paper, defence efforts against digital
sabotage of critical infrastructures should focus on dealing with malicious In-
siders as well as Cyber-Punks, and hostile Nation States. This could be done
by prioritizing access management, including implementing the principle of
Least Privilege, as well as installing an Intrusion Detection and Prevention
System, educating staff to be wary of spear-phishing and similar social engi-
neering attacks, and protecting systems from DDoS attacks.

Defence efforts should be particularly focused in times of geopolitical con-
flict, where the risk of a Nation State attack is high. Furthermore, an eye
should be kept on the development in the Hacktivist category, since there is
a risk that this group will develop into a threat in the near future.

The analysis presented can also be used when designing and deploying
new infrastructures such as Smart Grid, Intelligent Transportation Systems,
and infrastructures supporting Tele-Health in larger scales. Knowing which
groups are the most probable attackers, and knowing their capabilities in
terms of skills and resources, can help identify which kinds of attacks are
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important to prepare for. There is a big difference between being attacked by
Insiders, Nation States, or Script Kiddies. For researchers in the domain of
cyber security this knowledge can be used to indicate where further research
and development is needed, e.g. when developing technologies for intrusion
detection systems for general or specific critical infrastructures.

The authors would like to stress that the analysis presents a current picture
of threats, and that the hacker groups and threat properties can and probably
will change over time. However, we believe that the method provided in this
paper is useful for future updates.

Finally, threat assessment of digital hacker sabotage is no exact science,
and what we have presented does not provide any quantitative measures for
what attacks will be done by who in the near and far future, nor any analysis
of what counter measurements to take. We will leave such more specific threat
assessment to relevant authorities. However, we believe and hope that our
more general results are useful for researchers and developers working with
critical infrastructure.

5 Conclusion

In this paper we analysed the threat of digital sabotage to critical infrastruc-
ture systems. Based on hacker categories and their attacker profiles, we have
drawn a picture of the most important threats to critical infrastructure, which
can help prioritize defence efforts, and provide valuable inputs to researchers
and developers. Our analysis shows that Cyber-punks, Insiders and Nation
States are the hacker categories, which possess the wills and capabilities to
perform such attacks.

The main contribution of the paper is the actual results obtained, e.g. an
identification of which hacker categories are most probably to attack critical
infrastructures, as well as descriptions of their profiles, which can be used for
taking appropriate countermeasures for prediction, prevention and manage-
ment of attacks.

Another contribution is the methodology demonstrated which is useful for
updating the threat assessment presented, and which can be used for other
analyses of threats of digital hackers.

We would like to encourage further research in the domain of systematically
assessing threats to both critical infrastructures and other large-scale IT-
systems. There is a specific need for validation of models and categories used,
based on e.g. previous attacks and identification of actual threats.
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Summary. The increased usage of cloud services, growing number of users,
changes in network infrastructure that connect devices running mobile oper-
ating systems, and constantly evolving network technology cause novel chal-
lenges for cyber security that have never been foreseen before. As a result, to
counter arising threats, network security mechanisms, sensors and protection
schemes have also to evolve in order to address the needs and problems of
nowadays users.

1 Introduction

Recently there is an increasing number of security incidents reported all over
the world. This situation is strongly related to the fact that recently there
is also an increasing number of mobile devices users that form the popula-
tion of connect-from-anywhere terminals that regularly test the traditional
boundaries of network security.

In our previous work [2], we have introduced an innovative evolutionary
algorithm for modeling genuine SQL queries generated by web-application.
In this paper we have extended our algorithm with Bayes inference in order
to incorporate advantages of signature-based and anomaly-based methods.
The proposed approach allows for extracting patterns (in form of a PCRE
regular expression) of a genuine SQL queries that can be easily incorporated
in any rule processing engine (e.g. Snort). Moreover, the results showed that
combining that kind of attack detector with character distribution allows for
additional effectiveness improvements.

The paper is structured as follows. In Section 2 we present an overview
of existing machine learning techniques for cyber attack detection. In Sec-
tion 3 we present our own solution for SQL Injection attempts detection
based on Bayes inference. The experimental setup and results are provided in
consecutive sections. Conclusions are given thereafter.

R.S. Choraś (ed.), Image Processing and Communications Challenges 5, 391
Advances in Intelligent Systems and Computing 233,
DOI: 10.1007/978-3-319-01622-1_44, © Springer International Publishing Switzerland 2014



392 R. Kozik and M. Choraś

2 Overview of Methods for Cyber Attack Detection

2.1 Signature-Based Methods

The Signature-based category of cyber attacks detection methods typically
include Intrusion Prevention and Detection Systems (IDS and IPS) which
use predefined set of patters (or rules) in order to identify an attack. The
patterns (or rules) are typically matched against a content of a packet (e.g.
TCP/UDP packet header or payload). Commonly IPS and IDS are designed
to increase the security level of a computer network trough detection (in case
of IDS) and detection and blocking (in case of IPS) of network attacks.

One of the most popular IDS/IPS software, widely deployed worldwide, is
Snort [7]. Since it is an open source project, its users are allowed to freely
modify it as well as feed the Snort engine with rules obtained from different
sources (e.g. not only form Snort homepage).

Commonly the signatures (in form of reactive rules) of an attack for a soft-
ware like Snort are provided by experts form a cyber community. Typically,
for deterministic attacks it is fairly easy to develop patterns that will clearly
identify particular attack. It often happens when given malicious software
(e.g. worm) uses the same protocol and algorithm to communicate trough
network with command and control center or other instance of such soft-
ware. However, the problem of developing new signatures becomes more
complicated when it comes to polymorphic worms or viruses. Such software
commonly modifies and obfuscates its code (without changing the internal
algorithms) in order to be less predictive and hard to detect.

Therefore, recently a machine learning based algorithms have been adapted
for developing signatures that will be efficiently identify both code and be-
haviour of malicious code. The Network-based Signature Generation (NSG)
[3], Length-based Signature Generation (LSEG) [4], and F-Sign [5] are exam-
ples of algorithms designed for automated and fast extraction of signatures
of polymorphic worms. The LESG algorithm targets those worms that use
buffer overflow attack to infect victims, while the F-Sign extracts the signa-
ture on a basis of code of a worm (such signature can be use to detect and
stop worm from spreading). In literature there are also algorithms such as SA
(Semantic Aware [6]) that are designed to generate signatures of malicious
software on a basis of network traffic they generate. Such solutions like [6]
can even properly identify malicious behaviour when the traffic is noise-like.

2.2 Anomaly-Based Methods

The anomaly-based methods for a cyber attacks detection typically build a
model that is intended to describe normal and abnormal behaviour of network
traffic. Commonly such methods use two types of algorithms borrowed from
machine learning theory, namely unsupervised and supervised approach.
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For unsupervised learning commonly [8, 9, 10, 11, 12, 13, 14] clustering ap-
proaches are used that usually adapt algorithms like k-means, fuzzy c-means,
QT, and SVM. The clustered network traffic established using mentioned
approaches commonly requires decision whenever given cluster should be in-
dicated as a malicious or not. Pure unsupervised algorithms use a majority
rule telling that only the biggest clusters are considered normal. That means
that network events that happen frequently have no symptoms of an attack.
In practice, it is a human role to tell which cluster should be considered as
an abnormal one.

The supervised machine learning techniques require at least one phase
of learning in order to establish the traffic model. The learning is typically
off-line one and is conducted on specially prepared (cleaned) traffic traces.
One of the exemplar approaches to supervised machine learning for cyber
attack detection uses auto regression stochastic process (AR) [15, 16, 17]. In
literature there are also methods using Kalman filters [21]. Recently, more
gaining in popularity are solutions adapting SVM [20], neural networks [19],
and ID3-established decision trees [18].

3 Proposed Approach to Injection Attack Detection

The proposed approach engages a Bayesian inference theory for cyber attacks
detection. For that purpose a directed acyclic network (graph) is built, which
is a graphic representation of the joint probability distribution function over
a set of variables. In such graph each node represents random variable while
the edge indicates a dependant relationship.

Fig. 1. Diagram of proposed algorithm

As it is shown in Fig.1, two types of observations are used in order to
evaluate a probability of an attack. One of the observations is obtained from
SQL-ADS, while the other comes from character distribution model. Both
of the methods of injection attack detection are detailed in following sec-
tions. The fact that particular query (Q) is an injection attack (A) given the
observation (Oads, Ochisq), is evaluated using formula 1.

Ȧ = argmax
A

pQ(A|Oads, Ochisq) (1)
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The probability pQ(A|Oads, Ochisq) is represented as a joint probability
distribution function over a set of variables A,Oads, Ochisq incorporated into
equation 2.

pQ(A|Oads, Ochisq) = pQ(A,Oads, Ochisq)

pQ(Oads, Ochisq)
(2)

After applying Bayes’s formula the joint probability in the nominator can
be substituted with conditional probability as it is shown in equation 3.

pQ(A|Oads, Ochisq) = pQ(Oads|Ochisq, A)pQ(Ochisq|Oads, A)pQ(A)
pQ(Oads, Ochisq)

(3)

The denominator in formula is a constant value that does not depend
on variable A. Moreover, we also have assumed both observations Oads
and Ochisq are statistically independent. Therefore, the probability
pQ(A|Oads, Ochisq) can be rewritten as equation 4

pQ(A|Oads, Ochisq) ∝ pQ(Oads|A)pQ(Ochisq |A)PQ(A) (4)

The methods for evaluating value of Oads and Ochisq for a given SQL query
Q were described in section 3.1 and section 3.2 respectively.

3.1 Extracting Signatures from SQL Queries

The details about the algorithm can be found in our previous work [2]. There-
fore, to keep this paper self-contained here we only introduce the most im-
portant aspects.

The proposed method exploits genetic algorithm, where the individuals in
the population explore the log file that is generated by the SQL database.
Each individual aims at delivering an generic rule (which is a regular expres-
sion in form "SELECT [a-z,]+ FROM patient WHERE name like [a-zA-z]+")
that will describe visited log line. It is important for the algorithm to have
an set of genuine SQL queries during the learning phase. The algorithm is
divided into the following steps:

• Initialization. Each individual and line from log file is assigned. Each
newly selected individual is compared to the previously selected in order
to avoid duplicates.

• Adaptation phase. Each individual explores the fixed number of lines in
the log file (the number is predefined and adjusted to obtain reasonable
processing time of this phase).

• Fitness evaluation. Each individual fitness is evaluated. The global popu-
lation fitness as well as rule level of specificity are taken into consideration,
because we want to obtain set of rules that describe the lines in the log
file.
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• Cross over. Randomly selected two individuals are crossed over using al-
gorithm for string alignment. If the newly created rule is too specific or
too general it is dropped in order to keep low false positives and false
negatives.

The fitness function, that is used to evaluate each individual, takes into
account the particular regular expression effectiveness (number of times it
matches to a given SQL query string), the level of specificity of such rule
and the overall effectiveness of the whole population. The fitness function
is described by equation 5, where I indicates the particular individual regu-
lar expression, Epopulation indicates the fitness of the whole population, Ef
effectiveness of regular expression (number of times the rule fires), and Es in-
dicates the level of specificity (in order to avoid too short regular expressions
like ".*"). The α, β, and γ are constants that normalize the overall score and
weight each coefficient importance.

E(I) = α ∗ Epopulation + β ∗ Ef (I) + γ ∗ Es(I) (5)

Epopulation =
∑

I∈Population
Ef (I) (6)

3.2 Estimating Character Distribution for SQL Queries

The method is similar to the one proposed by C.Kruegel in [1]. The proposed
character distribution model for describing the genuine traffic generated to
web application. The Idealized Character Distribution (ICD) is obtained du-
ring the training phase from "clean" requests sent to web application. The
IDC is calculated as mean value of all character distributions. During the
detection phase the probability that the character distribution of a query is
an actual sample drawn from its ICD is evaluated. For that purpose Chi-
Square metric is used. The equation used for evaluating the value of variable
Ochisq(Q) for a query Q is described by formula 7, where N indicates the
length of a query Q, ICD the character distribution of all genuine SQL
queries, σ the standard deviation form the ICD, and h()̇ the character dis-
tribution of a tested query Q.

Ochisq(Q) =

N∑
n=0

1

σ2
[ICDn − h(Qn)]2 (7)

4 Experiments and Results

In this section our evaluation methodology is described. The SQL Injection
Attacks are conducted on php-based web service with state of the art tools
for services penetration and SQL injection. The traffic generated by attacking
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tools are combined together with normal traffic (genuine queries) in order to
estimate the effectiveness of the proposed methods. The genuine queries are
both man-made and generated by web crawlers as well.

The web service used for penetration test is so called LAMP (Apache +
MySQL + PHP) server with MySQL back-end. It is one of the most common
worldwide used servers and therefore it was used for validation purposes. The
server was deployed on Linux Ubuntu operation system. For penetration tests
examples services developed in PHP scripts and shipped by default with the
server are validated.

Attack injection methodology is based on the known SQL injection me-
thods, namely: boolean-based blind, time-based blind, error-based, UNION
query and stacked queries. For that purpose sqlmap tool is used. It is an
open source penetration and testing tool that allows the user to automate
the process of validating the tested services against the SQL injection flaws.

In order to avoid double-counting the same attack patterns during the
evaluation process, we decided to gather first the malicious SQL queries gen-
erated by sqlmap (several hundreds of different injection trials). After that
genuine traffic (generated by crawlers and during the normal web service
usage) is gathered.

The proposed method for injection attack detection has been compared
with known in the literature solutions, namely Apache SCALP, SNORT, and
ICD. Apache SCALP is an analyzer of Apache server access log file. It is able
to detect several types of attacks targeted on web application. The detection
is a signature-based one. The signatures have form of regular expressions that
are borrowed from PHP-IDS project.

The results show that SCALP and Snort are not efficient solutions for SQL
attack detection. The advantage is that they can be easily fed with new signa-
tures. However, most of the available rules are intended to detect very specific
type of attacks that usually exploit very specific web-based application vul-
nerabilities.

Table 1. Effectiveness of injection attack detection

SNORT ICD SCALP Proposed Methods
Effectiveness 78,3% 95,0% 89,0% 97,0%

5 Conclusions

In this paper we have extended our previous work presented in [2]. We have
compared our method with known in the literature solutions for injection
attack detection. Our experiments showed that available signatures-based
solutions for SQL injection attacks are not efficient. Most of the available
rules are intended to detect very specific type of attacks that usually exploit
very specific web-based application vulnerabilities. The proposed algorithm
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combines advantages of ADS and signature-based methods. It allows the
algorithm to achieve detection effectiveness that is significantly better when
compared to signature-based methods only.
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gramme (PBS) of the National Centre for Research and Development (NCBR) funds
allocated for the Research Project number PBS1/A3/14/2012 (SECOR)).
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Summary. In this paper a genetic algorithm for scheduling routes in public
transport is presented. It combines bus, light rail and metro, with access to
other sea and air communication nodes. Results are compared with the short-
est path routing algorithm Dijkstra, optimizing the distance and generation
of a greenhouse gas as CO2. The proposed algorithm has a computational
cost advantage compared to shortest path algorithms.

1 Introduction

This paper presents a strategy to find optimal paths in passenger transport
lines using genetic algorithms. For planning an urban public transport sys-
tem, the efficiency of each route must be considered in a way that it allows
a minimun number of paths or the shortest distance to users. Also, the solu-
tions need to be economically viable and furthermore, it is desirable to offer
green solutions. In large cities the generation of greenhouse gases is a relevant
problem, and public transport helps combat this effect, reducing emissions
compared to private vehicles. In this work less polluting path in terms of CO2

emissions is used as an optimization critera. It has been shown in the litera-
ture [1] that there is a proportional relationship between fuel consumption,
distance and CO2 emissions.

This paper is organized as follows. Section 2 establishes some basic no-
tation and background. Section 3 formally introduces the proposed genetic
algorithm including the preprocessing. In Section 4, simulations and results
are shown and finally in Section 5 we conclude with final remarks and
conclusions.

2 Background

For scheduling routes in public transport, we define the different paths be-
tween stops as set of vertices connected by edges. This set is represented as a
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graph. A graph is a representation of a set of objects where some pairs of the
objects are connected by links. The interconnected objects are represented
by mathematical abstractions called vertices and the links that connect some
pairs of vertices are called edges: an ordered pair G = (V,E) comprising a
set V of vertices or nodes together with a set E of edges or lines, which
are 2-element subsets of V [2]. The vertices belonging to an edge are called
endpoints. A vertice is also called node or vertex. The degree of a vertice
in a graph is the number of edges incident to it. The order of a graph is
the number of vertices and the size is the number of edges. These values
are represented by |V | and |E| respectively. Let P (u, v) denote the short-
est path from u to v, and |P (u, v)| the sum of its edge lengths (length).
We assume that every edge e is the shortest path between its endpoints.
For a r let Cu,r = {v ∈ V, P (u, v) ≤ r} is the circle of radius r centered at
u, D = max |P (u, v)| is the diameter of the network, and Δ the maximum
degree of a verttice in G. Fig. 1 shows a graph example.

Fig. 1. A graph example with 4 vertices and edges. There are 2 paths from node
1 to node 3.

2.1 Dijkstra’s Algorithm

Dijkstra’s Algorithm is a short path algorithm developed Edsger Dijkstra
[3]. It is a graph search algorithm that solves the single source shortest path
problem for a graph with non negative edge path costs, producing a shortest
path tree [4]. This algorithm maintains the length d(v) of the shortest path
from the source s to v found and the predecessor p(v) of v on the path
for every vertice. Initially d(s) = 0, d(v) = ∞ for all other vertices and
p(v) = null for all v. A queue of unscanned vertices with finite d values is
maintained. In different steps it extracts the minimum valued vertice from
the queue and scans it. If v is the vertex in queue with smallest distance,
and de(v, u) the distance from v to a neighbour u, for each neighbor u of
v the algorithm looks at all edges (v, u) ∈ E and if d(u) > d(v) + de(v, u),
sets d(u) = d(v) + de(v, u) and p(v) = u. The algorithm terminates when
the target t is extracted. The bidirectional version of Dijkstra’s algorithm is
similar running a forward search from s and a reverse search from t. If an
edge (v, u) is scanned by the forward search and u has already been scanned
by the reverse search, the concatenation of paths s − v and u − t is a new
path P from s to t. The algorithm updates and saves the shortest path rised
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in the steps execution. Dijkstra’s original algorithm has high computational
cost and runs in O(|V |2). Dijkstra’s algorithm is usually the working principle
behind link-state routing protocols.

2.2 Genetic Algorithms

Genetic Altorithms (GAs) are general purpose algorithms that use principles
inspired by genetics to evolve solutions to problems [5]. They were proposed
by Holland [6, 7, 8, 9] and provide a robust search in complex spaces. A GAs
operates on a population (set of individuals) of randomly generated solu-
tions. Every individual has chromosomes often represented by binary strings.
The population advances toward better solutions by applying genetic opera-
tors, such as crossover and mutation. In each generation, favourable solutions
generate new individuals that replace the inferior individuals in a selection
process. Crossover cross the genes of two parent chromosomes in order to
exploit the search space and constitutes the main genetic operator. The pur-
pose of mutation is to maintain the diversity of the gene pool. A fitness
function plays the role of the environment to distinguish between good and
bad solutions.

3 Proposed Algorithm

The proposed algorithm is a genetic algorithm and deals with a large num-
ber of nodes and paths and reduces the calculation of routes. We supose
that a public transport network node can belong to different bus,metro or
train lines. In our approach, it will be considered the source and destination
nodes and important junctions nodes (belongs to different lines) called transit
nodes. That allows to reduce complexity of paths. All nodes and edges data
are stored in a database. Database contains node name and location, edge
information, its vertices, vertices location, geometry, distance cost, CO2 cost
and lines to which it belongs.

The algorithm consists of several steps. The first step reduces the graph
size, as it shown the Fig. 2. The right side shows a graph with 10 nodes and
3 lines, and is reduced to 4 nodes and 3 lines (left side). We can appreciate
that there exists one transit node (v5) and three source/destination nodes
(v1,v7,v10). In a second step, a population is randomly generated. Every in-
dividual represents a feasible path from source node to destination node. An
invidivual has a numberN of cromosomes and every cromosome is made up of
two values: the first is a transit node value and the second represents a trans-
port line. Thus, a path is represented by transit nodes and lines that should
choose to get from source to destination. In the following steps, favourable
solutions generate new individuals that replace worst in a selection process.
Three genetic operators are applied: selection, crossover and mutation.
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Fig. 2. First step: reducing graph

3.1 Selection

For the selection a roulete algorithm is chosen [8]. The population is mapped
onto a roulette wheel such a slot size correspond to its selection probability:
each chromosome is assigned a slot of the total area and cromosomes with
higher area will be selected.

3.2 Crossover

We consider that all nodes are not connected and that the routes must be
feasible. One-point crossover is selected in Parent A for generating new in-
dividuals, this point becomes the tentative cutoff. We discover the neighbor
nodes to cutoff and select a random one. If connection exists in Parent B,
then offspring A inherits from the beginning to cutoff (Parent A) and from
connection rnadomly selected to end in Parent B, as shown in Fig. 3. Then
the process is reapeted from Parent B to find the second offspring B. If the
connection selected is not present in the other Parent, other neighbor node
will be tested. If none of the nodes connected to the cutting point is present,
other crossover point will be selected and proceed in the same way.

Fig. 3. Crossover
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3.3 Mutation

Every individual represents a feasible path for mutation, a new individual is
generated according to a probability (mutation rate). It provides a means to
explore new genetic material.

4 Simulation and Results

Several tests have been conducted to evaluate the proposed scheduling routing
scheme. Concretely, the scheduler is tested through simulations scenarios and
traces from real world. In our tests, the environment is based on city public
transport of Malaga in the south of Spain. In our simulations, 1043 different
nodes (total 1780) made up the public transport system. It is observed that
the system integrates 89 unidirectional routes of heterogeneous types: 81
uniderectional bus lines (39 double lines and 3 circular), 2 double metro lines
and 2 double train lines. Further, data from nodes (locations, names, code)
and lines (location, source and target nodes, parameters) are obtained from
Malaga bus transport company (EMT) [10], Malaga train timetables [11] and
metro lines [12], collected from January 2013 that are available at [10, 11, 12].

Node locations are designated using a specific pairing of latitude and lon-
gitude, using Google Maps style. It uses the SRS (Spatial Reference System)
called as 900913 or EPSG 3857 (European Petroleum Survey Group) [13].
This reference system corresponds to the WGS 84 geodetic system (World
Geodetic System) [14] using a spherical Mercator projection [14, 15] with
distance coordinates in meters. This SRS indicates that WGS 84 coordinates
are spherical and x/y values are expressed in meters. WGS 84 is a stan-
dard for use in cartography, geodesy, and navigation. It comprises a standard
coordinate frame for the Earth, a standard spheroidal reference surface for
raw altitude data, and a gravitational equipotential surface that defines the
nominal sea level.

In order to test the efficiency of genetic system, a comparison to short path
Dijkstra’s Algorithm is made. The evolution of learning during the training
can be compared at every iteration in terms of computational effort. Compu-
tational effort in this work is measured in number of individuals evaluations.
GA strategy evaluates the whole population in the first generation and then
it evaluates a number of individuals in consideration of selection rate λ. This
way, computational effort for GA approach can be formulated as follows:

CEGA = GA+GA ∗ λ ∗ (numiter − 1) (1)

where GA denotes the number of individuals or population size, λ represents
the selection factor and numiter is the number of iterations or stopping con-
dition. On the other hand, in Dijkstra every node cost (vertice) is evaluated
and thus computational effort can be expressed as

O(|V |2) (2)
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with V denoting the number of nodes. Genetic algorithm computational ef-
fort is lower than short path Dijkstra’s algorithm. Table 1 summarizes the
setting for GA learning strategies respectively. Global search are favored at
first iterations and a deepest exploration of the reached locations is allowed
at the end of the iterations. As it is shown in Table 1, is configured with
elitist selection operator, one-point crossover and decreasing mutation rate.
Training is done for 100 iterations where the algorithm has to address the
allocation of routes scenario. A stopping condition has been determined by
the analysis of the learning strategy. For testing process, two performance

Table 1. Parameters configuration for GA approach

Parameters configuration
Selection rate (elitism) λ=0.9 Mutation rate=0.1e(−iter/Numiter) Population size (PS)=20

indexes are considered: distance cost and CO2 cost. If Pi(u, v) is the i path
from node u to node v, the distance cost di(u, v) is defined as de sum of its
edge lenghts, |Pi(u, v)|

di(u, v) = |Pi(u, v)| =
v∑

k=u

de (3)

where de is the distance of every edge e between node u and node v. For cal-
culating CO2 cost, Table 2 of CO2 emissions is considered [16]. We calculate
the CO2 cost value for i path from node u to node v as

CO2i(u, v) =

v∑
k=u

(de ∗ EF ) (4)

where EF is an emission factor value from the the table 2. Table 3 shows
an example of Dijkstra distance cost from node 152 to 253. This result is
compared to the best achieved best individual (whole test) obtained by GA.
The results for CO2 cost are shown in table 4. The average for all the best
individual in every GA test are shown in Table 5.

Table 2. CO2 emissions

Public transport Emission Factor
(g/passenger x km)

Bus (urban) 82.81
Train 35.97
Metro 39.53
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Table 3. Dijkstra distance cost and GA Best individual distance cost (Km) from
node 152 to 253

Dijkstra

From To Line Cost

152 153 1 0.1372
153 2671 26r 0.3887
2671 259 26r 0.6142
259 260 2r 1.1783
260 261 2r 1.8108
261 262 2r 2.1378
262 253 2r 2.3937

GA

From To Line Cost

152 153 1 0.1372
153 2671 26r 0.3887
2671 259 26r 0.6142
259 260 2r 1.1783
260 261 2r 1.8108
261 262 2r 2.1378
262 253 2r 2.3937

Table 4. Dijkstra and GA Best individual CO2 cost (g/passenger x km) from node
152 to 253

Dijkstra

From To Line Cost

152 153 1 11.3615
153 2671 26r 32.1882
2671 259 26r 50.8619
259 260 2r 97.5750
260 261 2r 149.9523
261 262 2r 177.0312
262 253 2r 198.2222

GA

From To Line Cost

152 153 1 11.3615
153 2671 26r 32.1882
2671 259 26r 50.8619
259 260 2r 97.5750
260 261 2r 149.9523
261 262 2r 177.0312
262 253 2r 198.2222

Table 5. Mean Population individuals costs from node 152 to 253 for distance and
CO2 algorithms

Algorithm (dist) μ

Dijkstra 2.39
GA 2.43

Algorithm (CO2) μ

Dijkstra 198.2222
GA 201.6337

5 Conclusions

In spite of the existence of a large diversity in literature related to scheduling
routes in public transport, there are only a few efficiently dealing with a large
number of nodes and paths. The proposed algorithm reduces the calculation
of routes using the source and destination nodes and important junctions
nodes (exists a line change). An algorithm based on transit node that allows
to reduce paths in public transport networks to a small number has been
proposed here. The genetic algorithm is compared with a classical short path
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distance algorithm. Further, performance indexes as distance cost and CO2

cost have been used to test the system. It has been shown that this strategy
reduces the computational effort. Results also show that genetic algorithm
outperforms the best of classical strategies in discovering the short path be-
tween two nodes.
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Summary. In this paper the heuristic algorithm for the selection lightpaths
in flexible transparent optical networks has been presented. The considered
problem of routing and spectrum assignment (RSA) takes into consideration
minimizing the length of the transmission distance under spectrum continuity
constraints and relationship between the traffic bitrates and the spectrum
bandwidth. The proposed algorithm constitutes modification the well-known
Dijkstra’s algorithm. The obtained results show that a significant reduction
in the number of rejected requests can be achieved by an appropriate selection
of the scheme spectrum segments in the aggregated spectrum of the path.

1 Introduction

A spectrum-sliced elastic optical path network (SLICE) has been proposed as
an efficient solution for a flexible bandwidth allocation in optical networks.
The used optical orthogonal frequency-division multiplexing (OFDM) sup-
ports the transport of multi-granularity Internet traffic, however, requires
a grid-flexible (sliced or mini-grid) or a fully gridless network. In SLICE,
spectrums of OFDM signals are flexible and sliced to utilize arbitrary con-
tiguous spectrum slots transfering traffic with arbitrary bitrates. Similarly to
Routing and Wavelength Assignment in DWDM optical networks, Routing
and Spectrum Assignment (RSA) problem appears in the SLICE networks.
In [1] a dynamic RSA problem, which takes into account the relationship
between the spectrum bandwidth, signal format and traffic bitrates has been
formulated. The objective function includes minimizing the path length, and
spectrum continuity constraints and spectrums of OFDM signals non-overlap
constraints play the role of constraints in the formulated optimization prob-
lem. In addition, two different algorithms for solving the formulated problem
have been proposed, based on the spectrum segment representation, which

R.S. Choraś (ed.), Image Processing and Communications Challenges 5, 407
Advances in Intelligent Systems and Computing 233,
DOI: 10.1007/978-3-319-01622-1_46, © Springer International Publishing Switzerland 2014



408 I. Olszewski

supports both mini-grid and fully gridless networks. On the other hand, in [2]
dynamic routing algorithm with distance adaptive modulation in SLICE net-
works has been proposed. In [3] k-path Signaling-based RSA scheme was
proposed and simulation results show that it works better than other RSA
schemes in Bandwidth Flexible Optical Networks. In [4] the problem of optical
network planning based on OFDM in which the connections are protected by
spectrum non-overlap rule has been formulated. To solve this RSA problem,
several of algorithms from optimal and decomposition ILP algorithms to a se-
quential heuristic algorithm combined with appropriate ordering policies and
simulated annealing meta-heuristic, have been proposed. In [5] the problem of
serving dynamic traffic in a spectrum flexible optical network is considered,
where the spectrum allocated to an end-to-end connection varies dynami-
cally with time so as to follow the required source transmission rate. In [6]
a novel lightpath fragmentation mechanism for dynamic scenarios in flexi-
ble spectrum networks has been proposed. The proposed mechanism helps in
avoiding potential blocking by permitting a demand to be split in multiple
parts and served as multiple connections.

It should be noted that further studies of the RSA problem are needed
to propose new routing algorithms minimizing the blocking probability of
requests with possibly a small function of computational complexity. In this
paper, the algorithm for solving the basic RSA problem, that is based on the
well-known Dijkstra’s algorithm, has been proposed. The proposed scheme
selection of the segments from the available spectrum of the path provides
significant reduction in the number of the rejected requests as compared to
other known algorithms.

The remaining part of paper is organized as follows. The first part de-
scribes the formulation of the optimization problem. The second part gives
an overview of the compared algorithms and proposes a heuristic algorithm
solving this problem. The third part contains the results of simulation, ob-
tained after the application of the presented algorithms. The last section
presents the final conclusions.

2 Formulation of Optimization Problem

Let G(V,E,D) be the network, where V is the set of nodes, E is the set of
unidirectional links and D is the set of lengths of links. R is the symbol rate
for each subcarrier (in baud), while G (Hz) is a guard band between adjacent
OFDM signals. In this paper, as in [1], segment representation of the spectrum
is assumed that supports coarse WDM grid networks, mini - grid (slot based)
networks and fully gridless networks. Therefore, the spectrum Sij of link (i, j)
can be defined as [1]:

Si,j =

Kij⋃
k=1

Skij =

Kij⋃
k=1

(akij , b
k
ij) ⊆ (f start, fend) (1)
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where: Skij = (akij , b
k
ij) is k segment of contiguous spectrum available (blank)

of link (i, j), such that akij ≺ bkij � ak+1
ij ≺ bk+1

ij , k ∈ (1, 2, ...,Kij) and Kij

is the number of available segments of this link. B = (fstart, fend) is the
spectral window bandwidth of each link (i, j). Furthermore, let the current
request between a pair of nodes s, d ∈ N be for C units of bandwidth [in
bps]. The relationship between the traffic bitrate C and the spectrum of
the signal B when using OFDM modulation can be defined as follows [1]:
B = (�C/2mR�+ 1)R, where m is the number of bits per symbol and R is
the symbol rate (in baud) for each subcarriers. The above dependence was
obtained basing on the assumption that all the subcarriers have the same
signal format and use PDM and AMF [1]. Before presenting the optimization
problem the variables used in this formulation need to be defined: Asd -
binary variable equals 1 if the request is accepted and 0 otherwise, rij -
binary variable equals 1 if the OFDM lightpath passes through link (i, j) and
0 otherwise, rkij - binary variable equals 1 if the OFDM signal passes through
link (i, j) and the spectrum of the signal is included in the k-th segment Skij =
(akij , b

k
ij). Variables fa, fb define a contiguous range of signal spectrum for the

incoming request, i.e. (fb − fa) = B +G. Generally speaking, the considered
problem is to find the shortest path Psd between pair of nodes (s, d), for which
aggregated spectrum Ssd enables the realization of the incoming request.
Aggregated spectrum of the path Ssd should be understood as spectrum
intersection of links belonging to the path, i.e. Ss,d =

⋂
(i,j)∈Ps,d

Sij , where Sij

is the spectrum of link (i, j). A formulation of the basic RSA problem with
the constraints of the spectrum continuity and the constraint of the format
transmitted signal constraint has been shown below [1]:

max

⎡
⎣αAsd − ∑

(i,j)∈E
(rijDij)

⎤
⎦ ;α > ∑

(i,j)∈E
Dij (2)

The objective function (2) minimizes the length of the path being selected.∑
j

rij � Asd∀i∈N (3)

Constraint (3) ensures that the selected path does not contain cycles, which
means that for each node i on the path being chosen between a pair of nodes
(s, d), (Asd = 1), only one arc (i, j) belongs to the path (rij = 1).

∑
i

rij −
∑
i

rji =

⎧⎨
⎩
−Asd, j = s
Asd, j = d
0, j 
= s, d

∀i∈N (4)

Equations (4) give the flow balance for the path.
Kij∑
k=1

πkij = rij∀ij∈N (5)
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Equations (5) ensure that only one available segment Skij is selected on link
(i, j) of the path being chosen between a pair of nodes (s, d).

fb − fa −G = B = (�C/2mR�+ 1)R (6)

Equation (6) defines the relationship between the spectrum bandwidth B and
bitrate C for the incoming request.

{
fb − bkij � Btotal

(
2− rij − πkij

)
akij − fa � Btotal

(
2− rij − πkij

) ∀ij ∈ E, ∀k (7)

Equations (7) ensures the spectrum non-overlap rule. Btotal = fend−f start is
the total spectrum bandwidth of each link (i, j). If the OFDM signal path of
the current request passes through link (i, j) and is implemented within the k-
th segment Skij(rij = 1, rkij = 1), then the system of inequalities (7) becomes:
akij � fa, fb � bkij which means that the signal spectrum is located in the
segment. However, for the other segments Skij , k ∈ {1, 2, ..., k− 1, k+1,Kij},
that have not been changed, (rij = 1, rkij = 0) the system of inequality
becomes: fb − bkij � Btotal, akij − fa � Btotal which means that the spectrum
of the signal does not exceed total bandwidth of the link.

Because of the non-linear constraint (6) presented basic RSA problem is
an integer non-linear programming problem.

3 Heuristic Algorithms-Sub-Optimal Solution

In [1] three different algorithms have been proposed to solve the basic RSA
problem. The first of these, marked as SPV (Spectrum - Vector Constraint
Path Searching Algorithm), generates a vector path searching tree (PVST),
which is similar to the trees generated by algorithms based on the branch-and-
bound method. In this tree, the candidate paths are stored together with the
aggregated spectrum and tested at each level of the tree. The computational
complexity of the algorithm (determined for the worst case) is an exponential
function, and is O(N) = q

|N |−1
m , where qm is the maximum out-degree of

the network. Due to the very limited scalability of the algorithm, a solution
generated by the algorithm may be used only to verify the solutions generated
by other algorithms for the networks with small number of nodes.

The second of the proposed algorithms denoted as KSP (k Shortest Paths)
is based on a set - k shortest paths, sequenced by the transmission distance
(TD), which are calculated off-line for each pair of nodes. For an incoming
request between a given pair of nodes the aggregated spectrum is determined
for each of k designated paths between them. It should be noted that the
constant k-element set of paths, determined statically, can provide only a
sub-optimal solution.

The third algorithm, MSP (Modified Shortest Path Algorithm) is a modifi-
cation of the well-known Dijkstra’s algorithm. Modification of this algorithm
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is based on the introduction of the spectrum intersection of the links belong-
ing to the paths being chosen and checking if there is bandwidth available
for the incoming request. The computational complexity of this algorithm is
polynomial and is O(K |N |2), where K is equal to the average number of
segments in the aggregate spectrum of the path. It should be noted that this
algorithm can not find a solution, even if there are the bandwidth resources
available for the incoming requests. The reason of this is the trap that is
based on the fact that the algorithm, after reaching the node on the shortest
path, can not find the link outgoing to the next node or the end node with
spectrum bandwidth to allow admission request.

It should be emphasized that in all of these algorithms it is the first feasible
segment from aggregated spectrum of the path, which enables the realization
of the bandwidth (B+G) that is selected. Assuming that the average number
of segments in the aggregated spectrum of the path is K, the computational
complexity of the function detecting the first feasible segment is O(K).

In this paper, the algorithm for solving the basic RSA problem, based
on Dijkstra’s algorithm has been proposed. This algorithm is marked as the
MSP2.

3.1 MSP2 Algorithm

For a given matrix D whose elements Dij determine the length of links (i, j)
and available spectrum Sij on these links, the shortest path is determined
basing on modified Dijkstra’s algorithm. Modification of this algorithm is
based on the introduction of the spectrum intersection of the links belonging
to the path being chosen and detects whether the aggregated spectrum en-
ables realization of the request. The general idea of Dijkstra’s algorithm [8]
is based on the movement on the network arcs, in the subsequent iterations,
from source node s to destination node d and marking the intermediate nodes
by their current distances from node s. The feature of node u is fixed when
it is equal to the length of the shortest path from node s to u. During the
initialization of the algorithm source node s receives a fixed feature. Then,
in the first iteration, a temporary feature of each successor v of node s is
changed from infinity to the feature equal to weight of arc Dsv. The node
with the smallest feature of a temporary node, for example node u, is replaced
by a fixed feature, which does not change until the end of the work of the
algorithm. In the next iteration the successors of node u are featured. Then,
as before, the node with the smallest temporary feature of all, receives a
fixed feature. The algorithm terminates when the destination node d receives
a fixed feature. In each iteration of the algorithm the value of the tempo-
rary features is reduced. Let dist be an n-element vector, where element
dist(v) is the distance from the source node s to node v and pred is a vector
of the predecessors on the shortest path from node s to node d. Further-
more, let the variable newlabel be the value of feature of temporary node v,
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determined from node u for which the feature has recently been estab-
lished, i.e. newlabel → dist(u) + Du,v. If the value of feature of node v,
i.e. the distance from node s to node v through node u is reduced, then
dist(v)← newlabel and pred(v)← u. At this point, the algorithm should be
modified. Let Ssu be the aggregated spectrum of the links belonging to the
path from node s to node u and let Suv be the spectrum of the link from
node u to node v. Let the value of the variable Ssv = Ssu

⋂
Suv be deter-

mined together with the value of the variable newlabel. If the feature node
v is reduced, i.e. the path from node s to node v by node u is reduced and
spectrum Ssv enables the realization of the bandwidth B +G then the pro-
cess is continued until the node d. Otherwise, the request is blocked. The key
of the proposed algorithm is to select the smallest feasible segment (akd, b

k
d)

k ∈ {1, 2, ..., k, ...,Kd} from the aggregated spectrum of the path, which en-
ables the realization of the bandwidth (B+G). In order to explain the validity
of the proposed scheme, let be assume that the spectrum of links Sij between
pair of nodes i and j, which limits the aggregated spectrum of the path Ssd,
has two segments of the available spectrum Sij = (0−100)∪(150−200) GHz.
If between the pair of nodes s − d, or other, the request of bandwidth real-
ization B+G = 50 GHz appears and link (i, j) will be belong to the shortest
path, the second segment will be occupied. Then, if the link (i, j) will be be-
long to the shortest path between the same or another pair of nodes between
which a connection with the bandwidth B +G = 80 GHz should be set the
first segment will be occupied. Otherwise, i.e., if the first segment would be
occupied for the first request the second request would be rejected. In the
SPV, KSP and MSP [1] the first feasible segment (first-fit selection scheme)
that allows the implementation of bandwidth (B + G) is always occupied.
The algorithm MSP2 minimizing the length of path between a pair of nodes
(s, d), which enables the realization of bandwidth B + G is shown below.
Let F (Ssv, B+D) be a boolean function which that is true if the aggregated
spectrum Ssv enables the realization of bandwidth B+G and false otherwise.
Let final be an n-element vector of boolean, where final(i) changes its state
from false to true when feature node i is changed from temporary to fixed.

The length of the shortest path is in variable dist(t), (if dist(t) =∞ then
the request of path choice is rejected) and the course of the path can be
obtained on the basis of pred. Computational complexity of the algorithm,
without function F (), is O(|N |2) . Assuming that the computational complex-
ity of the F (), equal to the average number of segments in the aggregated
spectrum Ssv is equel to O(K), the computational complexity of the MSP2
can be defined as O(K|N |2).

4 Obtained Results

Verification of the algorithms was made for two different networks. The first
one, for which the topological structure is shown in Fig. 1a. [1] contains 14
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Input: request between a pair of nodes s, d with bandwidth (B +G)
Output: the shortest path with aggregated spectrum Ssd which enables

realization of bandwidth (fa − fb) = B +G
1: for v ∈ V do
2: dist(v)←∞,
3: finaly(v)← false
4: end for
5: dist(s)← 0, final(s)← true, u← s, Sss ← (fstart, fend),
6: while final(d) = false do
7: for each direct successor v of node u if not final(v) do
8: newlabel← dist(u) +Du,v ;
9: Ssv ← Ssu ∩ Su,v; {bandwidth aggregation}

10: if (newlabel < dist(v)) and F (Ssv,B +D) then
11: dist(v)← newlabel; {change the shortest path to node v}
12: pred(v)← u;
13: end if
14: end for
15: find a node y with the smallest temporary feature dist(y), different from

∞;
16: if dist(y) <∞ then
17: final(y)← true; { y receives a fixed feature }
18: u← y;
19: if u = d then
20: select the smallest segment Sk

sd, such that B+G ⊆ (ak
sd, b

k
sd), from the

21: aggregated spectrum Ssd;fa ← ak
sd, f

b ← fa + (B +G)
22: end if
23: else
24: Rejection of the request;
25: end if
26: end while

Algorithm 2. MSP2 Algoritm

(a) (b)

Fig. 1. Topological structure of the network: (a) the NSFNET (b) the GRID

nodes connected by links with the continuous spectrum equal to Btotal =
400GHz. The second [1], for which the topological structure is shown in Fig. 1b.
contains 16 nodes connected by the links with the same continuous spectrum.
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Each edge of the graph is a pair of the unidirectional links. In this work, it was
assumed that each node can be input and the output node. Thus, in the first
network 196 pairs of nodes can be distinguished, while in the second 256 pairs
of nodes. On the edges of the graph the length of the links of the network are
presented. It is assumed that the stream of requests between each pair of nodes
(s, d) is the Poisson with intensity λ, and holding time of the call has an expo-
nential distribution with an average value equal to 1/μ = 1. The bandwidth
of request is uniformly distributed from 10 Gbps to 200 Gbps with an average
value equal to C̄ = 105 Gbps. The volume of traffic (in bps) between each pair
of nodes is ρC̄ , where ρ is the volume of traffic in the erl. Network simulation
was carried out in dynamic conditions. In dynamic conditions connections are
set up and disconnected (short-lived connections) and the results are recorded
after obtaining an equilibrium state of the system. For each load of the network
T=10 simulation trials have been done. The number of requests in the network
is a condition for the end of the simulation. Each trial included 25000 requests.
In addition, it was assumed that the systems have the same OFDM modula-
tion rate equal to R = 1 Gbaud. The Tables 1 ÷ 4 show the number of rejected
requests, blocking probability, spectrum utilization ratio and processing time
of the algorithms, depending on the amount of traffic offered to the network
for the different of modulation level m = 2, 4. Blocking probability is defined
as the capacity blocking probability equal to

∑
CiAi/

∑
Ci where Ci is the ca-

pacity of the i-th request while Ai is a binary variable equal to 1 if the request
is accepted and 0 otherwise. Spectrum efficiency ratio is defined as the ratio of
the occupied bandwidth to the total spectrum bandwidth of the network. The
proposed MSP2 algorithm has been compared with the MSP algorithm [1],
which is an algorithm of polynomial computational complexity and provides
lower blocking probability than KSP [1].

Table 1. Number of rejected requests for network consisting of n = 14 nodes

Total Load m = 2 m = 4
In Gbps MSP MSP2 MSP MSP2

1200 128.4 104.3 0.0 0.0
1600 809.4 793.4 1.4 1.5
2000 2154.0 2073.7 11.6 10.6
2400 3414.6 3424.3 50.0 51.0
2800 4572.4 4465.7 161.6 140.0
3200 6057.2 5823.4 632.8 592.9
3600 6797.5 6683.9 1225.2 1189.8
4000 7577.4 7381.5 1894.9 1752.5
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From Table 1 it can be shown that for m =2, 4 a smaller number of
requests rejects MSP2, which differs from MSP algorithm [1] the selection
scheme of the spectrum feasible segments only from the aggregated spectrum
of the path for the incoming request. Therefore, the obvious conclusion is that
the reduction in the number of rejected requests can be obtained by using
the proper selection scheme of the spectrum feasible segments in an
aggregated spectrum of the path and an algorithm of polynomial complexity.

Table 2. Capacity blocking probability for network consisting of n=14 nodes

Total Load m = 2 m = 4
In Gbps MSP MSP2 MSP MSP2

1200 0.0067 104.3 0.0000 0.0000
1600 0.0511 793.4 0.0000 0.0000
2000 0.1309 2073.7 0.0007 0.0006
2400 0.2032 3424.3 0.0031 0.0032
2800 0.2687 4465.7 0.0101 0.0090
3200 0.3427 5823.4 0.0407 0.0382
3600 0.3853 6683.9 0.0785 0.0761
4000 0.4197 7381.5 0.1194 0.1110

Table 2 shows the blocking probability obtained after using the examined
algorithms. The smallest blocking probability is obtained after the using the
MSP2 algorithm.

Table 3. Spectrum utilization ratio for network consisting of n=14 nodes

Total Load m = 2 m = 4
In Gbps MSP MSP2 MSP MSP2

1200 0.4613 0.4672 0.2646 0.2639
1600 0.5684 0.5601 0.3334 0.3337
2000 0.6080 0.6063 0.4050 0.4002
2400 0.6332 0.6287 0.4655 0.4719
2800 0.6506 0.6544 0.5187 0.5335
3200 0.6726 0.6760 0.6009 0.5908
3600 0.6845 0.6894 0.6265 0.6225
4000 0.6905 0.6956 0.6473 0.6436

Table 3 shows the spectrum utilization ratio after using the examined
algorithms. As can be seen, the values of spectrum utilization ratio are similar
for both examined algorithms.

In turn, Table 4 shows the processing time (in ms) after using of examined
algorithms. The shortest times were obtained after using the MSP2 algorithm.

A similar relationships, not shown here, were obtained for a network with
16 nodes (the GRID) for which the topological structure is shown on Fig. 1b.
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Table 4. Processing time for network consisting of n=14 nodes (in ms)

Total Load m = 2 m = 4
In Gbps MSP MSP2 MSP MSP2

1200 26807.6 23411.0 33523.2 28244.5
1600 32113.1 27901.0 43854.1 33599.1
2000 35947.6 30951.4 53192.6 39397.6
2400 39173.4 33235.5 51674.7 46219.4
2800 41446.6 34865.1 15791.0 56150.3
3200 44151.4 37426.8 25700.5 14639.3
3600 45265.3 37954.5 23332.3 12459.4
4000 46735.0 38609.6 26720.5 20433.1

5 Conclusions

In this work the shortest lightpath selection algorithm that allows realization
of the request with given bandwidth in flexible transparent optical networks
has been proposed. The considered problem covers minimizing the length
of the laightpath (transmission distance) being chosen with the constraints
imposed on the spectrum continuity and the format of the transmitted signal.

The obtained results showed that the proposed algorithm MSP2, which
is based on Dijkstra’s algorithm, rejects a smaller number of requests then
MSP. Reducing the number of rejected requests is achieved by using a proper
selection scheme of the spectrum feasible segments in an aggregated spectrum
of the path, which occupies the minimal segment enabling realization of the
incoming request.
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