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Abstract. The main goal of this work has been to develop an emotion simulation
model and agent architecture that provides artificial characters in virtual environ-
ments with believable behavior in order to enhance virtual environment experiences
for human users; this means that emotions should act as motivation for agent behav-
ior, influence and improve perception, reasoning and decision-making.

We put forth the Newtonian Emotion System, a representation model vectorial
in nature, easily integrated into computational environments and firmly grounded
in Pluthcik’s theory of emotion. The system functions according to psychological
theory, influencing the way that a character perceives the environment. The system
does not influence reasoning. However it does influence the agent’s actions through
the motivation mechanism, which we consider vital for the agent to have believable
affective states.

1 Introduction

The main goal of our work is to provide virtual characters with the ability of emo-
tion expression. Several attempts have been made to endow artificial agents with
an emotional layer [10, 9, 14, 2, 3]. However, we believe that in order for artificial
agents to have deep, meaningful and believable emotions, they need their emotional
layer to serve a similar function to that of its natural human counterpart.

Emotion in humans has been strongly linked to motivation. Emotions are a part
of the human evolutionary legacy [1, 11, 13, 4, 12], serving adaptive ends, acting
as a heuristic in time-critical decision-processes (such as fight-or-flight situations).
We believe that emotions act as a subsystem that enhances human behavior, by step-
ping up brain activity in arousing circumstances, directing attention and behavior,
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establishing importance of events and act as motivation. The Newtonian Emotion
System [5, 6, 8, 7] that we developed will influence agent behavior by establishing
the importance of events and by influencing knowledge processing, as well as pro-
vide the agent with an emotional state that it will be able to express and that will
further influence its behavior.

2 The Newtonian Emotion System

This chapter presents our new improved emotion simulation technique based off
of Plutchik’s emotion taxonomy. However, the emotion representation scheme has
been streamlined, the emotion feature being reduced to a four-dimensional vector,
and emotion interactions follow Newtonian interaction laws that are easier to learn
and understand. The architecture has also been reduced to the bare minimum nec-
essary for emotion simulation and expression while still influencing character be-
havior and memory in the same way. The new architecture allows for any behavior
generation technique (belief-desire-intention, expert systems, behavior trees, finite
state machines) and any machine learning algorithm (SVM, linear regression, clus-
tering), in essence, allowing designers to develop a system that suits them best,
while incoroprating emotion simulation.

2.1 Newtonian Emotion System Space

In this section we introduce the Newtonian Emotion Space, where we define con-
cepts that allow emotional states to interact with each other and external factors,
as well as the two laws that govern the interaction between an emotional influence
and an emotional state. The Newtonian Emotion Space is based on the work of R.
Plutchik, shown in Fig. 1.

Laws of Emotion Dynamics

The following are two laws that form the basis of emotion dynamics, to be used in
order to explain and investigate the variance of emotional states within the emotional
space. They describe the relationship between the forces acting on an emotional state
and its motion due to those forces.

Theorem 1. The velocity of an emotional state remains constant unless it is acted
upon by an external force.

Theorem 2. The acceleration a of a body is parallel and directly proportional to
the net force F and inversely proportional to the mass m: F = m ·a

Emotion Center and Gravity

The emotion space has a center, the agent’s neutral state, a point in space to which all
of the agent’s emotional states tend to gravitate (usually (0,0,0,0), however, different
characters might be predisposed to certain kinds of emotions, thus, we should be
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Fig. 1 Newtonian emotion space

able to specify a different emotional centre, and instill a certain disposition, for each
character; we also use different emotion state mass to show how easy/hard it is to
change an agent’s mood). In order to represent this tendency we use gravitational
force:

G = m · p− c
||p− c|| · kg,

where p is the current position, c is the center and kg is a gravitational constant. This
force ensures that, unless acted upon by other external forces, the emotional state
will decay towards the emotion space center.

2.2 Newtonian Emotion System Architecture

We developed an emotion subsystem architecture (Fig. 2) that interposes itself be-
tween the agent’s behavior module and the environment. The subsystem models the
process described by Lazarus.

Events perceived from the environment are first processed by the appraisal mod-
ule, where an emotional force is associated with it. The resulting list of events is then
sorted in descending order according to magnitude and fed into the agent’s percep-
tion module. This is done in accordance with the psychological theory of attention
narrowing, so that in a limited attention span scenario, the agent will be aware of
the more meaningful events.
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Fig. 2 Emotion system architecture

We treat the agent behavior module as a black box that may house any behavior
generation technique (rule based expert system, behavior trees, etc.). The interface
receives as input events perceived from the environment and produces a set of pos-
sible actions. The conflict set module takes this set of rules and evaluates them in
order to attach an emotional state to each. Out of these, the action whose emotion
vector most closely matches the agent’s current state is selected to be carried out.

argmin
i∈{con f lictset}

arccos
eagent · ei

||eagent || · ||ei||

Feedback from the environment has an associated emotion force vector that actu-
ally affects the agent’s emotional state. Feedback is distributed to the appraisal and
conflict set modules as well as the agent’s behavior module. Actions undertaken are
temporariliy stored in an action buffer for feedback purposes.

2.3 Test Scenario

Feedback from the environment has an associated emotion force vector that affects
the agent’s state. The agent attempts to maximize its Gain (joy and truth axes) and
minimize its Risk (fear and surprise axes), and thus will choose actions that increase
one while decreasing the other; however, the agent does not know what the feedback
will be. It is the learning’s module task to attempt to predict it, based on the current
context. The better the prediction, the better informed a decision the agent can make.

We chose to use linear regression to predict feedback in our application. Linear
regression is a way of modelling the relationship between a dependent variable and
one or more explanatory variables. The data is modelled using a linear combination
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of the set of coefficients and explanatory variables. Linear regression is a super-
vised machine learning technique that estimates unknown model parameters from
the data.

In our case, the algorithm attempts to learn the feedback method explained. The
dependent variable is the emotional force received by the agent, while the explana-
tory variable is a feature vector constructed based on the action’s context (Fig. 3).
The structure of this array is made up of three segments:

• Base. Contains the basic information about the action.
• Agents. Contains information about the agents involved in the action.
• Objects. Contains information about the objects (other than equipment, i.e. con-

tainers, traps) involved in the action.

Fig. 3 Action context

The algorithm then receives the correct feedback from the environment which
modifies the weights in the algorithm according to the difference between the esti-
mated feedback force and the actual feedback force.

2.4 Learning in the Newtonian Emotion System

Both appraisal (percept and action appraisal) modules use machine learning tech-
niques in order to learn to predict the outcome of events and actions, respectively.
As there are many viable options for which learning technique to use (hidden
markov models, neural networks, q-learning, POMDP), we use a plug-and-play
model where the technique can be replaced [7]. The appraisal module attempts to
predict the emotional feedback received from the environment based on characteris-
tics of the event to classify and previous feedback. The goal of the appraisal module
is to better label (and thus establish priority of) events for the perception model. The
conflict set module works in a similar way based on the characteristics of actions
taken. The goal of the conflict set module is to settle conflicts between compet-
ing actions by selecting the most appropriate action to be performed. The action
that has the greatest Gain-Risk ratio will be chosen. Both modules treat the event,
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rule respectively, configuration as the observable state of the model, and attempt to
predict the next hidden state (the emotional feedback force). Let us take the follow-
ing example: character A’s behavior module generates as the next action, an attack
on character B. The following simplified feature vector for the action is built, that
encodes information about the current context (feelings about the action, feelings
about our target and action direction). From previous experience, the agent knows
that the action would raise it’s aggression level (feelings about the attack action are
on the anger and anticipation axes [0,0,-.9,-.3]); we also assume that we are some-
what afraid of the character that we are attacking [0,0,.7,0], and we know that we
are performing the action, so action direction is 1. Based on this feature vector, the
appraisal module predicts an emotional feedback with a dominant on the anger and
anticipation axes of [0,0,-.2,-.2]. We assume this action has a satisfactory Gain/Risk
ratio and gets selected and executed. We also assume that it succeeds. According to
the environment feedback formula we used, the result would be [0,0,-.2,-.3] which
means that the estimation was close, but could be better. The feedback result is
added to the learning module data set, and the results are nudged in the direction of
[0,0,-.2,-.3] - [0,0,-.2,-.2] = [0,0,0,-.1], for a better future prediction. The perception
appraisal module works in a similar way to appraise perceived actions, however the
percepts are sorted according to a factor based on their distance to the agent’s cur-
rent emotional state (minimum) or their distance to the average emotional state of
events perceived this turn (maximum). This is so that an agent will prioritize events
that it resonates with or that stand out from the norm.

2.5 Personality Filter

The personality filter allows an agent’s designers to skew the agent’s perception
of events. It defines a perception in interpreting emotional forces when applied to
feedback received from the environment. The personal filter consists of a four di-
mensional vector (each element matching an axis of the Newtonian Emotion rep-
resentation scheme) with values between -1 and 1 that scales the agent’s emotional
feedback according to personal criteria. For example, an agent may feel fear more
accurately than joy and as such, its personal filter should reflect this, having a lower
scaling factor for joy than for fear. Another agent may be extremely slow to anger,
this would be reflected in the personal filter as a very low scaling factor for the
anger axis. It would even be possible to change the sign altogether so that some
agents may feel anger instead of fear or joy instead of sadness (leaving room for the
representation of psychologically damaged individuals).

3 Emotion as Motivation

The emotional feedback that an agent receives from the environment influences its
behavior. This is achieved by selecting an action from the conflict set provided
by the behavior model according to the feedback that the agent predicts from the
environment.
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In order to evaluate its effect on the agent’s current state, we put forth the notion
of tensor product between two states, because of the information this gives about the
influence that one axis has on another. This product has an interpretation as stress
produced by an emotional force on the current emotional state, showing how the
force is, relative to the current state of the agent. This is called the emotional impact
and the tensor product is computed between the two forces acting on the agent:
the Gravity force, pulling the agent towards its center, and the learned action force
(estimated feedback).

Stress = [Feedback] · [Gravity]

=

⎡
⎢⎢⎣

f joy

ftrust

f f ear

fsurprise

⎤
⎥⎥⎦ · [g joy gtrust g f ear gsurprise

]
(1)

This allows the assessment of the influence that each emotion axis of the action
has on those of the current state. In line with Lazarus’ appraisal theory, emotional
evaluation implies reasoning about the significance of the event, as well the deter-
mination of the ability to cope with the event. Therefore we define two metrics for
assessing emotional experiences. Well-being measures the effect the action has on
the positive axes (Joy-Trust) of the current state, thus establishing the gain implied
by the action; while Danger describes the risk, as it evaluates the action in terms of
its influence on the Fear-Surprise axes.

When choosing an action, an agent estimates how much its current well-being is
influenced by the action in regard to how much danger the action implies, a gain-risk
ratio. In terms of the tensor product, this involves a column-wise computation with
respect to the Well-being axes of the agent’s current state (for Gain) and a row-wise
computation with respect to the Danger axes of the action (for Risk).

Gain = g joy · ( f joy + ftrust + f f ear + fsurprise)

+ gtrust · ( f joy + ftrust + f f ear + fsurprise) (2)

Risk = f f ear · (g joy + gtrust + g f ear + gsurprise)

+ fsurprise · (g joy+ gtrust + g f ear + gsurprise) (3)

Thus the Impact factor can be used to assign priorities to all actions in order to
resolve the conflict set.

Impact = Gain−Risk (4)

Let’s assume that a character’s current state is [.3,.5,-.1,-.1] (gravity = [-.5,-.8,
.16,.16]). We will further assume that the agent finds itself in a conflictual situa-
tion surrounded by other agents. We will also assume that the behavior module will
only generate options to attack the other characters, and that the appraisal module
predicts the correct feedback. In the table, the possible feedback options are various
degrees of
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• fear and surprise (alarm) - the attack fails, but was not expected to
• anger and surprise (outrage) - when the attack succeeds, but was not expected

to
• anger and anticipation (aggression) - when the attack succeeds and was ex-

pected to

According to our feedback formula, we have the following impact factors:

Table 1 Attack impact table

Gravity Feedback Gain Risk Impact
[-0.5 -0.83 0.16 0.16] [0 0 0.2 0.3] 0.4 0.3 0.10
[-0.5 -0.83 0.16 0.16] [0 0 -0.6 -0.6] 1.56 1.176 0.38
[-0.5 -0.83 0.16 0.16] [0 0 -0.4 0.3] 0.13 0.098 0.03
[-0.5 -0.83 0.16 0.16] [0 0 -1 -1] 2.6 1.96 0.64
[-0.5 -0.83 0.16 0.16] [0 0 1 0.6] -2.08 -1.568 -0.51
[-0.5 -0.83 0.16 0.16] [0 0 1 0.3] -1.69 -1.274 -0.42

In table 1) we can see that the agent will prefer the two options that will increase
it’s aggression, will be neutral towards attempting to attack an agent that will suprise
it, and will be reluctant to attack when it might fail.

As a further example, let us assume that the agent is in the same state and that
it is surrounded by objects that it can pick up, the only actions generated are ac-
tions to pick up objects and the joy felt when picking up an object is equal to

value(ob ject)
value(ob ject)+wealth(agent) .

Table 2 Take impact table

Gravity Feedback Gain Risk Impact
[-0.5 -0.8 0.16 0.16] [0.1 0 0 0] -0.13 0 0.13
[-0.5 -0.8 0.16 0.16] [0.2 0 0 0] -0.26 0 0.26
[-0.5 -0.8 0.16 0.16] [0.3 0 0 0] -0.39 0 0.39
[-0.5 -0.8 0.16 0.16] [0.4 0 0 0] -0.52 0 0.52
[-0.5 -0.8 0.16 0.16] [0.5 0 0 0] -0.65 0 0.65
[-0.5 -0.8 0.16 0.16] [0.6 0 0 0] -0.78 0 0.78

As we can see in the second table (Fig. 2), for varying item values, we get differ-
ent priorities. The agent would prefer to pick up the most valuable item first.

4 Conclusion

We have provided virtual characters with the means of artificial expression and
methods for its integration into intelligent artificial agent architectures. The system
is firmly grounded in theory, respecting PLutchik’s taxonomy, Lazarus’ appraisal
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model, replicating the way emotions influence human perception and motivating
a character’s actions in the environment. We have developed a game artificial in-
telligence framework and demonstrated how easily the Plug-and-play architecture
is integrated with the AI framework as well as the game engine used. We have also
succeeded in keeping the system complexity down in order to make the system more
accessible and easy to use and adopt. Last, but not least, the Plug-and-Play system
is scalable (as the system only intervenes within the agent’s context, the overhead is
linear) and both the New Newtonian Emotion System and the Plug-and-Play inter-
face are easily expandable.

5 Future Work

There are several application domains that the model can easily expand to. The first
among these would be as a trust and reputation model. Emotions play such a role
in humans. The process is called reciprocal altruism, an emergent norm in human
systems that states that one person will help another, seemingly without any possi-
bility of reciprocation, in the hopes that the initial actor will be helped themselves at
a later date - in artificial intelligence terms, this means that an agent would act in a
manner that temporarily reduces its fitness while increasing another agent’s fitness,
with the expectation that the other agent will act in a similar manner at a later time.
Emotions serve as an evaluator to help spot cheaters that try to abuse the system.
We could use the Trust-Disgust axis in order to quantify how a given agent per-
forms when a contract has been agreed upon, and use the Surprise-Anticipation axis
in order to evaluate how an agent conforms to emergent but non-contractual norms.
In order for the system to be useful in spotting cheaters. This can be achieved in a
centralized or distributed manner, depending on goals.
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