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Abstract. In open, technical, multi-agent based systems, self-interested agents can
show behaviours that degrade the performance of the system. This can be coun-
tered by providing cooperation incentives. In this paper, we present a formalisation
of delegation incentives for an open, agent-based, Desktop Grid system, based on
decision trees. We then discuss reputation-based delegation strategies, as well as
replication-based delegations strategies and focus on the incentives these strategies
provide for agents to cooperate. We further show why we see room for improve-
ment, and how this can be achieved with organisation-based delegation. We propose
a delegation strategy based on Trusted Communities and present evaluation results
for the comparison of these strategies with respect to the achieved average speedup
in the system.

1 Introduction

In technical, multi-agent-based scenarios, the utility functions of the agents can be
used to model the performance of the system, as well as the performance of the
single involved participants. However, when these systems are open, we need to
consider self-interested agents that do not care for the performance of other agents
or the system as such. These agents have to be treated as blackboxes regarding their
behaviour, as we cannot demand cooperative types of behaviour without violating
agent autonomy. Instead, incentive mechanisms are used to influence the agent be-
haviour in a way that increases their willingness to cooperate.

In this paper, we discuss incentive mechanisms for such an open, multi-agent-
based, technical system and argue how incentive mechanisms based on (a) trust
and reputation, and (b) trust-based MAS-organisations, can be used to improve the
performance of this system.
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2 System Model

We study an open, distributed and volunteer-based Desktop Grid System (DGS) to
which we refer as Trusted Computing Grid (TCG), in the tradition of systems like
XtremWeb [14]. The system is designed without central control and the applications
regarded produce bag-of-task jobs, i.e. jobs being composed of independently pro-
cessable work units (WUs). Each user can submit jobs to the system and is expected
to volunteer its machine as worker for other users’ work units.

We use agents that are in charge of the grid client on the machines and make
decisions on behalf of their users. The utility of the agents is based on their goal, to
schedule single work units on available worker agents, such that they minimise the
time it takes to receive valid results. This is formalised using metrics like speedup,
processing time and waste (cf. e.g. [11] and [4]). Due to the open nature of the
system, we have to deal with agents that show various types of behaviour (from al-
truistic to untrustworthy) in order to achieve their self-interested goal of scheduling
their own jobs as efficiently as possible. According to the taxonomy of [10] and
taking the resource perspective, we therefore classify the potentially participating
agents of this Desktop Grid System as: egoistic, volatile, distributed over the inter-
net, dynamic, faulty and heterogeneous. We therefore apply a Trust- and reputation
system and let the agents build up trust relationships based on the outcome of their
interactions as submitters and workers.

2.1 Submitter Decision Tree

In the following we present the agents’ decision tree as depicted in Fig. 1, when
taking the submitter perspective and searching for suited worker agents. An agent
x from the agent society A that has an unprocessed work unit τ, first builds up
the set Y(x), containing each agent y that qualifies as worker based on its estimated
performance Pe

y. Pe
y is dependent on the machine performance, the host and resource

availability, and the work load of agent y. In sum, it represents an estimate of y’s
competence as a delegation partner for x. The set Y(x) is formally composed as
follows:

Y(x) :=
{
ỹ ∈ A : Pe

ỹ > Pe
x

}
(1)

The submitter then makes a decision D(x) which delegation strategy is suited best
for delegating τ to a worker agent y ∈ Y(x). This is based on an assessment of y’s
willingness to cooperate, being the probability that y is willing to invest an effort e.
In a DGS, the positive outcome o+ of the delegation is a state, where a valid result
for τ exists, which can only be reached if y processes τ completely (effort e+). Each
other effort level produces a negative outcome o−, meaning no or no valid result for
τ. Here we discern between straight rejection to cooperate (e0) and the attempt to
produce o+ through processing τ to a certain degree d, denoted by e−d . Additionally,
y can be a malicious agent, choosing e−d to harm x. Whenever the outcome o− was
reached, x enters a new round r and either delegates to the next best worker in Y(x)
or processes τ itself when no agent is left in Y(x). This is done until the outcome
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Fig. 1 Decision tree for submitter agents
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is o+, with the assumption that x always produces o+ when processing an own τ,
hence always terminating.

In the following, we argue how x can choose a delegation strategy and what
implications that choice has on the utilities and costs for both x and y. In the TCG,
the utility of an agent is defined by the average speedup it is able to achieve for each
task τ it submits. The speedup is defined as follows:

S (x,y) =
processingtimex,τ

processingtimey,τ +waste
=

Wτ
Px

Wτ
Py
+
∑
r

waster

(2)

In eq. 2 we incorporate the size Wτ of a work unit and the actual worker performance
Py, and contrast this with the a posteriori measure of the submitter performance Px

and the summed waste in all rounds r with the outcome o−. The waster is the time
that τ was in processing in round r without an obtainable result1. In case of e−d the
amount of waste depends on the time td spent with the effort e−d , while the waste
generated by the processing rejection e0 is the time tt needed for the transition to
the next round r+1 and try to delegate τ to the next worker. In general, we observe
td � tt. It is obvious, that agents need to interact with cooperating workers as much
as possible to increase their speedup.

The option to not delegate τ and process it by itself is always possible for x, but
is only used as last resort when no competent or willing workers were found. This
is because the speedup is dependent on x’s own performance Px and can therefore
never be greater than 1 for this strategy.

As long as there are willing workers available, the first delegation strategy with
reputation incentive is preferred over self processing: We use a trust- and reputation
system to rate the workers according to their effort2. Positive outcomes result in y’s
reputation gain (denoted by Ry ↑) and negative outcomes in the loss of reputation
Ry ↓, with the amount of loss being dependent on the costs for x. We then let each
agent x define a trust threshold thresx such that the subjective trustworthiness T x

y of
y has to be greater than that threshold in order to consider y as suited worker. But
how does a high effort pay off for the workers? The answer is through reciprocity: A
worker y will make the decision D(y) to reject a cooperation with x, if T y

x ≤ thresy,
thus if itself would not consider x as a suited worker for its own work units3. In this
way reputation acts as incentive to cooperate and produces reputation loops between
worker and submitter performance.

The second delegation strategy with WU replication (cf. Fig. 1) also applies the
reputation incentive, however, here submitters try to decrease the probability for a
low speedup to the disadvantage of the system: Instead of waiting until the result

1 This is true for applications that do not allow checkpointing.
2 In order to do this, we need to discern the outcomes o− and o+. This is only possible if

we have applications that produce work units whose results can be validated with far less
effort than generated.

3 Agent y will also reject if its work load is already too high in order to maintain a condition
in which it could process own work units with low costs if necessary.
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for τ produced by a worker y can be validated, x generates replicas τi of τ and tries
to delegate these to other workers. As soon as a valid result is returned, it can can-
cel the processing of the remaining replicas. This is an appropriate strategy from
the cost perspective of a submitter, as replication generates hardly any additional
overhead. However the work load in the system is raised by the replication factor
until o+ is reached: This not only reduces the probabilities pRI,rep(e+) and pRI(e+),
as D(y) depends on y’s work load, for other submitting agents, but also for x itself,
as work units τ come in bursts (jobs). In the long term the speedup of x can there-
fore even decrease. On the worker side, wasteful processing of replicas blocks the
worker. This reduces the opportunities to work for agents that could reciprocate and
hence counters the effects of the replication incentive. When applying this strategy,
submitting agents should therefore take the work load of suited workers into account
when making the decision D(x).

2.2 Discussion

Delegation with reputation incentives introduces a problem addressed in [7]: With
agents accumulating trustworthiness through cooperation, a situation can develop
where there is too much trust (over-confidence) to quickly react to changing be-
haviour. This becomes clear when regarding thresx: A highly trustworthy agent can
have a strong negative impact on the speedup of other agents, if it starts to defect,
because it will only be ruled out as worker if successive reputation losses lower
its trustworthiness below the threshold. Additionally, too much trust in a worker y
means that a submitter x subsequently invests more validation and monitoring costs
to evaluate the worker than effectively necessary.

We therefore argue that we need an additional delegation strategy that counters
these issues and hence allows for faster reaction to changing behaviours of trustwor-
thy agents and lower costs for submitters. Additionally, the incentive provided by
this new delegation strategy has to be stronger than the other incentives, in order to
enable worker agents to participate in these interactions. In the following, we pro-
pose such a strategy, with delegation based on the membership in an organisation
called Trusted Community, as introduced in [19].

2.3 Delegation within Trusted Communities

Trusted Communities (TCs) are formed and joined by self-interested agents with
strong mutual trust relations and the purpose to increase their personal utility. TCs
are maintained by management actions delegated to a designated member called
Trusted Community Manager (TCM), having the goal to preserve and optimise the
composition and stability of this organisation. This organisation provides perfor-
mance benefits for their members by improving interaction efficiency, information
sharing and cooperation between the agents.

Agents become members of a TC depending on the strategy the TCM has with
respect to the composition. In general, the realisation of this strategy is based on the
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observed trustworthiness of agents in the society. When becoming a member of a
TC TCi

r, an agent y makes a contract with the TCM and all other members. This
contract is based on the notion of kinship and states that, if chosen as delegate by
an other member x in the round r, the agent y commits to provide the effort e+. In
case of a contract violation due to effort e0 or e−d , the TCM applies a member control
strategy on the TCi

r, such that it decides on the membership of y, formalised by:

TCi
r+1 = membership(y,TCi

r,e
0) ∈
{
TCi

r,TCi
r \{n}

}
4 (3)

This contract provides strong incentives to invest the effort e+, as agents can rely
on other members also providing them with the same effort. On the other hand, the
validation of a contract violation through e0 is cheap in terms of costs and fast as no
processing time is involved. The validation of a violation via e−d is obviously more
expensive, but can be fairly distributed among the members of a TC. In sum, we
thus expect pTC(e+) > pRI(e+) . This means that the usage of a TC-based delega-
tion strategy is more suited to increase the speedup of agents, than the usage of a
reputation-based delegation strategy, as will be shown in section 3. Additionally, this
incentive mechanism avoids the problems of too much trust and over-confidence, as
we do not need to rate workers with trust- and reputation values, but can react to
uncooperative behaviour immediately (with membership loss).

Besides controlling members in the worker role, the TCM can control members
in the submitter role. This is realised by a monitoring scheme that is transparent to
the submitters and does induce only low costs on the members: Workers in the TC
report information on the work units accepted for processing to the TCM, which then
is able to detect whether submitters have applied WU replication. Again this can be
sanctioned via the member control strategy and works as incentive to cooperate. This
monitoring is of course not applicable in general in the whole system, but needs a
scaled environment like the TC.

The applicability of the Trusted Community delegation strategy is dependent on
the trust-relationships within the agent society: Only where mutual trust builds up
through the reputation incentive delegation strategy, TCs can be formed. Besides,
these relationships often develop between clusters of agents that can partition the
society into groups of cooperating agents. We consider this by allowing the forma-
tion of several Trusted Communities. In the following, our evaluation of the benefit
of the delegation strategies is presented.

3 Evaluation

We have conducted experimental evaluations in simulations of the Trusted Com-
puting Grid, to show that the formation and operation of Trusted Communities as
delegation control organisation can improve the speedup of the member agents and
hence the average speedup of cooperative agents in the system. As experimental
setup we have used an agent society with 100 agents with heterogeneous machine

4 Analogous for effort e−d .
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performance and behaviour with respect to the preferred effort level (adaptive to
system perception, free-riding or selfish). Each agent produced in average 21 grid
jobs composed of an average of 16 WUs. Thus the minimal number of D(s)-decision
evaluations was 33600 during the experiment runtime. The experiments were con-
ducted with the option to have either no TC formation, allow for a single TC to
form, or no restriction to the number of formed TCs. In the case of no TC for-
mation, agents have used the delegation strategy with the reputation incentive. We
then have conducted 20 runs per option and measured the variance in the achieved
speedup as depicted in Fig. 2.

Fig. 2 Speedup gain through the application of Trusted Communities

The results show that, due to the TC membership incentive based on the kinship
contract, TCs are able to increase the speedup of member agents. Additionally, the
formation of several TCs is suited to further improve the results which shows the
scalability of the approach. The variation of the single run results is relatively high,
indicating that the composition and performance of the TCs very much depends on
the system state in the TCG. However, we observe also a high variation for the sys-
tem without TC formation, such that we attribute this to the varying agent behaviour
dynamics. What the incentives have in common is, that notoriously uncooperative
agents are isolated, such that they are forced to apply the no delegation strategy,
resulting in a low speedup.

4 Related Work

We base our methodology on the generic decision tree for trustor agents presented
in [6] and extend this work by applying it to the Desktop Grid domain, as well
as propose an additional delegation strategy based on our work on the multi-agent
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organisation Trusted Community (cf. [19]). Similar approaches to MAS organisa-
tions can be found in [16], [5] and [20]. In these approaches, we find that some
requirements for the open Desktop Grid System we evaluate here are not met. In
particular, congregations by [5] do not incorporate any notion of trust. In open dis-
tributed computing systems, trust and reliability play an essential role in the par-
titioning of participants into reliable and unreliable hosts (cf. e.g. [13], [3], [21]).
Clans, as presented in [16], are best described as congregations with trust (cf. [18]).
As such, clans provide the previously mentioned support for trust-based interaction
modelling. However, clans are a purely decentralised approach without hierarchy.
We assess this to be detrimental in systems environments where agent behaviour
is highly dynamic, as we assert single agents the potential to damage the stabil-
ity of an MAS-organisation if no coordinated self-management is performed. We
therefore incorporated hierarchy in the TC design. Additionally, a strict reliance
on a trust management system can also be detrimental if over-confidence builds
up. In this we follow the argumentation in [7] regarding negative consequences of
over-confidence. The way we implement TC membership as favourable compared to
non-association is based on the ideas of incentive compatible design (cf. e.g. [22]).
We especially follow the argumentation that agents are rational with respect to max-
imising their utility function (cf. e.g. [8]) and refer to a concrete utility definition
(speedup, cf. e.g. [11],[23]) for an open Desktop Grid. The incentives for Desktop
Grid agents provided by TC membership are a reciprocity-based approach, compa-
rable to approaches discussed in e.g. [15], however transferred to agents represent-
ing the users. Again, the conclusion by the authors that these types of approaches
are vulnerable to collusive behaviour, confirms our approach of hierarchical man-
agement of a TC as introduced in [19] and scheduled for future work. As for our
application scenario, the main classification according to the system perspective in
the taxonomy presented in [10], is that of volunteer-based, distributed, P2P-based,
internet-based Desktop Grid System. Additionally, taking the resource perspective,
we can conclude that participants are egoistic, volatile, distributed over the internet,
dynamic, faulty and heterogeneous, comparable to e.g. the approach presented in
[9]. This constitutes a competitive system with great uncertainty regarding expected
performance and can be addressed by the application of trust as incentive-criterion,
as for example in [12], [23], [17] and [13].

Additional coverage of MAS organisations in similar scenarios has also been
considered in [24], [1] and [25].

5 Conclusion and Outlook

We presented an approach to formalise the delegation decision of agents in an open
Desktop Grid System and described how a delegation strategy with an reputation
incentive can improve the average speedup of these agents. We then discussed the
drawbacks of this approach and proposed a new approach based on the applica-
tion of the MAS-organisation Trusted Community. We showed how this delegation
strategy can counter the drawbacks of a pure reputation strategy and presented the
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evaluation results. These show that the application of TCs leads to a higher average
speedup in the system. Future work will focus on exploiting this incentive mecha-
nism further by using trustworthiness prediction, as in [2], to allow for earlier TC
formation and thus less over-confidence. Additionally, we will compare the results
with the performance of a delegation within clans.
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of the German research foundation (DFG).
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