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Abstract. In this paper, a distributed/parallel method for division of road traffic net-
works for distributed road traffic simulation is described. The method is based on its
sequential version, which we developed during our previous research. This sequen-
tial version utilizes the weights of traffic lanes representing the numbers of vehicles
moving within them and a genetic algorithm for the division of the road traffic net-
work into the required number of load-balanced sub-networks interconnected with
minimal number of divided traffic lanes. The distributed/parallel version of the di-
vision method described in this paper uses a similar approach, but utilizes a dis-
tributed/parallel computing environment for a distributed/parallel execution of the
genetic algorithm and, consequently, for the speedup of the entire method.

1 Introduction

A utilization of a distributed computing environment where combined power of
multiple interconnected computers is utilized simultaneously is a commonly used
approach for the speedup of a detailed road traffic simulation [1]. An example of a
distributed computer can be a cluster of ordinary interconnected desktop computers
(e.g. in a classroom of a university). Today, these computers often incorporate multi-
core processors, which enable to perform several processes or threads concurrently
and, consequently, to achieve additional speedup of the simulation [2].

For the distributed simulation of a road traffic network, it is necessary to divide
this network into required number of sub-networks, which are then simulated on
particular nodes of the distributed computer as (possibly multithreaded) processes.
A convenient division is an important factor influencing the resulting performance
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of the entire distributed simulation [3]. During our previous research, we developed
a method for road traffic network division, in which a genetic algorithm is employed
[4]. The method is sequential and shows good results. However, it is quite slow on
a standard desktop computer, especially for large road traffic networks [4].

In this paper, we describe the adaptation of our sequential division method for a
distributed/parallel environment in order to maximally utilize the computing power
of the environment for a faster division of road traffic networks.

2 Basic Notions

The distributed/parallel method for division of road traffic networks is intended for
distributed/parallel road traffic simulation. Such a simulation can be performed as a
set of singlethreaded processes on a distributed computer (i.e. without shared mem-
ory), a multithreaded process on a parallel computer (i.e. with shared memory), or
as a set of multithreaded processes on a distributed/parallel computer (i.e. shared
memory among threads of one process, but not among processes) [2].

2.1 Distributed/Parallel Road Traffic Simulation Description

The road traffic simulation is most often classified using its level of detail as macro-
scopic, mesoscopic, or microscopic. The macroscopic simulation deals only with
aggregate traffic flows in particular traffic lanes [5]. In the mesoscopic simulation,
there is some representation of vehicles (e.g. tasks in queuing networks), but mod-
eling of their interactions is limited [6]. The microscopic simulation considers all
vehicles as objects with their own parameters and interactions [7, 8], which makes
it very time-consuming and convenient for distributed computing environment [3].

In this case, it is necessary to divide the road traffic network into required number
of sub-networks, which are then simulated on particular nodes of the distributed
computer as processes. The processes utilize a communication protocol based on
message passing for the transfer of vehicles between the sub-networks and also
for the synchronization. If the simulation processes are multithreaded, each thread
computes part of the road traffic sub-network, which resides in shared memory of
the threads. The threads in one simulation process must be synchronized as well [2].

2.2 Road Traffic Network Division Description

The division of the road traffic network is necessary only among the simulation
processes (one sub-network per process), not among the simulation threads. The
simulation threads of one process can access the sub-network in its shared memory
and each of them can simulate a part of crossroads, traffic lanes, and so on [2].

Two issues should be considered during the division of road traffic network for
the performance reasons – the load-balancing of the resulting sub-networks and the
minimization of the inter-process communication. The load-balancing is necessary
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in order to achieve similar speeds of the simulation processes and therefore to mini-
mize their mutual waiting [9]. The minimization of the inter-process communication
is necessary, since the communication is very slow [9]. The communication can be
reduced by minimization of the number of divided traffic lanes, which leads to lower
number of transferred vehicles (i.e. lower number of transferred messages, depend-
ing on the communication protocol) [3].

2.3 Genetic Algorithms Description

A genetic algorithm is an evolutionary algorithm [10] mimicking the natural ge-
netic evolution and selection in nature in order to solve a problem [11]. Today, the
genetic algorithms are widely used for solving of searching and (multi-objective)
optimization problems in many domains [12].

A general genetic algorithm works as follows. A representation of an individual
(usually a vector of binary or integer values) is selected based on the solved problem
[13] and a set of individuals – initial population – is most often randomly generated.
Then, a fitness value, representing an objective assessment in relation to the solved
problem, is calculated using a fitness function for each individual of this initial pop-
ulation [13]. The fitness function can be single- or multi-objective [12]. Once this
is completed, a number of individuals with highest fitness values are selected to be
“parents” of a new generation. The new generation is then created from these indi-
viduals using crossover and mutation operators. The crossover uses two individuals
to produce new individuals (descendants) incorporating information from both par-
ents, which can be then mutated (i.e. partially randomly changed) [10].

The created descendants form a new generation, whose size corresponds to the
number of individuals of the initial population. Then, the fitness value is calculated
for the individuals of this new generation and the entire process repeats until a preset
number of generations is created or a stop condition is fulfilled [14].

3 Road Traffic Network Division Method

The sequential method for road traffic network division, which we developed, is
described in [4] and [14] in detail. The method uses a less-detailed (macroscopic)
simulation for assigning of the weights to particular traffic lanes representing the
numbers of vehicles in these lanes during the simulation. The traffic network is then
considered as a weighted graph with crossroad acting as nodes and sets of lanes
connecting the neighboring crossroads acting as edges with weights corresponding
to the sum of weights of the particular lanes [4].

3.1 Sequential Dividing Genetic Algorithm Description

The weighted graph is the input for the dividing genetic algorithm (DGA) together
with the number of sub-networks, which shall be created. The DGA individual is
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Fig. 1 Schema of the D/P-
DGA for two processes and
two threads per process. The
control process performs
the division of individuals
among working processes,
selection, crossover, and
mutation. The working
processes perform fitness
calculation using multiple
threads. Barriers are used
for synchronization of both
threads and processes.

then a vector of integers of length corresponding to the number of crossroads. Each
value represents assignment of one crossroad to one sub-network [14].

The initial population consists of 90 randomly generated individuals, for which
the fitness values are calculated. The fitness function prefers individuals represent-
ing assignment of the crossroads corresponding to load-balanced sub-networks with
minimal number of divided traffic lanes between them. So, it consists of two parts
– the equability representing the load-balancing and the compactness representing
the minimal number of divided traffic lanes. For more details, see [4] and [14].

Once all fitness values are calculated, ten individuals with highest values are
selected for the creation of a new generation using crossover. Each combination
of the selected individuals is used to produce two descendants. First descendant
receives all integers of even index of the first parent and of odd index of the second
parent. Second descendant receives the remainder. Both descendants can be mutated
(i.e. random change of several integers). This way a new generation of 90 individuals
is created and the entire process repeats for a preset number of generations [4].

3.2 Distributed/Parallel Dividing Genetic Algorithm Description

In order to speed up the DGA, we developed its distributed/parallel version (D/P-
DGA), which is the main contribution of this paper. The D/P-DGA is operational,
but is still under development. So far, only the fitness calculation is parallelized,
since it is the most time-consuming part of the DGA. Moreover, its parallelization
is straightforward, because it is an independent computation for each individual.

The implementation of the D/P-DGA is a part of the DUTS Editor, a system for
design and division of road traffic networks developed at Department of Computer
Science and Engineering of University of West Bohemia (DSCE UWB). The D/P-
DGA computation generally consists of multiple multithreaded working processes
and one control process, which communicate using message passing. The schema of
the D/P-DGA for two processes with two threads per process is depicted in Fig. 1.
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4 Tests and Results

The D/P-DGA was thoroughly tested using three computers Intel i7 3.07 GH (4
processor cores with hyper-threading), 12 GB RAM, 1 TB HDD, and Windows 7
interconnected by 1 Gb Ethernet. Three road traffic networks were divided into 4
sub-networks. All three were regular square grids of 64, 256, and 1024 crossroads.
The sequential (1 process, 1 thread on 1 computer), the parallel (1 process, 2-4
threads on 1 computer), the distributed (1 control and 2 working processes, 1 thread
per working process on 3 computers), and the distributed/parallel (1 control process,
2 working processes, 2-4 threads per working process on 3 computers) executions
were tested. The results (averaged from ten attempts) are depicted in Table 1.

Table 1 Results of sequential, parallel, distributed, and distributed/parallel executions

Processes 1000 generations 10000 generations 100000 generations
/ threads 64 256 1024 64 256 1024 64 256 1024
count Computation time [ms]

1 / 1a 618 2443 12689 5601 22826 113632 55385 221702 1105034

1 / 2b 340 1301 6653 3149 12003 58195 30635 119415 576759
1 / 4b 219 741 3585 1945 6726 31787 19076 66767 311794

2 / 1c 713 1781 6669 7061 17167 63267 69934 169770 627977

2 / 2d 608 1253 3968 5842 12002 38812 58227 119026 379333
2 / 4d 539 942 2330 5147 8987 22191 49910 87985 207598

a Sequential execution b Parallel execution c Distributed execution d Distributed/parallel
execution.

The computation time decreases with increasing number of threads. Neverthe-
less, the results for the distributed/parallel execution are far worse than for the par-
allel execution, because the individuals and calculated fitness values are transferred
between the control and the working processes using the message passing. This sig-
nificantly degrades the overall performance. The results are better for the largest
road traffic network, because there is better computation-to-communication ratio.

5 Conclusion

In this paper, we presented a distributed/parallel dividing genetic algorithm (D/P-
DGA) for division of road traffic networks for distributed road traffic simulation.
Using the distributed/parallel computation of the fitness values, the total computa-
tion time is significantly reduced, which was shown during a thorough testing.

Also, it has been determined that the parallel execution offers better speedup
(up to 3.54 using 4 threads) than the distributed/parallel execution (up to 5.32, but
using 2 working processes with 4 threads - i.e. 8 threads in total) in comparison
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to the sequential execution due to the lack of inter-process communication. Still,
the distributed/parallel execution offers good speedup for large road traffic networks
and has the advantage of better scalability, since it is possible to add more working
processes using larger number of computers.

In our future work, we will focus on better parallelization of the genetic algo-
rithm. So, the selection, crossover, and mutation will be performed in a parallel way
similar to the calculation of the fitness values. We will also explore the possibilities
of the inter-process communication reduction.
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