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Preface

Bioinformatics and Computational Biology are areas of knowledge that have
emerged due to advances that have taken place in the Biological Sciences and its
integration with Information Sciences. The expansion of projects involving the
study of genomes has led the way in the production of vast amounts of sequence
data which needs to be organized, analyzed and stored to understand phenomena
associated with living organisms related to their evolution, behavior in different
ecosystems, and the development of applications that can be derived from this
analysis.

In Colombia the main reference to consider for the advancement of Science
is the National Development Plan 2010-2014, which is based on what the gov-
ernment calls, the locomotives of growth. The areas or economic activities to
be included that have been selected with priority in the four years’ duration
are (i) new innovation-based sectors, (ii) agriculture and rural development,
(iii) Housing and friendly cities, (iv) energy mining development and expansion,
(v) transport infrastructure.

The first locomotive is focused on the need to promote the development of
emerging sectors based on innovation, which features information technology
and telecommunications, and biotechnology, among others. Several strategies
have been proposed to generate knowledge that can be applied to production
processes and the solution of problems affecting the community. This requires the
formation of human resources, project financing and organization of institutions
to promote research and innovation.

Bioinformatics becomes a crucial area of development in the National pol-
icy “COMMERCIAL DEVELOPMENT OF BIOTECHNOLOGY FROM THE
SUSTAINABLE USE OF BIODIVERSITY”, because it can support the process
of search and discovery of molecules, genes or active ingredients that are present
in our biodiversity, so through biotechnology they can be industrially produced
in a sustainable scheme.

We can envision Colombia’s effort to strengthen this field of research, on
data from the Biodiversity Information System of Colombia - SiB, analyzed in
the Report on the State of Renewable Natural Resources and the Environment
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2009, which describes the departments with the largest number of known species
and include Quind́ıo, Risaralda, Caldas, Cundinamarca, Valle, Antioquia and
Boyacá, located in the central Andean region.

The CCBCOL’13 Congress has the following objectives: Submit progress in
research in computational biology and related areas and their relations and in-
ternational scope, identify strengths and weaknesses in relation to infrastruc-
ture, research training and development strategies of computational biology in
Colombia, advance the establishment of agreements that allow the integration
of infrastructure, cooperation and development of research projects relevant and
competitive, nationally and internationally, advance the establishment of agree-
ments that allow the integration of infrastructure, cooperation and development
of research projects relevant and competitive, nationally and internationally, en-
courage contact between scientists from multiple disciplines (computer science,
biology, mathematics, statistics, chemistry, etc.) that conduct research in com-
putational biology and related areas in the country, and launch the Colombian
Society for Computational Biology.

Another important achievement and articulated with this event, is the found-
ing of the Colombia’s Computational Biology and Bioinformatics Center (BIOS),
which is headquartered in the city of Manizales (the central Colombian coffee
production zone), a leading national supercomputing facility devoted to provid-
ing services to government, academia and businesses interested in Biotechnology
research, Development and Bioprospecting.

This volume compiles accepted contributions for the 2nd Edition of the Colom-
bian Computational Biology and Bioinformatics Congress CCBCOL, after a rig-
orous review process in which 54 papers were accepted for publication from 119
submitted contributions.

Luis F. Castillo
Marco Cristancho

Gustavo Isaza
Andrés Pinzón

CCBCOL’13 Programme Co-chairs
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Computacional, Colombia
Dago Bedoya BIOS Centro Bioinformática y Bioloǵıa
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Computacional, Colombia
Alvaro Gaitán Cenicafé, Colombia
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Carlos Ernesto Maldonado Cenicafé, Colombia
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Hugo López F. Universidad de Vigo, Spain
Analia Lourenco Universidad de Vigo, Spain
David Torrens Centro Supercomputación Barcelona (BSC),

Spain
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George Emilio Barreto

Software as a Service for Supporting Biodiversity Conservation
Decision Making . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Maria Cecilia Londoño-Murcia, Camilo Moreno, Carolina Bello,
David Méndez, Mario Villamizar, Harold Castro

Structural and Functional Prediction of the Hypothetical
Protein Pa2481 in Pseudomonas Aeruginosa Pao1 . . . . . . . . . . . . . 47
David Alberto Dı́az, George Emilio Barreto, Janneth González Santos
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Predictive Modeling of Signaling Transduction

Mediated by Tyrosine-Kinase Receptors

Ivan Mura

EAN University
Carrera 11 No. 78 - 47 Bogotá - Colombia

imura@ean.edu.co

Abstract. HER members of the tyrosine-kinase family of transmem-
brane receptors are initiators of signaling cascades driving crucial cellu-
lar process, such as gene transcription, cell cycle progression, apoptosis.
Given their capacity of oncogenic transformation these receptors are the
target of selective anticancer drugs, which in-vivo are however not as
effective as anticipated by in-vitro experiments. Translating HER in-
hibitors into effective therapies to block the oncogenic signaling cascades
will be facilitated by models that can provide reliable predictions for the
evolution of the intricate HER mediated signaling networks. This work
presents a process-algebra based approach to compactly specify and sim-
ulate HER signaling models. The proposed HER activation model can
be easily reused as a building block in larger models of signaling.

Keywords: Tyrosine kinase receptors, Signaling pathways, Cancer ther-
apies, Computational modeling, Stochastic simulation.

1 Introduction

The tyrosine-kinase family of transmembrane receptors includes at least 17 dif-
ferent classes of receptors, among which the human epidermal growth factor
receptors (hereafter, HER). There are four structurally related HER receptors:
HER1, HER2, HER3, and HER4. HERs play a crucial role in cell signaling,
mediating cell proliferation, migration, differentiation, apoptosis, and cell motil-
ity, owing to their ability to activate important cytoplasmic signaling relaying
molecules such as PI3K, Ras, Stat3, Grb2 among others [1].

HER family receptors are often over-expressed, amplified or mutated in many
forms of cancer. HER1 is found to be over-expressed in more than 80% of head
and neck cancers, 50% of gliomas, 10 to 15% of non-small cell lung cancers in the
west [7]. Amplification and overexpression of HER2 is seen in about 25 to 30%
of breast cancers [13]. Given their frequent altered expression or dysregulation
in human tumors, HERs are target of selective anticancer drugs.

In spite of the effective inhibition shown in vitro, only a small percent of the
patients that receive HER antagonist therapies respond to it (for instance, 20-
30% in the case the HER2 inhibitor trastuzumab [6]). This indicates the existence
of a complex set of intertwined relationships that the HER family members
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exhibit. A drug is attempting to switch off the signaling cascade by specifically
targeting one receptor type, while at the same time other HER members are
compensating for the effects of the drug with sustaining signaling activation [2].
This unexpectedly complex behavior may well explain the disappointing results
of various trials of candidate HER antagonists drugs and offers an excellent
challenge for the deployment of Systems Biology modeling approaches [12].

In this paper we consider the modeling of the initial events of the HER sig-
naling pathways, which are triggered by the binding of the HER receptors with
their ligands, the dimerization of receptors and the phosphorylation of their in-
tracellular domains. More specifically, inspired by the recent study reported in
[2], we consider a scenario where the HER1 and HER2 receptors are sinergisti-
cally working to sustain signaling. This scenario only considers a few molecules,
yet the temporal evolution of the system results in an combinatorial mesh of
interacting partners. This complexity offers at least two types of challenges to
the modeling tools: From a model specification point of view, such complexity
makes model definition long and cumbersome (and hence error prone), whereas
from the solution point of view it makes model simulation a computationally
intensive task, due to the large number of possible reactions.

To tackle these issues, we shall be using an approach based on the modeling
language BlenX [3], which adopts a process-algebra model specification to nicely
manage the complexity inherent to the combinatorial explosion of the number
of species configurations. We offer two contributions in this paper. The first one
is represented by the example of application of the process-algebra modeling
approach, which finds in the complexity of the HER activation models an ideal
application area. The second contribution consists in the model itself, which can
be used as a building block in larger models of signaling or easily adapted to
define activation models for other tyrosine-kinase receptors.

This paper is organized as follows. We provide in Section 2 an introduction
to the structure and function of the HER family receptors, and then we focus
in Section 3 on the definition of a HER activation and phosphorylation model
in BlenX. Section 4 shows the results of model validation and finally Sections 5
and 6 provide a short discussion and conclusions for the paper, respectively.

2 HER Receptors

We provide in this section a short description of the molecular details of the
HER activation process. Our discussion is limited to HER1 and HER2, but it
readily applies to HER3 and HER4 as well.

HER receptors are mostly located on the cell membrane, and are made up
of an extracellular region or ectodomain, a single transmembrane-spanning re-
gion, and a cytoplasmic tyrosine kinase domain. HER proteins are capable of
forming homodimers, heterodimers, and possibly higher-order oligomers upon
activation by a subset of potential growth factor ligands. There are many growth
factors that activate HER1 receptors, among which EGF, TGF-α and neureg-
ulins. Although unliganded homodimers and heterodimers can also form, they
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are unlikely to be active [10]. Multiple phosphorylation sites exist in the intra-
cellular domains of HERs. For instance, at least 5 sites appear to be relevant
for downstream signal rely in HER1 [5] and at least 4 in HER2 [9]. The dimer
formation is reversible; HER dimers can dissociate and reassociate regardless of
their phosphorylation status.

This means that each single HER molecule can exist in many possible configu-
rations. If each HER molecule carried 4 phosphorylation sites, the total number
of possible configurations would be of the order of 29. Such a combinatorial
number of configurations makes most modeling approaches cumbersome if not
impracticable. Any modeling tool requiring the explicit encoding of all possible
species configurations and of all the reactions they participate in would be im-
possible to use. We shall see in the next section how the system can be easily
encoded with the BlenX approach, which does not require fully unfolding the
set of possible configurations of the species.

3 Modeling Methods

BlenX [3] is a modeling language based on the process calculi and rule-based
paradigms. It is specifically designed to account for the complexity of biological
networks. The advantages of a rule-based approach become evident when the
biological system exhibits a combinatorial number of possible configurations as
in the case of the HER early signaling network. Given the space limitation, we
just provide in this section a few clues about the BlenX modeling approach. A
complete explanation with examples of application, can be found in [4].

BlenX uses a general abstraction of a biological network that separately con-
siders biological entities and their interaction capabilities. Biological entities are
encoded in BlenX as objects called boxes. Boxes expose interfaces called binders,
which mimic domains of interaction, for instance for complexation and phos-
phorylation. The interaction capabilities of binders are determined by its type
attribute, which is controlled by each box internal process, which updates them
according to the box state.

BlenX resembles a normal programming language. A box for the EGF ligand
of HER1 would be defined as follows:

let egf : bproc = #(egfrec,egfrec)[nil];

This text is declaring the box egf as having one binder named egfrec, having a
type egfrec. This binder models the site across which EGF binds to the receptor.
The text within square brackets is the box process. In the case of EGF, the
process is nil, i.e. the null process, which does nothing and hence the type of
binder egfrec will ever be changed. This models the fact that the complexation
with HER1 is always possible for EGF molecules. A box for a HER1 molecule
needs more binders: one called h1lig for the interaction with the ligand, one
called h1dim for the dimerization with another HER molecule, plus at least one
binder h1ph to model a single phosphorylation site. Moreover, it would need
a non-null internal process to model the phosphorylation process so that it can
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happen only after ligand binding and dimerization. We declare HER1 and HER2
boxes (for the sake of conciseness, each one with just one phosphorylation site),
as follows:

let her1 :: bproc = #(h1lig,h1lig),#(h1dim,h1dim),

#(h1ph,free)[h1 proc];

let her2 :: bproc = #(h2dim,h2dim),#(h2ph,free),

[h2 proc];

Binding interaction capabilities are called affinities in BlenX, and are defined for
pairs of binder types. For instance, to model the reversible complexation of EGF
and HER1, we declare in BlenX a tuple as follows: (egfrec,h1lig,kon,koff),
where kon and koff are the rate of complex formation and dissociation, respec-
tively. The rate information is used at simulation time. BlenX uses a discrete-
space discrete-time interpretation of model evolution, according to Gillespie
stochastic molecular dynamics [8]. Intuitively, the rates are proportional to the
speed with which the biochemical transformations occur.

The internal processes keep track of the history of the boxes and appropriately
change the state of the binders. For instance, process h1 proc of box her1 will
change the type of binder h1ph from free to phospho when an egf box binds
h1lig and an HER molecule binds h1dim.

To model our scenario of HER1 and HER2 interaction, we just need the
3 box declarations given above, and the specification of the two internal pro-
cesses h1 proc and h2 proc, a BlenX program that is as compact as 15 lines
of code. Additionally, we need 4 affinities declaration, one for the HER1-EGF
binding, and 3 for the hetero and homodimerizations. Overall, a very compact
BlenX model accounts for all the possible configurations of the species and their
reactions.

4 Results

We present in this section the results of simulation experiments aiming at validat-
ing the HER1-HER2 interaction model. We start our experiments by reproducing
an experimental setting that was used in the paper [11], where the activation of
HER1 in hepatocytes is considered. In that study, an in-vitro culture of HER1
cells is stimulated by a single EGF pulse, and the phosphorylation level of the
receptors is measured over time by immunoprecipitation. By using the kinetics
of EGF binding, dimerization and phosphorylation given in [11] to instanciate
the BlenX model, we could reproduce the HER1 time course of phosphorylation
over the time window [0-120] seconds, as shown in Fig.1.

Then, we used the same rates in the complete model, when also HER2 is
considered. Without introducing any new model parameter, we reproduced the
relative proportions of HER1-HER1 homodimers and HER1-HER2 heterodimers
at equilibrium (10 minutes after EGF stimulation) in four breast cancer cell
lines. Table 1 shows the very good match of simulation results with respect to
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Fig. 1. Comparison of experimental and simulated HER1 phosphorylation over time.
Experimental results are provided with error bars. Simulation results were estimated
at 95% confidence level and are within 10% of the estimated value.

Table 1. Results of HER1-HER1 homodimer versus HER1-HER2 heterodimer ratio
simulations for various breast cancer cell lines. Confidence intervals of simulation are
within 10% of the estimated value.

Cell Num Num Ratio Homodimers/Heterodimers
Line HER1 HER2 Experimental results Simulation results

AU565 204560 1447688 0.071 0.072±0.0012

SKBR3 143559 1402832 0.042 0.050±0.0014

SKOV3 387771 657088 1.627 1.393±0.0035

H1650 158872 53810 15.625 14.934±0.0776

the experimental data obtained in [2]. These results validate the BlenX model
and demonstrate its predictive capabilities.

5 Discussion

The BlenX model presented in this paper appears to be able to reproduce the
experimentally observed behavior of HER receptors under different conditions.
Main advantages of the proposed modeling approach are its compactness and
easy extensibility. For instance, to pass from a pure HER1 model, i.e. one consid-
ered in the experimental setting of Kholodenko, to the HER1-HER2 interaction
model, we just added the HER2 specifications to the existing code, without hav-
ing to change it. This is due to the basic modeling choice of not specifying
explicitly the reactions each species can participate in, but just to define its pos-
sible interactions. Specifically, the definition of interactions is made at the level
of the binders, which represent the domains of molecules. Such a subtle differ-
ence obviate the necessity of enumerating the set of reactions, their reactants
and products.
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6 Conclusions

We showed in this paper the preliminary results of a HER model based on the
process-algebra language BlenX. The foundational aspects of the modeling ap-
proach are presented, and a model of HER1-HER2 signaling sketched to provide
some clues about the expressiveness of the language.

The proposed model can be easily extended to encode, in a very compact way,
systems that include thousands of species and reactions, which would be other-
wise impossible to specify. We validated the model with respect to experimental
data coming from the literature, taking into consideration two different studies.
The model could be further extended to consider additional HER members. In
particular, we plan to consider HER3, as HER2-HER3 heterodimers are among
the most active complexes in relaying growth factor signals.
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4. Dematté, L., Priami, C., Romanel, A.: The blenX language: A tutorial. In:
Bernardo, M., Degano, P., Zavattaro, G. (eds.) SFM 2008. LNCS, vol. 5016, pp.
313–365. Springer, Heidelberg (2008)

5. Downward, J., Parker, P., Waterfield, M.D.: Autophosphorylation sites on the epi-
dermal growth factor receptor. Nature 311, 483–485 (1984)

6. Esteva, F.J., Valero, V., Booser, D., Guerra, L.T., et al.: Unraveling resistance to
trastuzumab (Herceptin): insulin-like growth factor-I receptor, a new suspect. J.
Clin. Oncol. 20, 1800–1808 (2002)

7. Frederick, L., Wang, X.Y., Eley, G., James, C.D.: Diversity and frequency of epi-
dermal growth factor receptor mutations in human gliobastomas. Cancer Res. 60,
1383–1387 (2000)

8. Gillespie, D.T.: A general method for numerically simulating the stochastic time
evolution of coupled chemical reactions. J. Comp. Physics 22, 403–434 (1976)

9. Hazan, R., Margolis, B., Dombalagian, M., Ullrich, A., et al.: Identification of
autophosphorylation sites of HER2/neu. Cell Growth Differ. 1, 3–7 (1990)

10. Jura, N., Endres, N.F., Engel, K., Deindl, S., et al.: Mechanism for activation
of the EGF receptor catalytic domain by the juxtamembrane segment. Cell 137,
1293–1307 (2009)

11. Kholodenko, B.N., Demin, O.V., Moehren, G., Hoek, J.B.: Quantification of short
termsignalingby the epidermal growth factor receptor.Biol.Chem.274, 30169–30181
(1999)

12. Kitano, H.: Systems Biology: a brief overview. Science 295, 1662–1664 (2002)
13. Slamon,D.J.,Godolphin,W., Jones,L.A.,Holt, J.A., et al.: Studies of theHER-2/neu

proto-oncogene in human breast and ovarian cancer. Science 244, 707–712 (1989)



 

L.F. Castillo et al. (eds.), Advances in Computational Biology,  
Advances in Intelligent Systems and Computing 232,  

7

DOI: 10.1007/978-3-319-01568-2_2, © Springer International Publishing Switzerland 2014 
 

Bioinformatic Analysis of Two Proteins  
with Suspected Linkage to Pulmonary Atresia  

with Intact Ventricular Septum 

Oscar Andrés Alzate Mejía1 and Antonio Jesús Pérez Pulido2 

1 Docente Universidad Autónoma de Manizales, Colombia  
2 Docente Universidad Pablo de Olavide, Sevilla - España  
oalzate@autonoma.edu.co, ajperez@upo.es 

Abstract. Pulmonary atresia with intact ventricular septum (PA-IVS) is a con-
genital heart disease characterized by occlusion of the pulmonary valve causing 
complete obstruction of the outflow tract from the right ventricle to the lungs. 
Some authors attribute the origin of disease to genetic causes and the mutation 
of genes WFDC8 and WFDC9 have been proposed as related to with its patho-
genesis. Based on this suspicion, a bioinformatic analysis to their gene products 
was made to find the relationship between the mutation and disease.  

Were reviewed the annotations, domains and structures of these proteins to 
study their biological characteristics; to find equivalent sequences in other spe-
cies the orthologous of proteins were searched, so it was made a phylogenetic 
analysis and were searched conserved domains using alignments. Similarly, 
were searched the tissues in which genes are expressed to find its relation to 
heart and was studied the intergenic sequence to uncover regulatory sequences 
associated with cardiac development. 

The results suggest that the human proteins WFDC8 and WFDC9, currently 
related to the immune system, they are also related to extracellular matrix pro-
teins, and they could be expressed in heart tissue and embryonic, in addition, 
was found that the corresponding intergenic sequence has different binding sites 
for factors transcription related to the development of heart and heart valves. 

Keywords: Pulmonary atresia, WFDC8, WFDC9, heart tissue. 

1 Introduction  

Congenital heart diseases are disorders of the heart and great vessels that exist before 
birth. They describe structural or functional injuries of one or more of the four cardiac 
chambers or septum which separate them, or their respective valves. 

The Pulmonary atresia with intact ventricular septum (PA-IVS) is a congenital 
heart defect characterized by a pulmonary valve atresia, a complete obstruction of the 
outflow tract from the right ventricle to the lungs. But unlike other diseases of heart 
septum that separates both ventricles, it is intact. The etiology of the disease begins to 
be known. Some familial cases suggest genetic basis (1). A report of PA-IVS was 
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published in monozygotic twins (2); in them and through an analysis of comparative 
genomic hybridization (aCGH) revealed a deletion of 55 kb at the level of the chro-
mosome 20q13.12 involving WFDC8 and WFDC9 genes in both patients. 

In humans, WFDC genes are encoding small proteins that can contain one or more 
domains WFDC. It is knows that the domain WFDC performs part of innate immuni-
ty, which is present in some inhibitors serine protease that stop endogenous peptidases 
secreted by cells proinflammatory, thus avoiding damage and inflammation of the 
tissues. Similarly, it has been shown to inhibit proteases secreted by exogenous mi-
croorganisms showing potent antibacterial, antifungal, and antiviral properties (3). 
Currently does not exist in the literature references linking the proteins WFDC8 and 
WFDC9 with the heart or great vessels. In this work, we analyze bioinformatics in 
order to find the relation of the mutation and pulmonary atresia with intact ventricular 
septum. 

To this purpose, functional annotations, domain arquitecture and 3D structures of 
proteins were reviewed in order to analyze their biological characteristics; to find 
sequences equivalents in other species (orthologs), a phylogenetic analysis was made 
and we searched for domains maintained by alignments. Similarly, we looked for 
tissues where genes are expressed to find his relationship with the heart and, finally, 
we studied the intergenic sequence to discover regulatory sequences related to cardiac 
development. 

The results reveal the relationship of the WAP for WFDC8 and WFDC9 domains 
with extracellular matrix proteins, which constitute the architecture of the heart 
valves. So the same, the expression of the proteins was found in cardiac and embryo-
nic tissue. Finally, it shows that the sequence between both genes presents different 
binding sites for factors of transcription which are related to the development of the 
heart and heart valves. 

2 Materials and Methods  

2.1 Review of Annotations from WFDC8 and WFDC9 

To assign the biological characteristics of proteins WFDC8 and WFDC9 the database 
UniProt was used. The available information about the origin, attributes, annotations, 
ontology and sequences were obtained from this important knowledge base. Review 
of annotations was extended thanks to cross-references offering UniProt. The program 
Rasmol V2.7.4.2 was used to study the regions of interest and view the structure  
obtained. 

2.2 Search for Orthologs and Similarity 

To search of homologous sequenceswe used three methods. First we looked for sig-
nificant orthologs in the results provided by the UniProt Blast. Second, an algorithm 
written in Perl programming language based on the location of signals of short length 
sequence was used (4). Finally, we searched for orthologs with NCBI Blast tool 
tblastn program against database EST (sequences coming from mRNA sequencing). 



 Bioinformatic Analysis of Two Proteins with Suspected Linkage to PA-IVS 9 

 

2.3 Comparison of Sequences 

We compared the foundorthologs using the Dot Plot program UGENE V1.10.4. We 
obtained arrays of points by comparing the human sequence with each of their possi-
ble orthologs to observe the best positions to be evolutionarily conserved.  

2.4 Multiple Alignment and Phylogeny  

We perform the multiple alignment between human proteins and their orthologues 
using ClustalX V2.0.10. To edit and analyze the alignments also applied the program 
Bioedit V7.0.4.1. Another purpose with alignments was to carry out phylogenetic 
analysis, for this purpose, the multiple alignment data were treated with TreeView 
V1.6.6 to visualize the phylogenetic trees  

2.5 Gene Expression Data 

Gene expression data was originated from results from different experiments stored in 
the ArrayExpress database of EBI and the database of proteins in human, nextprot 
BETA.  

2.6 Analysis Bioinformatics to the Intergenic Sequence 

The coordinates of deletion of the work of Stefano were presented (2) in the graphical 
interface UCSC Genome browser (2006), to obtain the graphic that showed the dele-
tion reported in this paper. On the other hand, were sought in the JASPAR database 
factors of transcription of the human species related heart embryogenesis. In addition, 
another application of an algorithm in Perl programming language search with weight 
matrices common transcription factors in obtained alignments. Finally a file in format 
gff added as tracks in the Genomes of UCSC, allowed to analyze the relationship 
between the conserved intergenic sequence and transcription factors. 

2.7 Experimental Analysis to the Intergenic Sequence 

Different experiments are underway at the moment to check the regulatory elements 
of conserved intergenic sequence. To do so, we conduct important molecular biology 
techniques such as PCR, electrophoresis, techniques of purification obtaining of colo-
nies and digestion with EcoR1. 

3 Results 

Only the work of Stefano in 2008 (2) has related both WFDC8 and WFDC9 proteins 
to PA-IVS. To perform a search in the UniProt database and your links we find that 
domains WFDC8 and WFDC9 are associated with the extracellular matrix. To apply 
the tblastn to proteins WFDC we find that the orthologs of WFDC8 and WFDC9 are 
expressed in embryonic and cardiac tissue. On the other hand the databases of gene 
expression, Array Express, for WFDC8 shows results of differential expression in 
organs different than the heart. However, it highlights expression of genes in different 
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4 Discussion 

Current research relates proteins WFDC8 and WFDC9 with the immune system. The 
bioinformatics analysis applied to these proteins allowed to clarify its relationship 
with the development of the heart, heart valves and PA-IVS.  

According to the results of this work, the proteins WFDC8 and WFDC9 have WAP 
domains that bind the entire molecule to proteins of the extracellular matrix by means 
of its amino acids exposed. The mutation of the genes and the consequent lack of 
proteins can lead to the disruption of the extracellular matrix and therefore the des-
funcionalización of the valves during the development of the heart.  

The expression of the proteins WFDC8 and WFDC9 was confirmed with databases 
of gene expression in embryonic stem cells and human fetuses ESTs. Still, there are 
more preponderant evidence confirming its expression in heart and embryonic tissue. 
Their homologous sequences in rodents are quite significant for this fact.  

In the present work, wehave found evidence suggesting that the mechanisms required 
for the structuring of the heart valves have relationship with different transcription fac-
tors. ETS1 is a transcription factor which has a wide range of biological functions  
including the regulation and cell growth, hematopoiesis, lymphocyte development, de-
velopment and remodeling of vessels and mainly participation in the development of 
different organs (7). Some studies involve him significantly in the development of the 
heart of mammals and in the pathogenesis of some congenital heart (8). 

On the other hand, the Sox proteins constitute a long family of factors involved in 
different processes of embryonic development. Sox 8, Sox 9 and Sox 10 exhibit a 
dynamic expression during embryogenesis of the heart correlated with the septation 
and differentiation of the connective tissue of the valve (9). Particularly, Sox 9  
is required for proliferation and differentiation of cardiac valves progenitor cells, is 
required for the expression of collagen in the modeling of valve and its absence is 
related to diseases of the heart valve, including increases in calcium in the area (10). 

The relationship of c-jun transcription factors, JunD, and conserved intergenic  
sequences also have significance to the development of the heart (5), (6). During em-
bryogenesis, c-jun is required for the development of the cardiovascular system, but 
its regulation diminishes in the adult heart. For his part, JunD is dispensable for  
the cardiovascular development of the embryo, however is expressed in all cardiac 
development and is kept in the cells of the adult heart. 

Finally the mutation of conserved intergenic sequence of WFDC8 and WFDC9 in-
cludes the deletion for different binding sites of ETS1, Sox 9, Sox10, c-jun, JunD, and 
other factors of transcription. This probably shows that the absence of sequence pre-
vented the function of these important factors and proper development of the heart 
valve. Equally, the area of mutation as well as conserved sequence included the  
gen WFDC9, the promoter region and the initial part of WFDC8 (Figure 1), which 
possibly confirms the lack of expression of these two proteins. 

5 Conclusions 

An in silico analysis link to (o relates to) the domains WAP of WFDC8 and WFDC9 
with extracellular matrix proteins, which could constitute the architecture of heart 
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valves, where the mutation of genes can lead to your disfunctionalization. So the 
same, we showed that proteins WFDC8 and WFDC9, are expressed in human em-
bryonic tissue and in the heart, in any of its orthologs. Finally study the intergenic 
sequence finding a site conserved in different species, which were important binding 
sites for transcription factors related to the embryonic development of heart and  
heart valves, suggesting that the deletion could prevent valvular embryogenesis is 
promoted. Currently wish to strengthen these results, and now are looking for experi-
mentally in the intergenic sequence enhancers that promote cardiac expression.  
Conclusions are expected to confirm the causes of PA-IVS. 
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{lgleala,celopezc,llopezk}@unal.edu.co

Abstract. A big challenge in gene expression data analyses is to reveal
the coordinated expression of different genes. Gene co-expression net-
works (GCNs) are graphic representations where nodes symbolize genes
while edges reconstruct the coordinated transcription of genes to cer-
tain external stimuli. In this paper, an enhanced novel methodology for
construction and comparison of GCNs is proposed. Microarray datasets
from pathogen infected plants (Arabidopsis, rice, soybean, tomato and
cassava) were used. Initially, similarity metrics that find linear and non-
linear correlations between gene expression profiles were evaluated. A
similarity threshold was chosen and GCNs were constructed. Afterwards,
GCNs were characterized by graph variables and a principal component
analysis on these variables was applied to differentiate them. The re-
sults allowed the discovery of topologically and non-topologically similar
networks among species. Potentially conserved biological processes, like
those related to immunity in plants could be studied from this work.

Keywords: Gene co-expression networks, similarity metrics, principal
component analysis, plants immunity.

1 Introduction

The integration of expression data offers significant insights to understand the
transcriptional mechanisms of living organisms. Gene co-expression networks
(GCNs) are graphic representations for this purpose [1]. They depict the coordi-
nated transcription of genes by means of linked nodes in a graph. Accordingly,
GCNs show the functional associations between co-expressed genes when exter-
nal treatments are induced [2].

Commonly, the procedure to construct a GCN involves a similarity metric
assessed between expression profiles of genes [2].The Absolute value of Pearson
Correlation Coefficient (APCC) has been the most used similarity metric [3].
However, as gene expression profiles are not always correlated linearly, many non-
linearly correlated genes are not retained for inclusion in the final GCN [4]. Subse-
quently, a similarity threshold is selected to find relevant pairs of genes connected
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in the network [5]. Once GCNs are constructed, they can be analyzed in order to
provide functional annotations for genes which’s function is unknown [6]. Besides,
GCNs have been useful in studies of translational functional genomics such as net-
works alignment [6] and comparisons based on graph variables [7]. During the last
case, networks have mainly been described by topological variables and a princi-
pal component analysis (PCA) on these variables has been applied to characterize
them. Projections resulting from PCA reflect structural similarity through close-
ness on the PCA space. Nevertheless, networks comparison based on topological
variables has for now only allowed the discovery of similar graphmotifs while valu-
able biological conclusions remain unrevealed [5].

Because of the importance of these applications, both the construction and
comparison of GCNs demands specific and well developed strategies. In this
work, we concentrate on shortcomings of current approaches and propose an
enhanced novel methodology to overcome them. We compared the performance
of APCC with Mutual Information Coefficient (MIC) [4] and the Normalized
Mean Residue Similarity (NMRS) [8], and chose the metric that better detects
linear and non-linear correlations. To characterize the GCNs, we added new non-
topological variables, such as tolerance to pathogen attacks and assortativity co-
efficients related to functional annotations. These variables describe better the
networks from a biological perspective and are less dependent on network size.
To evaluate our methodology, pathogen resistance microarray datasets from Ara-
bidopsis thaliana, rice [Oryza sativa], soybean [Glycine max ], tomato [Solanum
lycopersicum] and cassava [Manihot esculenta] were queried from public reposito-
ries and used to construct and compare a total of 59 GCNs on different datasets.

Summarizing, we have considered not only the use of appropriated similarity
metrics but also the comparison of networks using multivariate methods. This
strategy allowed us to find functionally similar GCNs from immunity processes
in plants. Moreover, the current biological knowledge on model organisms and
less studied species is widened with our results and can be a starting point for
emitting biological hypothesis related to plant immunity processes.

2 Materials and Methods

Raw microarray datasets from pathogen infected plants experiments were ob-
tained from GEO DataSets repositories and previous studies [9]. Datasets were
independently pre-processed through noise reduction, quantile normalization and
log2 transformation. Expression matrices were obtained independently from each
dataset after removing non-differentially expressed genes [10].

A square similarity matrix was calculated for every single expression matrix.
The similarities (si,j) between pairs of genes i and j were calculated using a met-
ric. As mentioned previously, we compared the similarities obtained with APCC
(sAPCC

i,j ), MIC (sMIC
i,j ) and NMRS (sNMRS

i,j ) [3][4][8]. These measures take values
in the same interval [0,1], where 0 indicates non-dependence between expression
profiles, and 1 indicates total dependence or maximum similarity. Subsequently,
a similarity threshold (τ) was selected for each similarity matrix. The τ allowed
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us to determine the GCN’s edges according to an adjacency function [3]. We
followed a method based on network’s clustering coefficient for τ selection [5].
The GCNs were characterized with eigth graph variables: Clustering coeffi-
cient, centralization, heterogeneity, network density, two assortativity coeffi-
cients related to gene ontology and PFAM annotations, attack tolerance and
the Kendall’s tau correlation between node degree and presence of immunity
domains (WRKY, TIR, NBS, LRR, kinase and LysM) [11].

A characterization matrix of 59 GCNs by eight variables was formed and a
PCA was conducted on this matrix [7]. PCA was used to reduce the character-
ization matrix’s dimensionality and the principal components (PCs) retaining
more information were used to place the networks on the plane formed by them.
Networks were analyzed using the PCA projections.

3 Results

3.1 Construction of GCNs

After datasets preprocessing,Arabidopsis and rice were the plants with more data
available: 40 and 8 expression matrices were formed respectively. On the other
hand, soybean, tomato and cassava are less studied plants and therefore the num-
ber of experiments was limited (5, 3 and 3 expressionmatrices respectively). From
the expression matrices, similarity measures were evaluated. The pairwise com-
parisons of sAPCC

i,j vs. sMIC
i,j allow to see a V-shape (Fig. 1a). Genes with linearly

correlated expression profiles are placed in the upper right corner and genes with
non-linearly correlated expression profiles can be found in the upper left corner.
Those cases where sAPCC

i,j < sMIC
i,j represented co-expressed genes detected by

MIC but conducing to a low APCC value. Pairwise comparisons of sAPCC
i,j and

sNMRS
i,j conform a less defined V-shape (Fig. 1b). There are also many pairs where

sAPCC
i,j < sNMRS

i,j due to the fact that NMRS is a measure that identifies mag-
nitude of proximity between profiles. Based on these results we concluded that
NMRS and MI are both useful measures in detecting linear and non-linear corre-
lations. Nevertheless, non-linear correlations are better revealed by MIC. For any
τ > 0.5, the number of edges from non-linearly correlated profiles will be higher if
the MIC is used. Given our interest is to construct GCNs including linear and non-
linear relationships between genes, we decided that MIC is the best metric among
the three approaches evaluated. Afterwards, similarity thresholds were obtained
for each similarity matrix and GCNs were constructed.

3.2 Comparison of GCNs by Principal Component Analysis (PCA)

GCNs were characterized by graph variables and summarized on principal com-
ponents (PCs) using PCA. The first three PCs were selected and represented
in figure 2. PC1, PC2 and PC3 explain 33%, 20% and 14% of the total vari-
ance respectively. The correlation circle of PC1-PC2 plane (Fig. 2b) shows that
heterogeneity, density and clustering coefficient are highly correlated to PC1,
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Fig. 1. Dispersion plots of similarities calculated from one Arabidopsis expression ma-
trix: (a) Pairwise comparison of sAPCC

i,j vs. sMIC
i,j (b) Pairwise comparison of sAPCC

i,j

vs. sNMRS
i,j

while assortativity coefficients are better correlated to PC2. In this way, PC1 is
associated mainly to the topological information from GCNs and PC2 is asso-
ciated to non-topological information. From the correlation circle of PC1-PC3
plane (Fig. 2d) we found a high correlation between tolerance to attacks and the
dependence immunity-degree along PC3. These variables were not explained by
PC1 or PC2, consequently PC3 is associated mainly with the robustness of the
immunity processes.

Positions of GCNs on the planes can be explained with the contribution of
each variable to the PCs. On quadrant II of PC1-PC2 plane (Fig. 2a), we find
GCNs influenced by high clustering coefficients, centralization and density. On
quadrant III, the separation of GCNs is not strong but there are networks with
high assortativity coefficients. In relation to PC1-PC3 plane (Fig. 2b), GCNs
with high tolerance to attacks and dependence immunity-degree are placed on
quadrants I and II.

We found that some closer pairs of GCNs are greatly equivalent and that
immunity processes represented in these networks could share some similarities.
In a few cases, networks related to the same pathogen were separated because not
only different pathogen mutants but also mutant plants were compared. These
results indicate that our methodology of GCNs construction and comparison is
able to detect gene co-expressions characteristic of each experiment retaining
complexity of the processes analyzed.

4 Discussion

Results showed that the methodology is capable of detecting co-expressed
genes whose expression profiles are not linearly correlated which enhances the



Construction and Comparison of GCNs 17

PC 1 (EV=33%)

P
C

 2
 
(E

V
=
2
0
%

)

CC

Cen

Het

Den

AsG
AsP

InK

Tol

PC 1 (EV=33%)

P
C

 3
 
(E

V
=
1
4
%

)

CC

Cen
Het

Den
AsGAsP

InK
Tol

Arabidopsis
Rice
Soybean
Tomato
Cassava

Legend:(a)

(b)

(c)

(d)

-2

0

2

4

-4 -2 0 2 4

-4 -2 0 2 4

-2

0

2

Fig. 2. Differentiation of GCNs using PCA. Projection of GCNs and correlation circles
on planes (a)(b) PC1-PC2 and (c)(d) PC1-PC3. Axes labels show the percentage of ex-
plained variance (EV) by each principal component. Bar plot of eigenvalues is showed.
Variables are represented with labels: Clustering coefficient (CC), centralization (Cen),
heterogeneity (Het), density (Den), assortativity coefficient from GO (AsG), assorta-
tivity coefficient from PFAM (AsP), tolerance to attacks (Tol) and correlation between
node degree and presence of immunity domains (InK).

knowledge on biological processes represented on the final networks. The V-
Shape in figure 1a is consistent with previous works [4]. This result was es-
pecially important when τ was chosen in the gene pairwise similarity matrix,
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because some gene pairs with non-linear correlation were retained for inclusion
in the final gene network.

The dependence of graph variables with the network’s size is an important
factor that should not affect the networks characterization. GCNs from the five
species had between 104 and 1,688 nodes, therefore we introduced graph variables
not influenced with the size [12]. In this work, all variables showed a very small
correlation to the GCN size, assuring that the PCA was not biased by differences
in GCNs’ sizes.

The PCA plots evidenced that variables used for characterization were use-
ful to differentiate GCNs among species. As GCNs for Arabidopsis are spread
over the PC plot, we deduced that Arabidopsis GCNs have very different graph
variables among them depending on the experiment analyzed. Contrary to Ara-
bidopsis, GCNs from other plants are more similar based on the eight variables
and therefore clustered in specific zones. Tomato GCNs are more dense than cas-
sava GCNs. Nevertheless, cassava GCNs, have high heterogeneity and they are
topologically similar to soybean GCNs. For rice GCNs, the cluster near to the
center of PC1-PC2 plane reveals that their assortativity coefficients are slightly
higher than average GCNs. It means that co-expressed genes in rice networks
share more functional annotations than genes from other networks.

The statistical methodology proposed here improves key steps in construction
and comparison of GCNs. The comparison of GCNs can be used to increase the
biological knowledge in species with limited genomic information (i.e cassava
and tomato), using model organisms. For specific networks, a small distance
on the PCs space could have a biological meaning in correspondence with the
experiment or could represent comparable immunity process against pathogens
in two species. Moreover, our methodology could be used to select similar GCNs
before implementing network alignment algorithms.
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Abstract. The viral capsid’s main function is to transport and protect
its nucleic acid. It is formed by the self-assembly of multiple copies of
one, or a few, coat proteins (CP). The molecular mechanisms of how
the spontaneous self-assembly process takes place still remains obscure.
Cowpea Chlorotic Mottle Virus (CCMV), an icosahedral plant pathogen,
was used as model for understanding the assembly of symmetrical aggre-
gates of biomolecules. Six potential key residues in the capsid interfaces
of CCMV were identfied. in silico free energy of binding was estimated
for two functional CP dimers; WT and the sextuple mutant. Our results
show that perturbation of these specific residues will likely destabilize the
capsid structure as a whole. This provides insights into how viral coat
proteins recognize each other inside the cell, and suggest ways to develop
mechanisms to prevent their assembly, thereby blocking the infection.

Keywords: viral self-assembly, capsid coat protein, plant icosahedral
virus.

1 Introduction

Viruses are self-assembling macromolecular complexes made up of copies of the
same, or a few, protein components. They assemble into symmetric closed shells
encapsidating their own viral genome. Major efforts have revealed that spheri-
cal capsids display icosahedral symmetry. The assembly of simple non-enveloped
viruses occurs rapidly and spontaneously with a high degree of fidelity. The latter
implies that the instructions to form closed shells (capsids) are built into their
components, mainly the coat protein subunits. If this is true, then it should be
possible to gain insights into virus assembly on the basis of the structure and or-
ganization of the protein subunits in those types of capsids, which do not require
any auxiliary or scaffolding proteins for the assembly. Many spherical capsid
structures have been analyzed in terms of protein-protein interactions, quasi-
equivalence, and self-assembly pathways [1][2], however, the molecular mecha-
nisms governing these processes remain unclear.
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Taking advantage of the fact that many nonenveloped virus structures have
been determined at near atomic resolution, different in silico studies at atomic
level can be made. The simplest viruses that display icosahedral symmetry have
60 copies of a single coat protein subunit (single gene product) arranged in equiv-
alent (identical) environments related by fivefold, three-fold, and twofold axes
of symmetry. In addition, viral capsids provide an excellent resource for study-
ing protein-protein interactions in homo-oligomers that form symmetric closed
shells, since association and self-assembly of the capsid protein subunits are com-
mon to all viruses. Analysis of protein-protein interactions in viral capsids may
reveal the molecular principles of recognition and self-assembly and the nature
of interactions that lead to capsid formation, given that interactions between the
coat protein subunits determine the size and the robustness of the capsid.

1.1 Capsid Assembly

It is believed that coat protein (CP) subunits should carry instructions to form
a particular type of capsid. In principle, the structure and the organization of
the subunits obtained from the complete capsid structures can be used to deci-
pher these instructions. Computational approaches have identified the repeating
units (building blocks) of the assembly and any potential intermediates that
may be formed during the course of capsid formation [2]. A substructure of n
subunits was considered a likely intermediate or a preferred substructure during
the course of assembly, when the association/binding energy of formation of the
substructure was favored significantly over any other combinations of n subunit
associations. By monitoring the association of a full aggregate of subunits (e.g.,
60, 180, etc.) forming a closed shell, it was possible to identify the preferred
substructures along the way, suggesting the most likely pathway of capsid for-
mation; the stronger the protein-protein interactions are, the greater the chance
of identifying the assembly intermediates.

1.2 Bromoviridae Virus Family

In previous years, the structures of several viruses from the Bromovirus and
Cucumovirus genera of the Bromoviridae family have been determined at near
atomic resolution. These viruses form capsids that consist of 180 subunits. The
calculated protein-protein interactions between the protein subunits of
bromoviruses (e. g., Cowpea Chlorotic Mottle Virus –CCMV– and Brome Mo-
saic Virus –BMV–) suggest that the twofold-related coat protein dimers (CC
or the equivalent AB) form stable oligomers in agreement with previous obser-
vations [3] –Fig. 1–. The derived assembly pathways for bromoviruses suggest
that the second preferred structure is a trimer of dimers (6-mer), followed by a
pentamer of dimers (10-mer) and a decamer of dimers (20-mer) surrounding the
fivefold axes of symmetry. In other words, the pentamers and hexamers are not
preformed, they are a result of the initial assembly from the A1-B5 and C1-C6
dimers. This indicates that CCMV assembly happens through dimers, and then
multimers of dimers form. [4]
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Fig. 1. Three dimensional structure of the CCMV spherical capsid. Independent sub-
units forming the capsid are grey shaded according to their placement in relation to
the symmetry axes: A around the five-fold axis (5’) and B-C around the six-fold axis
(6’) respectively.

2 Methods

We have selected the CCMV as a model of study, given that its three dimen-
sional structure is known, making it a good candidate for molecular modeling in
silico, and that is relatively easy to manipulate in vitro using molecular biology
techniques. The latter is important since we are also interested in validating our
computational predictions by producing the recombinant wild-type as well as a
library of specific interface mutants, through heterologous systems (bacteria).

In this section a description is made on how specific residues at the protein-
protein interfaces are identified, how mutant proteins where created and the
steps followed to produce an estimate of the binding free energy of homodimers,
all of the above using an in silico approach.

2.1 Hot-Spots Prediction

By definition, a hot-spot is a residue which is located in the protein-protein inter-
face between capsid subunits, and is conserved both in linear sequence and space
(tertiary and quaternary structure) among all members of a specific virus fam-
ily or genus. A computational algorithm was previously developed [6] to iden-
tify this type of residues using all viral capsid structural information available
at VIPERdb [7]. When applied to the Bromoviridae family, six residues where
predicted as hot-spots: Proline P99, Phenylalanine F120, Glutamic Acid E176,
Arginine R179, Proline P188 and Valine V189. This identification was achieved
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following a series of steps, all involving sequence and structure information of
five members of the Bromoviridae family (VDB accession codes 1cwp, 1f15, 1js9,
1laj and 1za7): i) global residue sequence conservation was found through a
Multiple Sequence Alignment (http://viperdb.scripps.edu/alignments/
Bromoviridae.html), ii) interface residues and their position in space in spher-
ical coordinates (φ, ψ) were identified using VIPERdb’s API (http://viperdb.
scripps.edu/API2/api_phipsi.php?format=html&VDB=1cwp&format=csv&cons chang-
ing the VDB accession code respectively) –Fig. 2a–, and iii) manually matching
residues with the same spherical coordinates within three degrees in angular space
present in all five members –Fig. 2b–.

Fig. 2. φ-ψ maps of CCMV. a) Interface residues of the three subunits (A, B and
C, broadly indicated by trapezoids) forming the capsid asymmetric unit. b) Hot-spot
prediction.

2.2 WT and Mutant Homodimers

The starting three dimensional structure of the functional CCMV WT homod-
imer was aquired using the Oligomer Generator tool at VIPERdb (http://
viperdb.scripps.edu/oligomer_multi.php). Given that dimers A1-B5, B1-
A2 and C1-C6 are equivalent, only the first was chosen –Fig. 3–. It is clear
that residues R179, V189 and P188 play a critical role in the homodimer in-
terface, while residues P99 and F120 participate in the homo-pentamer and
hexamer interfaces when the capsid forms. These six residues were mutated,
in silico, to an aminoacid with contrasting physical-chemical properties as fol-
lows: P99A, F120A, E176Q, R179Q, P188A and V189N. Charged residues (E,R)
where mutated to a neutral aminoacid (Glutamine, Q), while keeping a similar
size, whereas others were reduce in volume (F for Alanine, A), or changed from
hydrophobic to hydrophilic (Valine, V, for Asparagine, N). Following this logic,
it was believed that all favoring interactions in the WT homodimer would be
diminished in the mutant. The sextuple mutant, M6, was a result of consecutive
single mutations starting from the WT structure using the Mutator Plugin avail-
able in VMD (http://www.ks.uiuc.edu/Research/vmd/plugins/mutator/).

http://viperdb.scripps.edu/alignments/
http://viperdb.scripps.edu/API2/api_phipsi.php?format=html&VDB=1cwp&format=csv&cons
http://viperdb.scripps.edu/API2/api_phipsi.php?format=html&VDB=1cwp&format=csv&cons
http://viperdb.scripps.edu/oligomer_multi.php
http://viperdb.scripps.edu/oligomer_multi.php
http://www.ks.uiuc.edu/Research/vmd/plugins/mutator/
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Fig. 3. CCMV WT homodimer starting configuration, showing first subunit on the
left (A) and second subunit on the right (B). Also shown, corresponding hot-spots
in each subunit, with residues 188 and 189 interlocking in the opposite subunit. The
Center-of-Mass distance and the direction of the X axis are indicated.

2.3 System Construction

In order to generate equilibrated starting structures for the following steps,
all Histidines were assigned their canonical state at physiological pH, and the
CHARMM27 all-atom force field (with CMAP) - version 2.0 was used. Each
homodimer (WT and M6) was placed in a cubic box with explicit TIP3P water
to which 100 mM NaCl was added, including neutralizing counterions. Following
steepest descents minimization, each of the homodimer systems was equilibrated
in two steps, with position restraints applied to peptide heavy atoms throughout.

The first phase involved simulating for 50 ps under a constant volume (NVT)
ensemble. Protein and nonprotein atoms were coupled to separate temperature
coupling baths, and temperature was maintained at 310 K using the Berendsen
weak coupling method. Following NVT equilibration, 50 ps of constant-pressure
(NPT) equilibration were performed, also using weak coupling to maintain pres-
sure isotropically at 1.0 bar. The Nosé-Hoover thermostat was used to main-
tain temperature, and the Parrinello-Rahman barostat was used to isotropically
regulate pressure. This combination of thermostat and barostat ensures that a
true NPT ensemble is sampled. Short-range nonbonded interactions were cut
off at 1.4 nm, with long-range electrostatics calculated using the particle mesh
Ewald (PME) algorithm. Dispersion correction was applied to energy and pres-
sure terms to account for truncation of van der Waals terms. Periodic boundary
conditions were applied in all directions. Simulations were conducted using the
GROMACS package, version 4.5.

2.4 Free Energy Estimation

Structures from the end of each of these trajectories (WT and M6) were used as
starting configurations for pulling simulations. The homodimer structures were
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placed in a rectangular box with dimensions sufficient to satisfy the minimum
image convention and provide space for pulling simulations to take place along
the X-axis. As before, TIP3P water was used to represent solvent, and 100 mM
NaCl was present in the simulation cell. All pulling simulations were conducted
with the GROMACS package. Equilibration was performed for 100 ps under an
NPT ensemble, using the same methodology described above. Following equi-
libration, restraints were removed from all peptides except subunit A (Fig. 3);
it was used as an immobile reference for the pulling simulations. For each of
the homodimer structures, peptide B was pulled away from the core structure
along the X-axis over 500 ps, using a spring constant of 2000 kJ mol−1 nm−2

and a pull rate of 0.0035 nmps−1 (0.035 Å ps−1). A final center-of-mass (COM)
distance between peptides A and B of approximately 7 nm was achieved. From
these trajectories, snapshots were taken to generate the starting configurations
for the umbrella sampling windows.

A symmetric distribution of sampling windows was used, such that the win-
dow spacing was 0.2 nm. Such spacing allowed for increasing detail at trouble
COM distances, resulting in 42 windows. In each window, 5 ns of MD was per-
formed for a total simulation time of 210 ns utilized for umbrella sampling for
each homodimer. Analysis of results was performed with the weighted histogram
analysis method (WHAM).

3 Results

Umbrella sampling simulations were used to determine the ΔGbind of a par-
ticular event along a reaction coordinate. In this case, the reaction coordinate
corresponds to the X-axis. By using 42 sampling windows along this axis, one-
dimensional potential of mean force (PMF) curves were obtained for each ho-
modimer (Fig. 4), leading to the ΔG of binding for subunit B in each of the
experiments in this study –Table 1–.

It is clear from these results that disrupting the hot-spots, especially by in-
creasing its exposure to solvent in the core of the dimer interface, would likely
destabilize the structure as a whole. This finding is corroborated by the PMF
data for the M6 mutant. The ΔΔG of binding for the M6 mutant is +5.1
kcal mol−1, indicating that the perturbation of the native hot-spots leads to
destabilization.

Table 1. Binding free energy values, ΔGbind, for wild-type and mutant M6 of CCMV
homodimers

System ΔG (kcal mol−1) ΔΔG (kcal mol−1)

WT -38.3 -
M6 -33.2 +5.1



in silico Binding Free Energy Characterization 27

Fig. 4. Potential of mean force (PMF) of the CCMV homodimers, WT in solid black
line and M6 in dashed line, along the reaction coordinate defined as the X-axis.

4 Conclusions

The results presented here suggest that the hot-spot hypothesis could hold true
in the sense that there is a small subset of residues in the protein-protein interface
that are critical for the capsid formation. Although the individual contribution of
most residues forming the interface to the total interaction energy can be small
acting as a cooperative effect, a few residues seem to stand out in the crowd,
implying that there could be specific signals proteins use in order to correctly
form functional macromolecular structures with a particular morphology.

This work is a first attempt to fully characterize the molecular mechanism
of capsid assembly of an spherical virus at atomic level using a thermodynamic
approach. Despite the fact that the statistical sampling done here can be im-
proved, there is strong evidence that a more detailed study will provide a better
understanding of the role that the so-called hot-spots play in the protein-protein
recognition and self assembly process. The same approach used here has been
employed successfully in the past to study other protein aggregation phenom-
ena. Lemkul et al. analyzed the effect of mutations in the interface of Alzheimer’s
amyloid protofibrils to asses their stability, finding that the level of hydration
around certain interface residues is crucial. The specific packing between a few
of them serves to regulate the level of hydration in the core of the protofibril
[5]. Another study by Periole et al. used a similar but more refined method-
ology to study the structural determinants of the supramolecular organization
of rhodopsin in bilayers [8]. They used a coarse-grain model to represent the
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molecules in the system and defined a Virtual Bond Algorithm which improved
the statistical sampling considerably.

Using the results of this work as a proof-of-concept, we plan to implement the
computational methodologies developed in these recent works to increase the
resolution of the PMF profiles in order to better distinguish between the high
number of different variants (mutants) we want to compare to the wild type.
We believe these future observations will be crucial for designing compounds
that target capsid protein aggregates, disrupting the native interactions and
destabilizing the macromolecular assemblies, functioning as anti-virals.
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Abstract. A directed docking was performed using Cluspro between human 
PDGF-BB and EGFR using specific templates obtained from PDB. Various con-
served residues were found to be involved in the docking interaction of the com-
plex by means of hydrophobic interactions and hydrogen bonds. An electrostatic 
potential evaluation of the PDGF-BB-EGFR complex was also performed to vali-
date if the complex is electrostatically complementary in the binding area. Results 
suggested a possible binding mechanism which could explain the in vivo evidence 
of formation of heterodimeric receptors EGFR-PDGFR. 

Keywords:  PDGF-BB, EGFR, docking, Transactivation, interactions. 

1 Introduction 

The human EGF receptor (EGFR) is a transmembral glycoprotein of 1186 amino 
acids [1,2], that belongs to the ErbB family 2 which consist of four members: The 
epidermal growth factor receptor (EGFR, also referred to as ErbB1 or Her1),3 ErbB2 
(p185Neu or Her2),4 ErbB3 (Her3)5 and ErbB4 (Her4),6 all of which have been iden-
tified to be either over-expressed, amplified or altered in a wide range of human epi-
thelial tumours [3]. EGFR has a 622 amino acid extracellular region, with 4 domains 
(I–IV), also known as the L1, S1, L2, and S2 domains respectively [4]. EGF binding 
by EGFR occurs at Domains I and III, which share 37% amino acid identity,  
while domains II and IV are homologous Cys-rich domains, denoted CR1 and CR2, 
respectively [5].  

The transmembrane domain IV is involved in both receptor dimerization, as EGF 
binding [6]. This domain IV, includes residues 480-614 and contains a transmem-
brane domain of 23 amino acids starting at Ile-622. EGFR binding to the receptor, 
activates receptor dimerisation, internalisation and autophosphorylation and down-
stream signal transduction pathways including the RAS/MAP kinase, the prosurvival 
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phosphatidylinositol 3-kinase (PI-3K)/Akt, the PLCγ and the JAK-STAT pathways 
[7]. Aditionally, EGFR can be activated by other receptor tyrosine  kinases including 
insulin-like growth factor-1 receptor, adhesion molecules (e.g. E- cadherin and inte-
grins) and G-protein-coupled receptors (GPCR). Furthermore, it has been noticed that 
the EGFR is able to interact with other receptors and perform transactivavion signal-
ing by virtue of the fact that it does not require binding of its ligand for tyrosine  
kinase activity and dimerization [8,9]. 

Previous research have shown that in certain types of  tumors such as glioblasto-
ma, Mul tiforme have shown overexpression of both  EGFR and PDGFR (platelet 
derived growth factor) that can contribute to the malignant phenothype of  glioblas-
toma [10,11]. Importantly, both EGFR and PDGF receptors have been reported to be 
associated and exert its signaling via caveolin-containing membranes (caveolae) in 
the presence of ligand [12]. Interestingly these authors also founded that pretreatment 
of cells with EGF prevented PDGF-dependent phosphorylation of PDGF receptors 
and ERK1/2 kinase activation and that cells pretreated with PDGF prevent EGF de-
pendent phosphorylation of EGF receptors and ERK1/2 kinase activation, suggesting 
that both receptors are physically located in the same membrane domains and an hete-
rologous desensitization of the other receptor by sequestration of cholesterol caveolin-
containing membranes [12]. Moreover, a recent study suggested that PDGFRA, 
PDGFRB, and EGFR were expressed and activated, in high levels of EGFR  
expression inducing an autocrine loop activation of these receptors along with their 
coactivation [13].  

Furthermore, other studies have shown that the epidermal growth factor creceptor 
(EGFR) may become transactivated by specific ligands of other membrane creceptors, 
such as angiotensin II, carbachol, thrombin, endothelin and others [9,14]. Additionally 
various researchers have shown that the EGFR becames transactivated in response to 
PDGF [9,15-17]. This last study, performed in vascular smooth muscle cells from rat 
also shows the formation of PDGFBR-EGFR heterodimers, induced by PDGF-BB, 
which are important for cell migration processes [9]. 

Taken together, these results suggest a fundamental cross talk between these  
tyrosine kinase coupled receptors, in signal transduction [9]. However, at the present 
moment there is no information regarding the possible interaction between the PDGF-
BB and the EGFR at the molecular level. The structural analysis of complexes  
between EGFR in complex with PDGFB is unknown, due to the lack of suitable crys-
tal structure and difficulties of protein multimerization in solution [1,9,18]. In the 
present study, molecular modeling, protein–protein docking simulations and docking 
validation with bioinformatics tools were assessed to predict the structure of PDGF-B 
and its interaction with EGFR. Furthermore, the interacting residues of the EGFR-
PDGFB complex were analyzed, suggesting the existence of a possible binding  
between the PDGF-B and the EGFR, which could be of importance in a biological 
contex. 
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2 Materials and Methods 

2.1 Data Set 

The crystallized structures of PDGF-BB and EGFR, 1PDG and 3NJP respectively 
[1,6,18] were obtained from the PDB at the Broohaven National Laboratory [19], the 
details of which are given in Table 1. The EGFR structure was solved with < 3.3A˚ 
resolutions and the PDGF-BB was solved with < 3.0A˚. These are the best templates 
for modeling the PDGF-BB and EGFR as on date.  

2.2 Protein–Protein Docking 

We used ClusPro’s  [20] algorithm for obtaining the bound structures  of EGFR 
receptor with PDGF-BB. ClusPro has the option of selecting either DOT or ZDOCK 
to perform rigid body docking and both are based on the fast Fourier transform (FFT) 
correlation techniques [20]. We selected DOT for our work, since this selection al-
lows for the use of an static potential in the scoring function and on the surface com-
plementarity between the two structures. DOT runs on a 128A˚ × 128A˚ × 128A grid, 
using a grid spacing ˚ of 1 Å. It performs 13 000 rotations, initially obtaining over 
2.7×10 10 structures and finally retaining only 20 000 structures with the best surface 
complementarity scores. All the 20 000 docked structures are then filtered using dis-
tance-dependent electrostatics and an empirical potential energy. The 2000 conforma-
tions retained after filtering is clustered based on the pairwise RMSD (root mean 
square deviation) and selects the best conformational structure. Finally, the represent-
ative conformation selected is refined using CHARMM minimization [21,22].  
An initial set of 30 conformations were obtained, based on the coefficient weights 
following the application of the formula of Kozakov et. al. 2010: 

E=0.40Erep−0.40Eatt+600Eelec+1.00EDARS 

Biochemical and literature data was used to filter the docking results, using the resi-
dues on the surface of the interacting proteins as candidates, as well the experimental 
information on PDGFRβ-PDGFB and EGFR-EGF complexes previously reported 
[1,6,18].  

2.3 Docking Validation 

The best structural model for the complexes EGFRα-PDGFB obtained from the dock-
ing analysis were validated using the following methods: Ramachandran plots from 
Mol Probity [23], and PROCHECK [24] were employed to  examine the stereochem-
ical quality of the built model. Results indicates that more than 76.7% of the residues 
have phi and psi angles in the most favored regions, 21.1%  in additionally allowed 
regions, 1.3% in generally allowed regions and 0.8% in disallowed regions. An  
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overall G-factor of –0.09 indicates a good quality of the built model. Additionally, the 
residues in the disallowed regions were located outside of the binding pocket, and so, 
no further action was taken to further improve the backbone folding of these residues. 

2.4 Docking Interface Analysis 

Protein-protein interactions were analyzed with LigPlot+ v1.4 [25], using the 
DIMPLOT program for protein-protein interactions. This program shows hydrophob-
ic and hydrogens bonds interactions between proteins. Electrostatic potential surface 
and interactions of the complexes were calculated and represented by using Pymol 
v1.5 [26]. Electrostatic potential surface and interactions of the complexes were  
calculated and represented by using Pymol v1.5 [26]. 

3 Results  

3.1 Sequence Analysis of Human PDGF-BB and EGFR 

Initially a BLAST [27] was performed in the RefSeq database to the NCBI human 
PDGFB. Found 3 access numbers for human PDGFB, reported for June 2011: 
CAG46606, CAG46606.1 and NP_002599.1. These correspond to the PDGF protein 
to establish a sequence of 241 amino acids which is accurate to that reported by the 
Uniprot database with the accession number P01127.  

Meanwhile NP_002599.1 sequence corresponds to the preprotein form of PDGF-
B. This was the most recent sequence (July, 2012) reported for the PDGF-B and for 
this reason, further analysis was conducted with this sequence. During maturation, the 
PDGF is a secreted protein, suffers removing its signal peptide of 20 amino acids and 
2 additional regions located at the N terminus (61 amino acids) and the C terminus 
(51 amino acids). The mature form of this growth factor, corresponds to the central 
region of the preprotein, and has a size of 109 amino acids. EGFR sequence was ob-
tained after performing a search against the whole PDB to select the templates which 
could be used to generate receptor model. Information regarding the templates are 
summarized in table 1.  

Table 1. Detailed information of the human EGFR and PDGFBB  used in this work as a 
templates 

 No of  
aminoacids 

Molecular 
weight 

Source  
organism 

Swiss-Pro 
accession 
number 

PDB ID 

EGFR 1210 120,692 Homo sapiens Q504U8 3NJP 

PDGF-BB 109 30 Homo sapiens P01127 1PDG 
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heterodimers [30]. Active PDGF exhibits multiple forms and ranges in size from 28-
35 kDa [31]. The most studied isoforms of PDGF; AA, BB and AB, have been shown 
to bind with different affinities to homo- and heterodimers of their receptor gene 
products, denoted a and B [18,32]. Depending on ligand configuration and the pattern 
of receptor expression, different receptor dimers may form, including homodimers 
and heterodimers of PDGFA-R and PDGFB-R [33]. 

Previous research has shown that  all PDGFs have a highly conserved conserved  
Cystine knot-fold growth factor domain of  approximately 100 amino acids (aa), 
called the PDGF/VEGF homology domain [34]. This domain, denoted the PDGF/ 
VEGF homology domain, is involved in forming inter- and intramolecular disulphide 
bridges to form the PDGF dimers  that activate the receptor [35]. 

PDGFs act via two RTKs (PDGFR-α and PDGFR-β) which share common domain 
structures, including five extracellular immunoglobulin (Ig) loops and an intracellular 
tyrosine kinase (TK) domain. This structure is shared with other receptors like 
VEGFR, c-Fms, c-Kit, and Flt3 [34].  Ligand binding promotes receptor dimeriza-
tion, which initiates signaling through various pathways became activated  including: 
Mitogen activated protein kinase (MAPK), PI3K phosphatidylinositol 3- kinase, PLC-
y,  Src TK, and activation of transcription factors such as STATs, ELK-1, c-jun/c-fos 
and NFkB [34,36]. 

Our results show that PDGF-B homodimer shares a large group of residues in the 
interaction with EGFR (ASN 128, SER 127, LYS 86, ASP 155, ILE 13, LEU 14, 
THR 15, TRP 40, ASN 151, LYS 81, ARG 125, LEU 69, TYR 101, PHE 84. ARG 
73, LYS 105, GLN 71, SER92, GLU90, ASN91, PRO82, ILE77), Previous mutation-
al studies  have shown that mutations in  ILE 30 and ARG 27, reduce the binding 
interaction between PDGF-BB and it´s receptor PDGF-bR. Furthermore, the study of 
Ostman et al., [37], indicates that residues from segment 73-77, specially Arg73 and 
Ile77, are involved in receptor binding. Oefner et al. [18] had also reported that posi-
tively charged amino acid residues have an important role in the binding of PDGF-BB 
to its receptors, including residues from the loop III (Val78-Arg79-Lys8O-Lys81) 
which are conserved in the human PDGF-BB homodimers. Finally, the crystallo-
graphic structure of Oefner et al [18], recognizes an hydrophobic patch, adjacent to 
loop I, that includes Arg27, Leu38, Pro82 and Phe84 which is also conserved in the 
PDGF-A sequence. 

Interestingly, in the present study, we have reported ILE13, ARG73, ILE77, LYS 
81, PRO82 and PHE84, as part of the binding interactions between PDGF-BB and 
EGFR. These results suggests a possible conserved motif  in the interaction between 
PDGFB and EGFR which could be important in the binding of PDGF-BB with  
other receptors such as  PDGFRα, that can associate with PDGFRβ and form the 
heterodimeric PDGFRαβ. 

It has been previously reported that both hydrophobic interactions and hydrogen 
bonds play an important role in the recognition of the PDGFR to its ligand [35], Our 
results show that both of these interactions are important for the binding interaction of 
PDGF-BB to EGFR. Importantly, both of these interactions are also important in the 
interaction between EGF and its receptor [1].  It´s important to notice that many tyro-
sine kinase receptors including PDGFR or EGFR are often able to form heterodimeric 



Analysis of Binding Residues between PDGF-BB and Epidermal Growth Factor Receptor 37 

 

or hybrid receptors with differential affinity for their ligands [38,39]. Regarding 
EGFR, in addition to its cognate ligands, this receptor has been reported to become 
activated by stimuli that do not directly interact with the EGFR ectodomain including 
other RTK agonists, chemokines, cytokines GPCR ligands, and cell adhesion ele-
ments that involves important transactivation mechanisms [40]. The existence of 
PDGFBR-EGFR heterodimers have been previously reported in a vascular model 
from rat [9]. In it, EGFR transactivation does not require PDGFBR kinase activity, 
and the disruption of this heterodimeric receptor significantly inhibited PDGF-
mediated ERK activation, which could have an important effect in biological 
processes such as cell migration cell during wound healing [9,14]. 

Results presented in this study, shown the possibility of an interaction between 
EGFR and PDGF-BB in the interacting region of the EGFR (domains I and III), by 
means of conserved aminoacids from the PDGF homology domain (cysteine Knot). 
Additionally, these results may be used as an output for a better understanding of the 
signaling mechanism exerted by the PDGF-B in the context of human pathologies that 
shown aberrant expression of the PDGF and EGF ligands and receptor such as  
brain diseases or cancer. Further biological information will be needed in order to 
corroborate this model and it´s regulation over cell signaling. 

5 Conclusions 

A directed docking was performed using Cluspro between human PDGF-BB and 
EGFR using the templates 1PDG and 3NJP from PDB. Various conserved residues 
were found to be involved in the docking intereaction of the complex. Additionally, 
an electrostatic potential evaluation of the PDGF-BB-EGFR complex was performed 
to validate if the complex is electrostatically complementary in the binding area.  
Results suggested a possible binding mechanism which could explain the in vivo 
evidence of formation of heterodimeric receptors EGFR-PDGFRB. 
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Abstract. This paper presents e-clouds as a tool to support biodiversity decision 
making, offering a Software as a Service (SaaS) paradigm to execute computing 
and technic intensive applications such as species distribution models. But mere 
access to these tools is not enough if usability and economy are not aligned with 
users interests. This article presents a friendly interface hiding all the complexi-
ties of using a public cloud infrastructure, containing an application supported 
by expert researchers, and an architecture behind the scenes that minimizes the 
cost of using such a computational and technical infrastructure, what results in a 
very attractive option for researchers and other stakeholders to get the most out 
of public clouds for their tasks.  
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1 Introduction 

The development of geographic information systems, the availability of data, both 
remote sensing and species records, and the improvements of modeling techniques 
has resulted in the use of spatial analyses such as species distribution modeling to 
support conservation decision making. Species distribution modeling is a theoretical 
and methodological approach that uses different mathematical techniques such as 
general linear models, artificial networks or machine learning, to develop an envi-
ronmental existing niche for a certain species and project it on a geographical space, 
obtaining as output a map of the potential distribution areas for a particular species. 
Explicit geographical information about the presence or potential presence of a spe-
cies have been used in many applications concerning biodiversity conservation, such 
as invasive species risk [1], identification and evaluation of conservation areas [2] and 
climate change [3], besides others.  

Species distribution models use two types of information: environmental informa-
tion that includes topography and climate, and biological information based mainly on 
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species records. Both environmental and biological information has increased in 
amount and availability imposing digital storage necessities and infrastructure frame-
work that can mobilize and integrate diverse types of data [4]. 

In Colombia many of the governmental institutions that need to make conservation 
decisions, or small regional academic universities, lack the human capital or comput-
ing infrastructure to develop species distribution models. This situation imposes a 
challenge for a country rich in biodiversity that needs to take urgent conservation 
actions.  

Computing and data intensive applications have been traditionally executed in 
HPC (High Performance Computing) infrastructure, as cluster and grid computing, 
allowing researchers to take advantage of tens of thousands of dedicated servers to 
execute application tasks. Although this infrastructure can provide many benefits to 
large research groups, when small and medium research groups try to use them, they 
often face the following constraints: (1) the total cost of infrastructure ownership is 
high; (2) executing applications may involve complex processes related to IT man-
agement; (3) there are different models to parallelize the execution of applications and 
in many cases parallelization models require complex configurations; (4) researchers 
require broad computing capabilities during peak periods and  results can take weeks 
or months to be generated. 

At the business level, the Software as a Service (SaaS) model, allows businesses to 
adopt ready-to-use applications, abstracting problems associated with the installation, 
configuration, monitoring, management and updating of applications. We present an 
e-Cloud solution that allows the delivery of scientific applications under the Software 
as a Service (SaaS) model, which opens opportunities for research groups and deci-
sion makers with high computation requirements to develop biodiversity spatial anal-
ysis, such as species distribution modeling, in an easy, fast and cheap way, without 
needing to buy and support big computing infrastructure.  

2 Materials and Methods 

This proposal is based on the computing necessities of the Humboldt Institute in order 
to improve its capacity to process and make public the research done in species distri-
bution modeling. The methodological design is proposed by the Systems and Compu-
ting Engineering Department of the Universidad de Los Andes. The aim of this  
proposal is to offer the country a service with high scientific quality and easy accessi-
bility that allows information and analysis capacities to support decision making in 
biodiversity conservation.  

The Humboldt Institute has proceeded with species distribution modeling as  
follows: species records are download from GBIF, a taxonomic and geographic veri-
fication process takes place; records that passed the filters are incorporated into the 
distribution modeling using WorldClim Database [5] an MaxEnt [6]. Procedures were 
written in R code in order to dispose of a script ready to configure on e-Clouds.  

e-Clouds was designed to permit researchers to access their private workspace 
through a web portal, each researcher can manage submissions of new jobs, the  
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upload and download of data, the monitoring of jobs in execution and cost reports 
associated to the used computing resources. If a user wants to execute a set of jobs of 
a scientific application, he/she selects the application, enters the jobs parameters 
(numbers, strings and files), selects the virtual machines required to execute the jobs, 
and finally accepts the estimated cost for the execution of the jobs. e-Clouds begin 
with the execution of the jobs in a transparent way on a public cloud, computing in-
frastructure using as much computing resources as needed. During job executions, 
researchers can monitor the execution time and costs of each job and once the jobs 
have finished, researchers can download the results.  

Behind the scenes, e-Clouds uses the computing resources provided by a public 
cloud computing provider. e-Clouds architecture has many scalable components to 
allow that it can be used by many researchers at the same time. e-Clouds is composed 
of different components, including a resource manager designed to operate in cloud 
infrastructure, a relational database, an application repository, a scalable data reposi-
tory (for researchers), a repository of virtual machines, and a repository to store the 
agent executed on the virtual servers of the public cloud infrastructure to allow that 
applications can be installed on-demand. e-Clouds was designed to guarantee the 
security and privacy of the data stored by researchers. All of these components are 
hidden to researchers but they do the job allowing researchers to use large computing 
capacities on-demand without the need of maintain complex configurations and appli-
cations and paying only by the resources they consumed. 

Besides the services provided to researchers, e-Clouds has an administration web 
portal used by the team responsible for operating and managing e-Clouds. Through 
this portal the management team can monitor the resources consumed by all of the 
researchers, the costs associated to the resources consumed on the public cloud infra-
structure, the audit of all operations performed by researchers and the management of 
quotes of resources that can be used by researchers. This web portal also allows creat-
ing, testing and publishing new scientific applications in the marketplace. 

3 Results  

e-Clouds was developed using the Ruby on Rails (RoR) framework and the Post-
greSQL database engine. The e-Clouds Web portal is being executed on the Heroku 
cloud Platform and Amazon Web Services (AWS) cloud infrastructure. The resource 
manager was developed using Ruby and it is executed on a virtual server in AWS. 
Jobs sent by researchers are executed on AWS using scalable services such as EC2, 
S3 y SQS. The agent installed on each virtual server that allows the on-demand instal-
lation of scientific applications was developed in Ruby. Currently researchers can 
access e-Clouds doing a previous authorization step. A requirement for the execution 
of jobs is that researchers use an amount of credit approved by the e-Clouds team to 
do the first tests with e-Clouds. Then the researchers need to pay the consumed re-
sources. In the near future the goal is that any researcher can access e-Clouds and 
pays by using his/her credit card or the credit approved by his/her research group. 

The R script from the Humboldt Institute has been set and displayed in e-Clouds 
and is ready to make species distribution models. Once you run data in the application 
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and set the parameters, the output will be a distribution map for each species in the 
database. e-Clouds allows the execution of Bag of Task (BoT) applications and during 
the next months new scientific applications related to biodiversity conservation will 
be published on e-Clouds to allow that researchers can access a large number of 
ready-to-use applications. We will continue working in different areas such as: the 
development of a platform that allows researchers to publish new applications to  
e-Clouds using a self-publishing portal; to support the execution of parallel applica-
tions such as MPI; to improve the Graphical User Interfaces provided to researchers, 
focusing on providing the best and easy to us experience; and to execute large 
amounts of jobs to test the performance of e-Clouds with larger computing workloads. 

4 Discussion and Conclusions 

This paper presents a proposal to create a SaaS marketplace for scientific application 
(scientific SaaS). The SaaS marketplace, called e-Clouds, is built on a public IaaS 
infrastructure, allowing researchers of medium and small groups to access ready-to-
use scientific applications which can be used on-demand whenever they need them, 
without having to incur high TCO costs and complex IT tasks, and having technical 
and scientific support about the applications used. e-Clouds allows that jobs, applica-
tions and data can be easily managed by researchers and the e-Clouds team. The first 
implementation shows that e-Clouds may be easily extended to include new applica-
tions and more researchers, which will be reflected in new research results.  

Some analyses, such as The Magellan report [7], have shown that cloud computing 
is a viable model for executing MTC and MPI scientific applications, where small or 
medium groups without large or optimized cluster or grid infrastructure can adopt 
cloud computing to execute scientific workload in a cost effective manner. The main 
challenges for running scientific applications and workflows in the cloud involve: 
heterogeneous resource management; cost-effective executions; installation, configu-
ration and management of scientific applications in virtual machine images; data 
management; performance and security of cloud infrastructure; and tools to facilitate 
executing the applications, because clouds require significant configuration and ad-
ministration tasks [7]. 

Different efforts have been developed to facilitate the use and execution of scientif-
ic applications in the cloud [8], but management and maintenance of an image per 
application are complex in these options, others [9] allows researchers to download 
and install preconfigured virtual machines with scientific applications in their desk-
top, but researchers can only can take advantage of the resources of a single desktop 
computer.  

Different projects have analyzed and executed migration tests of legacy cluster, 
grid applications or workflows to cloud environments for different scientific fields 
[10], [11], and [12], and Projects such as [13] have developed different approaches  
to integrate traditional grid infrastructures with on-demand cloud services. Other 
projects have incorporated cloud features (auto-scaling, on-demand access, pay-per-
use, etc.) to grid infrastructure [14]. 
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The above results show that throughout the next years, cloud computing will be 
adopted by a large number of scientific groups as current cloud providers will im-
prove their infrastructure to support scientific workloads. However, in all existing 
options, researchers executing scientific workloads need to know important IT tasks. 
Thus if non-IT researchers would like to use cloud options they face similar problems 
than those found in a grid/cluster infrastructure. 

At business level, SaaS marketplaces such as ZOHO [15], SuccesssFactors [16], 
among many others, allow businesses of all sizes to access complex and ready-to-use 
cloud enterprise applications (with low or non-initial configuration efforts). We pro-
pose to adopt the same model of business SaaS marketplaces in the scientific field, 
where central cloud providers or research groups configure and maintain complex and 
commonly-used applications and offer them to a high number of researchers, on-
demand, very fast and at a low cost. This issue is the main motivation of this article 
whose main goal is to provide new opportunities to small and medium research groups. 

Some commercial scientific SaaS options such as Cyclone [17] and Cloud Num-
bers [18] are offering scientific SaaS applications, built on private or public IaaS  
infrastructure, which can be easily used by researchers of different fields. In contrast 
to these commercial SaaS offers, e-Clouds is conceived as an open-source SaaS mar-
ketplace that is maintained by specialized research groups (initially Humboldt Insti-
tute) that dedicate IT and non-IT researchers of different fields to maintain the  
e-Clouds SaaS option. Small and medium research groups use e-Clouds to execute 
applications on public cloud IaaS infrastructure. e-Clouds users only will have to pay 
the resources consumed of the public IaaS, without incurring extra costs by the use of 
e-Clouds services.  

Finally e-clouds can be incorporated into proposed frameworks for species distri-
bution data management and analysis currently under implementation [4], allowing 
issues about upload and storage data, workspace for user, automated data integration 
and multiples applications for data analysis be dealt with.  
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Abstract. Pseudomonas aeruginosa is a bacterium resistant to a large number of 
antibiotics and disinfectants. Since the antigens are responsible for producing 
this resistance, and most of these are proteins, the objective of this work was  
to predict by computational means the 3D structure and function of PA2481 
protein, determining whether is involved in the antibiotic resistance of  
this bacterium. In order to do this, the primary structure was analyzed 
computationally by using servers PROSITE, PFAM, BLAST, PROTPARAM, 
GLOBPLOT, and PROTSCALE. The secondary structure was obtained by the 
consensus of algorithms SOPM, PREDATOR, DPM, DSC, and GOR4. The 3D 
structure was predicted with the I-TASSER server and its stereochemical 
conformation was evaluated with the STRUCTURE ASSESSMENT tool. The 
final model was visualized with PyMol program. As a result, the 3D structure of 
PA2481 is proposed according to its stereochemical conformation; two domains 
are identified as cytochrome c. The function of the protein may be related to 
electron transport and proton pumping to generate ATP in Pseudomonas 
aeruginosa. These results allow a better understanding of the role this protein 
plays in the physiology of this bacterium.  

Keywords: hypothetical protein, cystic fibrosis, external otitis, structural 
modeling, PA2481, Pseudomonas aeruginosa. 

1 Introduction  

Pseudomonas aeruginosa is a Gram-negative bacterium characterized by its 
environmental versatility, growing in soil, marshes and coastal marine habitats, 
including plant and animal tissues [1]. Because of its resistance to antibiotics and 
disinfectants, P. aeruginosa is a bacterium that is characterized as a major opportunistic 
pathogen in humans, causing serious complications caused by infections in patients 
particularly susceptible like people with immune system deficiencies, victims of skin 
burns, catheterized patients who suffer urinary tract infections and patients with 
respirators, causing nosocomial pneumonia. It is also the predominant cause of 
morbidity and mortality in patients with cystic fibrosis colonizing the lungs [2].  
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The structural genomics field determines the three dimensional structure of all 
proteins of a given organism by experimental methods such as X-ray crystallography, 
nuclear magnetic resonance spectroscopy, or by computational approaches such as 
homology modeling. This raises new challenges in structural bioinformatics, focused 
on determining protein function from its 3D structure. At present there are plenty of 
genome sequencing projects, which are producing linear sequences of amino acids 
that are stored in data bases, however, for an understanding of the biological function, 
knowledge of the structure and function is required [3]. 

The ultimate goal of structural genomics is to contribute to the organization 
principles of the structure of proteins in biology and medicine through functional 
annotation [4] and the application of protein structure such as virtual drug screening 
[5], whereas bioinformatic  tools play a crucial role in the evaluation and 
classification of new structural data obtained, and also benefit directly from the data 
stream generated by structural genomics projects, resulting in improved algorithms, 
software and databases [6]. On the other hand, functional genomics makes use of the 
vast richness of data produced by genome sequencing projects to describe functions 
and interactions of genes and proteins. Its goal is to discover the biological function of 
individual genes and how groups of genes and their products work together in health 
and disease [7]. During the last decades many complete genomes of several bacteria, 
archea, and eukaryotes have been sequenced. Stover et al [2], described the complete 
genome sequence of P. aeruginosa strain PAO1, which was noted for its diverse 
metabolic capacity and large size with 6.3 million base pairs, being the largest 
bacterial genome sequenced, however, about 30 to 40% of the genes have not been 
assigned a function. Furthermore, in studies of gene annotation, a large fraction of 
open reading frames are labeled as conserved hypothetical proteins and many of these 
hypothetical proteins are found in more than one bacterial species [8].To assign 
functions to novel proteins, homology based on gene annotations has been the 
standard during the last years, as it infers molecular characteristics through transfer of 
information of experimentally characterized proteins [9]. 

Knowing the complete genome sequence including hypothetical proteins, together 
with encoding processes, provide a lot of information to the discovery and exploitation 
of new targets for antibiotics, and hope for the development of more effective strategies 
for the treatment of threatening opportunistic infections caused by P. aeruginosa in 
humans [2]. Therefore, in this study the prediction of the three dimensional structure is 
assessed,  and a functional approximation of hypothetical protein PA2481 of 
Pseudomonas aeruginosa PAO1 is performed through various bioinformatic tools and 
software, to determine whether it is involved in the antibiotic resistance of this 
microorganism, in order to better understand the physiology of this bacterium. 

2 Materials and Methods 

2.1 Computational Analysis of the Primary Structure of PA2481 

Sequence analysis of PA2481 of 291 amino acid residues with unknown function and 
structure were performed using various bioinformatic tools and databases available on 



 Structural and Functional Prediction of the Hypothetical Protein Pa2481 49 

 

the network. The sequence of the hypothetical protein, PA2481 (Acc. No. 
AAG05869.1), was obtained through the GenBank at the National Center for 
Biotechnology Information (NCBI) [10].  A similarity search with other reported 
sequences was performed using BLAST [11] available in NCBI. 

Since proteins are generally composed of one or more functional regions 
commonly known as domains, and the identification of these allow to infer their 
possible function, the prediction of families, motifs, domains and functional sites was 
made by reference to matches found in the database PROSITE [12] from the ExPASy 
bioinformatics resource portal [13] and the database of protein families PFAM [14] of 
England Trust Sanger Institute. These databases represent protein families by multiple 
sequence alignments and hidden Markov models. Additionally, an alignment with 
proteins of known structure in PDB (http://www.rcsb.org/pdb/home/home.do) was 
performed to determine potential homologues with known structure and function. 

For the physicochemical characterization of the protein, the isoelectric point, 
molecular weight, extinction coefficient [15], instability index [16], aliphatic index 
[17] and overall average of hydropathy [18] were determined by the PROTPARAM 
tool [19] from the ExPASy bioinformatics resource portal (http://expasy.org/tools), 
which performs calculations based on the amino acid composition and the N-terminal 
residue. Regarding the hydrophobicity analysis, the PROTSCALE tool and the Kyte 
and Doolittle algorithm from the ExPasy Proteomic tools (http://expasy.org/tools) 
were used based on the physical and chemical properties of the amino acids of the 
protein. The prediction of globular and disordered regions or nonstructural regions of 
the protein was determined with GLOBPLOT [20]. 

2.2 Secondary Structure Prediction 

The server NSP@ [21] was used to predict the secondary structure of hypothetical 
protein PA2481, where the consensus of five algorithms was used, within which two 
approaches were selected relying on the use of probability parameters determined by 
the relative frequencies of occurrence of each amino acid in each type of secondary 
structure (SOPM and PREDATOR) and three methods based on Bayesian inference 
probability (GOR4, DPM and DSC). 

2.3 Three-Dimensional Structure Prediction 

The three dimensional structure of hypothetical protein PA2481 was predicted with 
the ITASSER algorithm [22]. 3D models were built from multiple alignments of 
protein sequences with known structure and function. Model evaluation was 
performed by means of the tool "structure assessment" of SWISSMODEL [23], 
determining the correct geometric conformation of the protein by stereochemical 
analysis presented in the Ramachandran plot. The final model was visualized with 
PyMol (http://www.pymol.org). 
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3 Results and Discussion 

3.1 Computational Analysis of the Primary Structure of PA2481 

When performing local alignment of sequences with BLAST, six proteins were 
identified with 99% and 98% similar amino acid sequence to the sequence of PA2481 
(Table 1). Since the identity of each protein is based on the specific order in each of 
its amino acids [24], the identity percentage of the PA2481 protein with each of the 
six identified proteins, infers that these are probably homologous, almost identical in 
their 3D structure and therefore in their function. Given that proteins are hypothetical, 
they do not have a defined structure and function despite having annotations in the 
NCBI regarding conserved domains corresponding to cytochrome c, which is a good 
indication to predict its possible biological function.    

Regarding the prediction of families, motifs, domains, and functional sites, the 
results obtained out of the PROSITE and PFAM databases from the amino acid 
sequence of the PA2481 protein (Table 2) agree that there are two domains 
corresponding to cytochrome c superfamily, where the highest score domain is 
between residues 165 and 250. In addition, two sites of covalent binding to the heme 
group were found in the residues (178 y 181) y (70 y 73), and one axial ligand 
binding (iron for this protein) in the residues 182 and 74 respectively in each domain, 
common characteristic of c-type cytochromes, which have covalent binding to the 
heme group in one or more motifs Cys-XX-Cys-H [25]. Furthermore, the inclusion of 
these heme groups is a requirement for the oxidase assembly [26]. The PFAM server 
presented significant overlaps with the cytochrome c oxidase, cbb3 type, subunit III, 
which is corroborated by performing BLAST sequence alignment using only proteins 
of known structure deposited in the PDB, wherein the sequence that obtained the best 
alignment with a score of 37.4, E-value of 0.008 and 50% identity, was precisely the 
chain c of the structure of the cytochrome c oxidase cbb3, sequence identified with 
3MK7_C in PDB. These results indicate that the function of the hypothetical protein 
PA2481 could be related to the electron transfer and proton pumping in Pseudomonas 
aeruginosa to generate ATP, as the cytochrome c oxidase cbb3 fulfills these functions 
in bacteria and mitochondria [27]. 

In proteins belonging to the family of cytochrome c, the heme group is covalently 
attached by thioether bonds to two conserved cysteine residues located in the 
cytochrome c center. Cytochrome c play an important role in the electron transfer 
[28]; in addition, in the centers of the Cytochrome c are also active sites of many 
enzymes that have a significant function in eukaryotic cell apoptosis [29].In the 
known structures of c-type Cytochromes, there are about 6 classes that vary in their 
folds [30].  

The species of the genus Pseudomonas were traditionally considered non-
fermenting organisms with aerobic respiration. The elements involved in breathing in 
these species comprise a pool of 17 respiratory dehydrogenases responsible for the 
passage of electrons from the coenzyme to the quinones. P. aeruginosa has five 
terminal oxidases that catalyze the reduction of oxygen in water: three of them are 
cytochrome c oxidase (Cbb3-1, Cbb3-2, and Aa3), whereas the remaining two 
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Cytochrome bo3 (Cyo) and insensitive oxidase to cyanide, are quinol oxidases. 
Diverse terminal oxidases have different affinity for oxygen and capacity for pumping 
protons [31], as might be the case of the PA2481 protein. 

The physicochemical properties obtained from PROTPARAM tool (Table 3) 
allowed to determine the molecular weight of PA2481 that coincides with the 
molecular weight of the chain c of the cytochrome c, oxidase cbb3, subunit III, 
reported by Zufferey [26] which is 31 kDa. The Isoelectric point is where positive and 
negative charges are equal annulling the existence of motion in an electric field, 
representing the pH of the PA2481 protein, which could present a minimum solubility 
in experimental tests providing isolation in an electric field [32]. Regarding the life 
time of PA2481, this refers to the time (in vitro) that takes for a protein to disappear 
once it is synthesized by the cell. According to the lifetime of the PA2481 protein, it 
can be determined that the N-terminal residue corresponds to methionine, serine or 
alanine, threonine, valine or lysine, because these amino acids are specific for proteins 
with lifetime greater than 20 hours, since it has been shown that the last amino acid in 
the chain determines the survival of the protein [33]. N-terminal residue can also be 
determined experimentally to be able to know exactly which one of the above-
mentioned amino acids is the N terminal [34]. 

Aliphatic index determines the relative volume occupied by aliphatic side chains, 
where the proteins with a high aliphatic index, such as the PA2481 protein, tend to be 
more thermostable. As for the overall average of hydropathy for PA2481, this 
indicates the ability of the protein to establish interaction with water, suggesting that 
it may be highly hydrated in aqueous media, since the lower this value the greater 
possibility of such interaction. This measure is based on the amount of energy (kg / 
mol) that is used for transferring a segment of sequence of defined length from a 
hydrophobic environment to a hydrophilic environment [35]. 

Results from PROTSCALE (Figure 1) identified hydrophobic and hydrophilic 
regions of the PA2481 protein, showing the score based on the residue. The highest 
peaks indicate hydrophobic regions and the lowest, near -2, indicate hydrophilic 
regions. Using a window size 9, it was determined that PA2481 is a highly 
hydrophilic protein, meaning that most of its structure is in contact with an aqueous 
environment, which coincides with the results of hydropathy overall average. PA2481 
also has three hydrophobic regions that could be in contact with the inside of the cell 
membrane. 

Regions, where there are low levels of hydrophobic amino acids with long 
stretches of hydrophilic residues but with high net charge and with neutral pH, are 
theoretically associated with lack of compaction of the proteins under normal 
physiological conditions resulting in structurally disordered native structures [36]. It 
is known that disordered segments of proteins contain important functional sites 
predicted as linear motifs [36]. The disordered regions in the PA2481 protein were 
analyzed to predict their behavior in solution and identify regions that may be 
functionally important. The prediction of globular domains and disordered regions of 
the protein was performed with GLOBPLOT which allows the prediction of structural 
domains and is not limited by the search for homologous sequences known 
structurally [37]. Disordered regions revealed by GLOBPLOT (Figure 2) show 7 
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regions with intrinsic disorders between amino acid position 1-7, 24-40, 119-123, 
145-165, 201-206, 225-236 and 251-257, which are possibly involved in important 
functions of Pseudomonas aeruginosa. In addition, 2 of the 7 disordered regions 
(residues 201-206 and 225-236) are in the domain of cytochrome oxidase cbb3 
revealed in PFAM results (Table 2), which confirms the importance of this domain. 

3.2 Secondary Structure Prediction 

The secondary structure prediction was performed with the server NPSA, which gives 
the results based on a consensus of several algorithms (SOPM, PREDATOR GORIV, 
DSC and DPM), since the quality of the prediction of the secondary structure may be 
better if it is done by consensus-based classifications to obtain a more reliable 
prediction than using only one method [38]. PREDATOR and SOPM algorithms are 
based on the conditional probability that a given amino acid becomes part of a 
secondary structure considering that adjacent amino acids acquire the same structure, 
while the algorithms GORIV, DSC, and DPM use training sets whose elements are 
solved structures to identify common motif sequences associated with particular 
arrangements of secondary structures [39]. 

According to the above, PA2481 secondary structure (Figure 3) revealed the 
existence of eight α helices between amino acid residues: 5-14, 42-57, 104-113, 129-
141, 171-179, 215 - 222, 239-247 and 263-269 represented with  29.90%;11 loops 
between amino acids 11: 17-41, 57-62, 65-94, 118-128, 142-165, 182-189, 197-213, 
225 -238, 248-261, 270-276 and 278-284 with 60.82%; and extended strands 
represented with only 4.12%. The prevalence of loop conformation makes these 
molecules more ductile and it can be explained by the functional need to easily 
establish interactions with proteins [40]. 

3.3 Three Dimensional Structure Prediction 

The prediction of the three dimensional structure of the PA2481 protein was performed 
using the I-TASSER server, which is a unified platform for automated prediction of the 
structure and function of proteins. The three dimensional structure of the PA2481 
protein (Figure 4), was determined by the homology modeling method, which uses 
template proteins derived from sequence alignments of known structure in PDB. 
Validation criteria of the three dimensional structure of a stable protein, depend on 
stereochemical parameters corresponding to torsion angles which determine its folding. 
Since the allowable range of angles within a structure is very restrictive, variations in 
the angle of torsion are very few and have made possible the identification of angles 
which allow an approximation to the probability that the structural conformation of the 
protein is correct [41]. 

As stated before, the PA2481 three-dimensional model validation was performed 
through evaluation using the "structure assessment" of SWISSMODEL which 
essentially fulfilled stereochemical parameters of a stable structure with 204 (86.1%) 
residues in the most favorable regions, 30 (12.7%) residues in additional permitted 
regions, 2 (0.8%) residues in generously allowed regions and only one (0.4%) residue 
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is located in disallowed regions (Figure 5). Sites where there is greater probability 
that the angles that form the protein structure are possible correspond to the most 
favorable regions and to those additionally permitted while generously allowed and 
disallowed regions correspond to sites that are less likely to approach the correct 
angle. Analyzing the results of the evaluation, it is possible to deduce that the model 
provides a good approximation to the actual structure of the PA2481 protein, the 
model also largely coincides with the secondary structure predicted above. 

4 Conclusions 

The predicted three-dimensional model is a good approach to the possible real 
structure of protein PA2481, as it coincides mostly with the predicted secondary 
structure and also its correct conformation was confirmed through geometric 
evaluation (Graphic Ramachandran). Through different bioinformatics tools used in 
the present study, it was determined that the hypothetical protein PA2481 of 
Pseudomonas aeruginosa PAO1 belongs to the superfamily of cytochrome c, showing 
the most significant characteristics of this type of proteins such as the two sites of 
covalent binding to the heme group. This indicates that PA2481 possibly participates 
in biological processes involved in cellular metabolism, of oxidation-reduction, in the 
electron transfer, and in the generation of metabolites and energy precursors, 
contributing to the mechanisms of antibiotic resistance of the bacteria, by pumping 
substances to the exterior, which requires ATP, or by redox processes leading to their 
degradation. 
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Abstract. Flux Balance Analysis (FBA) is a technique that allows estimation of 
metabolic fluxes in established conditions, focusing the flux determination as an 
optimization problem. For this reason, it is important to use an appropiate 
objective function in order to adjust estimations of FBA with the real behaviour 
of the cell. The aim of this work was to examine the effect of a set of input data 
fluxes (among five diferent sets) on the accuracy of predictions obtained with 
FBA with application in seven different objective functions. In this study, 
Saccharomyces cerevisiae was selected as model microorganism, and its 
metabolism was represented at genomic scale using the model iMM904. 
Accuracy of obtained predictions was evaluated and compared with eight set of 
experimental data. Results showed that the objective function representing in a 
better way the cellular behaviour depends on the set of fluxes used as input 
data.  

Keywords: Flux Balance Analysis, input data, objective functions, estimation 
accuracy. 

1 Introduction 

Flux Balance Analysis (FBA) is a technique of mathematical modeling, which allows 
determining a distribution of fluxes in a steady state through maximization of a sup-
posed objective function [1]. Obtaining of a suited estimation by using of FBA re-
quires a good metabolic model, a set of adjusted restrictions to real conditions and an 
objective function that generates realistic results. In other words, a mathematical func-
tion should model a cellular objective [1-5]. It also requires a set of input data that 
allows a feasible region for the model data [6]. Nevertheless, both quality of the ob-
tained estimation and more appropriate objective function can depend on the number 
of fluxes used as input data in the FBA and chosen fluxes. 

Different set of input data can result interesting for getting distinct objective in the 
cellular modeling. If it is wanted to analyze a cell as a biological system, the set of 
input data will consist probably of all uptake metabolic fluxes. On the other hand, if it 
is needed to predict production of secondary metabolites in a continuous culture, 
maybe it is necessary to add the specific growth rate to the input data, because this 
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will be controlled by both mode of design and operation of the chemostat, and so on. 
From this way, it is necessary to broaden the searching for appropriate cellular objec-
tives to conditions with different set of input data. 

The aim of the present study was to explore the possible relationship between the 
set of selected data as input data in the application of FBA and the best objective 
function in this technique (that is, the one that allows lower errors in the estimation of 
exchange fluxes and specific growth rate). Therefore, based on sets of known experi-
mental data, we compared the performance of different objective functions in the 
FBA varying input data and using the rest of measured fluxes for the evaluation of the 
quality of the estimations. 

2 Data and Methods 

We decided to use the yeast Saccharomyces cerevisiae as cell model, because is one 
of the most important microorganism for biotechnological applications. For the cell 
modeling, we selected the iMM904 model [7], which is a model at genomic scale and 
that includes 1228 metabolites in 1577 reactions with eight cell compartments.  

As experimental data for carrying out evaluation of the performance of objective 
functions, we selected two dataset from continuous cultures. The first dataset was 
obtained from a number of aerobic experiments with µ = 0,1 h-1 but with different 
oxygen uptake rates [8], and the second one was taken from anaerobic culture with 
four distinct specific growth rates [9]. These two dataset do not represent all different 
environmental conditions and growth that can be found. However, they attempt a 
range of conditions broad enough to obtain some conclusions from them, considering 
the objectives of the present study. 

Data of aerobic growth contain measurements of both glucose and oxygen uptakes, 
production of ethanol, glycerol and carbon dioxide, and growth rate. The experimen-
tal configurations differ in the O2 inlet percentages to the cell culture, being 0,5%, 
1,0%, 2,8% y 20,9% of saturation of O2 [8]. On the other hand, anaerobic experiments 
include measurements of substrate and oxygen uptake, and production of ethanol, 
glycerol, acetate, succinate, private and carbon dioxide, and specific growth rate (µ). 
The experiments were carried out with different µ (0,1, 0,2, 0,3 and 0,4 h-1) [9]. 

Experimental data were classified in two categories: (i) the values used as equality 
restrictions in the FBA optimization problem were named ‘input data’, and (ii) the 
rest of fluxes were used in order to compare predictions obtained by FBA with expe-
rimental data, and named ‘output data’. Different categories of input data were  
defined in order to determine if distinct initial conditions cause differences in the 
objective functions necessary to define cellular modeling. The categories were the 
following: uptake, uptake and µ, uptake and production, production and µ, and pro-
duction. Each category makes reference to those fluxes that were taken as input data.  

As objective functions were taken a set of representations of cellular objective that 
have been proposed in distinct previous studies on comparison of performance and 
generation of objective functions in FBA [3-4], [10-11]. The selected functions were  
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(I) maximization of biomass production, (II) minimization of glucose uptake, (III) 
minimization of NADH and NADPH in cytosol, (IV) maximization of biomass  
production plus minimization of carbon dioxide production, (V) maximization of 
biomass production plus minimization of NADH production in cytosol, (VI) maximi-
zation of biomass production plus minimization of NADH production in cytosol plus 
minimization of NADH and NADPH uptake in mitochondria, and (VII) minimization 
of ATP consumption in cytosol plus maximization of ATP transport from mitochon-
dria to cytosol. By shortness, in Fig. 1 y Fig. 2 is kept roman numeration shown for 
objective functions.  

The accuracy of estimations was evaluated with the error percentage on the estima-
tion of the specific growth rate, and named Biomass error (see equation (1)), while the 
error percentage on the estimation of exchange fluxes that were experimentally meas-
ured, but not used as input data, were named Fluxes error (see equation (2)).  

 Biomass error  100 (1) 

 Fluxes error  100 (2) 

In the equations (1) and (2), the subscript “est” represents the estimations, and the 
subscript “exp” represents experimental data. In some categories of input data it was 
no possible to compute both errors, because of use of µ as input data, or of all ex-
change fluxes. Similarly, some objective functions do not appear in some Figures; this 
happens when some objective cannot be applied to some category of input data (for 
instance, maximization of biomass production cannot be used if µ is among the input 
data). It is important to note that sign Biomass error indicates if FBA overestimated 
(negative sign) or underestimate (positive sign) the specific growth rate of the cell.  

3 Results and Discussion 

In Fig. 1 are presented results obtained by simulation of aerobic experiments. For 
aerobic continuous cultures at low growth rates, it was found that among compared 
functions, maximization of biomass (function I) presents the lower errors using as 
input data the set ‘uptake’, while ‘minimization of glucose uptake’ (function II) 
showed better results using as input data ‘production’ and ‘production and µ’. The 
function VII was clearly the second better in the category ‘production’. Strangely, 
maximization of biomass (function I) gave worst estimations if only metabolite excre-
tion fluxes are used as input data (that is, category ‘production’). In the remaining 
category, ‘uptake and µ’, function VI showed the best performance.   

The results for the anaerobic experiments are showed in Fig. 2. Again, maximiza-
tion of biomass production (function I) is one of the best objective functions in the 
categories ‘uptake’ and ‘uptake and production’; however, in the first category the 
function V gave slightly better estimations, and in the second with the functions IV  
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Fig. 1. Error percentages of the estimations obtained with FBA in aerobic growth conditions. 
Roman numbers represent seven different objective functions tested (See Data and Methods). 
The different panels show the obtained errors using the following input data: (A) uptake fluxes, 
(B) specific growth rate and uptake fluxes, (C) uptake and production fluxes, (D) specific 
growth rate and production, and (E) production fluxes.  

and VII were obtained similar errors. In this case, with the function VII was obtained 
the best estimation for the category ‘uptake and µ’. In the categories ‘production’ and 
‘production and µ’, again the best function was the minimization of the glucose up-
take (function II). In both situations, the function VII reached the second place on the 
quality of estimations.  
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Fig. 2. Error percentages of the estimations obtained with FBA in anaerobic growth conditions. 
Roman numbers represent seven different objective functions tested (See Data and Methods). 
The different panels show the obtained errors using the following input data: (A) uptake fluxes, 
(B) specific growth rate and uptake fluxes, (C) uptake and production fluxes, (D) specific 
growth rate and production, and (E) production fluxes. 

4 Conclusions 

The results of this study indicate that the best objective function for representing the 
cellular behavior in FBA depends on the set of fluxes used as input data. Therefore, 
depending on the objective of the application of FBA (that is, according to the expe-
rimental condition to be represented, or the objective to be reached with the model-
ing) the objective function can be changed, being important to carry out a more  
detailed study of this problem, including more experimental data and different cell 
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conditions (among them, experiments of growth cell under batch conditions focusing 
on exponential phase), and using of a wide spectrum of different objective functions 
proposed for the analysis of cell modeling. 
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Abstract. Currently, tropical diseases are a major research objective in biomed-
ical sciences due to the overall impact on vulnerable populations ignored by 
pharmaceutical companies. For that reason, the search for new therapeutic 
treatments is essential in the fight against tropical parasites such as Leishmania 
spp. The proposed approach will involve collecting the set of kinases from both 
the parasite and other organisms (except human), attempting to identify com-
pounds and approved drugs, which are selective to the parasite, based on in  
silico methodologies. ChEMBL, Therapeutic Target Database (TTD) and 
DrugBank were used as sources for a list of compounds and kinase drug targets, 
which were represented using fingerprints based on patterns detected in the pro-
tein sequence, and a set of descriptors based on physic-chemical properties of 
the catalytic domains. The enzymes were used as a training set for a Support 
Vector Machine in conjunction with Feature Selection techniques, looking to 
predict druggable kinases, found in five sequenced Leishmania species. Follow-
ing the target selection, a list of compounds was inferred and filtered according 
to some cheminformatics protocols. Finally, to support the predictions, some 
Leishmania kinases and their associated compounds were 3D modeled, and 
docked to each other according to a consensus docking schema based on the 
open packages AutoDock 4, AutoDockVina and DOCK. 

Keywords: Bioinformatics, Docking, Machine Learning, Leishmania, Kinases. 

1 Background 

The tropical disease called Leishmaniasis is caused by at least 20 species of the  
protozoan parasite Leishmania, and is classified generally in three clinical forms: 
visceral, cutaneous and mucocutaneous. This disease is a major health problem in 
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approximately 98 countries, affecting 12 million people worldwide [1]. Currently the 
treatment of this Neglected Tropical Disease (NTD) is focused in chemotherapy strat-
egies. Nevertheless, the number of drug alternatives is very limited, with the disad-
vantage of several adverse effects ranging from mild to severe [2]. In Colombia there 
are reports mentioning treatment failures based on antimonial therapies and other 
therapeutical alternatives like Miltefosine, Paromomycin or Sitamaquine[3-4]. For all 
the reasons above, one important task nowadays is to find new effective treatments 
against tropical diseases like leishmaniasis. One way is through computational me-
thodologies, using as input the vast amount of molecular information derived from the 
sequencing of a diverse range pathogen genomes. 

One accepted and widely used approach is based on the application of predictive 
models, using as input different features provided by biological or chemical datasets. 
To execute such kind of models on the pharmaceutical field, is important to take into 
account which molecular entities are the most likeable to be potential therapeutic 
targets or treatments. With regard to the targets, one of the most popular and studied 
protein families in drug discovery are the kinases. For that reason, there is a large 
amount of data available on this family of enzymes, which could be used to create and 
execute the aforementioned computational models [5]. In Leishmania, there are re-
ports about a set of these proteins that belongs only to this parasite, and could be ex-
ploited as molecular targets [6]. In addition, homology studies have been conducted 
between Leishmania kinases and human kinases, looking to detect substantial differ-
ences among them [7]. 

At the end, all these facts have increased the interest of certain academic and in-
dustrial groups to identify approved and experimental kinase inhibitors with potential 
anti-Leishmania activity profile. For that reason, we have proposed a Machine Learn-
ing approach, which aims to detect druggable kinases in different Leishmania species, 
according to kinase targets reported in different species, except human. After that, a 
list of inhibitors with potential action against the parasite was associated, avoiding 
connections with human kinases that could influence in adverse effects. In addition, 
some Molecular Docking protocols were executed based on some Leishmania kinases 
protein models. The results allowed us to prioritize the most viable compounds for 
posterior experimental validations. 

2 Methods 

2.1 Data Extraction 

Interactions between drugs or compounds against kinases (except human) were ex-
tracted from three different sources: DrugBank (version 3.0) [8], TTD (version 4.3.02) 
[9] and ChEMBL (version 14) [10]. The first two databases were used only to extract 
approved drug data with validated pharmacological action. The compounds were ex-
tracted from the ChEMBL database, which contains experimental binding affinity 
measures such as IC50, Ki, EC50 and inhibition percentages. In addition, only interac-
tions with a confidence score greater than 0.7 (from a 0 to 1 scale) were selected. 

After the extraction process, the positive and negative training sets were estab-
lished. The criteria for inclusion in the positive kinases set were, as follows: standard 
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concentration and constant values (IC50, EC50 and Ki) less than 1uM, and inhibition 
percentages greater or equal than 70%. For the negative set, the criteria were concen-
tration and constant values greater than 10uM and inhibition percentages lower than 
30%. Additionally, in order to complement the negative set, all the kinases without 
compounds associated in the databases, and with an identity value lower than 60% 
against the positive set were included. The sequence alignments were performed us-
ing the BLAST algorithm [11]. Finally a group of reviewed and predicted Leishmania 
kinases were obtained from the UniProt database, looking to test the predictive model. 

2.2 Model Set Up and Performance 

With the training group established, a 70-30 learning protocol was performed. 70% of 
the data was implemented to exclusively train the classifier, and the remaining 30% to 
test the predictive capabilities of the model. A Support Vector Machine together with 
the Recursive Feature Elimination techniques was configured, using as features both, 
descriptors and fingerprints extracted from the amino acid sequences of the selected 
kinases. The Machine Learning (M.L) models were tested within the WEKA package 
[12] under the Linux Operative System. At the end, some metrics were taken into 
account (accuracy, precision, recall), looking to approve the model performance for 
subsequent predictions. 

2.3 Leishmania Kinase Targets and Associated Compounds Selection 

All the Leishmania spp. kinases extracted from UniProt were submitted to the chosen 
model, using as features the data stored in their amino acid sequences. Consequently, 
a group of potential kinase targets was selected based on the predicted classes. The 
parasite kinases chosen were aligned against the kinases used in the positive training 
group through BLAST protocols. Those with the higher identity percentages were 
related to each other to infer subsequently potentially active compounds, using a tran-
sitivity criterion between the original target and the parasite kinase. Nevertheless, a 
thorough search of the Ensembl database [13] and the OrthoMCL database [14] was 
carried out, looking to select only the other organism kinases and Leishmania kinases 
that do not report orthologue with the human host respectively. 

With regard to the compounds, an initial list was filtered based on a set of chemin-
formatics strategies. Initially, all the compounds with favorable interactions against 
human kinases were dismissed. Then a substructure search through the RDKit che-
moinformatics libraries (version 2012-09) was performed, using as input toxic frag-
ments reported in the PAINS dataset [15]. Finally, the commercial availability of the 
compounds was verified based on information stored in the ZINC database [16]. 

2.4 Molecular Docking of Some Predicted Leishmania Kinase Targets 

After the selection process, some of the parasite kinase structures were modeled using 
the Modeller package, or looking directly into the ModBase database [17]. Further-
more, different evaluations per model were executed, based on statistics such as the 
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RMSD C-alpha between the models and their templates, the identity percentage and 
the z-DOPE curves generated residue per residue. In addition, for each modeled ki-
nase, a comparison against the template structure was done with the aim to identify 
key residues involved in the potential active site or ligand binding site. 

All the molecules were subsequently prepared for Docking through the AutoDock 
Tools software. After that, three different docking protocols: AutoDock 4 [18], Auto-
DockVina [19] and DOCK [20] were implemented, looking to test different score 
functions and search algorithms, with the aim to obtain a consensus result per protein. 
According to the results, a list of priority compounds was selected for posterior expe-
rimental validations. 

3 Results and Discussion 

3.1 Machine Learning Set Up and Execution 

According to the protocol, a significant number of interactions between kinases from 
other organisms (except human) and small molecules were extracted. After that, based 
on bioactivity values and reliability scores, a total of 98 and 49 kinases were used as 
positive and negative training sets for the predictive model respectively. 

After the training set up, two machine learning configurations were applied: Sup-
port Vector Machines with and without Feature Selection Techniques. Specifically, 
the Recursive Feature Elimination Technique through Cross Validations (RFECV) 
was implemented as the Feature selection technique, looking to improve the classifi-
cation capabilities of the model. Based on this strategy, the Table 1 describes the re-
sults obtained for the training set (70% of the original data) and the testing set (the 
remaining data set). 

Table 1. Machine learning statistical results 

Machine Learning Train Rec. Test Rec.
SVM 1.00 0.75 1.00 0.74 1.00 0.97

SVM + RFECV 1.00 0.94 1.00 0.95 1.00 1.00

Train Acc. Test Acc. Train Pre. Test Pre.

Acc: Accuracy. Pre: Precision. Rec: Recall. Train: Training set. Test: Testing set. 
 

According to Table 1, the performance of the Support Vector Machine with and 
without feature selection reported optimal results in the training set for all the metrics 
used. Nevertheless, the performance on the testing set changed considerably when no 
relevant features were eliminated. Using RFECV, the accuracy reached levels close to 
95%, fact that was crucial for posterior predictions using the Leishmania kinases. 

3.2 Predictions on the Leishmania Spp. Kinases 

After the predictions, 504 potential kinase targets were classified as positives. That 
means these kinases have more probability to be druggable, and potentially could be 
inhibited by one or more compounds which are associated to the kinases used on the 
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positive training set. To avoid as most as possible side effects, the orthologue filter 
(respect to the human enzymes) let a reduced list of 446 exclusive parasite targets. 
Furthermore, this number was reduced using filters based on the list of compounds 
associated to the selected targets. For that purpose, selecting compounds without toxic 
substructures, and leaving only compounds that can be purchased from approved 
vendors was the applied strategy. Consequently, we get a list of 46 compounds related 
with 10 exclusive Leishmania spp. potential targets. The list of selected kinases is 
detailed in Table 2. 

Table 2. List of Leishmania kinases selected as potential targets 

UniProt ID GeneDB ID Specie
A4H3W3 LbrM.04.0480 L. braziliensis
A4HS38 LinJ.04.0420 L. infantum
A4IAU7 LinJ.35.0480 L. infantum
E9ANH1 LmxM.11.0250 L. mexicana
E9ARY8 LmxM.19.0360 L. mexicana
E9B936 LdbPK.070410 L. donovani
E9BE32 LdbPK.190360 L. donovani
E9BLD1 LdbPK.300370 L. donovani
Q4QEB9 LmjF.17.0670 L. major
Q4QH55 LmjF.11.0250 L. major  

 
Most of the kinases detected are putative protein kinases and some of them are 

classified as serine/threonine kinases. Nevertheless, one of the detected kinases (Uni-
Prot:E9BLD1) is a putative MAP kinase, which according to external sources 
(KEGG, literature) could be implicated as an element of the leishmaniasis infectious 
process [21]. 

3.3 Molecular Docking Protocols Results 

Looking to prioritize the detected compounds, some of the predicted Leishmania ki-
nase targets were modeled with the aim of using their 3D structures for Molecular 
Docking simulations. At the end only 3 protein kinases were successfully modeled 
based on different evaluations measures such as significant identity percentages and 
energy profiles curves (DOPE) suitable for in silico validations [22]. In addition, for 
selecting the pockets inside the protein with more probability of being binding or 
active sites, different key residues that would be involved in the conformation of 
those pockets were identified per each protein (Fig. 1). 

Moreover, other preparations were implemented on the structures to facilitate po-
tential computational interactions between the proteins and their compounds, using 
the three Docking protocols chosen in this work. After the simulations, the overall 
results were compared. For that purpose, all the Docking scores were normalized (0 to 
1 scale), with the aim to recognize those compounds with higher affinities. As an 
example, the Docking results comparison of one parasite modeled kinase (Uni-
Prot:E9BLD1) against their 9 associated compounds (named as N1 to N9) are shown 
in Fig. 2. 
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complexity with regard to select druggable proteins based on inherent physic-
chemical properties, and consequently associate potential leishmanicidal compounds. 

Nevertheless, is mandatory the use of posterior experimental validations, looking 
to support the current results and open the possibilities to apply these kind of proto-
cols in other diseases.  
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Abstract. The prediction of subcellular location aims to understand
the biological processes being carried out within the cell. Here, a fea-
ture representation methodology is proposed to identify subcellular lo-
cations in gram-positive bacteria. Regarding this, each considered class
is employed to train a hidden Markov model, and the probability of a
sequence of amino acids, being generated by each of the trained models
is employed as a feature in further classification stage. Our proposal is
tested on a well known database, containing amino acids sequences of
bacteria. For concrete testing, a percentage of less than 80% identity is
studied, using a multi-label Support Vector Machines with soft margin
classifier. Attained results show that our approach improves issues raised
in PfamFeat. Moreover, it seems to be an appropriate tool for predicting
subcellular location proteins.

Keywords: HMM, Multiclass SVM, Protein, Subcellular Localization.

1 Introduction

One of the biggest challenges in the field of bioinformatics has been the pre-
diction of subcellular localizations of proteins, because of the increased interest
for studying sequenced genomic data. For instance, computational analysis of
protein sequences in bacterial level allows to develop new drugs. Additionally,
the emergence of new sequencing techniques have led to the need for seeking
prediction systems that provide the ability to analyze data in a massive way.

Since the location of known proteins can be determined by their role in
the cell [1], protein prediction systems based on function analysis have been
proposed, such as: CELLO, PSORT-B, PSORT, SubLoc, and PfamFeat [2–5].
CELLO uses four types of sequence coding schemes: the amino acid, the di-
peptide, the partitioned amino acid, and the sequence composition based on the
physico-chemical properties of amino acids. CELLO takes place locally while
using hidden Markov Models (HMM) to analyze the dynamics of each sequence.
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PSORT examines the owners protein for the amino acid composition. However,
PSORT requires many modules, each of them based on different prediction tools,
yielding a very complex system. SubLoc is based on an array of profiles, which
are predicted previously to improve the estimation of subcellular localization
of proteins. Finally, PfamFeat, which is based on Pfam adaptations, is applied
for predicting subcellular localizations of proteins. Nonetheless, since PfamFeat
is based on Pfam, it could lead to an unstable system performance when the
standard Pfam models are not enough to represent specific classes of interest.

This paper presents a HMM-based feature representation methodology for
predicting subcellular localization of Gram-Positive bacterial proteins. In the
proposed approach, input protein sequences are represented by its inferred gen-
eration probability values given a set of one-sequence trained HMMs. The aim
of such approach is to enhance, as well as possible, the dynamic relationships
into the provided data, while dealing with variable length sequences. The set of
considered bacterial Gram-Positive proteins corresponds to Celwall, Cytoplas-
mic, Cytoplasmic membrane, and Extracellular. Afterwards, the classification
problem is boarded from a proposal based on Multi-class Support Vector Ma-
chine, which unlike most of the SVM multi-class approaches that are based on
multiple independent binary classification tasks, it considers a notion of margin
that yields a direct method for training multi-class predictors [6].

The remainder of this paper is organized as follows. In section II is specified
each of the materials and methods used in the development of the work. Section
III describes the experimental set-up. Section IV shows the obtained results and
the discussion. Finally, in section V the conclusions of the work are presented.

2 Materials and Methods

First, the proposed HMM based feature representation (characterization) scheme
is described, which is employed to analyze protein sequences. Then, given such
feature representation space, a multi-class SVM classifier is presented to deal
properly with the HMM based highlighted data dynamics.

2.1 Hidden Markov Models Based Feature Representation

HMMs are double stochastic models, composed of a hidden layer θ leading the
evolution, along a given axis, of stochastic features on an observable layer, noted
as ϕ. In the discrete case, a HMM is made up of a set of S states θ = {θ1, · · · , θS},
associated with a set of K possible observations regarded as the representation
symbols. Denoted as λ = {π,A,B}, the model parameters include: (i) an initial
state probability π with elements {π(θi) ∈ R[0, 1]}, describing the distribution
over the initial state set; (ii) a transition matrix A ∈ R

S×S with elements aij ∈
R

+, i, j ∈ [1, S] for the transition probability from node i to node j; and (iii)
an observation matrix B ∈ R

S×K with elements {bik ∈ [0, 1]} referring the
probability of each observed symbol k ∈ [1,K], given that the system remains
at the state i [7].
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Within the considered framework, the commonly employed statistical method
used for fitting a stochastic model is the Maximum Likelihood Estimation (MLE),
which is grounded upon the following objective function of evaluation:

f(λ) = E{log p(X̂n|λ) : ∀n} (1)

where p(X̂n|λ) is the likelihood of the observed sequence X̂n, being generated
by the model λ. Forward-backward algorithm is employed for computing the
log p(X |λ) term. Since each protein sequence fits a different HMM, the total set
of HMM parameters comprises N models, {λn : n ∈ [1, N ]}, with λn denoting
the respective parameter set for the sequence n.

2.2 SVM Based Multi-class Classifier

After evaluating all the N sequences using the above mentioned HMM repre-
sentation models, a feature representation matrix Z ∈ X ⊆ R

N×N is obtained,
where each column vector zn is an input sample. From such matrix, and given
the label vector y ∈ Y ⊆ R

N×1, with yn ∈ [1, 2, . . .NC ], being NC the number of
classes, a multi-class SVM classifier is used to predict each sample label. Thus,
traditional SVM optimization problem can be written as

min
1

2
‖ w ‖2 +C

∑
ξn, (2)

subject to yn(w
�zn + b) ≥ 1 − ξn and ξn ≥ 1, being ξn a slack variable, w

is a projection vector, b is a bias term, and C is a regularization parameter.
Based on the so-called ”kernel trick”, equation (2) can be treated as a quadratic
problem [8]. Now, inspired by [6], the SVM multi-class classifier can be written
as a function H : X → Y that maps an instance zn to an element yn, where H
is estimated by

HM (z) = arg
NC
max
r=1

{Mrz} , (3)

where Mr ∈ R
NC×n. The value of the inner-product of the r-th row of M

with the instance z is named the confidence and the similarity score for the r
class. Therefore, according to (3), the predicted label is the index of the row
attaining the highest similarity score with z. To solve (3), a misclassification
error is defined with a piecewise linear bound, and afterwards, based on the
kernel trick, a quadratic problem is formulated (see [6] for details).

3 Experimental Set-Up and Results

The general scheme of the proposed prediction system is presented through a flow
diagram based on three main components: database, characterization (feature
representation), and classification. Fig. 1 shows the flowchart of the work, which
presents each of the main system components. Datasets are represented by ovals
and the computational processes by rectangles.
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Dataset Feature

Extraction
Classification

Fig. 1. Proposed prediction system general scheme

3.1 Database

In order to test the described approach, the well known ”PSORTb v.3.0
Gram-positive sequences” dataset is used. Thus, our data is build by the
local feature descriptor of Gram-Positives, choosing them as proposed in [9].
Additionally, to avoid over fitting problems, an identity filter is conducted with
an 80 % identity cut-off between training and testing sets. Note that latter pro-
cedure was done with CD-HIT software [10]. Therefore, the dataset is composed
of a total of 1729 sequences, distributed as follows: 80 of Celwall, 708 of Cyto-
plasmic, 674 of Cytoplasmic membrane, and 267 of Extracellular. Each class is
made up of both prototype and represented sequence, with a 70 % and 30 % of
the sequences, respectively.

3.2 Characterization

In order to represent the protein sequence, the proposed HMM based feature
representation framework is used. Particularly, 70 % of the sequences are selected
as mentioned above for generating the models. In this regard, a random initiation
and a maximum verisimilitude estimation (MLE) are employed for training each
HMM. Parameter tuning of the number of states, S, is carried out by using
the Bayesian information criterion (BIC) from 5 to 12 states, with 4 repetitions
for each configuration, such that the larger the number of states, the larger the
penalty (regularization) term. The aim of BIC is to find the largest likelihood
model while avoiding over fitting. Finally, forward-backward algorithm is used
to calculate the probability of each data stream being generated by each of the
trained models.

3.3 Classification

The classification of the models are performed through SVM based multi-class
classifier. The 30 % of the sequences selected to represent the data set are em-
ployed using a 10 - fold cross-validation scheme, using a linear kernel. The regu-
larization parameter C is tuned by heuristic search in a mesh grid from 1 to 1000,
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with a step of 1 unit, this process was used for both characterization method-
ologies, HMM and PfamFeat. In this case, the maximization of geometric mean
between sensitivity and specificity is used as cost function.

Sn = nTP

nTP+nFN
Sp = nTN

nFP+nTN
Gm =

√
SnSp (4)

4 Results and Discussion

For the sake of comparison, the same classification scheme was employed for both
characterizationmethodologies, proposed HMM and PfamFeat. Multiclass kernel
SVM system was used because it is a classification system robust, commonly used
in pattern recognition applications, which is available at1. Obtained classification
results for 10-fold cross-validation framework are presented in Table 1, in terms
of average class specificity, sensitivity and geometric mean, along with their
respective standard desviation.

Table 1. Results for the Gram-positive dataset

Class HMM Pfamfeat

Sp% Sn% Gm% Sp% Sn% Gm%
Cellwall 93.7 ± 5.9 87.1 ± 12.5 90.2 ± 8.3 88.0 ± 30.4 19.7 ± 19.1 35.5 ± 22.5
Cytoplasmic 87.6 ± 9.9 58.0 ± 14.5 70.5 ± 8.0 72.0 ± 3.4 37.7 ± 59.0 51.9 ± 3.8
Cytoplasmic Membrane 80.1 ± 7.2 57.1 ± 29.1 65.6 ± 17.0 72.2 ± 3.8 37.1 ± 4.7 51.6 ± 3.1
Extracellular 84.1 ± 10.9 66.8 ± 16.9 74.0 ± 5.0 78.5 ± 3.8 40.7 ± 7.3 56.3 ± 4.9

From Table 1, it is clear that the proposed HMM-based methodology outper-
forms the prediction results of PfamFeat. The above implies that, own design
of class models is more efficient than use models already identified of protein
families, as the pfam database. Because, not always able to represent so reli-
able information about new classes. on the other hand the HMM representation
described effectively dynamics of the sequence.

5 Conclusions and Future Work

In this paper, an analysis about the prediction of Subcellular localizations of
Gram-Positive proteins was carried out and a new sequence representation us-
ing hidden Markov models was introduced. Obtained classification results, using
a Multiclass SVM, show a better performance of proposed approach than the
PfamFeat baseline results. Therefore, the HMM are more adequate for repre-
senting sequences than those already identified in Pfam. As future work, relevant
regions of protein families will be employed to build the HMM representation

1 http://svmlight.joachims.org/svm_multiclass.html

http://svmlight.joachims.org/svm_multiclass.html
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aiming to improve the performance of the system with respect to sensitivity. It is
also interesting to validate the proposed scheme on other taxonomic categories.
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This work addresses the problem of predicting protein subcellular locations within cells
from confocal images, which is a key issue to reveal information about cell function. The
Human Protein Atlas (HPA) is a world-scale project addressed at proteomics research.
The HPA stores immunohistological and immunofluorescence images from most human
tissues. This paper concentrates on the problem of analyzing HPA immunofluorescence
images from immunohistochemically stained tissues and cells to automatically identify
the subcellular location of particular proteins expression. This problem has been pre-
viously tackled using computer vision methods which train classification models able
to discriminate subcellular locations based on particular visual features extracted form
images. One of the challenges of applying this approach is the high computational cost
of training the computer vision models, which includes the cost of visual feature extrac-
tion from multichannel images, classifier training and evaluation, and parameter tuning.
This work addresses this challenging problem using a high-throughput computer-vision
approach by (1) learning a visual dictionary of the image collection for representing
visual content through a bag-of-features histogram image representation, (2) using su-
pervised learning process to predict subcellular locations of proteins and (3) developing
a software framework to seamlessly develop machine learning algorithms for computer
vision and harness computing power for those processes.

1 Introduction

The goal of this work is to automatically find the location of protein expression in
immunoflorescence images of immunohistochemically stained tissues and cells. This
images come from the Human Protein Atlas (HPA, www.proteinatlas.org), which
is a comprehensive database that provides the protein expression profiles for a large
number of human proteins, presented as immunohistological and immunofluorescence
images from most human tissues [13,14]. This database includes more than 5 million
images of immunohistochemically stained tissues and cells, based on 6,122 antibodies,
which represents 5,011 human proteins encoded by approximately 25% of the human
genome. Recently, the HPA was extended including confocal immunofluorescence im-
ages from cultured cells [1,2]. These set of images comprises 5,915 gray scale images of
1728×1728 pixels with four channels, three reference channels with well known dyes
(nucleus, endoplasmic reticulum (ER) and cytoskeleton) and the last channel contains
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the expression of the target protein, leading to 23,660 total images occupying 66 GB
of storage. These immunofluorescence images show subcellular locations, visually and
manually annotated by experts, for thousands of proteins. Within such collections, the
combinatorial explosion of data from different cell lines and proteins requires increas-
ingly larger computational resources to extract and discover useful knowledge.

Traditionally the image based subcellular location approaches has been to explore a
huge number of visual feature descriptors to describe visual content of confocal images
and train a classifier to predict which subcellular locations are expressed by the proteins,
through ad-hoc techniques to use the available computing resources [4,3,6,11,10,7,8].
In contrast, this work addresses this challenging problem using a high-throughput
computer-vision approach by developing a distributed computing framework to seam-
lessly develop learned image representation and machine learning algorithms to harness
computing power and ease image based location proteomics research workflow. This
work is related to a new emerging research area called bioimage informatics [15,12],
which comprises image processing, data mining and database visualization, extraction,
searching, comparison and management of biomedical knowledge inside massive image
collections.

2 Materials and Methods

We used a set of confocal fluorescence images from the HPA comprising image fields
with three standard dyes used in fluorescence images to highlight three kinds of cell
organelles (nucleus, endoplasmic reticulum and cytoskeleton) and a fourth image chan-
nel with the protein expression profile [9]. We adopted a parameter exploration strategy
for the entire experimental cycle to build bag-of-features image representations and
perform supervised learning processes through different cross-validation modalities. A
framework for large-scale machine learning was also built to efficiently use the required
distributed computing resources in our experiments, based on Big Data techniques. The
performance measures used were average overall accuracy from confusion matrices and
efficiency measures for the computing resources.

2.1 Automatic Image Based Subcellular Location

The paper proposes a two-phases method: first, the confocal fluorescence images are
represented by a state-of-the-art method used in computer vision known as Bag of Fea-
tures; second, the automatic subcellular location is performed by a straightforward prob-
abilistic classifier known as Naı̈ve Bayes. These two phases are implemented within our
own distributed computing framework.

Bag of Features (BOF) Representation of Confocal Fluorescence Images. BOF rep-
resent the visual content of a given image in terms of the occurrence of a set of fun-
damental, and learned, visual patterns/words (a.k.a. visual dictionary) as a histogram.
Figure 1 depicts the overall BOF scheme and its corresponding stages: 1) visual words
extraction and description, 2) visual dictionary learning, and 4) histogram image
representation.
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Fig. 1. Overall scheme of BOF approach for confocal fluorescence image representation. Adapted
from [5].

Visual words extraction and description: The patches were extracted for each im-
age from a regular image partition of 16×16 pixels without overlapping. Each patch is
represented by the discrete cosine transform (DCT) coefficients as visual descriptor to
capture the local texture patterns.

Visual dictionary learning: This stage builds a k-word visual dictionary using k-
means clustering algorithm over a sample of visual word descriptors of the previous
stage taken randomly from the whole image collection.

Histogram image representation: Finally, each image is represented by a k-bin his-
togram, capturing the frequency of occurrence of each visual codeword in the image.

Subcellular Location Using Naı̈ve Bayes Classifier. In this work the problem of find-
ing the subcellular location of a particular protein is approached as a binary classifica-
tion problem where a classification model is built for each subcellular location in the
dataset. Classification is performed using a maximum-a-posteriori (MAP) strategy as
follows:

C ← argmax
c j∈{0,1}

P(C = c j|W ),

where C = 1 indicates that the protein is present in a particular subcellular location and
W = (W1, . . . ,Wk) is the BOF representation of the corresponding image. The posterior
probability P(C = c j|W ) is estimated using a naı̈ve Bayes approach where features,
BOF histogram bins, are considered as independent:

P(C = c j|W ) = P(C = c j)∏
i

P(Wi|C = c j)
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2.2 Distributed Image Analysis Framework

The Big Image Data Analysis Toolkit (BIGS). BIGS is a software framework de-
signed at enabling machine learning based Big Data analytics over distributed comput-
ing resources. BIGS was conceived to address two main issues encountered when using
Hadoop based technologies. First, the map-reduce computing model does not fit well
many machine learning algorithms which are iterative of the input dataset (KMeans,
gradient descent, etc.). Second, Hadoop configuration requires a significant amount of
human effort and skill which is not always available in small/medium research environ-
ments, even if they have access to limited computing resources that could suffice for
their experimental needs.

BIGS promotes opportunistic, data locality aware computing through (1) a data par-
tition iterative programming model (as shown in Figure 2). (2) users assembling image
processing jobs by pipelining machine learning algorithms over streams of data, (3)
BIGS workers are software agents deployed over the actual distributed computing re-
sources in charge of resolving the computing load, (4) a NoSQL storage model with a
reference NoSQL central database, (5) removing the need of a central control node so
that workers contain the logic to coordinate their work through the reference NoSQL
database, (6) simple and opportunistic deployment model for workers, requiring only
connectivity to the reference NoSQL database, (7) redundant data replication through-
out workers, (8) a two level data caching in workers in memory and disk, (9) a set of
strategies for workers for data access so that users can enforce data locality aware com-
puting or only-in-memory computing; and (10) a set of APIs through which BIGS can
be extended with new algorithms, storage and data import modules. More information
can be found at http://www.3igs.org.

Fig. 2. (a) BIGS computing model, (b) user session, (c) example job definition
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Usage. Exprimenters use BIGS by (1) launching workers over the available computing
resources, (2) loading the dataset to be processed in the reference NoSQL database, (3)
optionally distributing the dataset partitions into the existing workers and (4) defining
their data processing pipelines into a job definition file and submitting it for workers
to start taking over and executing its operations. BIGS exposes its functionality mainly
through a shell command line interface, through which workers can easily be launched
over computing resources (bigs worker) or also through Java Web Start for the less
experienced users. Figure 2 also shows (b) a user session loading and distributing data
redundantly (two copies of each partition would be replicated in different workers)
, submitting a job and inspecting the results; and (c) an example job definition file
composed of two stages, the first one extracting patches and features vectors from input
images and the second one performing a KMeans on the features vectors extracted in
the first phase.

Note as well how job definitions may include parameter explorations (in this case,
KMeans with 20 or 30 centroids). BIGS will handle such exploration by creating two
parallel pipelines of operations which can be taken over in parallel if there are enough
workers. Job definition files are the primary user interface element with BIGS. Through
them, users express declaratively their data processing pipelines and parameter explo-
rations and rely on BIGS for their parallel execution through the available workers. This
enables an agile experimental life cycle where users tune up their job definition files and
submit them for parallel execution with virtually no sysadmin logistics through a com-
mand cycle such as in Figure 2(b).

Additionally, users can tune workers memory and disk cache sizes according to their
datasets so that computing could even take place using only in-memory data in cases
where datasets fit into the aggregated memory of the workers available.

3 Results

Preliminary results show that our high-throughput computer-vision based approach
rapidly obtains classification performance measures comparable to those in the liter-
ature through an agile and easy to use experimental life cycle. This enhances the re-
searcher’s capabilities for scientific discovery in location proteomics based on confocal
images through easily developing distributed machine learning algorithms and harness-
ing distributed computing power for computer vision processes.

4 Discussion and Conclusion

Automatic methods to determine subcellular location of proteins through exploring
increasingly larger confocal image databases are increasingly crucial for human pro-
teomics research. This work shows how automatic image analysis processes demanding
large amounts of computational resources can be seamlessly integrated within image-
based location proteomics experiments, enabling researchers to focus on their knowl-
edge discovery processes in the field.
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Abstract. We apply formal measures of emergence, self-organization,
homeostasis, autopoiesis and complexity to an aquatic ecosystem; in par-
ticular to the physiochemical component of an Arctic lake. These mea-
sures are based on information theory. Variables with an homogeneous
distribution have higher values of emergence, while variables with a more
heterogeneous distribution have a higher self-organization. Variables with
a high complexity reflect a balance between change (emergence) and reg-
ularity/order (self-organization). In addition, homeostasis values coincide
with the variation of the winter and summer seasons. Autopoiesis values
show a higher degree of independence of biological components over their
environment. Our approach shows how the ecological dynamics can be
described in terms of information.

Keywords: Complex Systems, Information Theory, Complexity, Self-
organization, Emergence, Homeostasis, Autopoiesis.

1 Introduction

Water bodies have always been relevant. In particular, lakes provide a broad
source of water, food, and recreation. Arctic lakes are one of the most vulnerable
aquatic ecosystems on the planet since they are changing rapidly, due to the
effects of global warming.

The water column (limnetic zone) of an Arctic lake is well-mixed; this means
that there are no layers with different temperatures. During winter, the surface
of the lake is ice covered. During summer, ice melts and the water flow and evap-
oration increase. Consequently, the two climatic periods (winter and summer)
in the Arctic region cause a typical hydrologic behavior in lakes. This behavior
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influences the physiochemical subsystem of the lake. One or more components
or subsystems can be an assessment for the Arctic lakes dynamics, for example:
physiochemical, limiting nutrients and photosynthetic biomass for the planktonic
and benthic zones.

In recent years, the scientific study of complexity in ecological systems, in-
cluding lakes, has increased the understanding of a broad range of phenomena,
such as diversity, abundance, and hierarchical structure [6]. It is important to
consider that lakes exhibit properties like emergence, self-organization, and life.
Lake dynamics generate novel information from the relevant interactions among
components. Interactions determine the future of systems and their complex be-
havior. Novel information limits predictability, as it is not included in initial or
boundary conditions. It can be said that this novel information is emergent since
it is not in the components, but produced by their interactions. Interactions can
also be used by components to self-organize, i.e. produce a global pattern from
local dynamics. The balance between change (chaos) and stability (order) states
has been proposed as a characteristic of complexity [5,4]. Since more chaotic sys-
tems produce more information (emergence) and more stable systems are more
organized, complexity can be defined as the balance between emergence and
self-organization. In addition, there are two properties that support the above
processes: homeostasis refers to regularity of states in the system and autopoiesis
that reflects autonomy.

Recently, abstract measures of emergence, self-organization, complexity,
homeostasis and autopoiesis based on information theory have been proposed
[2,1], with the purpose of clarifying their meaning with formal definitions. In
this work, we apply these measures to an aquatic ecosystem. The aim of this
application to an Arctic lake is to clarify the ecological meaning of these notions,
and to show how the ecological dynamics can be described in terms of informa-
tion. With this approach, the complexity in biological and ecological systems
can be studied.

In the next section, we present a brief explanation of measures of self-
organization, emergence, complexity, homeostasis, autopoiesis. Section 3 de-
scribes our experiments and results with the Arctic lake, which illustrate the
usefulness of the proposed measures, closing with conclusions in Section4.

2 Measures

Emergence refers to properties of a phenomenon that are present in one descrip-
tion and were not in another description. In other words, there is emergence in
a phenomenon information is produced. Shannon [9] proposed a quantity which
measures howmuch information was produced by a process. Therefore, we can say
that the emergence is the same as the Shannon’s information I = −K

∑n
i=i pi log pi

where K is a positive constant and pi is the probability of a symbol from a finite
alphabet from appearing in a string. Thus E = I.

Self-organization has been correlated with an increase in order, i.e. a reduc-
tion of entropy [3]. If emergence implies an increase of information, which is
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analogous to entropy and disorder, self-organization should be anti-correlated
with emergence. We propose as the measure S = 1− I = 1− E.

We can define complexity C as the balance between change (chaos) and sta-
bility (order). We can use emergence and self-organization which respectvely
measure that. Hence we propose: C = 4 · E · S. The constant 4 is added to
normalize the measure to [0, 1].

For homeostasis H , we are interested on how all variables of a system change
or not in time. A useful function for comparing strings of equal length is the Ham-
ming distance. The normalized Hamming distance d measures the percentage of
different symbols in two strings X and X ′. Thus, 1−d indicates how similar two
strings are. To measure H , we take the average of these state similarities.

As it has been proposed, adaptive systems require a high C in order to be able
to cope with changes of its environment while at the same time maintaining their
integrity [5,4].X can represent the trajectories of the variables of a system and Y
can represent the trajectories of the variables of the environment of the system.
If X has a high E, then it would not be able to produce its own information.
With a high S, X would not be able to adapt to changes in Y . We propose

A = C(X)
C(Y ) , so that higher values of A indicate a higher C of a system relative to

their environment.
Details of these measures can be found in [1].

3 Results

The data from an Arctic lake model used in this section was obtained using The
Aquatic Ecosystem Simulator [8]. Table 1 shows the variables and daily data
we obtained from the Arctic lake simulation. The model used is deterministic,
so there is no variation in different simulation runs. There are a higher disper-
sion for variables such as temperature (T ) and light (L) at the three zones of
the Arctic lake (surface=S, planktonic=P and benthic=B; Inflow and outflow
(I&O), retention time (RT ) and evaporation (Ev) also have a high dispersion,
Ev being the variable with the highest dispersion.

3.1 Emergence, Self-organization, and Complexity

Figure 1 shows the values of E, S, and C of the physiochemical subsystem1. Vari-
ables with a high complexity C ∈ [0.8, 1] reflect a balance between change/chaos
(E) and regularity/order (S). This is the case of benthic and planktonic pH
(BpH ; PpH), I&O (Inflow and Outflow) and RT (Retention Time). For vari-
ables with high emergencies (E > 0.92), like Inflow Conductivity (ICd) and
Zone Mixing (ZM), their change in time is constant; a necessary condition for
exhibiting chaos. For the rest of the variables, self-organization values are low
(S < 0.32), reflecting low regularity. It is interesting to notice that in this system
there are no variables with a high S nor low E.

1 The variables were normalized to base 10 using the method described in [1].
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Table 1. Physiochemical variables considered in the Arctic lake model

Variable Units Acronym Max Min Median Mean std. dev.

Surface Light MJ/m2/day SL 30 1 5.1 11.06 11.27
Planktonic Ligth MJ/m2/day PL 28.2 1 4.9 10.46 10.57
Benthic Light MJ/m2/day BL 24.9 0.9 4.7 9.34 9.33
Surface Temperature Deg C ST 8.6 0 1.5 3.04 3.34
Planktonic Temperature Deg C PT 8.1 0.5 1.4 3.1 2.94
Benthic Temperature Deg C BT 7.6 1.6 2 3.5 2.29
Inflow and Outflow m3/sec I&O 13.9 5.8 5.8 8.44 3.34
Retention Time days RT 100 41.7 99.8 78.75 25.7
Evaporation m3/day Ev 14325 0 2436.4 5065.94 5573.99
Zone Mixing %/day ZM 55 45 50 50 3.54
Inflow Conductivity uS/cm ICd 427 370.8 391.4 396.96 17.29
Planktonic Conductivity uS/cm PCd 650.1 547.6 567.1 585.25 38.55
Benthic Conductivity uS/cm BCd 668.4 560.7 580.4 600.32 40.84
Surface Oxygen mg/litre SO2 14.5 11.7 13.9 13.46 1.12
Planktonic Oxygen mg/litre PO2 13.1 10.5 12.6 12.15 1.02
Benthic Oxygen mg/litre BO2 13 9.4 12.5 11.62 1.51
Sediment Oxygen mg/litre SdO2 12.9 8.3 12.4 11.1 2.02
Inflow pH ph Units IpH 6.4 6 6.2 6.2 0.15
Planktonic pH ph Units PpH 6.7 6..40 6.6 6.57 0.09
Benthic pH ph Units BpH 6.6 6.4 6.5 6.52 0.07

Since E, S,C ∈ [0, 1], these measures can be categorized into five categories
described on the basis of an adjective, a range value, and a color. The categories
are: Very Low ∈ [0, 0, 2]: red (dark gray in grayscale), Low ∈ (0.2, 0.4]: orange
(mid gray), Fair ∈ (0.4, 0, 6]: yellow (almost white), High ∈ (0.6, 0.8]: green
(light gray) and Very High ∈ (0.8, 1]: blue (almost black). This categorization is
inspired on the Colombian water pollution indices. These indices were proposed
by [7].

We can divide the variables in the following complexity categories:

Very High Complexity. C ∈ [0.8, 1]. The following variables balance S and
E: benthic and planktonic pH (BpH , PpH), inflow and outflow (I&O), and
retention time (RT ). It is remarkable that the increasing of the hydrological
regime during summer is related in an inverse way with the dissolved oxygen
(SO2; BO2). It means that an increased flow causes oxygen depletion. Benthic
Oxygen (BO2) and Inflow Ph (IpH) show the lowest levels of the category.
Between both, there is a negative correlation: a doubling of IpH is associated
with a decline of BO2 in 40 percent.

High Complexity. C ∈ [0.6, 0.8). This group includes 11 of the 21 variables
and has a high E and a low S. These 11 variables that showed more chaotic
than ordered states are highly influenced by the solar radiation that defines the
winter and summer seasons, as well as the hydrological cycle. These variables
were: Oxygen (PO2, SO2); surface, planktonic and benthic temperature (ST ,
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Fig. 1. E, S, and C of physiochemical variables of the Arctic lake model and daily
variations of homeostasis H during a simulated year.

PT , BT ); conductivity (ICd, PCd, BCd); planktonic and benthic light (PL,
BL); and evaporation (Ev).

Very Low Complexity. C ∈ [0, 0.2). In this group, E is high, and S is very low.
This category includes the inflow conductivity (ICd) and water mixing variance
(ZM). Both are correlated.

3.2 Homeostasis

The homeostasis was calculated by comparing the variation of all variables, rep-
resenting the state of the Arctic subsystem every day. The timescale is very
important, because H can vary considerably if we compare states every minute
or every month. The h values have a mean (H) of 0.957 and a standard devia-
tion of 0.065. The minimum h is 0.60 and the maximum h is 1.0. In an annual
cycle, homeostasis shows four different patterns, as shown in Figure 1, which
correspond with the seasonal variations between winter and summer. These four
periods show scattered values of homeostasis as the result of transitions between
winter and summer and winter back again.

3.3 Autopoiesis

Autopoiesis was measured for three components (subsystems) at the planktonic
and benthic zones of the Arctic lake. These were physiochemical (PC), limiting
nutrients (LN) and biomass (BM). They include the variables and organisms
related in Table 2, where the averaged C of the variables is shown.
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Table 2. Variables and organisms used for calculating autopoiesis

Component Planktonic zone C Benthic zone C
Physiochemical Light, Temperature, Con-

ductivity, Oxygen, pH
0.771Light, Temperature,

Conductivity, Oxygen,
Sediment Oxygen, pH

0.861

Limiting Nu-
trients

Silicates, Nitrates, Phos-
phates, Carbon Dioxide

0.382Silicates, Nitrates,
Phosphates, Carbon
Dioxide

0.338

Biomass Diatoms, Cyanobacteria,
Green Algae, Chlorophyta

0.937Diatoms, Cyanobacte-
ria, Green Algae

0.951

Figure 2 shows the autopoiesis of the two biomass subsystems compared with
the LN and PC. All A values are greater than one. That means that the variables
related to living systems have a greater complexity than the variables related
to their environment. While we can say that some PC and LN variables have
different effects on the planktonic and benthic biomass, we can also estimate
that planktonic and benthic biomass are more autonomous compared to their
physiochemical and nutrient environments. The very high values of C of biomass
imply that these living systems can adapt to the changes of their environments
because of the balance between E and S that they have.
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Fig. 2. A of biomass depending on limiting nutrients and physiochemical components

4 Conclusions

Measuring the complexity of ecological systems has a high potential. Current
approaches focus on specific properties of ecosystems. With a general measure,
different ecosystems can be compared at different scales, increasing our under-
standing of ecosystems and complexity itself.

We applied measures of emergence, self-organization, complexity, homeosta-
sis, and autopoiesis based on information theory to an aquatic ecosystem. The
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generality and usefulness of the proposed measures will be evaluated gradually,
as these are applied to different ecological systems. The potential benefits of gen-
eral measures as the ones proposed here are manifold. Even if with time more
appropriate measures are found, aiming at the goal of finding general measures
which can characterize complexity, emergence, self-organization, homeostasis,
autopoiesis, and related concepts for any observable ecosystem is a necessary
step to make.
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Abstract. Antimicrobial peptides are alternatives to inhibit biofilm formation, 
which is mediated by ica ADBC and regulated by IcaR, as a mechanisms of 
virulence of S. epidermidis involved in hospital-acquired infections. Peptides 
with biological activity analog to the IcaR protein were designed using the 
prediction program Antibp; their chemical synthesis was carried out by Nα-
Fmoc and the peptides were purified and characterized by RP-HPLC and 
MALDI-TOF. Red cells were used to determine their hemolytic activity. 
Peptides named IR1, IR2 and IR3, derived from IcaR, were characterized with a 
high degree of purity; their hemolytic activity was found to be less than 6 % and 
they were postulated as candidates with analog activity to the native IcaR 
repressor against the biofilm formation of S. epidermidis. Their low hemolytic 
potential, allow them to be use in future in vitro trials for therapeutic use. 

Keywords: cationic peptides, antibiofilm activity, IcaR, S. epidermidis. 

1 Introduction 

Antimicrobial peptides are nowadays considered an important part in clinical strategy, 
since they inhibit bacterial biofilm formation. Bacterial biofilms are resistant to most 
of the commonly available antibacterial agents [1, 2]. Staphylococcus epidermidis, 
known as a leading cause of sepsis in newborns, produces a polysaccharide 
intercellular adhesion (PIA) which in the presence of glucose favors biofilm 
formation [3]. Biofilm synthesis is mediated by ica ADBC operon and a negative 
regulator gen, icaR, with a helix-turn-helix (HTH) structural motif [4]. According to 
the simulation carried out in the SRING server (http://string.embl.de/newstring_ 
cgi/show_input_page.pl?UserId=IskH9N1aPbTO&sessionId=x6NILBgnr2_m) of the 
IcaR with other proteins, the mechanism of action ofIcaR and the antimicrobial 
peptides could unstabilize the biofilm or act on the bacterial cell walls or membranes 
by polarizing them [5]. Due to the need that exists to meet the demands of effective 
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antibiofilm therapy, cationic compounds such as peptides, could be promising 
candidates for development of antimicrobial agents. Their principal mechanism of 
action is thought to be either by t he  disruption of the cytoplasmic membrane, which 
kills bacteria swiftly and thoroughly,or by inhibiting the biofilm formation, hence this 
antimicrobial peptides capability to intervene in the mechanisms of virulence 
involved in hospital-acquired infections associated with S. epidermidis. 

2 Materials and Methods 

2.1 Design of Peptides 

Using the Antibp Server(http://www.imtech.res.in/raghava/antibp/) [1] and the 
original reported sequence for IcaR, a peptide named IR1 was designed. The original 
peptide sequence was modified and peptide parameters were recalculated utilizing 
The Antimicrobial Peptide Database (APD), which contains up to 2221 antimicrobial 
peptides(http://aps.unmc.edu/AP/main.php) [2], for the purpose of increasing the 
antimicrobial score of two new additional peptides to be synthesized, named IR2 and 
IR3. In order to improve the accuracy of secondary structure predictions, the 
following bioinformatic tools were used: GOR(http://gor.bb.iastate.edu/cdm/), 
Fragment Database Mining (FDM), GOR V, PSIPRED (http://bioinf.cs.ucl.ac.uk/ 
psipred/submit) and HelicalWheel [7]. The latter was employed to confirm the 
amphiphile configuration of the peptides [8]. 

2.2 Synthesis, Purification and Characterization of Peptides 

The peptides IR1, IR2 and IR3 were synthesized by Fmoc  
(9-fluorenylmethoxycarbonyl) solid-phase chemistry using a Rink amide resin; 
method previously described by Merrifield and modified by HoughtenSarin [5]. The 
crude peptides were purified by RP-HPLC (L7400 LaChrom Merck Hitachi) using a 
Waters RP-18 (5 µm) column. The purity of the synthetic peptides was confirmed by 
mass spectrometry (AutoflexBrukerDaltonicsMaldi-Tof) and they were analyzed in a 
circular dichroismspectropolarimeter in order to predict their predominant secondary 
structure [9]. 

2.3 Hemolytic Activity 

Hemolytic activity of the peptides was determined using red blood cells (RBCs),O-Rh 
positive. The determination was carried out as follows: 8 serial dilutions of a 50µg/µL 
solution of each peptide were prepared in two sets. Negative controls: insulin (non-
hemolytic peptide) and RBCsin a physiological saline solution; positive control: 
RBCs in distillated water. The results from the trials in a MS Excel Worksheet were 
analyzed with the GraphPad Prism 5.0 Trial Version® program(LA Jolla, CA, 
USA).Average hemolytic concentration was determined (CH50), which is the 
concentration of the peptide that produced 50 % of hemolysis of RBCsin suspension 
[10]. 
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value of the maximum concentration used in the test. The best result of the trials was 
found for IR3, showing a CH50 similar to that of the insulin, peptide known to be non-
hemolytic. A hemolytic activity of less than 6 % is evidence of reliability for the use 
of these peptides for in vitro trials. These findings would allow them to be used as 
active molecules or substances in the antimicrobial therapy and specifically  
as antibiofilm agents to be used as a possible medical treatment in human beings. 
High hemolytic activity of some peptides prevents their use from therapeutic 
treatment, evidencing the need for improvements in peptide design processes aiming 
to minimize this effect. 

4 Conclusions 

Antibacterial peptides emerge as an alternative for multi-drug resistant bacteria, 
partially due to biofilm formation which either causes a decrease in absorption of 
antibiotics or prevalence of infection. The antibiofilm effect of the peptides designed 
in this paper is a consequence of the aminoacid sequence, size, structure, cationic 
amphiphilic configuration, and the helical degree that increases the stability and 
peptide-binding potential to the bacterial membrane.  

Reducing the hemolytic potential of peptides allows them to be considered not only 
as “nonspecific comparative antimicrobial peptides” but part of the active molecules 
and substances universally used in therapeutic treatments. 

Therefore, and taking into account the antimicrobial score, low hemolytic activity 
for these peptides and their analog activity to the negative regulation of the native 
IcaR repressor; peptides IR1, IR2 and IR3 can be postulated as candidate molecules 
for new designs of pharmaceutical substances against the biofilm formation of S. 
epidermidis. 
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Abstract. The genomic sequences concatenations are the most used tool for 
phylogenetic studies; such arrangements are characterized by eliminating all 
gaps arising in the process of alignment to improve phylogenetic constructions. 
However, no studies dedicated to the analysis of the concatenations with gaps, 
as these regions represent genetic transformation events that are crucial evolu-
tionary events. For the concatenation analysis, nucleotide sequences of 11 spe-
cies of the genus Fusarium, were experimentally obtained. For each species we 
used sequences of 10 amplicons, corresponding to 10 genic regions. Later  
several permutations were generated, concerning the order of the sequences, to 
observe topologies changes on the resulting trees with minimal changes in the 
"Head to Tail" arrangements. Multiple alignment of the DNA sequences, were 
performed using the ClustalW algorithm. Subsequently a feasibility analysis of 
sequences for phylogenetic analysis method was generated based on the likelih-
ood-mapping tool using the Tree-puzzle-5.2 program. From this analysis, mole-
cular inferences from trees were made using MEGA5 software, through a 
Neighbor-Joining distance method with 1000 bootstrap replicates, to support 
the resulting trees. We observed that there is variation level in the trees using 
“Head to Tail" arrays, which prevents showing the uniformity of the resulting 
cluster, keeping alignment gaps regardless of the order of the array. So far, the 
results obtained indicate that the "Head to Tail" arrangements are subject to the 
order of the genomic sequences that comprise it, and they are susceptible to 
possessing a sequence difference relative to another; i.e., the input of a single 
species whose "Head to Tail" arrangement possesses a range of major change, 
in comparison to the others in terms of concatenated with gaps included, gene-
rates a considerable change in the output of the resulting tree. 

Keywords: Neighbor-Joining, ClustalW, Fusarium, Distance method, concate-
nations. 
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1 Introduction 

Currently, the method to construct phylogenetic trees regardless of the construction 
algorithm, is based on the global alignment of sequences with slight variations over 
time, such generated "head to tail" arrangements produce concatenated sequences 
which eliminates gaps, are therefore considered null information and therefore alters 
the final results [1]. 

This concatenated method without gaps is mathematically feasible, then the result-
ing tree topologies, regardless of the order of "Head to Tail" arrangement tend to re-
main intact [2], but it should be remembered that gaps are defined as possible events 
of genetic transformation of the sequences sometimes in the evolutionary history of 
the organisms studied [3] so as to eliminate such "non-data", is to remove information 
from a biological evolution [4]. This paper analyzes how gaps alter the results of the 
final topologies of the trees changing orders in various "Head to Tail" arrangements  
to determine how much this type of biological information comes in contrast to the 
mathematical analysis and bioinformatics. 

2 Materials and Methods 

Obtaining of sequences. Gene sequences were obtained from 11 species belonging to 
the genus Fusarium in Plant Biotechnology Laboratory of Nueva Granada Military 
University, the species used as a model for phylogenetic analysis were: Fusarium 
avenaceum, Fusarium culmorum, Fusarium equiseti, Fusarium foetens, Fusarium 
graminearum, Fusarium oxysporum, Fusarium proliferatum, Fusarium solani, Fusa-
rium sporotrichioides, Fusarium subglutinans and Fusarium verticillioides. The am-
plified regions belong to the next genes: β-tubulin (Bt), Elongation Factor 1α (EF), 
Cytochrome Oxidase (AHy), Ribosomal Intergenic Spacer region (ITS), Histone 3 
and Histone 4 (H3 and H4), and genic regions were used: (Bt1a [5] 5' TTC CCC CGT 
CTC CAC TTC TTC ATG3'/Bt1b[5] 5'GAC GAG ATC GTT CAT GTT GAA 
CTC3'), (Bt2a [5] 5'GGT AAC CAA ATC GGT GCT GCT TTC3'/Bt2b [5] 5'ACC 
CTC AGT GTA GTG ACC CTT GGC3'), (EF-1H [6] 5'ATG GGT AAG GAA GAC 
AAG AC3'/EF-2T [6] 5'GGA AGT ACC AGT GAT CAT GTT3'), (AHyFuF [7] 
5'CTT AGT GGG CCA GGA GTT CAA TA3'/AHyFuR [7] 5'ACC TCA GGG TGT 
CCG AAG AAT3'), (ITSFuF [8] 5'CAA CTC CCA AAC CCC TGT GA3'/ITSFuR 
[8] 5'GCG ACG ATT ACC AGT AAC GA3'; ITS-1 [8] 5'TCC GTA GGT GAA CCT 
GCG G3'/ITS-2 [8] 5'GCT GCG TTC TTC ATC GAT GC3'; ITS-1 [8] 5'TCC GTA 
GGT GAA CCT GCG G3'/ITS-4 [8] 5'TCC TCC GCT TAT TGA TAT GC3'; ITS-4 
[8] 5'TCC TCC GCT TAT TGA TAT GC3'/ITS-5 [8] 5'GGA AGT AAA AGT CGT 
AAC AAG G3'), (H3-1a [5] 5'ACT AAG CAG ACC GCC CGC AGG3'/H3-1b [5] 
5'GCG GGC GAG CTG GAT GTC CTT3'), (H4-1a [5] 5'GCT ATC CGC CGT CTC 
GCT3'/H4-1b [5] 5'GGT ACG GCC CTG GCG CTT3'). The alignment was done 
using the ClustalW algorithm [9]. 
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A priori and a posteriori analysis. With the aligned sequences, several “head to tail” 
arrangements were performed, in such way that each resulting concatenated possessed 
the gaps corresponding to the alignment carried out individually, did not align the 
new concatenated sequences because of lost information about gene transformation 
events [4]. 

The a priori analysis of the sequences was performed using concatenated likelih-
ood-mapping method analysis [10]. To do this we used the Tree-puzzle-5.2 program 
[11], this analysis was performed for sequences whose "Head to Tail" arrangement 
varied less than two changes in the order of the sequences to establish the behavior of 
the results with the minimal changes.  

A posteriori analysis was based on the distance tree construction with Neighbor-
Joining algorithm [12] using the MEGA5 software [13] with 1000 bootstrap replicates 
for statistical support [14]. Each tree was constructed using the concatenated obtained 
on a priori analysis based on the values given by the Bootstrap process. 

3 Results and Discussion 

Phylogenetic analysis a priori. The arrangements "Head to Tail" used for a priori 
and a posteriori analysis consisted of an arrangement whose order of the sequences 
produced by the pooling of amplicons belonging to the same gene, such that the re-
sulting concatenated outside binding sequences of the same gene and not amplicons 
dispersed in the array. A second arrangement "head to tail" consisted in the change of 
the order of amplicons corresponding to sequences of β-tubulin (Bt1a/Bt1b and 
Bt2a/Bt2b) which determined how the results varied with the introduction of varia-
tions like other sequences. 

Analyzing the sequences using the Likelihood-mapping analysis, showed that even 
with gaps the trees possess a prediction percentage sustainable for predicting a tree-
type topology and not for inconsistent as intermediate topology or star topology-type 
[15]. The first order of arrangement "Head to Tail" corresponded to the amplicons 
Bt1a/Bt1b, Bt2a/Bt2b, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b, 
ITS FuR/ITS FuF, ITS-1/ITS-2, ITS-1/ITS-4, ITS-4/ITS-5 according to the analysis 
reflected in the form of the triangle diagram based on probabilities for 7 basins [10], 
[15] (Fig. 1), shows that the sum of the probabilities of obtaining a topology defined 
is 97.6%, indicating that the alignment of the sequences having the characteristics 
necessary for phylogenetic analysis [15] (Fig. 1a). 

The second order of arrangement "Head to Tail" corresponded to the amplicons 
Bt2a/Bt2b, Bt1a/Bt1b, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b, 
ITS FuR/ITS FuF, ITS-1/ITS-2, ITS-1/ITS-4, ITS-4/ITS-5 (the difference with the 
first one is the order of Bt1 and Bt2 amplicons) and formulating the same analysis to 
the previous concatenated sequence, the result of the sum of the probabilities of ob-
taining one of the three topologies based in quartets analysis (n/4) [9], [14] (Fig. 1b), 
was 97.9%, which indicates that both arrangements "head to tail" are feasible to gen-
erate phylogenetic analyzes. 
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Fig. 1. scheme of the likelihood-mapping analysis obtained with the software Tree-puzzle-5.2, 
a) Analysis of concatenated comprising the sequences Bt1a/Bt1b, Bt2a/Bt2b, Ahy-
FuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b, ITS FuR/ITS FuF, ITS-1/ITS-2, 
ITS-1/ITS-4, ITS-4/ITS-5; b) Analysis of concatenated comprising the sequences Bt2a/Bt2b, 
Bt1a/Bt1b, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b, ITS FuR/ITS FuF, 
ITS-1/ITS-2, ITS-1/ITS-4, ITS-4/ITS-5. The central triangle is the probability of obtaining a 
star-type topology, the rectangles correspond to the probability for intermediate topology of the 
corners that are fully resolved topologies for analyzing quartets (n/4), where n is the number of 
sequences aligned. 

In Fig.1. can be seen, as despite getting a sum of probabilities, that favors fully  
resolved topologies for both sequences do not exist a probability that favors one of  
the topologies given by the study of quartets that defines the topology most likely 
[10], [15]. 

Phylogenetic analysis a posteriori. Building distance trees was done using MEGA5, 
to use the neighbor-joining algorithm with a Bootstap of 1000 replicates. The result-
ing trees were completely different from each other. The tree corresponding to the 
arrangement Bt1a/Bt1b, Bt2a/Bt2b, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, 
H4-1a/H4-1b, ITS FuR/ITS FuF, ITS-1/ITS-2, ITS-1/ITS-4, ITS-4/ITS-5 has a topol-
ogy more robust, sustained by Bootstrap values (Fig. 2a), in relation to distance tree 
generated using the second arrangement "Head to Tail" to the order of the sequences 
Bt2a/Bt2b, Bt1a/Bt1b, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b, 
ITS FuR/ITS FuF, ITS-1/ITS-2, ITS-1/ITS-4, ITS-4/ITS-5 (Fig. 2b), indicating that 
the order according to which it generates a concatenated sequence containing gaps, is 
considerably susceptible to change in the order of the sequences that make up an ar-
rangement preventing the formation of reported clusters [16], [17]. 

As can be seen in Fig. 2, the trees do not have a topology supported by bootstrap 
values and the clusters were inconsistent regarding previous reports for evolutionary 
relationships of the genus Fusarium species [14], [16], [17] . This is because the like-
lihood-mapping analysis was performed to validate the use of the sequences in a  
phylogenetic analysis, but not to give carriers to the internal branches of the trees 
[10], [15], therefore considered valid sequences for phylogenetic analyzes, although 
the concatenated sequences are susceptible to generate different results depending on 
the arrangement that compose. 

a) b) 
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Fig. 2. Evolutionary histories inferred from Neighbor-Joining algorithm, a) tree generated using 
the arrangement mentioned in Fig. 1a, b) tree generated using the arrangement mentioned in 
Fig. 1b, Bootstrap consensus tree from 1000 replicates analyzing 3274 positions, reference 
species (F. solaniand F. equiseti) shown with an asterisk (*). 

4 Conclusions 

The aligned sequences containing gaps, biologically related to the hypothesis of  
genetic transformation events, are crucial in the evolutionary process [4], but these 
gaps, are excluded in phylogenetic analyzes altering the possible biological interpreta-
tions [1]. With the results is established that concatenated sequences that maintain 
alignment gaps are valid for phylogenetic analyzes, but do not possess the necessary 
mathematical support to generate specific topologies and well established to support 
evolutionary relationships of the genus Fusarium reported in previous studies [16], 
[17]. 
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Abstract. An application has been developed for automatic segmen-
tation of Potyvirus polyproteins through stochastic models of Pattern
Recognition. These models usually find the correct location of the cleav-
age site but also suggest other possible locations called false positives.
For reducing the number of false positives, we evaluated three methods.
The first is to shrink the search range skipping portions of polyprotein
with low probability of containing the cleavage site. In the second and
third approach, we use a measure to rank candidate locations in order
to maximize the ranking of the correct cleavage site. Here we evaluate
probability emitted by Hidden Markov Models (HMM) and Minimum
Editing Distance (MED) as measure alternatives. Our results indicate
that HMM probability is a better quality measure of a candidate location
than MED. This probability is useful to eliminate most of false positive.
Besides, it allows to quantify the quality of an automatic segmentation.

1 Introduction

The viruses of the family Potyviridae are single stranded RNA having a se-
quence that contains a single ORF that encodes a polyprotein. This polyprotein
is processed by three virus-encoded proteinases to form ten mature proteins [1]
called: P1, HC-Pro, P3, 6K1, CI, 6K2, VPg, NIa, NIb, CP. The places where a
polyprotein is cut to originate mature proteins are called cleavage sites.

The prediction of cleavage sites allows the isolation of specific segments, the
annotation of new sequences, and the comparison of all these findings with ex-
isting databases such as GenBank and PDB. Our previus work has focused on
the evaluation of multiple modeling techniques to build an automatic segmenta-
tion tool that can predict cleavage site using information from primary structure
only.

We have developed an automatic segmentation system based on Hidden
Markov Models (HMM) [4], which commonly suggests several possible options
for the location of a cleavage site. The purpose of this article is to show how to
decrease the number of false positives, maximizing the ability to select the right
location for each site. First, we briefly describe the segmentation system. Then,
three independent approaches to reduce false positives and distinguish them of
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the real site are presented. Afterwards, we introduce experimental results of ap-
plying each method and an analysis of them. Finally, we propose the conclusions
of this work.

2 Segmentation System

The proposed segmentation system takes as input an unsegmented polyprotein
of Potyvirus for which we want to find their cleavage sites. The expected output
of the system is a collection of tuples showing the locations of cleavage sites and
their names.

There are two stages for the segmentation system: training-time and run-
time. Training-time corresponds to the stage where the system is still under
construction, the parameters of their internal models are being estimated. Run-
time corresponds to the stage when the segmentation system has been assembled
and is ready for use segmenting polyproteins.

Our automatic segmentation software is built using multiple classifiers based
on HMM. We assemble a classifier for each of the nine cleavage sites recognized in
Potyviruses. Each classifier is used to determine the sites in amino acid sequence
with high probability to be cleavage sites. Each classifier consists of several HMM
and a voting system to decide if a given location is a suitable cleavage site.

We construct two datasets: the training dataset: which is used to train the
HMM, and testing dataset: which is used to measure the generalization ability
achieved by the trained models. The HMM are trained using the parameter
estimation algorithm Baum-Welch [5].

In order to segment a complete polyprotein at runtime, we must slide a window
across the sequence to get all samples from it. Then, samples are evaluated one by
one through the classifiers and thus we obtain samples having high probability of
containing the cleavage site. The location of the samples in the original sequence
indicates the location of potential cleavage sites predicted by the classifier.

3 Methods

Because the prediction system can propose multiple locations for the same cleav-
age site, we propose three heuristics to discard false positive keeping the most
probable locations of the actual site. We try several approaches using available in-
formation about tagged sequences: statistical information, distance measurement
and probability. The rest of the section describes the most promising approaches.

3.1 Search Range Stretching

Since the order of appearance of the segments in the polyprotein is usually the
same, each cleavage site typically appears in a specific region of the sequence.
Therefore, it is possible to restrict the search range for each site saving computing
time and removing some false positives.
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Table 1. Minimum and maximum location for each cleavage site found into tagged
sequences. Computed initial and final location of the resulting search range.

Cleavage Site Minimun Maximum Initial Position Final Position

P1—HC-Pro 211 745 137 819

HC-Pro—P3 652 1147 621 1178

P3—6K1 704 1499 648 1555

6K1—CI 1065 1551 965 1651

CI—6K2 1386 2194 1248 2296

6K2—VPg 1572 2247 1549 2270

VPg—NIa-Pro 1806 2439 1783 2462

NIa-Pro—NIb 2147 2682 2124 2732

NIb—CP 2534 3203 2482 END

We extract the real location of cleavage sites for 445 tagged sequences. Then,
we calculate the minimum and maximum location for each cleavage site (see
Table 1) and the length of each segment. We calculate the average length and
standard deviation of the length for each segment. Based on these informations
we establish a search range using the minimum and maximum locations. To
reduce the probability that the correct cleavage site gets excluded, we broaden
the search range subtracting the standard deviation from minimum location
to obtain a new minimum value. Similarly, we add the standard deviation to
maximum location to obtain a new maximum value. Resulting search ranges are
presented in Table 1.

3.2 Output Sorting by Minimum Editing Distance

The Minimum Editing Distance (MED) [6] algorithm measures a distance be-
tween the candidate sample and the most common pattern for the cleavage site
called the reference sample. There is a reference sample for each cleavage site.

For example, if we seek the cleavage site P1—HC-Pro, we must compare all
candidate windows with the reference sample. Because the samples compared
have the same length, the penalty in the MED algorithm comes mainly from the
substitution component. However, there are substitutions between amino acids
that can be penalized less severely than others. The amino acids are classified
in different groups according to the properties of their side chain. One amino
acid may belong to several amino acid groups. Therefore, the criteria for deter-
mining the penalty of the distance measure is based on the number of common
groups between candidate sequence and the corresponding reference sample. If
the number common groups is 0, the penalty is 1. If there is 1 group in common,
the penalty is 0.5. Otherwise, if number common groups is greater than 1, then
penalty is found as 0.5− 0.5n

9 where n indicates the amount of common groups.
This criterion is used to sort candidates with respect to their distance to the

reference. A short distance is understood as a high confidence on the candidate.
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So we can sort candidates in ascendent order and the first candidate is assumed
to be the best.

3.3 Output Sorting by HMM Probability

This approach is based in a feature of our classifiers based on HMM, they com-
pute the probability of the existence of a cleavage site in a given sample. So, this
probability may be used to compare candidates. A high probability of acceptance
means a high confidence on the candidate. Sorting candidates in descending or-
der, the first one should be the best.

4 Results

To compare the effectiveness of sorting orders, we applied both measures: distance
and probability to the segmentation of 445 complete polyproteins. The segmen-
tation system produces a list of candidate locations for each cleavage sites. Those
lists are ordered with both criteria. Then, we search the real location for each site
in each sequence, since the actual location appears in the candidates list almost
always. Figure 1 and figure 2 shows the result of this task for one sequence. In
figure 1 distance is the ordering criterion, and probability in figure 2. We can see
that the length of candidates lists is variable. Besides, according to the ordering
criterion the real location may be next to the top or far of it.
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Fig. 1. Results of candidate list sorting by HMM probability

Once a real location is found, we consider its position in the ordered list as a
measure of the effectiveness of the ordering criteria and as a bound to the number
of false positive that we must maintain to avoid discarding the real location.

Given a cleavage site, we calculate the fairest position of the real location in
the ordered candidates list for each sequence. This number is an upper bound of
the number of candidates we should not eliminate in order to guarantee that we
will not eliminate the real location. Table 2 shows these bounds calculated from
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Fig. 2. Results of candidate list sorting by Minimum Editing Distance

lists ordered with each criterion. Notice that probability ordering leads to shorter
candidate lists which containing the actual location. It means that probability
is a good measure to distinguish a good candidate from a false positive. In order
to evaluate more tightly this hypothesis, we count how many times the actual
location equals a given element into sorted candidates list using our sequence
set. Table 3 shows the results obtained.

Notice that more than 90% of the cleavage sites are predicted into the three
first options in candidates list, it allows to present to biologists a few possibilities
highly probable for the location of the cleavage site.

Table 2. Maximum position for each actual cleavage site and criterion into
sorted list of candidates. S1:P1—HC-Pro, S2:HC-Pro—P3, S3:P3—6K1, S4:6K1—CI,
S5:CI—6K2, S6:6K2—VPg, S7:VPg—NIa-Pro, S8:NIa-Pro—NIb, S9:NIb—CP.

Criteria S1 S2 S3 S4 S5 S6 S7 S8 S9

Minimum Editing Distance 19 6 8 8 7 19 15 41 43

Probability 6 5 3 5 5 5 10 16 27

Table 3. Match count for each position of candidate list using average probability
from HMM classifiers. Columns means cleavage sites. Rows represent index into candi-
date list. S1:P1—HC-Pro, S2:HC-Pro—P3, S3:P3—6K1, S4:6K1—CI, S5:CI—6K2,
S6:6K2—VPg, S7:VPg—NIa-Pro, S8:NIa-Pro—NIb, S9:NIb—CP.

Positions S1 S2 S3 S4 S5 S6 S7 S8 S9

1 358 416 420 410 419 404 221 324 208

2 16 10 4 7 4 11 149 80 185

3 22 3 1 4 1 26 3 5

4 2 1 3 1 1 4 3 6

5 1 2 1 1 2 7 8

6 1 6 1 9
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The tables 2 and 3 show that probability is not only a good criterion for
ordering of candidates but also a measure that allows to discover the real location
among other candidates. Even in cases where the best probability candidate does
not match with the real location, candidate usually is near to the actual position.
We use these results to suggest to biologists the most confident segmentation,
choosing the first element of the candidate list for each site and putting them
together.

5 Conclusions

Bounding of searching ranges saves computational cost and limits the number
of false positives. Besides, using a measure of the quality of candidate locations
allows to trim most of false positive without eliminate the real location from
the list. Probability of acceptance is a very accurate criterion and it allows not
only to purge candidates lists but also to propose a high quality automatic
segmentation for a polyprotein.

Finally, the product of the probabilities of each prediction in the segmentation
is a quantitative measure of the quality of the segmentation as a whole. This
additional information may be useful to biologists when using the segmentation
system.
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Abstract. A mathematical model that describes the oscillatory dynamic expe-
rimentally observed in the volumetric flows of CO2/O2 during photosynthesis is 
used in order to study the response of the photosynthetic process to changes in 
the external temperature. The model allows modeling steady, oscillatory and 
damped transitions between states, in relation the flows of matter and the sub-
strate concentrations, but in order to study the effect of temperature, we added 
the energy balance equation to the model and we took the entire photosynthetic 
process to the scale of a reactor chloroplast. Variation in external temperature is 
carried out in different ways and. in order to analyze the photosynthetic model’s 
response to thermal changes; we choose the variation in the generation of en-
tropy as the second law criteria. Results show that entropy generated during the 
heating process is specific to the way it’s carried out and that the system reacts 
more efficiently in response to a Fourier heating. 

Keywords: photosynthesis, entropy production, climate change. 

1 Introduction 

Plants can carry out photosynthesis at wide temperature intervals, for example be-
tween 0°C and 30°C for plants adapted to cold temperatures [1] and between 15°C 
and 45°C for plants in arid environments such as deserts [2]. However, for most of the 
biomass available in our planet, optimal temperature for the photosynthetic process is 
between 20 and 35 Celsius. The photosynthesis efficiency is affected by the saturation 
of sunlight, the composition of atmospheric gases and temperature [3]. Climate 
change and gases from greenhouse effect are considered destabilizing factors for eco-
systems with adverse future consequences over diversity and the available biomass 
[4-5]. Facing the complexity of photosynthesis, an experimental work is carrying out 
with the purpose of understanding the main regulatory steps of this process in C3 and 
C4 type of plants at a molecular level, in order to be able to design alternatives that 
counter adverse external processes that affect the plant’s photosynthetic performance, 
as has been suggested for the catalytic activity of RuBisCO enzyme through genetic 
modifications [6]. Temperature is a control parameter of productivity and distribution 
of the photosynthetic organisms in our planet, which affects the assimilation capacity 
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of RuBisCO in plants, electron transport chain and the metabolic capacity of the Cal-
vin’s cycle, and regeneration of inorganic phosphate [7], these steps are determinant 
for the distribution, quantity and quality of the biomass. Parallel to the experimental 
work carried out in the study of the effect of temperature in photosynthesis [8-9], it is 
important to work with mathematical models in order to contribute to the understand-
ing of kinetic, dynamic and energetic aspects of the process [10-13]. 

In this work, we used a simplified model proposed by Dubinsky et al. [14] to study 
the photosynthesis’ response to external changes in temperature in an interval be-
tween 298,15 K and 313,15 K carried out in different ways: isothermal change , linear 
heating, Fourier heating and periodical variation. In order to analyze the processes’ 
response, we used as second law criteria the rate of generation of entropy due to irre-
versible processes that take place during photosynthesis [15-16], for this purpose, we 
added the energy balance equation to the mathematical model and scaled the entire 
process to the level of a reactor chloroplast in which processes of mass transfer, flow 
of heat and enzymatic reactions take place. 

2 Model of Photosynthetic Oscillations 

The model used is proposed by Dubinsky (2010) [14], which is mainly based on 
Roussel et al’s [17] the experimental results, which prove the real existence of an 
oscillatory regime in Nicotiana Tabacuma leaves in dark phase of photosynthesis, 
specifically in the coupling between the process of CO2 assimilation and photorespira-
tion where RuBisCO enzyme acts as a switch between the two processes. This model 
allows studying different dynamic states of photosynthesis and includes only the step 
of CO2 assimilation of the enzyme RuBisCO, an outflow and the subsequent con-
sumption of sugars. The model equations are (Eq. 1-2), 

 
 / 1/5 /   (1) 
 /     (2) 

 
where  and  represent the molar concentration of carbohydrates and CO2 respec-
tively,  is the maximum rate of consumption of sugars,  is Michaelis-
Menten’s constant of the pseudo enzyme that models the total consumption of sugars, 

 is CO2 diffusion coefficient from the external medium to the chloroplast,  is 
CO2 concentration in the external medium and  is the kinetic constant of the CO2 
assimilation reaction (carboxylation of ribulose 1,5-biphosphate  - RuBP -).   

3 Methods 

To include the effect of temperature on the model, the chloroplast is considered as an 
idealized open reactor, at constant volume, wherein the photosynthesis processes 
takes place as a mixture of homogenous reaction in liquid phase and with constant 
agitation, exchange of matter and energy through the walls, as shown in Fig.1. In 
order to include the energy balance in the reactor chloroplast, we considered enthalpy 
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changes due to flow of CO2, exergonic changes of RuBisCO reaction enthalpy 
( ∆ 21.3 /  enthalpy of enzyme-substrate binding ( ∆ 56.5 /

) and protonation enthalpy (∆ 30 / ); whereas for transfer of energy 
through the walls, Newton’s law of cooling was used. The energy balance that in-
volves all terms previously mentioned is shown in (Eq. 3), 

 / ∑ ∑ ∆ ∆ ∆  (3) 
 

The heat transfer coefficient, U, is taken as control parameter of the dynamic of the 
process. Temperature modifies the reaction kinetics by means of the kinetic constants 

 and  , which we consider to follow Arrhenius law as follows: ,  / 1/ 1/ , ,  / 1/ 1/ , 
where  is the reference temperature for the initial value of constant  y . The 
effect of the variation of the external temperature on the photosynthesis model is eva-
luated by means of different temperature profiles in variable  of (Eq. 3), these vari-
ations are expressed as temperature functions, with lineal, exponential or Fourier’s 
profiles, and periodic temperature values between 298 and 313 K. Functions used in 
order to model heat profiles or external temperature are: (a) linear: 0.1136 276.075, (b) Fourier: 313 209.65 313 0.01  and 
(c) sinusoidal: 7.5 /12 1 305.65 . To study the model’s 
response to changes in the external temperature through the second law of thermody-
namics, it is necessary to use the formalism of thermodynamics of non-equilibrium 
processes in order to calculate the rate of generation of entropy of the different stages 
of photosynthesis [15,16]: heat transfer ( / ) and mass transport ( / ) 
(Eq. 4-5), for Dubinsky et al’s model, 

 
 / /      (4) 

 / ln     (5) 
 

Global generation of entropy in the photosynthesis model is the sum of the contribu-
tions of each irreversible process,  / / , and it is evaluated in 
relation to the external temperature, and taking the coefficient of heat transfer, U, as 
the control reference will allow us to analyze the answer of photosynthesis with ther-
modynamic efficiency criteria. Average generation of global enthalpy and by heat 
transport for oscillatory states is calculated using the equation:  1//  , with   being oscillation period. Values of the equation’s para-

meters (Eq. 1-2) were taken from [14] for Dubinsky’s model, and the rest of the pa-
rameters of (Eq. 3) were estimated and adjusted to the scale of a reactor chloroplast, 
as follows: 10  ,  2.5 , 0.25 , _ 5 ,  _  15 , 

.
, 1.88 10 , 4.18 10 , 7.5 / , 0.037 / , 6.5 10 / . The initial tem-

perature of the system is 302 K. 
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Fig. 1. Schematic representation of photosynthesis in an open reactor chloroplast 

4 Results 

Fig 2 shows the variation of the entropy generated in relation to the external tempera-
ture for two values of the coefficient of heat transfer U. These values of U were chosen 
based on a previous analysis of the model’s time series, and they are characterized by 
taking the system to dynamic states of sustained (U=10 W/m2K) and damped (U=40 
W/m2K) oscillations. Fig 2. shows the existence of a maximum that concurs with the 
transition of the dynamic range from states of damped to sustained oscillations which 
indicates in both cases that the external temperature favors the system’s sustained os-
cillatory dynamic of the photosynthetic system, furthermore, it can be noted that this 
oscillatory dynamic is characterized by presenting low levels of global generation of 
entropy, which indicates a better use in photosynthesis’s energetic processes.  

 

 

Fig. 2. Global generation of entropy in relation to isothermal increase of external temperature 
evaluated to two values of the parameter U: 10 W/m2K and 40 W/m2K 

Fig. 3(a-c), show the effect of different heating profiles over the system, starting 
from a value of constant external temperature of 298K, a state characterized by the 
presence of a dynamic of damped oscillations for the flows of CO2/O2, with a U=38 
W/m2K. The evaluation interval of the linear and periodic heating profile was the 
same (193 – 325 seconds), whereas for Fourier’s heating profile it was (193-1223.9 
seconds), both intervals allow a variation of the external temperature from 298 K to 
313 K. A transition or change of dynamic regime, from steady states to sustained 
oscillations in the point where external temperature is approximately 301K always 
takes place in these evaluation intervals of each heating profile. For the generation of 
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entropy due to heat transfer (grey line Fig. 3(a-c)), we can see how its average starts 
decreasing as sustained oscillations begin and they increase the system’s temperature. 
This effect is observed for the evaluation of the three heating profiles (Fig. 3(d)).  

 

 

  

Fig. 3. Effect of different heating profiles (linear, Fourier and periodic) over the efficiency of 
the photosynthetic system (a), (b), (c), the dark line indicates the system’s temperature, the grey 
line indicates the effect on the generation of entropy due to heat transport, the area between the 
dotted vertical lines indicates the time of the profile disturbance. (d) Linear, Fourier and sinu-
soidal periodic heating. 

In Fig 3 we see important differences in the corresponding value of average gener-
ation of entropy due to transfer of heat in the heating interval, with the values: 
<σheat> =3.38 kW/K (Fig. 3(a)) for linear heating, <σheat> =3.04 kW/K (Fig. 3(b)) for 
Fourier heating, and <σheat> =9.19 kW/K (Fig. 3(c)) for periodic heating. These values 
show that facing a natural heating, such as the one described by the phenomenological 
processes of heat transfer, such as Fourier’s type, the system responds with a minor in 
the generation of entropy.  

5 Conclusions 

After using the model proposed by Dubinsky et. al. (2010) for the study of the effect 
of changes in the external temperature on photosynthesis at the scale of a chloroplast, 
with the purpose of modeling the global warming phenomenon, results indicate that  
in relation to the increase in the external temperature, transition towards dynamic 
oscillatory states helps upholding the performance of the photosynthetic process. In 
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relation to fluctuating variations in the external temperature, this work indicates that, 
compared to other possible heating profiles, Fourier-type heating is the one that al-
lows a better adaptation of the plant and therefore a better response of photosynthesis. 
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Abstract. A cubic autocatalytic model is used in order to study thermogenesis 
of a metabolic process driven by hydrolysis of ATP, with the purpose of model-
ing temperature gradients measured experimentally in living cells that carry out 
the active transport of the Ca2+ ion. The model was taken to the scale of a living 
cell and the equation of energy balance was added in order to incorporate the 
effect of temperature in the process dynamic. A second law analysis was ap-
plied in order to determine the dynamic state and the value of the bifurcation 
parameters that favor efficiency of the system’s thermogenic activity. Heat 
pulses generated with the model were studied in a 2-D array of 101x101 cells 
with radii of 50nm each. Results show that at distances inferior to the 300 nm of 
the cell with thermogenic activity, temperature gradients that range between 
0.3K and 1K can be achieved, depending on the values of the bifurcation para-
meters, gradients that are in accordance with those measured experimentally. 

Keywords: thermogenesis, calcium transport, ATP hydrolysis, entropy  
production. 

1 Introduction 

Metabolism of the skeletal muscle has a determining role in the regulation of the 
body’s energetic consumption when in resting state and the homeostasis of the body 
temperature. There’s still uncertainty regarding the mechanism responsible of the 
metabolic regulation and the thermogenic activity of the skeletal muscle, but experi-
mental evidences indicate that the catalytic cycle of Ca2+-ATPases -SERCA- plays an 
important role in these processes. Skeletal muscle Ca2+-ATPases modulate free ener-
gy obtained from the hydrolysis of ATP, whether they dissipate it completely as heat, 
they use it for the active transport of ions or they store it as osmotic work in the Ca2+ 
gradients [1,2]. Calorimetric experiments show that the amount of heat dissipated 
through the SERCA Ca2+-ATPases of the skeletal muscle is function of some mem-
brane proteins and the ion gradients [2]. This thermodynamic ability of Ca2+-ATPases 
-SERCA- has been with classic thermodynamics in order to estimate the temperature 
gradients that can be generated during the active transport [3] and to develop a non-
equilibrium thermodynamic theory that allows understanding the phenomenological 
coupling between the different processes involved: hydrolysis-synthesis of ATP,  



116 J. Cerón-Figueroa, V.A. López-Agudelo, and D. Barragán 

active transport of ions and flow of heat [4-5]. In this work we will use a dynamic 
model of enzymatic hydrolysis in order to model temperature gradients that have been 
measured experimentally. 

2 Model with Cubic Autocatalysis 

The enzymatic cubic autocatalytic model is based on Selkov's scheme proposed to 
explain oscillations during glycolysis, which supposes that enzyme PFK hydrolyzes 
ATP in the presence of λ molecules of ADP linked to its molecular structure and obey 
to the law of mass action (Eq. 1 – 3) [6],               ;                    ,   (1)   2   3   ;             ,   (2)   ;                                ,  (3) 

where S≡ATP, P≡ADP, Sf and Pf  are the concentrations of the inflow reactants. In the 
system that is being modeled, the enzyme, a cubic autocatalytic hydrolysis is carried 
out,   2   3 , in a region of the intracellular space with permanent availability 
of reactants Sf  and Pf which are administered at constant rate with kinetic constants 
k1 y k3  respectively. Species S and P exit the system towards the intracellular space at 
a rate determined by kinetic constants k-1 and k-3 respectively. A schematic representa-
tion of the model is shown in Fig.1 with the purpose of giving contexts to its mean-

ing. Hydrolysis of ATP is exergonic with a ΔrH= -20.5 kJ/mol [3], this energy is  
released in the system and transferred to the surroundings as heat promoting the surge 
of temperature gradients. The effect of temperature in reaction kinetic is incorporated 

with the following Arrhenius equation, , ,, exp  °° , where ° is the refer-

ence temperature for the initial value of the constants , .The system’s change in 
temperature is calculated from the energy balance of the interaction between the  
system, the enzyme, and its surroundings, the intracellular space, so the cubic  
autocatalytic model is described through the following equations (Eq. 4-6):  

   (4)     (5)  

 
  (6) 

In the energy balance (Eq. 6) only the reaction enthalpy of cubic autocatalysis is con-
sidered, for this reason, changes in enthalpy associated to flow of reactants and proto-
nation of the pH buffer are not taken into account.  

The values of the equation's parameters (Eq. 4-6) were established for a real bio-
logical system at the scale of an only living cell, as follows: k1=8x10-3 ; k-1=5x10-5 ; 
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k2=2.5x10-2 ; k-2=2x10-2 ; k3=1x10-3 ; k-3=9x10-3 ; Ea1=2x104 J mol-1 ; Ea-1= 25x103 J 
mol-1 ; Ea2=8x104 J mol-1 ; Ea-2=81x103 J mol-1 ; Ea3=2x104 J mol-1 ; Ea-3=25x103 J 
mol-1 ; m=2.908x10-17 moles ; A=3.141x10-12 m2 ; V=5.236x10-16 L ; Cp=75.31 J mol-1 
K-1 ; ΔrH(S+2P3P)=-20.5 kJ mol-1. The initial temperature of the intracellular space is 
T•=298.15 K.  

Parameters Sf  and Pf , and U, are control parameters that determine the dynamic 
states of the process. The model with cubic autocatalysis may exhibit a wide range of 
dynamic states: stable steady states, sustained oscillations and damped oscillations, 
and in all of them enthalpy is dissipated. For this reason, in order to decide which 
dynamic state the system must be in in order to study thermogenesis, we choose as 
criteria the generation of entropy during the process of enzymatic hydrolysis. The 
thermodynamic analysis is carried out by calculating generation of entropy due  

to each of the following irreversible processes [7]: chemical reaction    , flow of reactants __  and transfer of heat UA 

 . The second law 

thermodynamic efficiency of a process is maximized in the direction in which the 
generation of entropy is minimized because of the irreversibilities, so the behavior of 

the total generation of entropy, σ S
 , in relation to the control 

parameters of the process allows to carry out a first approach in order to establish the 
dynamic state thorough which the system takes optimal advantage of energy [8]. 

 

Fig. 1. Schematic representation of the cubic autocatalytic model: from molecular to mathemat-
ical cell biology 

3 Methods 

The system of differential equations proposed for the model with cubic autocatalysis 
(Eq. 1-3) was transformed to its reduced form by the following variable changes: 

,   ,  ,   ,  , the following system 

of dimensionless equations was obtained (Eq. 7-10): 1     (7) 

      (8) 1   (9) 
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1  (10) 

where the parameters of the previous equations (Eq. 7-10) are given by the following 

relations: 
_

 , , _
, ,  

_ , , 

 ,   . In (Eq. 10) the terms on the right corresponds to the generation 

of entropy by: chemical reaction, transfer of heat and the third one between brackets 
to the flow of reactants. All systems of differential equations were solved numerically 
using the DLSODE subroutine, in order to analyze time series and the model’s bifur-
cation diagrams as a function of parameters Sf, Pf and U, then the generation of entro-
py was calculated and the modeling of the propagation of heat pulses was carried out. 
For the analysis of the propagation of heat through space and time, a 2-D array of 
101x101 cells was designed, each cell having a radii of 50nm, in a space that’s not 
continual but discreet, as the Fitzhugh-Nagumo type. Initially, the whole array is at a 
temperature of 298.15 K and in the cell located at the center, position (50,50), the 
reaction takes place over a Von Newman type of neighborhood. 

4 Results 

Fig. 2 shows the diagram of bifurcations for the system of equations 7-9.  

 

Fig. 2. Bifurcation diagrams of the cubic autocatalytic model, for parameters: (a) Pf, inflow of 
ADP ; (b) Sf , inflow of ATP ; (c) U, global heat transfer coefficient. p* corresponds to dimen-
sionless ADP concentration in the cell. The parameter values are: Sf =1x10-2 mol L-1 (for (b) and 
(c)); Pf =2x10-3 mol L-1 (for (a) and (c)) and U = 0.1 mW m-2 K-1 (for (a) and (b)). 

The points of control parameters Sf, Pf and U for which the system makes the tran-
sition between stable steady states and oscillations are indicated in the curves of the 
figure, as follows: Fig 2(a) shows that when the parameter Pf  is increased, the sys-
tem switches from sustained oscillations (the two curves before the bifurcation point 
show the maximum and minimum values during the oscillation and they come togeth-
er until they reach a stable value) to steady states, however, curves of Fig.2(b) and 
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2(c), show that when parameters Sf  and U are increased, the system makes a transi-
tion from stable steady states to sustained oscillations. Steady states close to the bifur-
cation point are reached through damped oscillations, for any of the parameters. For 
this system model there is wide range of possible combinations between values of the 
bifurcation parameters, this allows having a set of steady and oscillatory states with 
different amplitude and frequency for each variable. With either of the two dynamic 
states heat waves that propagate through a medium can be generated; however, in 
order to choose one, the criteria used will be the generation of entropy due to irrevers-
ible processes. We compared generation of entropy between states in relation to the 
bifurcation parameters. Fig. 3 shows the thermodynamic transition between steady 
and oscillatory states for the model (Eq. 7-9) in relation to the parameter U. This re-
sult shows with second law criteria that oscillatory states are more efficient, as they 
generate less entropy. Based on this result, it has been decided to model the propaga-
tion of the heat generated by the system when it is in an oscillatory state.  

 

Fig. 3. Thermodynamic transition from the stable steady states to the sustained oscillatory 
states in the cubic autocatalytic model, with Sf =1.7x10-2 mol L-1 and Pf = 2x10-3 mol L-1. The 

entropy production was computed with the equation, σ . 

(a)  (b)  (c)  (d)  

(e) 
 

 

(f)  

 

Fig. 4. Thermal wave propagation triggered by the cubic autocatalytic model. The sequence of 
snapshots corresponds to: (a) τ=602 ; (b) τ=674; (c)τ =755; (d) τ=827. The color temperature 
scale is showed in (e) and, the temperature sensed at 223.6 nm to the heat source is showed in 
(f). The parameter values are: Sf =1.7x10-2 mol L-1,  Pf = 2x10-3 mol L-1; U=0.1 mW m-2 K-1.  
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Fig. 4 shows different snapshots in time of the propagation of the heat wave gener-
ated by the hydrolysis model with cubic autocatalysis from a cell with radii of 50nm 
located at the center of a 2-D array of 101x101 cells. In the dimensionless time scale, 
it can be observed that there is a difference in temperature gradients (see Figure 4 (e)) 
between Figure 4 (a) and Figure 4 (d) which is due to a change in the intensity of the 
oscillation in the model dynamics, as shown by the time series of Figure 4 (f) for a 
point located at 223.6 nm below the center of the array. Depending on the values used 
for the bifurcation parameters, temperature gradients between the cell located at the 
center and its neighbors at less than 1000 nm can be of up to 1K. 

5 Conclusions 

Based on the dynamic model with cubic autocatalysis at the scale of a real cell and 
with values of the parameters adjusted to physiological conditions heat waves were 
modeled from the enthalpy released from ATP hydrolysis. The result constitutes a 
computational evidence that supports the experimental results reported in the studies 
on the origins of thermogenesis in living things and the temperature gradients present 
at the cellular level [9,10], such as those measured in skeletal muscle cells.  
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Abstract. The development of technologies for massively disclose genetic  
information stored within cells generated the genomics revolution, where eve-
ryday exponentially growing databases with the description of the chemical 
structure of novel genes obtained with the automated nucleic acid sequencing. 
Each of these sequences is necessary to assign a function, in a process known as 
gene annotation comparing information of unknown sequence with sequences 
previously studied in the laboratory. This will identify candidate genes asso-
ciated with traits of interest such as disease susceptibility or resistance, adapta-
tion to the environment or animal or plant production. Given the volume of  
information, it is necessary that this be presented in a structured way so that 
such comparisons can be performed by computer agents quickly and it is open 
to the possibility of generating new knowledge by finding features and novel re-
lationships between genes. This paper aims to present a bioinformatic applica-
tion for functional relations search of transcriptome for coffee genetic material 
provided by the Coffee Investigation Center (CENICAFE), using the Bio2RDF 
biological database, applying new standards for LOD (Linked Open data)  
necessary to communicate effectively with other reference databases already 
operating under the scheme or Semantic Web. 

Keywords: functional gene networks, Semantic Web bioinformatics, Linked 
Data, Bio2RDF. 

1 Introduction 

The cultivation of coffee is the source of income of 20 million people worldwide and 
generates a million direct jobs in Colombia [1]. The country is cultivated Coffea 
called Arabica that produces mild coffees, which is threatened by disease and  
pest problems, such as rust and bit, climate change, loss of biodiversity, and high 
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production costs. One response to these challenges is the generation of new coffee 
varieties that retain the best agronomic characteristics of traditional varieties, but 
which incorporate genetic advantages that allow them to overcome the drawbacks 
without further intervention from you growers. These advantages are represented 
physically genetic genes, which are the information units that are inherited between 
generations, and which chemically corresponds to nucleic acid strands that are stored 
in the cell, which are known as DNA.   

For the process we have used, as reference annotation databases cured, among 
which stand GenBank, the database of genetic sequences, Uniprot (Universal Protein 
Resource) and PDB (Protein Data Bank), which is a central repository of sequences 
and functions of proteins, KEGG (Kyoto Encyclopedia of Genes and Genomes), 
which assigns a metabolic pathway genes, and InterPro, a meta-search protein struc-
tures to predict these function.   

The goal of Linked data on the web is that you can share data easily structured in 
the same way they can share documents today. This term was coined in 2006 by Tim 
Berners Lee in his research on Linked Data Web architecture. The two basic elements 
that should be addressed are: using the RDF data model to publish structured data on 
the web and using RDF links to reference data from different origins. Applying these 
two principles can share data on the web, the common data are called Data Web or 
Semantic Web. Knowledge is used to infer the SPARQL query language which is 
applied to a set of triplets RDL to infer knowledge and in this case the different data-
sets used in bioinformatics reference to be found published in the WEB under the 
standard LOD. 

2 Linked Open Data 

The Linked Open Data (LOD) is a community project in the World Wide Web Con-
sortium (W3C), which aims to expand "the network with a common data by publish-
ing various open data sets as RDF on the Web and by establishing links between data 
items from different RDF data sources "[2], [3]. In this context, many biomedical 
databases have been made available (an open diagram based on cloud data is available 
online [4]). Many of these data sets are derived deBio2RDF, but there are also some 
that were built independently.  Approaches based on Semantic Web for biomedical 
data integration have been proposed in some instances in recent years [5], [6], [7], [8].  
In the biomedical field, a resource issue has been represented by Bio2RDF [9], a sys-
tem for integrated access to a large number of biomedical databases through Semantic 
Web technologies RDF, ie for data representation and SPARQL (SPARQL Protocol 
and RDF Query Language) for queries. For this purpose, many databases have been 
converted to RDF by special scripts, called RDFizers, while some systems offer a 
viable format information and interfaces directly related to the system. An extension 
of this proposal is demonstrated in [10] and [11] which presents the portal 
Chem2Bio2RDF Linked Open Data (LOD) portal for systems chemical biology aim-
ing for facilitating drug discovery. It converts about 25 different datasets on genes, 
compounds, drugs, pathways, side effects, diseases and RDF triples that links to  
other LOD bubbles, such Bio2RDF, LODD and DBPedia. The portal is based on D2R 
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server and provides a SPARQL endpoint, but adds a few unique features such as RDF 
faceted, easy to use from SPARQL query generator, MEDLINE / PubMed cross vali-
dation service, and Cytoscape visualization track. More recent efforts like [12] present 
a portal that is aimed at developing community around linked biological data (LOD). 
This public space offers several services and collaboration infrastructure in order to 
stimulate the generation of activity in biological data consumption linked and there-
fore contributes to the implementation of the benefits of the Web of data in this area. 

3 Materials and Methods 

To design and implement the prototype we have used UP Open methodology as agile 
approach to software development, with only fundamental content provides a simpli-
fied set of artifacts, roles, tasks and guide work from an iterative process Software 
development is minimal, complete, and extensible. 

The evolution of information representation methods to ontological models and 
semantic followed, in many cases, an empirical process and a process lacking Formal 
which evidences its life cycle, however, in recent years have been maturing some 
initiatives that tends to define methodologies and specifications in the context of en-
gineering processes and software engineering knowledge to address the methodologi-
cal component of the analysis and design of ontologies. For representing the ontology, 
we decided to use METHONTOLOGY [13], [14]. With the data of the coffee tran-
scriptome annotations found by the Coffee Research Center of Colombia (Cenicafe) 
where to have used bioinformatics tools such as BLAST and Interproscan, the data is 
processed and taken three main components in order to perform searches through 
functional relationships linking through open linked data to biological databases pub-
licly available. The results of the relationships between Cenicafé annotations and the 
data set of proteins Protein Data Bank (PDB), is one of the objectives of this study. 
The components used in the studio are detailed in table 1. 

Table 1. Data used in functional search through open linked data 

Type Description 

cen Index into Cenicafe used for the classification of the coffee transcriptome se-
quences, an example would be: CEN396590 

protein Canonical name of the protein. The name is obtained by Interproscan eg: 
HYDROXYMETHYLTRANSFERASE 

pdb Link to resource Protein Data Bank, in this case used the link with 
http://bio2rdf.org/pdb:1fp2 Bio2RDF through, if used directly Protein Data Bank 
can access the resource http:/ / rdf.wwpdb.org/pdb/1fp2. 

 
The information is organized in data triplets RDF (Resource Description Frame-

work) and is stored in the Sesame repository, which is a database to store content of 
linked open data. The Sesame RDF repository provides an endpoint to query web 
requests through GET type and / or POST, the repositories are used by sparql query 
language or web services through REST-Full.  The visualization of the results of 
queries to the Sesame repository tool was used sgvizler (https://code.google.com/p/ 
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1 Escuela de Bioloǵıa, Facultad de Ciencias, UIS
2 Escuela de Ingenieŕıa Eléctrica, Electrónica y Telecomunicaciones,
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Abstract. Cationic antimicrobial peptides are a family of highly ho-
mologous proteins conserved in all multicellular organisms with great
potential as broad-spectrum antibiotics. In this paper, we analyze the
stability of the 3D structure of three antimicrobial peptides reported in
CAMP database, working in solvation conditions at three pHs and three
different temperatures. We found that one of the tested peptides did
not form stable three-dimensional structure. For this reason, it is not ex-
pected a bactericidal action per se. The other peptides showed an α-helix
conformation under certain conditions evaluated.

Keywords: AMP, Antimicrobial peptides, Stability, 3D-Structure,
Molecular Dynamics.

1 Introduction

Cationic antimicrobial peptides are a high conserved family of proteins ha-
ving structural and physicochemical characteristics (charge, hydrophobicity, size,
amino acid composition, etc.), which allow its antimicrobial activity [3]. These
biological molecules are currently subject of research due to its potential use as
a new generation of broad-spectrum antibiotics, because they show a near zero
rate of resistance by bacteria [5]. These studies cover topics such as the design
and processing of known peptide sequences, in vitro bioassay and in vivo analysis
of the mechanism of action, ‘docking’ and interactions with molecular membrane
by molecular dynamics. Due to the complexity in the formation and maintenance
of the 3D structure of the peptides, which determines its antimicrobial activity
[7], it is very important to predict conformation and folding of antimicrobial
peptides. In this study, we analyzed the stability of the three dimensional struc-
ture of three antimicrobial peptides under solvation conditions. For this aim, we
worked at both three pH values (5, 7 and 9) and temperatures (298K, 310K and
323K), carrying out simulations of peptides by molecular dynamics, and using
as models two antimicrobial undecapeptides with sequences KLKL5K-NH2 and
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RLKL5RLK-NH2, which are derived from sapecin β reported by Alvares-Bravo
et al. [2], and the peptide FLPIPRPILLGLL-NH2 obtained by Xuequing et al.
[9] from the venom of Vespa magnifica .

2 Materials and Methods

Three-dimensional models of peptide structures were obtained through the 3D-
JIGSAW [4] website portal by selecting the model with the lowest free energy
value (Fig. 1). The molecular dynamics simulations were processed in GRO-
MACS [6] 4.6 GPU-MPI-SP package using the OPLS force field-AA/L, confi-
gured under isothermal and isobaric conditions at salt concentrations (NaCl) of
0.13 mM. Depending on the pH to be evaluated in the computer simulation, the
amino acids were protonated or deprotonated using the application pdb2gmx,
which is included in the GROMACS package. We set three stages in the sim-
ulation: energy minimization to achieve a potential energy of 1 (kJ/mol), the
temperature stabilization (NVT) - pressure (NPT) and using a simulation time
of 2ns. In order to assess the stability of the peptides, we evaluated for each
simulation at the pH and temperature conditions studied, the root mean square
deviation (RMSD) of the aligned proteins, and the progression of temperature,
pressure and density in the simulated system. All simulations were render in
trjconv program included in GROMACS package and visualized using VMD
software and Radeon HD6750 graphic card.

3 Results and Discussion

In Figure 1 are shown simulations of the three peptides stabilized at expected
isobaric and isothermal configurations.

Fig. 1. Three-dimensional structures obtained by homology modeling through
3D-JIGSAW of A: Peptide with KLKLLLLKLK-NH2 sequence B: Peptide with
RLKLLLLLRLK-NH2 sequence C: peptide derived from the venom of Vespa magnifica
with FLPIPRPILLGLL-NH2 sequence
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The first peptide analyzed (KLKL5KLK-NH2) did not show secondary struc-
ture formation at any pH or temperature evaluated in this study (vacuum and
solvated). This effect can be explained in terms of an structural unbalance, be-
cause we obtained high deviation (0.25 ± 1.5 nm) of RMSD compared with the
original structure (Fig. 2A) at all pHs and temperatures evaluated.
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Fig. 2. RMSD of the three antimicrobial peptides simulated at three different values
of pH and temperature.

Initially, all structures for the second peptide showed an alpha-helix formed
by the amino acids LKL-NH2 with a free energy of formation of -7.12 kcal/mol.
This structure (in vacuum) was kept after the protonation or deprotonation in
all pHs studied, which indicates a conformational stability of the peptide. By
modeling at 298K and 310K, and at pH5 and pH7, the α-helix added the R
neighbor amino acid to its three dimensional structure, while simulations with
pH 9 to 298K and 323K showed a denaturation of the peptide structure. The
third modeled peptide obtained and kept (in solvation and vacuum at all pH and
temperature simulated) an α-helix structure, which was formed by the amino
acids RPILLGL-NH2 with free energy of formation of -7.87 kcal/mol.
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Considering that the peptide with sequence KLKL5KLK-NH2 does not form a
defined secondary structure at any temperature and pH evaluated, it is unlikely
that it can display antimicrobial activity per se. However, this depends on the
conformation that this peptide acquires during their interaction with the cell
membrane of microorganisms. Furthermore, the stability of the secondary struc-
ture of the peptide RLKL5RLK- NH2 is dependent on the temperature and pH,
but it is stable at physiological conditions. The α-helix formed by amino acid
RLKL-NH2 is consistent with results obtained from Alvares-Bravo et al. [2],
and the mechanism of action proposed by the same authors [1]. The secondary
structure of the third peptide seems to be more stable regardless of pH and tem-
perature than peptides derived from sapecin β, showing RMSD values around
1.5 ± 0.5 nm. These results are not consistent with those reported in the CAMP
database [8], where these are scored with a higher instability index (45.66) than
the other two peptides analyzed (-37.22 and 3.45).

4 Conclusions

Considering that simulations under solvation conditions of the 3D-structures
of the peptides under different pHs and temperatures are similar than in vitro
results, we can conclude that the approximations in silico by molecular dynamics
methods provide information for a virtual screening of antibiotic peptides with
potential to be tested for antimicrobial activity in laboratory bioassays.

Finally, from results of the peptide derived from the venom of Vespa magnifica,
we could consider that the stability index given by the CAMP database would
not be a good indicator of the stability at physiological pH and temperature of
these peptides, and it is necessary to assess this parameter in a experimental
point of view.
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Abstract. The coffee rust, caused by the fungus Hemileia vastatrix, is the most 
serious disease of this crop worldwide. In Colombia the pathogen causes a re-
duction in production of up to 30% in susceptible varieties of Coffea arabica, if 
not controlled mild epidemics can occur and complete crop losses in strong epi-
demics. We applied genomics to study the evolution of the population of this 
pathogen due to recent outbreaks of the disease in Colombia. 

Sequencing was performed using 454 and Illumina technology, using DNA 
and RNA of 8 and 3 isolates of H. vastatrix, respectively. With the software 
CEGMA we made a first estimate of the genome size of H. vastatrix resulting 
in an approximate size of 250 Mb. The hybrid assembly was performed with all 
sequenced genomes given a coverage of 92% with a GC content of 32%.  

Keywords: Coffee, genomics, coffee rust.  

1 Introduction 

Rusts are caused by a wide group of obligate fungi belonging to the phylum Basidi-
omycota. These fungi cause some of the most important diseases in economical terms 
including the cereal rusts caused by different formae speciales of Puccinia graminis 
[1], the poplar rust caused by Melampsora larici-populina [2] and the corn smut 
caused by Ustilago maydis [3]. Coffee leaf rust, caused by the fungus Hemileia vasta-
trix, is the most limiting disease wherever coffee is cultivated. In Colombia, coffee 
represents 16% of the country’s agricultural GDP and since 2008 high incidence of 
coffee leaf rust in crops established with susceptible varieties has caused significant 
reduction in yield, which can reach 30% [4]. Recent epidemics have been caused by 
increased patterns in rainfall and it is necessary to continue monitoring for the emer-
gence of new races of the pathogen [5]. 

Next generation sequencing techniques like 454 and Illumina are often used to se-
quence the genomes of microorganisms and particularly of plant pathogens [1,2,3]. 
After cleaning and assembly processes, genome structural and functional annotations 
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are performed. In addition, proteomic, transcriptomic and other information are rou-
tinely integrated into an information system. Comparisons with closely related organ-
isms give insights into the genome organization and the functional implications of all 
rearrangements [6].  

Plant pathologists and breeders are interested in the processes of infection by the 
pathogen and the plant-pathogen interactions. Several models have tried to explain  
the molecular interactions between the pathogen virulence proteins (effectors) and the 
plant resistance and defense proteins [7,8]. In some cases, effector proteins secreted 
by the pathogen are key factors in the infection process [9]. The products of these 
genes are directed through secretory pathways, so predictions of secreted proteins by 
software tools are very important in the search of pathogenicity factors. 

In this study we tested software tools to assemble the H. vastatrix genome and to 
predict secreted proteins. We compared different fungal genomes with the assembled 
H. vastatrix genome. This is to our knowledge the first approach to sequence the H. 
vastatrix genome, which might help to unravel the infection mechanisms of coffee by 
this fungus. 

2 Materials and Methods 

Nine samples of dikaryotic urediniospores of H. vastatrix of different isolates were 
collected from infected leaves, taking care of collecting spores from lesions free of 
the hyperparasite Lecanicillium lecanii, the main biological control antagonist of H. 
vastatrix. 

The nine samples of H. vastatrix genome were sequenced by IlluminaTM and 
ROCHETM 454 technologies. Reads were subjected to quality control with FastQC 
(Babraham Bioinformatics, Babraham Institute). Then, they were trimmed (CLCbio 
script), masked or filtered by low complexity end regions and reads shorter than 70 
nucleotides were discarded. Mdust and SeqClean were used for the cleaning process. 
Several assemblers were tested with different combinations of clean reads. A hybrid 
assembly was performed (Illumina and 454 clean reads) using the CLC cell assembly 
software (http://www.clcbio.com/). The quality of the assembly was assessed with 
CLC tools and in-house R scripts.  

The hybrid assembly was analyzed with MEGAN 4 [10] to assess the level of poss-
ible contamination and to perform a first approximation of the biological communities 
associated to H. vastatrix on the coffee leaf. Blastx was performed with the contigs 
from the hybrid assembly (396264 contigs) against the non-redundant protein data-
base at NCBI. An E-value of 1E-3 was used as a cut-off. With the aim of filtering out 
putative contaminated sequences, contigs that presented similarities to reported fungal 
sequences were extracted to form a reliable set of H. vastatrix genome contigs. 

The reliable set of H. vastatrix genome contigs were aligned against the genomes 
of related organisms by Mauve [11]. The genomes used were P. graminis, M. lari-

cis-populina and U. maydis. The Low Collinear Blocks (LCB) values were set by 
visual inspection searching the best block size for each pair of alignments (largest 
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coverage of both genomes). Finally, values used for LCB were: P. graminis 12154, 
M. laricis-populina 10409 and U. maydis 1203. 

For RNA-seq experiments, a normalized library construction was performed at 
Evrogen, Moscow, Russia using Kamchatka crab duplex-specific nuclease. Illumina 
genome and RNA-seq sequencing was performed at BGI, China. RNA-Seq sequences 
were assembled with Trinity assembler [12]. Protein predictions were performed by 
mapping transcripts of H. vastatrix to the genome assembly with TopHat [13]. Then 
the mapped genome contigs were extracted. Predictions in MAKER were performed 
using the Augustus gene predictor (with the Saccharomyces probability matrix). Pre-
dictions used H. vastatrix rust transcriptome, H. vastatrix genome contigs selected 
and NCBI non-redundant protein database as evidences. Finally, the proteins pre-
dicted were polished, filtering out transposons with RepeatMasker (A.F.A. Smit, R. 
Hubley & P. Green, RepeatMasker at http://repeatmasker.org). A final set of 14425 
proteins was obtained and used for subsequent analyses. Predicted proteins were clas-
sified into secreted or non-secreted proteins. The programs SignalP 4.0 [14] and 
PProwler [15] were used to predict secreted proteins. For the case of PProwler a pre-
diction probability cut-off of 0.9 was used.  

A set of secreted proteins predicted in a previous study for H. vastatrix by 
Fernández et al. (2012) [16] was compared with our predictions. Shortly, a Blastn 
(1E-30) was performed between our set of H. vastatrix transcripts and Fernández 
transcript contigs with secreted prediction. Then the proteins predicted based on these 
transcripts (and genome assembly) were extracted. Thus, a set of proteins that showed 
similarity with the proteins predicted by Fernández et al. (2012) as secreted proteins 
was obtained. Multiple comparisons of the three sets of secreted proteins were per-
formed (SignalP, PProwler and Fernández-Blastp). 

3 Results and Discussion 

We obtained 412 million short-reads from Illumina and 5.8 million reads from 454. 
The quality analysis of the 454 reads showed low quality before base at position 200 
(Table 1). The mean of the quality value was below 20 around base position 600 and a 
bias of nucleotide composition before this position was detected. The mean read qual-
ity was good. In the case of Illumina reads, the mean quality value was above 20 for 
all isolates, although some reads had low quality after base at position 95. Reads had 
little bias in nucleotide composition at the beginning of the read. The mean read  
quality was very high for all isolates. 

The mean GC content for H. vastatrix was approximately 33%, based on the ge-
nome sequencing. The level of read duplication was low for 454 reads. Illumina reads 
showed some level of duplication, approximately 20% of reads had 10 or more reads 
duplicated, this probably was an artifact of sequencing and was took into account for 
the read cleaning process. 

Several assemblers were tested: SOAP de novo, MIRA, Velvet and CLC. Finally, 
CLC assembler (CLCbio, 2012) was chosen to generate a draft assembly. We tested 
different combinations of assemblies with CLC (Table 1). The best assembly with 
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CLC was a hybrid of 454 and Illumina reads. As a result, 396264 contigs with a GC 
content of 32% were obtained. Table 1 depicts some statistics of this assembly; 23.2% 
of the paired reads mapped in the same contig. Most of unpaired reads (66.8%) 
matched two different contigs (useful for scaffolding, data not shown). Most of the 
contigs showed high coverage. Some contigs had coverage greater than 100X. 

The most important clades represented in the Megan analysis were Fungi (31.376), 
Bacteria (8.826 contigs), Viridiplantae (13.193), Metazoa (9.100) and Stramenopiles 
(674) (Figure 1). Most of contigs (296.813) did not show similarity by BLAST with 
any organism in NCBI nr protein database. Megan results for Illumina reads obtained 
with Blastx showed that the most important clades were Fungi (12.210), Metazoa 
(6.714) and Viridiplantae (4.989) and Bacteria (2295 reads). Again, most reads 
(1.555.151) did not show similarity with any organism. A total of 2905 reads showed 
low complexity. 

Megan results for Illumina reads obtained with Blastn and showed that the  
most important clades were Fungi (67.179), Metazoa (10.650), Bacteria (5.586), Viri-
diplantae (9.927) and Low complexity (2.905) reads. Again, most reads (1.493.471) 
did not show similarity with any organism. Comparisons made between H. vastatrix 
and P. graminis genomes showed several blocks of genome conservation, especially 
in Puccinia, although some of them are short in Hemileia. Comparison with Melamp-
sora showed several blocks of conservation but less than with Puccinia. Comparison 
with Ustilago maydis showed that most of its genome is present in Hemileia but with 
very short blocks. 

Table 1. Summary of coffee rust genome hybrid assembly. Clean reads were assembled with 
the CLC assembler. Then, the same reads were mapped against the contigs assembled with 
CLC. 

Nº Sequences assembled 396264 

Total residues assembled 333481311 

Length 

Max 85126 

Average 841.56 

N50 1590 

Reads 

Total 336649188 

Unassembled 19788611 

Assembled 316860577 

Multihit 37520793 

Potential pairs   

Paired 78105740 

Not Paired 255469308 
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Secreted proteins predictions gave as a result 659 proteins by PProwler and 775 by 
SignalP method. A total of 180 proteins in our H. vastatrix set presented similarity 
with secreted proteins predicted by Fernández et al. (2012) [16]. The Venn diagram 
showed shared and unique coincidences between the three sets of data, including the 
proteins extracted by comparison with Fernández et al. (2012). In this diagram is 
shown that SignalP and PProwler methods shared 483 proteins and with Fernández et 
al. (2012) dataset a total of 44 proteins (Figure 2). 
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Abstract. Mucopolysaccharidosis IV A (MPS IV A) is a lysosomal storage 
disease produced by the deficiency of N-acetylgalactosamine-6-sulfate sulfa-
tase (GALNS), which is involved in the catabolism of keratan sulfate and 
chondroitin-6-sulfate. In the present study we performed a computational 
analysis of active cavity of GALNS from human and other eight species, as 
well as their interaction with the natural ligands. The modeled enzymes 
showed a highly conserved structure, although differences in the sizes of the 
active cavity and affinity energy for the ligands were observed among the stu-
died GALNS. The results could be associated to the molecular evolution of the 
catalytic cavity and differences in the complexity of the substrate produced by 
the species. These results could have a significant impact towards the under-
standing of the molecular bases of MPS IV A and the development of efficient 
treatment alternatives.  

Keywords: Morquio A, N-acetylgalactosamine-6-sulfate sulfatase, keratan  
sulfate, chondroitin-6-sulfate, molecular modeling, computational molecular 
docking. 

1 Introduction 

The Mucopolysaccharidosis IV A (MPS IV A, Morquio A disease, (MPS IV A, Mor-
quio A disease, OMIM 253000) is a lysosomal storage disease caused by the defi-
ciency or alteration of the human N-acetylgalactosamine-6-sulfate sulfatase (GALNS, 
EC 3.1.6.4). GALNS hydrolyze the sulfate group present at N-acetylgalactosamine-6-
sulfate (6S-GalNAc) and galactose-6-sulfate (G6S) from the glycosaminoclycans 
(GAGs) chondroitin-6-sulfate (C6S) and keratan sulfate (KS), respectively. GALNS 
deficiency leads to the lysosomal accumulation of C6S and KS causing systemic  
skeletal dysplasia [1, 2]. Despite of the promising preclinical and clinical results of 
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enzyme replacement therapy [3] it is still necessary to explore alternatives to obtain a 
more efficient and less immunogenic enzyme. Furthermore, it is also necessary to 
explore new treatment alternatives, such as the use of pharmacological chaperones 
that have been successfully evaluated for other lysosomal storage disorders [4]. Re-
cently, we expanded the computational analysis of human GALNS enzyme showing 
the first in-silico assessment of ligand-GALNS interactions [5]. In this study was 
performed a computational analysis of active cavity of GALNS in eight species as 
well as their interaction with natural ligands. 

2 Methods 

Sequences for human GALNS (UniProtKB/Swiss-Prot P34059) and Macaca mulatta 
(rhesus macaque) H9F5L7, were retrieved from Uniptrot, while for the other species, 
GALNS sequences were retrieved from Genbank: Bos taurus (bovine) 
NP_001193258.1, Mus musculus (mouse) AAH04002.1, Rattus norvergicus (rat) 
NP_001041316.1, Canis lupus familiaris (dog) NP_001041585.1, Gallus gallus 
(chicken) XP_414208.1, Oreochromis niloticus (tilapia nilotica) XP_003445750.1, 
and Sus scrofa (pig) NP_999120.1. Prediction of signal peptide was performed with 
SignalP 4.1 server. Multiple alignment was carried out with MUSCLE, and phyloge-
netic tree was generated by using MEGA5 [6].  Prediction of tertiary structures was 
done with I-TASSER Server using the tertiary structure of the human Arylsulfatase A 
(ASA, PDB 1AUK), as template. PDBsum was used for proteins structure validation. 
Calcium ion was added by using YASARA View v11.4.18 (YASARA Biosciences 
GmbH, Vienna, Austria), constrained to Asp39, Asp40, Asp288, and Asn289 (accord-
ing to human numbering) as reported for human ASA and GALNS [7, 8]. Amino 
acids within the active cavity and volume of cavity were predicted by using Com-
puted Atlas of Surface Topography of Proteins (CASTp) [9]. Structural comparison 
was done using Swiss-PdbViewer v4.1. Partial charges, affinity energy and interac-
tions (H-bonds, and electrostatic and steric interactions) of GALNS with the ligands 
6S-GalNAc and G6S were evaluated by using Molegro Virtual Docker v5.5 (MVD, 
CLC bio, Aarhus N, Denmark). 

3 Results and Discussion 

The human GALNS enzyme has 522 amino acids including 26 amino acids of signal 
peptide (SP), while in the other studied GALNS the size varied from 513 to 525 ami-
no acids with SPs between 18 to 27 residues. As show in Table 1, identity of the stu-
died sequences against human GALNS varied between 73% to 96%. Human GALNS 
enzyme showed 310 completely conserved residues (63%) when compared against 
the other studied sequences. The phylogenetic tree showed than human enzyme was 
closer to Macaca mulatta and distant from Gallus gallus and Oreochromis niloticus 
(Figure 1). 
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Fig. 1. Phylogenetic tree of GALNS enzyme from the studied species. GALNS sequences were 
aligned and Neighbor-joining phylogenetic tree was generated with a 500 bootstrap. 

The active cavity of human GALNS involves 58 amino acids, with 49 residues 
completely conserved among the studied sequences, and I93, A102, E112, W184, 
I294, Q299, G300, Q311 and D388 showing different conservation profiles according 
to the specie (Table 2). However, from these non-completely conserved amino acids, 
only Ala102 in human GALNS interacts with ligands, while all the other residues are 
involved in cavity architecture. Oreochromis niloticus showed the highest difference 
against human sequence differing in six residues, while dog GALNS showed the low-
est difference against human GALNS, and Macaca mulatta did not show any differ-
ence with human GALNS. These results showed the high conservation of the active 
cavity in GALNS enzyme, excepting Oreochromis niloticus GALNS, as previously 
reported for other sulfatases [10]. 

Modeled 3D structures had C-score values between 0.34 to 1.28, with over 90% of 
the amino acids within the two most favored regions. Structural comparison showed 
that all enzymes had a RMSD lower than 1Å in comparison with human GALNS 
(Table 1), showing the high structural conservation of this enzyme during evolution. 
The results of area and volume for the active cavity for the studied sequences are 
summarized in Table 1. Chicken showed the largest area and volume values, while 
pig and rhesus macaque showed the smallest ones, and human GALNS showing in-
termediate values. A clear correlation between these results and the phylogenetic tree 
was not observed.  

Partial charges at the active cavity were evaluated for all the studied enzymes, 
showing a positive charge, which correlates with the negative charge of the native 
GALNS substrates [11]. In human GALNS, residues R83, H142, H236, and K310 
provide a positive charge to the cavity, which might promote the interaction with the 
substrate, while residues D39, D40 and D288 provide a negative charge and are in-
volved in the interaction with the cofactor (Figure 2A). Likewise, these amino acids 
were conserved among the other studied enzymes, but Lys140 (respect to human se-
quence), which was not observed in human GALNS active cavity and provided a 
positive charge to the cavity in these enzymes.  Ghosh, D [10] proposed for Arylsulfa-
tase C (ARSC) that Lys134, which corresponds Lys140 in human GALNS,  
participates in the catalytic mechanism of the ARSC, which maybe extend to other 
sulfatases. This difference between human ARSC and GALNS could be related with 
the target substrate of each enzyme. 
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Table 1. Summary of results for the computational analysis for the studied GALNS. Identity 
and RMSD were calculated against human GALNS. 

Specie Identity 
(%) 

RMSD 
(Å) 

Active 
cavity 
area 
(Å2) 

Active cavity  
volume 

(Å3) 

Affinity energy   (kJ/mol)  

G6S 6S-GalNAc Ʃ total  

Mus musculus 86% 0.71 1481.8 1663.6  -63.486 -68.119 -131.605 

Canis lupus 87% 0.39 1125.9  1162 -55.806 -47.273 -103.079 

R. norvergicus 85% 0.75 849.8 1526 -80.312 -94.138 -174.450 
Sus scrofa 88% 0.69 522.8  732.3 -73.784 -68.318 -142.102 

Bos taurus 87% 0.83 938.9 1241.9 -88.571 -108.199 -196.770 

G. gallus 79% 0,38 1561.5 1699.5 -46.127 -64.603 -110.730 

O. niloticus 73% 0,45 990.4 1307 -80.244 -6.730 -86.974 

M. mulatta 96% 0.44 728.8 941.2  -65.635 -63.964 -129.599 

Homo sapiens --- --- 1152 1244.6  -115.618 -120.104 -235.722 

Table 2. Amino acids differing at the active cavity of studied GALNS enzyme. Blue and red 
amino acids represent conservativeness and non-conservativeness residues changes. 

Homo 

sapiens 

Macaca 

mulatta 

Canis 

lupus 

Mus 

musculus 

Rattus 

norvergicus 

Sus 

scrofa 

Bos 

taurus 

Gallus 

gallus 

Oreochromis 

niloticus 

I93 I67 I92 I93 I94 I92 I93 V83 I93 

A102 A76 R101 A101 A103 G101 G102 A92 A102 

E112 E86 E111 E111 E113 E111 E112 D102 E112 

W184 W158 W183 W183 W185 W183 Q184 W174 S184 
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The results of molecular docking for human GALNS with the monomers G6S and 

6S-GalNAc showed affinity energy of -115.618 and -120.104 kJ/mol, respectively. 
Previously we identify that key amino acids for ligand-enzyme interactions for human 
GALNS are Asp39, Asp40, Ser80, Cys79, Arg83, Ala102, Tyr108, His142, Cys165, 
Tyr181, His236, Asp288, Asn289, Lys310 and Ca2+ [5]. For all the other studied 
enzymes it was observed a lower affinity for G6S and 6S-GalNAc than that observed 
with human GALNS (Table 1). The closest affinity energies to human values were 
observed for Bos taurus, Rattus norvergicus and Sus scrofa, which are phylogeneti-
cally close to human. Although human and dog GALNS only differ in one residue at 
the active cavity (Ala102 and Arg102, for human and dog, respectively), it was  
observed a large difference in the sumatoria of affinity energies for both ligands  
(-235.722 vs. -103.079 kJ/mol, for human and dog, respectively). This difference 
could be associated to partial charges in dog GALNS in comparison to human 
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GALNS (Figure 2B) and to the interaction of Ala211 with the carbon chain of ligands 
that is not observed in human GALNS. 

Currently there is not a natural animal model for MPS IV A and three genetic en-
gineered mouse models have been developed. Although these animals share some of 
the histological features of MPS IVA patients, they lack of the skeletal abnormalities 
observed in human patients [1, 12, 13]. The absence of bone deformities observed in 
MPS IV A mice models could be due to differences in the complexity and distribution 
of KS in this animals [14]. In addition, rats seem to be have more KS than mice, while 
bovine and human proteoglycans are richer in KS than in mouse [12, 14]. We ob-
served a large difference in affinity energy by G6S, a constituent of KS, for human 
and mouse GALNS, with values of -115.618 and -63.486 kJ/mol, respectively. How-
ever, only two amino acids differ between human and mouse GALNS (Q273/E273 
and D362/N362), which were not directly involved in the ligand-enzyme interaction. 
These two resides also differ in rat GALNS, but this enzyme showed a higher affinity 
energy for G6S (-80.312 kJ/mol) than that observed for mouse GALNS. These results 
might suggest that in mice and rats GALNS could have an additional substrate that 
the observed in humans. The amino acids involved in the interaction with the sulfate 
group of the ligands 6S-GalNAc and G6S are highly conserved in GALNS, although 
in non-human GALNS new residues interact with the carbon chain of the ligands, and 
Lys140 interacts with ligands in all the studied enzymes excepting humans.  

 

 
Fig. 2. Partial charges in human (A) and dog (B) GALNS. Partial charges were generated with 
MVD v5.5. Blue and red zones represent positive and negative partial charges, respectively.   

4 Conclusions 

These results confirm the importance of amino acids involve in the ligand-enzyme 
interaction and contribute to the knowledge of the evolution of the active cavity of the 
GALNS enzyme. We observed that differences in affinity energy could be associated 
with the evolution of the catalytic cavity as the result in changes of substrate  
complexity and differences in the composition of the proteoglycans produced by  
each species [15].  These results could serve as a starting point for the design of  
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recombinant enzymes with higher affinity for their substrates and in the search for 
pharmacological chaperones, contributing to the development of alternative therapeutics 
for MPS IVA.    
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Abstract. Is presented an ensemble of predictors of genes that focuses on 
improving the performance of traditional predictors when applied to 
metagenomes obtained by sequencing 454 and are characterized by very short 
reads. The proposed ensemble is based on the use of data mining techniques, 
such as decision trees and k-means, complemented by structural information of 
the sequence provided by the fractal dimension. The assembly obtained can 
overcome the performance from the best ab initio predictor in a proportion of 
15 to 20%.  

Keywords: expert ensemble, metagenomics, gene predictor, data mining. 

1 Introduction 

The prediction of genes in metagenomic studies turns in a more difficult task than in 
traditional genomics. The reasons behind this are originated from the impossibility to 
obtain genetic material in enough quantity in environmental samples. The low cost 
sequencing technologies, such as 454, typically obtains reads between 100 and 300 bp 
(base pairs) of average length [1],[2]. In some cases, the complexity of the 
environmental samples affects negatively the sequencing process and the reads are 
very short.  

Very short reads implies, less efficiency in assembly and less precision in gene 
prediction. For single species sequences, gene predictors such as Glimmer[3], 
Prodigal[4] and MetageneAnnotator[5], brings precision superior to 90%, in short 
reads the performance decays around 50%.  

Each one of the gene predictors obtains different results when is used on the same 
sequences. This is because each predictor uses a different approach in the prediction 
process exploiting the sequence characteristics in diverse ways. This fact gives place 
to some works that try to enhance the prediction result through integrative methods, 
based on the preliminary results of existing predictors[6], [7]. 

One of the most recognized meta – tool that combines other tools is Yacop [6]. 
The gene prediction tools used are Glimmer, Critica[8] and ZCURVE[9]. The  
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assembly approach is based in set theory and the results are enhanced through the 
union of the results of Critica with the matching results of Glimmer and ZCURVE. 
The results show the improvement of the specificity and the sensitivity of the 
individual predictors. The drawback of this work is that the results are principally 
based on Critica and therefore the predictions are homologous genes principally. In 
metagenomic projects, is usual that the objectives of gene prediction are the finding 
of novel genes. 

Consorf[10] is another meta – tool that try to carry out an analogous approach to 
YACOP. The approach is two way, in the first a homology gene prediction is 
developed using the FASTX[11] algorithm; in the other the ab initio gene predictors  
GeneMark[12], Glimmer and GeneMark.hmm[13] are used and the consensus gene 
prediction are considered as possible genes. Finally, the representative predicted 
genes are determined through pair wise alignment against a protein library. This 
approach shows the same drawbacks of YACOP for metagenomic projects. 

Expert Combination (ensemble) has often shown that it can improve the 
performance of the individual expert algorithms. [14],[15]. In accordance with the 
above, and considering the drawbacks of the existing predictors an meta – tools, we 
have developed an ensemble of gene predictors that enhances the results of each 
predictor, using an approach based on data mining and taking advantage of the fractal 
dimension of the sequence. 

The rest of the document is organized as follows. Section 2 describes the assembly 
and the algorithms used and the synthetic dataset created for this work. Section 3 
describes the prediction result of the assembly and those of the individual predictors. 
In the final section all the work is revised and discussed. 

2 Materials and Methods 

The proposed assembly is based on the use of data mining techniques, such as  
decision trees and k-means, complemented by structural information of the sequence 
provided by the fractal dimension.   

This section describes the data used, the preliminary work and the new meta 
predictor of genes for short meta genomic reads. 

2.1 Datasets 

In order to make the training and testing process relevant for metagemomic projects, 
we constructed several datasets. These datasets were synthetically constructed  
using the Metasim tool [16], that simulates sequencing using some technologies  
such as 454. The reference genomes were those corresponding to the taxonomy  
of the Figure 1. On each dataset were simulated 400.000 reads with average  
length of 180 bp, belonging to 973 complete genomes available at NCBI 
(ftp://ftp.ncbi.nlm.nih.gov/genomes/Bacteria/all.fna.tar.gz, visited: April 2011). The 
total base pairs were 76.3 Mbp. 
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Fig. 1. Taxonomy used for dataset construction 

2.2 Ab Initio Gene Predictors 

Below are described three ab-initio gene predictors, selected from a more extensive 
and exhaustive list for its free licensing and standalone installations on local 
machines, besides of good performance as reported in literature. 

Prodigal is a search algorithm using a “trial and error” approach[4]. With the 
building of a set of curated genomes, general rules were determined about the nature 
of the prokaryotic genes. With this information, Prodigal is able to learn all the 
necessary properties about input organism and build a complete training profile. 
Prodigal automatically determines a set of genes called "real" about the training. 
Analyzing content codons, and applying metrics, the algorithm builds an overall score 
for each gene. 

Metagene is a prokaryote genes searcher[5]. It can predict a range of prokaryotic 
genes from fragmented genomic sequences. The prediction is made in two steps, first 
the possible ORFs are extracted from a sequence and these are marked for their 
lengths and base compositions, then an optimal combination of ORFs is calculated 
using the orientation markers and the lengths nearness, in addition to the markers that 
every ORF have. 
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Glimmer (Gene Locator and Interpolated Markov ModellER) is a program that 
seeks genes in microbian DNA, principally bacteria, archaea and viruses [3]. Glimmer 
uses the Markov’s interpolation model to identify and distinguish regions of non-
coding DNA. Glimmer reduces rates of false positives significantly. 

2.3 Preliminary Work 

With the purpose of obtain a preliminary starting point, some traditional expert 
ensemble assays were made. The quality measures used to compare the behavior of 
each predictor / metapredictor, were sensitivity (proportion of genes correctly 
predicted over the total of genes), specificity (proportion of non-coding reads 
correctly predicted), accuracy (proportion of genes and non-coding reads correctly 
predicted), true positives rate (TPR) (proportion of genes correctly predicted over the 
total of genes predicted) and the quantity of unclassified reads. This last is greater 
than zero when the ensemble is unable to make a prediction. The first assay 
(Ensemble 1) was for consensus of the three ab-initio predictors (there is prediction if 
they all agree), the quality measures shows just a slight increment in accuracy 
compared to the ab-initio predictors (see Table 1), as expected [17]. A major 
drawback of this approach is the high quantity of unclassified reads (around 70%). 
The second assay (Ensemble 2) was made through majority vote (if two or more 
predictors agree there is prediction), the sensitivity was better than in consensus and 
the accuracy was similar, but the performance is lower than the individual predictors. 
The third assay (Ensemble 3) is the result of combining Prodigal and Metagene 
Annotator for genes and Glimmer for non-coding reads, this was proposed from the 
better sensitivity performance of the first two, and the specificity of Glimmer. This 
approach outperforms in sensitivity the individual predictors with the drawbacks of 
lowering the specificity and left 36000 reads unclassified. The last assay (Ensemble 4) 
combines the majority vote for genes and Glimmer for non-coding reads, this 
approach outperforms all other. 

It's remarkable the very similar performance of the TPR for all predictors, the 
values around 0.5 shows a tendency to do incorrect prediction of genes in half of  
the cases. This is an issue to consider, as the number of false predicted genes affects 
the development of post gene prediction work. 

2.4 Assembly Using Data Mining 

The best ensemble (Table 1) in sensitivity is the worst in TPR and specificity, this 
shows tendency to over predict non-coding reads as genes. A significant improvement 
in prediction should avoid this, while improving sensitivity and accuracy. The little 
success of the preliminary work indicates the need for a less heuristic, which try to 
exploit the characteristics of the individual predictors and this is provided by the 
machine learning. Data mining techniques, such clustering and classification, brings 
learning machine capabilities. Through experimentation it was found that techniques  
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such as k-means and decision trees, by themselves failed to obtain a significant 
improvement in the behavior of the ensemble. For this, additional structural features, 
such as fractal dimension and length of the sequence of nucleotides were used. 

Table 1. Quality measures for single predictors and traditional ensembles  

Predictor Sensitivity Specificity Accuracy TPR Unclassified 
Glimmer 0.38699 0.6043 0.50069 0.47123 0 
Metagene 
Annotator 

0.67571 0.34359 0.50194 0.48402 0 

Prodigal 0.69599 0.32581 0.50231 0.48473 0 
Ensemble 1 0.65655 0.36401 0.50341 0.48445 274353 
Ensemble 2 0.66039 0.35916 0.50278 0.48429 1 
Ensemble 3 0.72118 0.29169 0.49776 0.48429 36012 
Ensemble 4 0.74468 0.26391 0.49313 0.47968 0 

 
The training and testing sets for machine learning are constructed from the 

predictions results of Glimmer, Metagene and Prodigal, for the dataset described 
above, and then the fractal dimension [18] and the length of each read is added. This 
minable view is used for clustering with the k-means algorithm, the learned groups 
(number of clusters were obtained by successive refinements) shows some interesting 
characteristics (Table 2). Two of the five groups (cluster 0 and 2) are free of grouping 
error, i.e. only were grouped together genes or non-coding reads. The other three 
groups have mixed readings, and for this reason the ambiguity is resolved using a 
decision tree that refines prediction results for these groups. 

Table 2. Optimal clusters algorithm k-means 

Attribute Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 
METAGENE True False True False False 
PRODIGAL True False True False False 
GLIMMER False True False True False 
LENGTH 0.4004 0.1677 0.4228 0.5494 0.3222 
HFD 0.3605 0.3597 0.3585 0.3387 0.3657 
REALGENE False False  True False True 

 
As result of the refinement through the decision tree, if a read is placed at cluster 1 

and Glimmer classified it as non-coding the tree keeps this prediction, in other case 
the length acts as decision variable. In the cluster 3 the majority of Metagene and 
Prodigal define the rule of the decision tree. The cluster 4, results in the more 
complex grouping and the difficult of prediction is improved through combination of 
the normalized length and fractal dimension of the read. 
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3 Results 

The assembly obtained can overcome the performance from the best single in a 
proportion of 15 to 20%. The training and testing of the proposed strategy was 
performed with a synthetic dataset that simulates the sequencing 454 and considers 
about 1,000 genomes of organisms. The assembly is deployed on the Web portal 
interface provided by the Django Framework. The tool was named Fractal PGMG 
Assembly. 

The sensitivity of the tool (0.809941), measured on a different dataset of that used 
for training, was higher than that reported in Table 1 for other tools. This means that 
this approach is better recognizing reads with real genes in it. The drawback was the 
TPR (0.483312), similar to the other tools, therefore the tool was unable to reduce the 
proportion of reads with non-coding sequences erroneously identified. 

4 Discussion 

The accuracy of ab initio gene predictors traditionally used in metagenomic sequences 
is negatively affected when these are very short. The reason behind this behavior lies 
in a higher probability of obtain incomplete genes in the sequencing process, making 
the prediction more difficult than in single organism sequences. 

For complete genomes most of the predictors can reach accuracy near to 100%, but 
the same predictors decay in behavior when the metagenome is more complex and the 
sequencing process just obtains short reads that are difficult to assembly in more large 
sequences. 

The gene predictors selected for this work show different behavior. While Glimmer 
is more accurate identifying non-coding sequences, Metagene and Prodigal are for 
identify sequences with genes in it, but with many inconsistent predictions. In front of 
the disparity of results in the set of predictors, traditional techniques for expert 
ensemble like majority vote and consensus are inefficient to improve the gene 
prediction process.  

For the short reads in the datasets constructed the combination of data mining 
techniques and fractal dimension achieve an improvement on the gene prediction, 
reducing the quantity of sequences with genes no identified for individual predictors. 

5 Conclusions 

In gene prediction of metagenomic sequences, the systematic combination of ab  
initio techniques enhances the identification of reads with genes in it. Our approach 
shows that the ensemble of predictors and structural measures of the sequence can be 
raised through the combination of data mining techniques, such as clustering and 
classification. 



 Gene Predictors Ensemble for Complex Metagenomes 153 

On the other hand, the fractal dimension was decisive for the predictors ensemble. 
The decision tree implemented has rules that make use of this measure as decision 
criteria and classify a sequence as coding or non-coding. 

The future work of our group is focused in the enhancement of the TPR of the 
ensemble, emphasizing in the cluster assignment of the sequence. Additionally, we 
are planning to develop a generic tool that make easy to implement meta-predictors 
using the datasets and predictors that the researcher consider more convenient in any 
metagenomic project to develop. 

Acknowledgements. We are grateful to the Colombian Center for Genomics and 
Bioinformatics of Extreme Environments (GeBiX) and the Universidad del Cauca for 
the support on the development of this work. 

References 

1. Metzker, M.L.: Sequencing technologies - the next generation. Nature Reviews 
Genetics 11(1), 31–46 (2010) 

2. Chaisson, M., Pevzner, P.: Short read fragment assembly of bacterial genomes. Genome 
Research 18(2), 324–330 (2008) 

3. Delcher, A., Bratke, K., Powers, E., Salzberg, S.: Identifying bacterial genes and 
endosymbiont DNA with Glimmer. Bioinformatics 1, 1–7 (2007) 

4. Hyatt, D., Chen, G.-L., Locascio, P.F., Land, M.L., Larimer, F.W., Hauser, L.J.: Prodigal: 
prokaryotic gene recognition and translation initiation site identification. BMC 
Bioinformatics 11, 119 (2010) 

5. Noguchi, H., Taniguchi, T., Itoh, T.: MetaGeneAnnotator: detecting species-specific 
patterns of ribosomal binding site for precise gene prediction in anonymous prokaryotic 
and phage genomes. DNA Research: An International Journal for Rapid Publication of 
Reports on Genes and Genomes 15(6), 387–396 (2008) 

6. Tech, M., Merkl, R.: YACOP: Enhanced gene prediction obtained by a combination of 
existing methods. In Silico Biology 3(4), 441–451 (2003) 

7. Kislyuk, A., Katz, L., Agrawal, S.: A computational genomics pipeline for prokaryotic 
sequencing projects. Bioinformatics 26(15), 1819–1826 (2010) 

8. Badger, J.H., Olsen, G.J.: CRITICA: coding region identification tool invoking 
comparative analysis. Molecular Biology and Evolution 16(4), 512–524 (1999) 

9. Guo, F.-B.: ZCURVE: a new system for recognizing protein-coding genes in bacterial and 
archaeal genomes. Nucleic Acids Research 31(6), 1780–1789 (2003) 

10. Kang, S., Yang, S.-J., Kim, S., Bhak, J.: CONSORF: a consensus prediction system for 
prokaryotic coding sequences. Bioinformatics (Oxford, England) 23(22), 3088–3090 
(2007) 

11. Pearson, W.R., Wood, T., Zhang, Z., Miller, W.: Comparison of DNA sequences with 
protein sequences. Genomics 46(1), 24–36 (1997) 

12. Borodovsky, M., McIninch, J.: GENMARK: parallel gene recognition for both DNA 
strands. Computers & Chemistry 17(2), 123–133 (1993) 

13. Lukashin, A.V., Borodovsky, M.: GeneMark.hmm: new solutions for gene finding. 
Nucleic Acids Research 26(4), 1107–1115 (1998) 

 



154 N. Díaz, A.F.R. Velazco, and C.A.O. Márquez 

14. Hulth, A.: Reducing false positives by expert combination in automatic keyword indexing. 
Recent Advances in Natural Language Processing III :.., 367–373 (2004) 

15. Dietterichl, T.: Ensemble learning. In: Arbib, M.A. (ed.) The Handbook of Brain Theory 
and Neural Networks, 2nd edn., Cambridge, MA, pp. 1–8 (2002) 

16. Richter, D.C., Ott, F., Auch, A.F., Schmid, R., Huson, D.H.: MetaSim: a sequencing 
simulator for genomics and metagenomics. PloS One 3(10), e3373 (2008) 

17. Dietterich, T.G.: Machine-Learning Research. AI Magazine 18(4), 97–136 (1997) 
18. Higuchi, T.: Relationship between the fractal dimension and the power law index for a 

time series: a numerical investigation. Physica D: Nonlinear Phenomena 46(2), 254–264 
(1990) 



Classification of Antimicrobial Peptides by

Using the p-spectrum Kernel and Support
Vector Machines

Paola Rondón-Villarreal, Daniel A. Sierra, and Rodrigo Torres

Universidad Industrial de Santander,
Carrera 27 calle 9, Bucaramanga, Colombia

paitorv@gmail.com, dasierra@uis.edu.co, rtorres@uis.edu.co

http://www.uis.edu.co

Abstract. In the last decades, antibiotic resistance of pathogenic mi-
croorganisms constitutes a great problem of public health at global level.
Multidrug-resistant bacteria cannot be controlled with the existing medi-
cations causing thousands of deaths every year. In the fight against these
bacteria, antimicrobial peptides have appeared as a promising solution as
therapeutic agents against pathogens. For this reason, rational design of
these chemical compounds have been explored by the scientific commu-
nity in order to achieve significant improvements that could lead to the
discovery of new antibacterial medicine. In this sense, the present work
proposes the use of the p-spectrum kernel with support vector machines
to classify antimicrobial peptides, thus considering only the information
of the order of the amino acids inside the peptide sequences. The results
were satisfactory and suggest that this information should be considered
in the rational design of antimicrobial peptides.

Keywords: antimicrobial peptides, kernel methods, support vector
machines.

1 Introduction

Nowadays, there are multiple microorganisms that are becoming resistant to the
existing medications. Among them, the multidrug-resistant bacteria kill thou-
sands of people across the globe every year, which represents an extreme risk for
the humanity. Only in the United States the situation is becoming critical. More
than 40 states have been affected with at least one patient infected with CRE
(carbapenem-resistant Enterobacteriaceae) bacteria. The picture is disturbing
considering that current medications can no control the infections caused by
these super bacteria.

On the other hand, each year in the United Kingdom die about 2,500 patients
by bloodstream infections caused by multidrug resistant bacteria. The major
concern is that the available medication can no kill these organisms and the
pharmaceutical industry is not so much interested in antimicrobial medicine
developments.
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The situation is even worse in developing countries where the majority of
bacterial infections are treated empirically, because it difficult to identify the
pathogen, and even more, the lack of methods to determine the susceptibility of
the bacteria causing the infection [1].

In the fight against antimicrobial resistance, specially by bacteria, antimi-
crobial peptides (AMPs) seems to be a promising solution due to the broad
spectrum of biological activity, the high mortality rate of pathogens and the low
propensity to produce resistance in bacteria [2, 3]. These chemical compounds
also present interesting biological activities of great interest in medicine, such as
immunoregulatory [4], antiinflamatory [3, 5], antitumoral and anticancer activ-
ity [4]. However, these peptides present some drawbacks that make difficult their
commercial use, such as liability to proteases, possible toxicity at systemic level,
high cost of production, possibility to develop allergies, among others [2, 3, 5].

For this reason, the scientific community has been using computational tools
to design new AMPs that present enhanced antimicrobial activity, lower toxi-
city to human cells and a small number of amino acids in their sequences. In
general, these in silico models have been developed in three scenarios: improve-
ment of the existing peptides, prediction of important peptide characteristics
and classification processes of these chemical compounds

The majority of studies related to the classification of AMPs have used QSAR
techniques and learning machines [6,7]. In this work, we proposed that the order
of the amino acids in peptides gives enough information to classify antimicrobial
peptides. In this sense, the present work proposes the use of the p-spectrum
kernel with support vector machines (SVM) to classify these peptides. The ob-
tained results showed that the order of the amino acids in a peptide is an impor-
tant feature to take into account in the classification processes of antimicrobial
peptides.

2 Materials and Methods

2.1 Kernel Methods

In multiple situations, the classification problems present data that cannot be
differentiated with linear relations. In these cases, the usage of kernel methods
allows to perform a linear classification process by the mapping of the data into
an N -dimensional space of order N bigger than the order of the initial space.
This can be done because usually the data in this new space, called feature space,
is linearly separable [8].

In the kernel methods, there are two important elements: the kernel function
and the kernel matrix. The kernel function is defined by (1) [9]

k(x, z) = 〈φ (x) , φ (z)〉 . (1)

where x, z are elements of any set and their image φ(x) is a vector in RN . This
kernel function is used to obtain the kernel matrix, defined in (2), that contains
the inner product of all pairs of data points in the feature space [9].
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Ki,j = 〈φ (xi) , φ (xj)〉 = k (xi,xj) . (2)

where xi, xj are elements of any set and their image φ(xi), is a vector in RN

and Ki,j is the element in the row i and column j of the kernel matrix. It is
important to mention that the kernel function calculates the inner product of
the images of two elements in the feature space without explicitly computing the
mapping of these elements.

The selection of the kernel function should consider the type of the input
data, and the selection of the learning algorithm depends of the process that
is required: classification, prediction or clustering. One of the algorithms used
in classification processes is support vector machines [9], which was selected in
this study as the learning algorithm used in the classification of antimicrobial
peptides.

Moreover, the p-spectrum kernel was used in order to determine if a classifi-
cation process of the different types of peptides could be performed considering
only the order of the amino acids in the peptide without any physicochemical
information.

2.2 p-spectrum Kernel

For a sequence S, its spectrum of order p corresponds to the histogram of all
their contiguous substrings of length p. The kernel based on this spectrum, allows
the comparison between two sequences, calculating the number of substrings of
length p they have in common [9].

In this work the p-spectrum was calculated using an adaptation of the p-
spectrum recursion algorithm defined in [9]. The algorithm was modified with
the function isEqual and in the superior limit of the sum as shown in (3).

kp(s, t) =

|s|−p+1∑
i=1

|t|−p+1∑
j=1

isEqual(s(i : i+ p− 1), t(j : j + p− 1)) (3)

where kp(s, t) is the p-spectrum for sequences s and t, |s| is the length of the
sequence s, s(i : i + p − 1) is the subsequence of s that starts in position i and
ends in position i+ p− 1 and isEqual(a, b) is the function defined by (4)

isEqual(a, b) =

{
1 if a = b
0 otherwise

(4)

A graphical representation of the creation of one antimicrobial peptides classifier
using p-spectrum kernel and support vector machines is shown in Fig. 1. The
first step consists in the creation of the kernel matrix, followed by the calculation



158 P. Rondón-Villarreal, D.A. Sierra, and R. Torres

Dataset
Kernel Matrix

S.V.M Pattern
Function

Fig. 1. General Diagram for the creation of the antimicrobial peptides classifier using
the p-spectrum kernel

of the pattern function through the application of the learning algorithm, which
in this work is support vector machines.

3 Results and Discussion

In this work, an antimicrobial peptide classifier was designed and created using
only the information given by the p-spectrum kernel with p = 3, which it is
different to majority of studies used in the classification of antimicrobial peptides,
where QSAR techniques have been used for this aim [6,7,10]. Additionally, most
of these methodologies have used an unbalanced dataset, while in this work we
applied a random subsampling in order to obtain a balanced dataset.

The first step comprises the random subsampling of 600 antimicrobial pep-
tides from the Antimicrobial Peptides Database (APD) [11] and 600 non-antimi-
crobial peptides from the negative dataset created by Wang et al. in [10]. In this
sense, the initial dataset is composed by 1200 peptides sequences that will be
used in the creation of 10 antimicrobial peptides classifiers using the 10-fold
cross-validation technique. For each one of the 10 classifiers should be calculated
a kernel matrix and then the libraries of LIBSVM [12] are used in order to obtain
the pattern function using support vector machines, with the parameters values:
c = 1 and γ = 0.07.

The mean values obtained in the 10-fold cross-validation process were: sensi-
tivity 90.67± 5.62%, specificity 83.50± 4.19%, false positive rate 16.50± 4.19%,
false negative rate 9.33± 5.62% and precision 87.08± 0.312%.

The final antimicrobial peptides classifier is created using the 70% of the ini-
tial data for the training process, i.e. 840 peptide sequences, and the 30% for
testing (360 peptide sequences). The final antimicrobial peptides classifier cre-
ated using the 70% of the data presents the following values: sensitivity 92.78%,
specificity 83.89%, false positive rate 16.11%, false negative rate 7.22% and pre-
cision 88.33%.

For the sake of comparison a summary of the most relevant works in the
classification of antimicrobial peptides is shown in Table 1.
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Table 1. Summary of the most relevant works in classification of Antimicrobial
Peptides

Tech. -
Work a

Input
dataset
b

Val.
Tech. c

Sn % d Sp % e Acc % f Mcc g

DA [7] 2578/4011 2 - - 87.5 0.74
NNA [10] 2752/10014 1 80.23 94.59 93.31 0.7312
RF [7] 2578/4011 2 - - 93.2 0.86
SVM [13] 146/146 2 75.36 97.3 83.02 -
SVM [7] 2578/4011 2 - - 93.2 0.86
This
work

600/600 2 92.78 83.89 88.33 -

a Technique: DA=Discriminant Analysis, NNA=Nearest neighbor algorithm,
RF=Random Forests, SVM=Support vector machines. b Input dataset: Number of
positive samples/Number of negative samples. c Validation Technique: 1=Jackknife
test, 2= 10-fold cross-validation d Sn=sensitivity. e Sp=specificity. f Acc=accuracy.
g Mcc=Matthew’s correlation coefficient.

4 Conclusions

From the obtained results it can be appreciated that the use of string kernels
allows performing a satisfactory classification process. For this reason, it is feasi-
ble that the order of the amino acids inside the peptide sequences gives enough
information to determine the presence or absence of any antimicrobial activity.

In addition, the obtained results using the 10-fold cross-validation technique
show that the classifiers created using the p-spectrum kernel are statistically
stable due to the small variation that they present in the performance measures
when the training dataset is changed.

Finally, it can be observed that the performance values obtained for the anti-
microbial peptides classifier created using the 70% of the initial data are closed
to those values obtained using the 10-fold cross validation, suggesting that the
final antimicrobial peptides classifier is statistically stable as well.

This work provides some evidence that the order of the amino acids provides
enough information to classify peptides as AMPs.
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Abstract. The Timor hybrid (TH), a natural hybrid between C. arabica and C. 
canephora, is the main source of resistance to coffee leaf rust disease that has 
been used as progenitor during development of most of the modern Coffea 
arabica L. varieties. In this work a comparison of the introgression level of three 
accessions of the TH was conducted using massive RNAseq data analysis. To 
investigate the number of unigenes possibly impacted by introgression, the 
characterization and quantification of genome-derived SNPs were carried out on 
almost 20,000 unigenes. Overall results confirmed the CIFC1343 as the most 
introgressed accession of the TH when compared to either CIFC832-1 or 
CIFC832-2. Although less introgressed, the CIFC832-2 seems to be an interesting 
alternative for coffee breeders because it carries additional genome introgressions 
than observed for CIFC832-1. Our findings illustrate an alternative approach that 
use RNAseq data for SNP identification and interpretation in a polyploid species. 

Keywords: Gene introgression, genetic resources, disease resistance, gene 
expression. 

1 Introduction 

Coffee is considered as one of the world's favorite beverages, the second most traded 
commodity after oil, and one crucial to the economies of several countries particularly 
in Latin-America. Only two species are responsible for commercial production: 
Coffea arabica (Arabica coffees) and C. canephora (Robusta coffees). All coffee 
                                                           
* Corresponding author. 
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species are diploid, except C. arabica, which is allotetraploid (2n = 4 x = 44) and 
derived from a recent (less than 50000 years ago) interspecific hybridization between 
two diploid species: C. eugenioides and C. canephora. Homoeologous genomes in C. 
arabica have been designated as Ea and Ca according to their parental origin 
(Lashermes et al. 1999; Cenci et al. 2012).  

Plantations of C. arabica around the world are affected by several diseases, among 
them the most important is the coffee leaf rust (CLR), caused by the biotrophic fungus 
Hemileia vastatrix Berk & Br, also considered as the most devastating disease for this 
culture. In order to prevent spread of the disease, different breeding programs for rust 
resistance were initiated in many countries since 1970. To date, the Timor hybrid 
(TH), which is the result of a spontaneous cross between C. arabica and C. canephora 
species, is the main source of resistance to CLR which has been used as a progenitor 
during the production of most of the modern improved varieties in Latin America but 
also in Africa, Asia and Oceania (Bettencourt 1981; Rodriguez et al. 2000).  

Timor hybrid presents an arabica phenotype, is self-fertile, and bears a tetraploid 
number of chromosomes (2n=4x=44) as C. arabica. At least five major resistance 
genes (SH5 to SH9) have been identified in the TH accessions, all of them supposedly 
coming from the Robusta side of the hybrid. From 1960, several clones and offspring 
of HT accessions CIFC832-1, CIFC 832-2 and CIFC1343, among others, were 
distributed to several coffee-producing countries, including Colombia, by the Centro 
de Investigaçao das Ferrugens do Cafeeiro (CIFC). As result, a number of 
commercial varieties were produced at the end of 80’s and planted in extensive areas 
of Central and South America (Rodrigues Jr et al. 2000). 

Recent advances in DNA depth sequencing have made it possible to sequence 
cDNA derived from cellular RNA by massively parallel sequencing technologies, a 
process currently termed as RNA-seq, making possible to identify not only 
transcriptome expression variations but also single nucleotide polymorphism (SNP) in 
a broad range of species including coffee (Mammadov et al. 2012). SNP-based 
genotypic data has been used to investigate numerous questions of evolutionary, 
ecological, and conservation significance in model and non-model organisms. Thanks 
to their broad genomic distribution and direct association with functional 
implications, SNPs represent today an improvement over conventional markers. 
Therefore, the aim of this report was to investigate the genomic relationship among 
three of the most important TH accessions from the Colombian coffee germplasm, 
throughout a RNAseq-based strategy. To do that we propose a new approach for 
detecting genomic differences in introgression by identification (through their SNP-
content comparative analysis) of genes possibly impacted by this process in the Timor 
Hybrid resource.   

2 Material and Methods 

2.1 Rnaseq Library Preparation and Sequence Generation 

Total RNA from TH accessions: CIFC1343, CIFC 832-1 and CIFC 832-2 were 
extracted from four different tissues (leaf, flower, young berry, old berry) using the 



 Genomic Relationships among Different Timor Hybrid (Coffea L.) Accessions 163 

mRNA plant mini kit (Quiagen ®) according to manufacturer’s instructions. Total 
RNA quality and concentration were determined using the Eukaryote Total RNA 
Nano Assay (Agilent, Santa Clara, CA) on a 2100 Bioanalyzer (Agilent). RNA library 
preparation was performed using the TrueSeq RNA sample kit (Illumina, San Diego, 
CA) according to manufacturer’s instructions. Prior to cluster generation, library 
concentration and size were assayed using the Agilent DNA1000 kit ®. Libraries 
from all samples were sequenced in a single flow-cell (3 libraries per lane) on the 
Illumina HiSeq 2000 using the sequence by synthesis (SBS) technology, at the MGX 
platform (Montpellier Genomix, Institut de Génomique Fonctionnelle, Montpellier 
France). Final reads were single-end 75 nt, with a separate read to sequence the 
sample index. Image analysis, base-calling and quality filtering were processed by 
Illumina software. 

2.2 Data Analysis and Detection of Differential SNPs 

The overall reads were aligned using BWA (Li & Durbin 2009) against a C. 
canephora expressed sequence tag (EST) assembly (with 56, 216 unigenes) as 
reference transcriptome. This reference base was built using transcripts from various 
tissues and Sanger as well as deep Illumina sequencing as described in Combes et al. 
(2013). A maximum of four mismatched nucleotides (including gaps) between the 
read and the reference transcriptome sequence was allowed. For each accession,  
the unambiguously aligned sequences were then analysed for SNP discovery with the 
GATK toolkit (McKenna et al. 2010; http://www.broadinstitute.org/gatk/) using the 
Unified Genotyper module with default parameters to obtain SNP list and allelic data, 
and the Depth Of Coverage module to get depth coverage information. Based on the 
GATK outputs, quantification and comparison of SNPs were conducted using 
SNiploid a dedicated web-based tool (Dereeper et al. 2011; http://sniplay.cirad.fr/cgi-
bin/sniploid.cgi). SNiPloid was used to compare inter and intra-genotypic SNPs and 
to classify the unigenes carrying SNPs into different hypothetical evolution-based 
categories by comparison with the observed situation in the non-introgressed 
allopolyploid C. arabica (Figure 1).  

In order to infer and quantify those unigenes with SNPs possibly impacted by the 
introgression process, both the relative difference, RD (i.e. difference in SNP content) 
and the intrinsic difference, ID (i.e. difference in SNP number) index between Caturra 
(P1) and each of the TH accessions (P2), were calculated per unigene as follows: RD 
= [Number of SNPs between P1 and P2/ Total number of positions exhibiting SNPs in 
either P1 or P2] * 100; ID = [Number of SNPs in P1/Number of SNPs in P2] * 100. 
Overall comparisons of RD and ID index between C. arabica and the TH accessions 
were interpreted as changes at the nucleotide level, as result of the introgression 
process into the TH genome (Figure 2). As result of this analysis, four categories of 
unigenes were considered as follows: Type 0:  those being considered as non-
introgressed; Type 1: unigenes with SNPs derived from introgression into Ea 
subgenome; Type 2: unigenes with SNPs derived from introgression into Ca 
subgenome; and Type 3: unigenes carrying uninterpretable SNPs, possibly associated 
with local genome homogenization.  
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Fig. 1. Possible introgression scenarios as expected to occur during natural hybridization of the 
Timor hybrid resource. (a) scenario of no-introgression, as observed in C. arabica, (b) 
introgression into the Ca subgenome; (c) introgression into the Ea subgenome; (d) genome 
homogenization into the Ea subgenome, as result of introgression process. For each scenario 
single nucleotide substitutions are indicated by asterisk.   

 
Fig. 2. Pipeline showing discrimination of unigenes by the presence of SNP possibly derived 
from the introgression process. Categorization of introgressed vs. non-introgressed unigenes 
was carried out by analyses of RD and ID indexes calculated for each unigene (comparison 
between C. arabica var. Caturra and each of the TH accessions). 
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Furthermore, mapped sequence counts were used to estimate the expression level 
of the different unigenes (non-introgressed as well as putatively introgressed 
unigenes). Differences in gene expression between the different TH accessions were 
tested using the feature-assigned fragment counts for each replicate as input to the 
DESeq package (Anders and Huber, 2010). Only genes with adjusted p-values below 
0.05 were considered as differentially expressed. 

3 Results and Discussion 

In this report we sought to estimate the number of unigenes possibly impacted by 
introgression among the TH accessions throughout SNP categorization. To assess the 
differences of possibly introgressed-unigenes, the transcriptome of different tissues of 
the three accessions of the TH was sequenced. The mRNA-seq data allowed on one 
side to detect SNP within each sample (i.e. homoeologous SNPs) and between each 
TH accession and a variety of C. arabica used as standard and on the other side to 
quantify transcript (either overall or homoeologous) abundance for a large number of 
genes. Using this information it was possible on the one hand, to investigate the 
frequency of unigenes putatively impacted by introgression and another hand, to 
characterize the differentially expressed unigenes among the TH accessions.  

Results showed that the total number of SNPs ranged from 175,419 in CIFC832-1 
to 243,801 for CIFC832-2. These values corresponded to 93% of the total single 
nucleotide polymorphisms detected in the TH (i.e. the 3 TH accessions considered 
altogether). For further quantification of the introgression, only unigenes classified as 
Type 1, Type 2 and Type 3 were considered. As showed in Table 1 the CIFC1343 
was the most introgressed accession with 16.8 % (3438) of unigenes having SNPs 
possibly originated from introgression process, while the CIFC832-1 was the less 
introgressed with only 10.6 % (1486). Among the three TH accessions, around 63 % 
of unigenes appeared not introgressed and for 23% of them it was not possible to infer 
the origin of the observed SNPs.The Venn diagram in Figure 3 showed the unique 
unigenes but also the impacted unigenes shared by the different TH accessions. The 
CIFC 1343 for example, exhibited the highest number (1670) of unique unigenes than 
the others (799 and 233 for CIFC832-2 and CIFC832-1, respectively). 

Table 1. Comparison of type and frequency of analyzed unigenes relative to the introgression 
process when comparing C. arabica var. Caturra (P1) to the different TH accessions (P2).   

Comparison 
P1 vs P2  

Total 
analyzed 
unigenes  

Total 
informative 
unigenes  

Freq (%) of non-
introgressed 
unigenes  

Freq (%) of 
uninterpretable 
unigenes  

Freq (%) of 
introgressed 
unigenes  

CAT vs CIFC1343  30,170  20,175 (66.9 %)  60.1  22.9  16.8  

CAT vs CIFC832-1 21,044  14,110 (67.0 %)  67.6  21.8  10.6  

CAT vs CIFC832-2 28,339  19,055 (67.2 %)  62.2  23.7  14.2  
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Fig. 3. Venn diagram showing the number of unique and shared unigenes (carrying SNPs 
possibly as product of the introgression process) between the 3 TH accessions  

This accession also shared most impacted unigenes with CIFC832-2 than it does 
with CIFC832-1. It was interesting to note that 894 unigenes were common among 
the different TH accessions. Although all three TH accessions were sampled under 
similar field conditions, quite differences in gene expression were detected. Indeed, 
final DESeq analysis showed that most of the differentially expressed unigenes (419) 
were found when compared between CIFC1343 and CIFC832-2 (Figure 4). At the 
contrary, less number of differentially expressed unigenes was detected between 
CIFC832-1 and CIFC832-2 (78).  

The CIFC1343 accession has been used intensively in development of breed 
derived progenies with rust resistance in Colombia. Similarly, the CIFC832-1 and 
CIFC832-2 represent the main sources for development of cultivars like IAPAR59 
and CR95 in Brazil and Costa Rica, respectively (Alvarado and Castillo 1996; 
Bertrand et al. 1999; Rodrigues Jr et al. 2000). All of these resources supposedly 
contain different resistance genes not only for rust but for other important diseases 
like the coffee berry disease, CBD (Rodrigues Jr et al. 2000). Despite its importance 
for the C. arabica breeding programs, very few studies have been undertaken to 
compare the genetic origin and nature of these genes. In this scenario, the RNAseq 
approach as used here represents an important step toward knowledge of the nature of 
the gene introgression issued from the Timor hybrid.  

Overall our results pointed the fact that CICF1343 remains the most important 
resource for cultivar development in Colombia because its level of gene introgression 
compared to other accessions. In practical terms, this suggests that CIFC1343 would 
to maintain additional introgressed genes of putative interest for future Arabica 
breeding. Nevertheless, the long exposure (more than 25 years) of CIFC1343-derived 
progenies to field CLR races in Colombia, obligate to think about the use of  
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Fig. 4. Comparison between Timor hybrid accessions relative to the number of up-regulated 
unigenes as detected by the DESeq analysis 

alternative sources for rust resistance. In this sense, the CIFC832-2 accession 
becomes an interesting option as source of new genes. This accession although less 
introgressed, seems to involve additional (new?) introgressed fragments than 
CIFC832-1. Further work is in progress to carry out precise annotation of 
introgression-related genes into the TH accessions in order to identify those involved 
not only on disease resistance (i.e. rust, CBD), but also on additional traits of interest 
for the coffee breeders (e.g. adaptation to environmental variation, cup quality).   
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Abstract. Metabolic flux analysis (MFA) is a computationally-dependent ma-
thematical framework which can be used for determining the more representa-
tive variables of a biological system; MFA can be greatly improved by means 
of a sensitivity analysis (SA).  In this work, we used a SA and a MFA to study 
the Streptomyces clavuligerus metabolism for clavulanic acid (CA) production. 
It was observed that the measured metabolic fluxes that significantly affected 
the cellular system were phenylalanine, isoleucine, tyrosine and lysine. Accord-
ing to the flux distribution at two dilution rates (D), the biosynthesis of CA was 
favored at low D, leading to higher values in the precursor fluxes of the tricar-
boxylic acid and urea cycles. Moreover, it was found that the flux of ornithine, 
rather than the flux of arginine, affects the biosynthesis of CA, which evidences 
the importance of controlling the flux of carbon through the urea cycle. 

Keywords: Clavulanic acid, MFA, Streptomyces clavuligerus, β-lactamase. 

1 Introduction 

Streptomyces clavuligerus (S. clavuligerus) can produce a large number of compounds 
among which Cephamycins and Clavulanic Acid (CA), are  the most actively studied; 
CA is a potent β-lactamase inhibitor used to counteract the microbial resistance created 
by some pathogenic microorganisms, capable of producing β-lactamase enzymes for 
destroying the antibiotic [1]. By combining genetic and Metabolic Engineering (ME) 
techniques, it has been possible to improve the carbon flux distribution leading to larg-
er CA production. Metabolic Flux Analysis (MFA) is a tool aiming at discerning and 
optimizing the Metabolic Flux Distribution (MFD) in target organisms [2]. Some of 
the more relevant works applying MFA in Streptomyces have been carried out on spe-
cies such as tenebrarius, lividans, coelicolor, clavuligerus and avermitilis [3, 4]. 
Concerning CA, there are relevant studies which have reported the applicability of 
MFA. Kirk et al. (2000) used MFA for determining the MFD in the Central carbon 
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metabolism (CCM) of S. clavuligerus, in nutrient-limited culture media [7]. By calcu-
lating the MFD, the authors proposed a strategy for feeding amino acids which pro-
moted the availability of arginine (Arg), the C5 precursor for CA biosynthesis. In a 
related work, Bushell et al. (2006) found that,  feeding a mixture of aspartate (Asp), 
asparagine (Asn) and threonine (Thr), the fluxes toward the Arg synthesis pathway 
were increased, producing a CA yield 18-fold higher [4]. Meanwhile, Daae and Ison 
(1999) developed a SA method for studying metabolic responses when the cell faces 
changes in environmental conditions; by using this approach, the authors were able to 
analyze the effect that disturbances on measured fluxes (νm) such as the oxygen flux, 
exert on the system’s MFD [5].  

In this work, the batch and continuous production of CA is studied. Also, the ef-
fects of direct amino acid addition and the variation of the dilution rate (D), on the 
MFD, are investigated by means of a combined MFA and SA. Finally, a depiction of 
the effect of individual flux variations on CA accumulation is presented. 

2 Materials and Methods 

2.1 Microbiological Methods and Inoculum Preparation 

A lyophilizate of S. clavuligerus ATCC 27064 was activated in TSB® broth (28 ºC, 
36 h). The strain was kept at -80ºC in Eppendorff tubes with a TSB® - 40% glycerol 
medium [6]. Pre-inoculums were prepared in TSB® medium and incubated (28°C, 
220 rpm) during 36 h for ensuring exponential growth (biomass content: 8 - 9 gL-1). 

Fermentation assays used a Production Media (PM) denoted as “medio 2” in [6].  

2.2 Bioreactor Cultures 

Cultures were performed in an instrumented 3L BIOFLO 110 bioreactor (New 
Brunswick), (1 L of PM, 1 vvm, 500 rpm, 28°C and pH at 6.8 ±0.2). Foaming was 
prevented with the early addition of 2mLL-1 of Antifoam 143. Batch experiments were 
conducted during 100 h. Samples were taken periodically for the determination of 
biomass (X), glycerol (GLC), amino acids, phosphate, O2 and CA. For starting up the 
continuous mode it was first necessary to fulfill a 36h-batch culture. Two dilution 
rates (D) (0.02 and 0.03 h-1) were evaluated. Steady state operation was verified by 
measuring X and CA concentration at each residence time. 

2.3 Analytical Methods 

Samples were centrifuged (14000 rpm, 4ºC, 10 min); supernatant was filtered using 
0.2 µm PTFE membranes and stored at -20°C until HPLC analysis (Agilent Tech. 
Series 1200); recovered pellets were dried at 105°C for 4h in pre-dried Eppendorff 
tubes for biomass determination. CA, amino acids and glycerol were quantified by 
HPLC as in [6]. Phosphate content was determined by a colorimetric method (the 
molybdenum blue method). The dynamic technique was used for calculating oxygen 
consumption rate. 
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2.4 Metabolic Network Abstraction 

The proposed stoichiometric metabolic model comprised 60 reactions and 47 metabo-
lites present in the CCM, biosynthesis of biomass, urea cycle and CA biosynthesis. 
The partially known clavams’ pathway as well as the Entner-Doudoroff and glyox-
ylate pathways (uncommon in most Streptomyces strains [4]) were not included. 
Model building was based on scientific literature and on-line databases e.g.  KEGG. 

2.5 Metabolic Flux and Sensitivity Analysis 

MFA relies on stoichiometries which impose constraints on the carbon flux through 
the pathways [2]. A proper mathematical representation of the biochemical reactions 
is a numerical matrix, in the form of E· v = 0 (eq. 1), (E: stoichiometric matrix; ν: 
vector of fluxes). This case study has an E matrix 60 x 47. Equation (1) can be re-
written considering that v is composed by measured fluxes (νm) and calculated fluxes 

(νc); re-organizing, vC = -[EC ] 
-1Em vm  (eq. 2) is acquired as the base equation for 

MFA. When solving eq. 2, lower error propagation is attained by formulating a well-
conditioned problem. If the problem is ill-conditioned, it is necessary to choose anoth-
er vector νm. The Condition Number (CN) is an index that determines whether the 
problem is well-posed or not; CN = ‖ EC ‖‖ E#

C ‖ (eq. 3), (E#
C is the pseudo-inverse 

matrix). Well-conditioned problems have CNs lower than 1000. The SA is fulfilled 
making a perturbation in the measured fluxes (one at a time), to assess how much the 
vector of calculated fluxes varies. From (eq. 2), this perturbation can be re-written as 
vC2 - vC1 = -[EC ] 

-1Em (vm2 - vm1 ) (eq. 4) [5].  Rearranging, (eq. 4) becomes [dvC /dvm 
] = -[EC ] 

-1Em (eq. 5), which represents the sensitivity of νc to changes in νm. For the 
current case study, 28 fluxes were proposed as measured fluxes for fulfilling the SA 
(GLC, O2, AC, NH4, (X), oxaloacetate (OAA), pyruvate (PYR), alpha-ketoglutarate 
(aKG) and glyceraldehyde-3-phosphate (GAP), Arg, Glu, Ser, Phe, Tyr, Gln,  Trp, 
Val, Ala, Leu, Orn, Asn, Cys, Met,  Thr, Lys, Pro, Ile and Gly). The procedure for 
choosing the νm vector was: 1) several vectors νm were proposed, 2) CNs were calcu-
lated for each proposed vector, 3) SA for each νm vector with CN lower than 1000 
was evaluated, 4) the νm vector with lower sensitivity index was used for MFA. The 
SA and MFA were performed using CellNetAnalyzer [7]. 

3 Results and Discussion 

3.1 Batch and Chemostat Production of Clavulanic Acid 

CA biosynthesis (batch) reached 62.3 mgL-1 at 72h (Figure 1). Afterward, its concen-
tration decreased as a result of nutrient depletion, e.g. the nitrogen source; the micro-
organism overcomes such nutrient depletion by consuming CA, previously synthe-
sized. (Production/degradation of CA by S. clavuligerus take place simultaneously, 
and degradation becomes dominant when CA production stops). According to Fig. 1, 
at 36-42 h of cultivation the system was under Asn-limited conditions; however, there 



172 C. Sánchez et al. 

was no evidence of phosph
ration (data not shown). Th

 

Fig. 1. Batch producti

For the continuous cultu
fying steady state operation
a fact already reported [4]
GLC, O2 and Asn, increase
Asn, Gly, Ala), in most case

3.2 Sensitivity Analysis

The sensitivity values of ca
from equation 5), and the s
were calculated (data no 
represents the total impact o
ured fluxes of Phe, Ile and
counting for about 55% of t
sensitivity with respect to th
measured flux, it had the m
dex: 77.64). This high sensi
of metabolites in the whol
measured fluxes, no effect o

Analyzing the individua
fluxes of Phe, Ile and Ty
hydrogenation reaction), ν34

to the formation of glucose
was proposed by Orduña (
before the microbial growt
with respect to Phe, Ile and
Tyr ends up raising the glo
tion of carbon, available fo

hate or GLC limitation. The DO was kept above 50% sa
e maximum specific growth rate (µmax) was 0.0685 h-1

.  

 
ion of clavulanic acid. (1L, 500 rpm, 28ºC, 1vvm, pH 7). 

re, data were attained (data no shown) at two D, after v
n. The productivity of CA was higher at lower D (0.02 h
. It was also observed that decreasing D, the demand 

es.  In addition, the amino acid synthesis rate (Phe, Trp, 
es, was higher at a lower D.  

s for Streptomyces clavuligerus  

alculated fluxes to variations in measured fluxes (estima
elected vector νm that resulted in the lowest CN (CN=1
shown). Considering the accumulated sensitivity, wh
of each element of vm on vc., it was observed that the me
d Tyr had the largest effect on the metabolic system, 
the global sensitivity. The CA flux, in turn, had the high
hese amino acids. Similarly, when CA was considered a

major influence on the system (accumulated sensitivity
itivity is related to its stoichiometry, involving around 2
le pathway. When Asp, Glu and Asn were considered
on CA production was observed.  
al effect of each νm on the MFD, for perturbations in 
yr, the more sensitive calculated fluxes were ν45 (tra
4, ν35, and ν36 (oxidative PP pathway). Flux ν34 correspo
e-6phosphate (G6P) from fructose-6-phosphate (F6P). G
(2000), as a sensitive indicator of nutrient limitation, e
th starts ceasing [8]. The sensitivity values of these flu
d Tyr, were positive, implying that increasing Phe, Ile 

obal flux in the oxidative PP pathway; consequently, dep
or product generation, is promoted. For perturbations in 

atu-

veri-
h-1), 
for 
Ile, 

ated 
138) 
hich 
eas-
ac-

hest 
as a 
 in-

22% 
d as 

the 
ans-
onds 
G6P 
even 
uxes 
and 
ple-
the 



 A Combined Sensitivity and MFA Unravel the Importance of Amino Acid 173 

measured fluxes of Val, Ala, GLC and O2, the more sensitive calculated fluxes are the 
same fluxes found for the case in which the flux of Phe was considered as measured. 
The sensitivity for the flux of CA (νAC), when Val was used as a measured flux, is 
negative, whereas for changes in the flux of Ala the νAC had a positive sensitivity. 
Likewise, the calculated fluxes that showed to be more sensitive to disturbances of the 
measured flux of biomass were ν34, ν35, ν36 and ν45. By increasing the flux of biomass 
generation, it was possible to reach an increase in the fluxes of the PP pathway and in 
the trans-hydrogenation flux. Correspondingly, the biomass flux had an inverse corre-
lation with respect to the calculated product flux, also found in [5]. 

3.3 Metabolic Flux Analysis in Streptomyces clavuligerus 

For computing the pathway MFD, the metabolic model was solved using equation 2, at 
two different D, see Figure 2. The SA results were taken into account for MFA calcula-
tions, so the vector νm comprised the fluxes of Phe, Ile and Tyr. The most significant 
fluxes obtained from the MFA, at both dilution rates, correspond to: 1) the oxidative 
phosphorylation (ν41), 2) trans-hydrogenation (ν45), 3) oxidative PP pathway (ν35), 4) the 
glycolytic pathway (EMP) (ν33), 5) TCA cycle (ν15), 6) Biomass (ν41) and 7) CA (ν3). 
Results shown in Figure 2 indicate that lower D favors the production of CA, thus re-
ducing biomass growth rate (ν32). Besides, by reducing D, higher fluxes in the glycolytic 
pathway were observed, e.g.  ν3PG, νPEP and νPYR. The anaplerotic flux (ν6) promotes the 
metabolic activity in the TCA cycle along with the flux ν11. In addition, there is a higher 
PYR consumption at higher D, which is destined for the production of X, Lys, Ile, Leu, 
Ala and Val. This leads to a depletion of carbon flux towards the TCA cycle and a sub-
sequent limitation on the availability of OAA and aKG. 

 

Fig. 2. Metabolic flux distribution in Streptomyces clavuligerus (Sc). The upper values corres-
pond to the 0.02h-1 dilution rate; the lower ones correspond to the 0.03h-1 
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The metabolite aKG is the Glu precursor which favors the synthesis of Orn; the 
fluxes in this direction increased at high D. Interestingly, the calculated flux obtained 
for Orn did match that for CA, at both dilution rates; therefore, for CA biosynthesis, 
the Orn flux is limiting rather than Arg, since, despite of having availability of Arg 
and limitation of the Orn flux (at the higher D), the CA biosynthesis was not favored. 

4 Conclusions 

By combining a SA and a MFA it was possible to establish how the formation rate of 
different amino acids and/or other metabolic products affect the MFD for CA produc-
tion in S. clavuligerus. The SA showed that compounds such as OAA, aKG, GAP, 
Arg, Orn and Asp do not affect significantly the MFD during CA production, despite 
the fact of being nodal points with high connectivity in the metabolic network. For the 
proposed metabolic pathway, it was found that the fluxes of Phe, Tyr and Ile are the 
measured fluxes with the highest impact on the cellular system. Moreover, the calcu-
lated fluxes which are highly affected by those measured, are the fluxes involved in 
NADPH generation in both, the oxidative pentose phosphate pathway and in the 
trans-hydrogenation reaction. Overall, the MFA showed that for reaching high yield 
in CA production, it is necessary to assure a good availability of the GAP, PEP, PYR, 
OAA and Orn fluxes. By observing the complete MFD, one can infer that the CA 
precursor, Orn, increased at lower dilution rate, thus improving CA biosynthesis. 
High D values did also favor Asp and TCA precursors’ consumption, but not CA 
production. Therefore, a feasible strategy for increasing CA biosynthesis might be 
Orn supplementation. It is also crucial to explore the urea cycle, for the purpose of 
understanding the role of Orn and Arg precursors and its influence on CA synthesis. 
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Abstract. Metabolic flux analysis provides a quantitative description of the 
degree of involvement of different pathways in cellular functionality. In this 
work, the metabolic flux distribution in Saccharomyces cerevisiae was 
evaluated to explaining low-yield of biomass and ethanol production. 
Furthermore, strain improvement alternatives for higher ethanol yield were 
proposed by means of an elementary mode analysis. Besides stoichiometric 
restrictions, experimental data were used as constraints for the solution of the 
LP problem. The corresponding flux distribution brought about indications on 
the fate of carbon through the entire metabolic system, after glucose uptake. 
The higher yield for product biosynthesis was acquired when the carbon flux 
was attenuated in the pentose phosphate pathway, thus compromising important 
biomass precursors.  Reactions for glucose uptake and the synthesis of 
glycolytic intermediate metabolites were essential for both, biomass and 
product biosynthesis. This combined computational and experimental approach 
rendered reliable hypothesis prone to be experimentally tested. 

Keywords: Ethanol, metabolic flux analysis, Saccharomyces cerevisiae, 
elementary mode analysis, Cell Net Analyzer.  

1 Introduction 

Cellular metabolism comprises all anabolic and catabolic reactions, responsible for 
substrate conversion and energy production. Despite its complexity, the diverse 
metabolic networks have certain characteristics making them subject of a systemic 
analysis [1].  Conversely, the metabolic fluxes provide a reliable quantitative 
description of the degree of involvement of different pathways in cellular 
functionality and metabolic processes [2]. Flux Balance Analysis (FBA) allows for 
the determination of the metabolic flux distribution (MFD) throughout the entire 
metabolic network of an organism, by means of a stoichiometric model that describes 
its metabolic capabilities [3]. For the special case of fermentative processes, the 
stoichiometric balances have great importance for its understanding and improvement 
studies. Flux Balance Analysis is particularly useful in connection with production 
studies of important metabolites, e.g. ethanol; these studies, usually aim at directing 
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as much carbon as possible towards a specific metabolic product, are importantly 
favored by FBA for estimating non-measurable intra and extracellular metabolic 
fluxes, maximum theoretical yields, alternatives  metabolic pathways and metabolic 
flux bifurcation at a metabolic node [4]. Conversely, Elementary Modes (EMs) are 
considered as minimal functional units of metabolic networks that allow a balanced 
operation of the network at steady-state [6]. Each stationary flux distribution of the 
network can be described as a weighted combination of EMs; therefore, an optimal 
flux distribution will be a linear combination of optimal EMs [7].  

Ethanol is traditionally produced by anaerobic fermentation of glucose using 
mainly Saccharomyces cerevisiae (S. cerevisiae). The metabolic process renders 
glycerol, CO2 and biomass as by-products. This work is aim at evaluating the 
metabolic flux distribution in S. cerevisiae for ethanol production, to explaining low-
yield of biomass and product biosynthesis. Furthermore, strain improvement 
alternatives for higher ethanol yield are proposed by means of an elementary mode 
analysis (EMA). For this purpose, the Cell Net Analyzer tool, CASOP, was used [7].  

2 Materials and Methods 

2.1 Organism 

The yeast Saccharomyces cerevisiae, Ethanol Red®, was used for this study. The 
activated strain was stored at -80ºC in Eppendorff tubes with 40% glycerol medium. 
These tubes were used as seed for later experiments 

2.2 Bioreactor Cultures 

Anaerobic cultures were performed in a 5 L bioreactor, with a working volume of 2.7 
L (Applikon® Technologies). Batch ethanol production was achieved at 35 °C, 150 
rpm, and 5.46 pH units. Fermentation time reached 9 hours. Inoculum comprised 4 
g/L activated yeast in a chemically defined medium (in [g/L]: glucose 50, peptone 20 
and yeast extract 10). 

2.3 Analytical Methods 

Samples for extracellular metabolite determination were passed through 0.45 µm 
cellulose filters. Glucose, ethanol, acetic acid and glycerol concentrations were 
quantified by HPLC (Agilent 1200), as described in [8]. Biomass was assessed by the 
dry weight method and Absorbance at 600 nm. 

2.4 Metabolic Model, Elementary Modes and Flux Balance Analysis 

The metabolic model accounted for 33 reactions and 24 metabolites, comprising 
mainly the central carbon metabolism. The solution for the subsequent system  
was acquired by solving the LP problem with ethanol flux as objective function. 
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4 Conclusions 

Saccharomyces cerevisiae metabolic capabilities were successfully represented by a 
stoichiometric metabolic model. The model did estimate a 56% higher ethanol 
production when the carbon flux is reduced in the oxidative pentose phosphate 
pathway by means of down regulating the enzyme glucose-6-phosphate de-
hydrogenase. The combined flux balance and Elementary mode analysis rendered 
valuable information regarding the contribution of the different metabolic fluxes to 
the highest ethanol formation, without compromising the synthesis of biomass 
precursors.  It was observed that only the reactions involved in transport and uptake of 
glucose, as well as the synthesis of glycolytic metabolic intermediates, are essential, 
and hence are necessary for both, ethanol and biomass production. The major group 
of reactions that might be considered as metabolic targets are those related to the 
decarboxylation of pyruvate, so as to eventually attain higher ethanol yields. This 
combined computational and experimental approach contributed reliable hypothesis 
prone to be experimentally tested. 
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Abstract. This paper presents a new evaluation approach for aontology-based 
expansion strategy proposed in previous work. In this work, the evaluation fo-
cuses on the search for Learning Object (LO) in specialized repositories. A total 
of 98 user queries onthe Gene ontology, a knowledge representation largely va-
lidated by the scientific community, were used in the test. For each one, new 
concepts were extracted from the ontology considering different expansion 
types.  The work carried out demonstrates that query expansion delivers better 
results in terms of novelty and precision, independently of the expansion type. 
Also, that expansion types resulting from “part-of” relationships present better 
results in terms of precision and gained novelty, if compared with expansions 
using “is_a” relationships. 

1 Introduction 

In Information Retrieval (IR), a well-formulated query has less ambiguity and more 
likely to get good results. The query expansion is recommended for queries that are 
not well made [1], queries expressed using a country or domain specific terminology 
or in short queries in which might be more ambiguity. 

Various combinations of techniques such as lexical co-occurrence, clustering, 
collaborative learning, stemming and knowledge models are used in query expansion 
[2]. Ontologies and thesaurus are most commonly used knowledge models in IR 
tasks. Ontologies provide consistent vocabularies and world representations for clear 
communication in a knowledge domain. In they, knowledge is specified through a 
formal representation language based on descriptive logic, and this knowledge should 
represent a consensus view of the domain. 

The rest of this paper is organized as follows. Section 2 describes the main lines of 
work related to knowledge model-based query expansion. Section 3 presents the 
expansion strategy evaluation, emphasizing the different expansion types used. 
Evaluation results in terms of novelty, precision and DCG (cumulated gain with 
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discount by document rank) are presented in Section 4, and results discussion is 
placed in Section 5. Finally, in Section 6, main conclusions and interest aspects for 
future research are highlighted.  

2 Related Work 

In knowledge models-based query expansion we distinguish two kinds of approachs: 
those who use knowledge models dependent of a corpus and those who uses 
independent knowledge models. The first kind raises using models created from a 
collection of domain documents[3], [4], [5]. Because of this, any change in the 
collection means that models must be upgraded or rebuilt. In the second kind the 
knowledge represented in the model is extracted from other sources, e.g., from 
experience and knowledge of experts. For example, some studies use thesauri [6],[7], 
[8]and other ontologies[9], [10], [11]. 

In summary, the proposal of query expansion will differ depending on the 
following aspects: 

• Expansion mechanism type. The expansion can be manual, automatic or 
interactive. The approaches described above are mostly automatic or interactive. 

• Ontology type. Thesaurus, dictionaries and terminologies are used instead of 
formal domain ontologies. 

• Relationships used for expansion. Relationships used to extract new concepts are 
lexical relationships and in some cases basic ontological relationships, mainly the 
relation is_a. 

• Conceptual distance. Most of the approaches do not restricted the conceptual 
distance. This will depend on the ontology used.  

• Number of new concepts. It is common in most of approaches do not restrict the 
number of new concepts. On the other hand, many strategies left to the user the 
task of selecting concepts to expand.  

3 Expansion Strategy Evaluation 

In this paper, a evaluation of the ontology-based query expansion strategy[11] is 
carried out, in order to analyze the differences in expansion results depending on the 
connection type used to extract new concepts. The expansion types defined in this 
strategy are: 

• Father, i.e. expansion is performedwith the father of the query, Brother, i.e. 
expansion is performed with concepts that share the same father of the query and 
Son, i.e. expansion is performed with concepts whose father is the query,using 
relationship is_a. 

• Whole, i.e. expansion is performed with concepts that contain the query and Parts, 
i.e. expansion is performed with concepts that are part of the same concept that 
contains the query, using relationship part_of. 
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• Exact synonym, i.e. expansion is performed with conceptsthat are exact synonym 
and Other synonym, i.e. expansion is performed with conceptsthat are another 
synonym type,using synonym lexical relationship. 

• Expansion based on domain relations. The GENE ontology models the relationship 
“regulate”; from it, 2 kinds of expansions are defined: “regulated by” and 
“regulates”. The first one expands with the concepts that regulate the searched 
concept. The second one expands the concepts that are regulated by the searched 
concept. 

This paper focuses on the search for digital learning resources in specialized 
repositories, in particular on the genetics knowledge area using the Gene 
ontology[12]. We also used the MERLOT repository, since it has a specific collection 
of over two hundred learning resources labeled in the genetics area. 

The new set of test queries was extracted from the content list of  25 academic 
programs of courses in the genetics area. A total of 459 unique concepts were 
extracted, of which 34 were in the ontology, 64 had similar concepts and 361 did not 
exist in the ontology. For each of the 98 concepts, new concepts were extracted from 
the ontology considering the various types of expansion. The summary of this process 
is shown in Table 1(a).  

New concepts from the ontology were extracted for 86 of the 98 queries. Brother 
and Son expansion types produced the highest number of concepts. Both expansion 
types come from the relationship is_a.  

For the 86 queries, original queries (without expansion) and expanded queries for 
each expansion were performed in the repository. The results of this process are 
summarized in Table 1(b). For 10 queries, no learning objects were retrieved for 
either, the original query and expanded queries.  

Table 1. Average of new concepts extracted (a) and LO extracted from the repository (b) for 
each query and expansion type 

 
Original query 

Father Brother Son Whole Parts Regulates
Regulated 

by 
Exact 

synonym 
Others 

synonym 

(a) - 1.2 22.1 8.4 1 4.2 1 2.7 2.5 3 

(b) 4.78 1.02 6.7 1.25 3.35 4.5 3.33 0.16 0.66 0.63 

 
In total, 748 learning objects were recovered, 463 were unique, once a LO 

repeated, on average, 1.35 times for a single even in a different expansion type. 
For the final relevance evaluation of all LO recovered from each query, the 

evaluation set was restricted to queries that have results in different types of 
expansions and involve less effort evaluation. Experts who have experience and/or 
knowledge in genetics and teaching participated in the experiment. The relevance 
assessment of a retrieved LO is based on the topic involved in the query and in the 
content of the LO, i.e. the evaluation type is topically relevance [13]. The evaluation 
question that the expert must answer in evaluating each LO recovered is: “Does the 
learning object satisfies the applied query?”. 

The retrieved LOs for each query, with and without expansion, were evaluated 
according to 3 ordered levels of response  Relevant (R) whose weight is 1.0, Partially 
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Relevant (PR) whose weight is 0.5 and Not relevant (N) whose weight is 0.0.The 
weight given to each response level allows to refine the estimate of the precision 
metric, considering the relevance degree of the results.   

Since relevance results perceived by some experts show a low level of correlation, 
the data used for the analysis represent only the most correlated expert evaluations. 
The relevance value of a LO is the statistic of central tendency (mode) of relevance 
values given by the experts. If this is not applicable, we obtained the median of 
relevance values. 

4 Results 

The novelty , DCG and precision metrics are calculated using the first 10 retrieved 
LOs’ relevant evaluations, both for the original query and the expanded queries.The 
novelty metric corresponds to the proportion of new relevant results, that is, results 
that cannot be retrieved by the original query. The precision metric is the ratio 
between the relevant retrieved results and the total number of retrieved results, while 
the DCG metric is an improvement to the traditional precision metric, which reduces 
the contribution of the accumulated relevance for lower results rankings.  

Table 2. Novelty results for each query and expansion type 

T128 T13 T213 T248 T34 T369 T57 x  

Brother 0.600 1.000 1.000 0.667 0.817 

Son 0.000 0.333 0.167 

Whole 0.800 0.600 1.000 1.000 0.500 0.780 

Parts 0.800 0.500 1.000 0.333 0.658 

Regulates 0.800 1.000 0.900 

Regulated by 0.667 0.667 

Others synonym 1.000 1.000 1.000 

Exact synonym 1.000 1.000 

 
Following is a summary of the results. Regarding precision, it can be noted that 

average precision for expanded queries is 0.397, with values varying between 0.13 
and 0.75, and a standard deviation of 0.19. The average precision for the original 
queries is 0.16, with values varying between 0.0 and 0.5, and a standard deviation of 
0.181. The DCG metric presents a larger variability, with a standard deviation of 
0.463. 

The novelty average is 0.748, and its values are between 0.167 and 1, while its 
standard deviation is 0.269 (see Table 2). The maximum possible value of 1 is 
returned when the original query does not retrieve any results, so the expanded 
queries yield all relevant results. 

In general, the expansion types that retrieved results in the largest number of 
queries are the Brother, Sons, Parts and Whole  expansions, which derive from the 
is_a and part_of relationships.The Exact Synonym and Other Synonym expansions, 
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which derive from the Synonym relationshop, only retrieved results for the T34 cell 
cycle regulation and T248 RNA modification queries. In these cases, the Exact 
synonym expansion shows higher precision than the Other synonyms expansion, but 
the same novelty metric.The Regulatesexpansion, derived from the regulate domain-
specific relationship , only retrieves results for two queries. In these cases, it achieves 
novelty levels similar to other expansion types, but its precision results are slightly 
better.  

5 Discusion 

The novelty metric is always greater than zero, indicating that expanded queries help 
retrieve relevant LO that are different to the results retrieved by means of the original 
query, regardless of the query expansion type.  

Expansion strategies must be careful to avoid reducing precision results. In our 
case, we obtain good novelty levels, while maintaining or even improving the preci-
sion and DCG results. Average precision is 0.283, not taking into account the original 
queries T34, T213 and T248 which do not retrieve results. This result is less that the 
average precision of the expanded queries, which is 0.397. 

On average, the original queries are formed by two words (not considering stop-
words). Results show a high correlation (0.755) between the precision average of the 
expanded queries and the number of words in the query. This confirms the premise 
that shorter queries are more ambiguous and, consequently, retrieve less precise  
results. 

6 Conclusion 

Evaluation results both complement and ratify the conclusions from the previous 
strategy expansion evaluation’s results. We have demonstrated that our model can 
provide expanded queries which allow accessing to relevant LO that would be inac-
cessible without query expansion. , i.e., users obtain new relevant results that would 
not be retrieved by the original queries. This is specially evident in those cases where 
the original query does not return any results: in these cases, all relevant results are 
obtained solely through the expanded queries. 

The results of our experiment results show that there are differences in expansion 
queries depending of the type of relationship used to retrieve the new concepts. The 
expansion types Wholeand Parts yield good novelty metrics, and in general terms, 
results for expansion types derived from the part_of relationship show good levels of 
accumulated novelty and precision metrics.The relevance of retrieved LO is affected, 
among other factors, by the quality of the indexed resources, the repository’s ranking 
algorithm, and the quality of the knowledge model used for the expansion. 

Future research should establish the relationship between the query’s generality 
and the expansion types that retrieve the most new and relevant results. 



188 A. Segura et al. 

Acknowledgments. This work is supported by DIUBB 115215 3/RS project and 
DIUBB 125515 3/RS Chile and CIP-ICT-PSP.2010.6.2 project Organic.Lingua, 
reference: 270999. 

References 

1. Bhogal, J., Macfarlane, A., Smith, P.: A review of ontology based query expansion. Infor-
mation Processing and Management: an International Journal 43(4), 866–886 (2007) 

2. Mandala, R., Tokunaga, T., Tanaka, H.: Combining Multiple Evidence from Different 
Types of Thesaurus for Query Expansion. In: SIGIR 1999: Proceedings of the 22nd An-
nual International ACM SIGIR Conference on Research and Development in Information 
Retrieval (1999) 

3. Pizzato, L.A.S., de Lima, V.L.S.: Evaluation of a thesaurus-based query expansion tech-
nique. In: Mamede, N.J., Baptista, J., Trancoso, I., Nunes, M.d.G.V. (eds.) PROPOR 2003. 
LNCS (LNAI), vol. 2721, pp. 251–258. Springer, Heidelberg (2003) 

4. Zazo, Á.F., Figuerola, C.G., Alonso Berrocal, J.L., Emilio, R.: Reformulation of queries 
using similarity thesauri. Information Processing and Management: an International Jour-
nal 41(5), 1163–1173 (2005) 

5. Huang, Y.-F., Hsu, C.-H.: PubMed smarter: Query expansion with implicit words based on 
gene ontology. Knowledge-Based Systems 21(8), 927–933 (2008) 

6. Navigli, R., Velardi, P.: An Analysis of Ontology-based Query Expansion Strategies. In: 
Workshop on Adaptive Text Extraction and Mining (2003) 

7. Song, M., Song, I.-Y., Hu, X., Allen, R.: Integration of association rules and ontologies for 
semantic query expansion. Data & Knowledge Engineering 63(1), 63–75 (2007) 

8. Díaz-Galiano, M.C., Martín-Valdivia, M.T., Ureña-López, L.A.: Query expansion with a 
medical ontology to improve a multimodal information retrieval system. Comput. Biol. 
Med. 39(4), 396–403 (2009) 

9. Zou, G., Zhang, B., Gan, Y., Zhang, J.: An Ontology-Based Methodology for Semantic 
Expansion Search. In: FSKD 2008: Proceedings of the 2008 Fifth International Conference 
on Fuzzy Systems and Knowledge Discovery, pp. 453–457 (2008) 

10. Lee, M.-C., Tsai, K.H., Wang, T.I.: A practical ontology query expansion algorithm for 
semantic-aware learning objects retrieval. Computers & Education 50(4), 1240–1257 
(2008) 

11. Segura, A., Sánchez, N.S., García-Barriocanal, E., Prieto, M.: An empirical analysis of on-
tology-based query expansion for learning resource searches using MERLOT and the Gene 
ontology. Knowledge-Based Systems 24(1), 15 (2011) 

12. Diehl, A.D., Lee, J.A., Scheuermann, R.H., Blake, J.A.: Ontology development for biolog-
ical systems: immunology. Bioinformatics 23(7), 913–915 (2007) 

13. Borlund, P.: The concept of relevance in information retrieval. Journal of the American 
Society for Information Science and Technology 54(10), 913–925 (2003) 



FS-Tree: Sequential Association Rules and First
Applications to Protein Secondary Structure

Analysis

Nilson Mossos1, Diego Fernando Mejia-Carmona2, and Irene Tischer1

1 School of System Engineering and Computer Science, Universidad del Valle
2 Graduate School of Biomedical Sciences, Universidad del Valle,

Calle 13 # 100 – 00, Cali, Colombia

Abstract. A protein’s structure is determined by its amino acid se-
quence alone. In order to describe the relation between amino acid and
corresponding structural sequences, we use an association rule mining
approach. Traditional association rule mining is not appropriate in a
sequential context. Therefore, we develop the structure FS-tree to repre-
sent subsequences and their frequencies in a sequence database, as well
as the underlying construction algorithm.

A FS-tree is a prefix tree, which stores subsequences in a compact
way. The sequential context oblige us to introduce a modification of
the support concept, the relative support which does not give too much
weight to short sequences. A 2-dimensional FS-tree for sequence pairs
over different alphabets allows to obtain rules that establish the relation
within the pairs.

Mining a 2-dimensional FS-tree of amino acid sequences and corre-
sponding secondary structures, enables us to generate rules for their re-
lation. We analyze hypothetical and observed tree size, inferring that
there are short residue sequences acting as determinants of specific sec-
ondary structures. The most important rules are related to pure structure
sequences, where rules for turn and helices exceed by far the rules for
strands, as revealed by a rule composition analysis. By cross validation
we verified that residue sequences with high propensity to specific struc-
ture sequences apply generally, independant of a specific protein sample.
These promising results motivate us to explore FS-tree related analysis
in a wider range of applications including the development of rules based
prediction algorithms.

Keywords: algorithms, association rules, data mining, prediction, pro-
tein, secondary structure, propensity.

1 Introduction

Increasingly, data mining approaches are used to analyze and predict protein
structure and function as well as interactions between proteins. Protein sec-
ondary structure analysis and prediction were initially studied by Chou and
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Fasman [1,2] and GOR [3,4], who applied mainly statistical methods to de-
termine the propensity of a group of 1-3 amino acids for a specific secondary
structure. The propensity approach was extended to longer sequences[5]. Fol-
lowing studies include nearest neighbor algorithms [6,7] and neural networks[8].
The neural network approach was recently modified [9,10], resulting in a signif-
icant increase in prediction accuracy. Support vector machines, frequently used
in the protein interaction problem, are successfully applied to predict secondary
structure [11,12,13,14]. In this paper we explore the potential of association rules
in secondary structure analysis and prediction, a data mining technique barely
used in this context.

Originally, association rules were determined for a transactional database,
where every transaction consists of a transaction ID and an itemset [15,16].
An association rule P ⇒ Q is a relation between itemsets P and Q, such that
P ∩ Q = . The support of a rule P ⇒ Q is the frequency of P ∪ Q, its con-
fidence represents the probability that Q occurs, whenever P occurs. A rule
P ⇒ Q is defined as interesting, if its support and confidence values exceed a
chosen threshold. Rule extraction addresses the frequent itemset mining prob-
lem, which is generally resolved by the candidate-generate-and-test approach
proposed by Agrawal [16] or by pattern growth introduced by Han[17]. Han
employs a prefix tree, the Frequent Pattern Tree (FP-tree), to store itemsets,
ordered by item frequency and eliminating not frequent items. The FP-tree is
a compact representation of itemsets, because common prefixes share a path
of nodes. The rule mining problem for biological sequence analysis has to deal
with sequential, not transactional databases. We need to identify frequent sub-
sequences, being most important the order in which symbols occur. Therefore,
we create the data structure Frequent Sequence Tree (FS-tree), capable to effi-
ciently store subsequences occurring in a sequential database together with their
frequencies. We develop the algorithms for FS-tree construction and frequent
subsequences extraction. Applying the FS-tree construction and extraction to
paired sequence data (P,Q), where P and Q are sequences of different types, we
are able to generate association rules of the form P ⇒ Q that establish the rela-
tion between P and Q quantified by the corresponding support and confidence
values.

Constructing the 2-dimensional FS-tree for data pairs of proteins and their
secondary structure sequences we are able to extract association rules in order
to determine those amino acid subsequences, that assume a specific structural
sequence with high frequency. We explore the bioinformatic potential of this FS-
tree, analyzing the obtained tree size and the resulting association rules, and we
show that the most interesting rules do not depend on the specific data set used
to generate the FS-tree.

The rest of this document is organized as follows: Section 2 contains the infor-
matic development: tree construction and sequence extraction; section 3 applies
the FS-tree to protein structure analysis; and finally, section 4 is dedicated to
our conclusions.
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2 Tree Construction and Sequence Extraction

2.1 FS-Tree Construction

Algorithm buildFS-tree(D)
Input: sequence database D

Output: its frequent sequence
tree T ; level
frequency array L

Create the root of an FS-tree T,
and label it as "null"

Initialize L in 0
for all sequences X ∈ D

SX = set of suffixes of X
for all s ∈ SX

increasePath(T,L,s)

Fig. 1. Algorithm for tree construction

The Frequent Sequence Tree (FS-tree) we
propose here, stores efficiently all subse-
quences from a sequence database D over
a finite alphabet Σ, along with their fre-
quencies. The tree is constructed from the
suffixes of all sequences in D. Every suffix
is represented as path obtained by travers-
ing the tree in depth from its root. Each
node N stores a symbol from alphabet

∑
and a frequency count. The shortest path
between root and N represents a suffix of
a subsequence in D, the count establishes
its frequency in D. Sequences in D with
common suffix s in the database share this

suffix in the tree, allowing to refer to a suffix as s, whether it is subsequence in the
database or path in the tree. The resulting tree is able to store all subsequences
occurring in D. It is compact because common suffixes are shared. The stored
suffix frequencies allow easy extraction of frequent subsequences. The algorithm
responsible for the tree construction, buildFS− tree is shown in figure 1.

2.2 Frequent Sequence Extraction

In the current situation, the concept of support expressed directly in frequency
seems to be not the most appropriate one. The shorter a sequence, the higher is
its probability to appear in the database and this high probability could shadow
the relative frequent appearance of interesting longer sequences. Therefore, we
introduce the concept of relative support of a sequence s as its frequency with
respect to the set of all sequences of the same length: A sequence is defined to
be frequent, if its relative support exceeds a given support threshold minsup.
Note that different to the traditional support concept, the relative support does
not necessarily decrease with the tree level.

The level frequency L updated during tree construction, is used to extract fre-
quent sequences. The iterative extraction algorithm applies an in-depth search.
Due to the inequality

relative support(h) ≤ frequency in h

Llevel(h)
≤ frequency in c

Lheight

it is possible to prune the search process at a descendant h of a node c whenever
frequency in c

Lheight
≤ minsup.
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2.3 Time Analysis and Space Requirements

Let D be a database of n sequences over an alphabet Σ of size s and m the
maximum length of sequences in D.

Algorithm buildFP− tree is analyzed in the worst-case scenario, where all
database sequences have length m. For each sequence in D, a set of m suffixes
will be generated, with lengths ranging from 1 to m, requiring an execution cost
of O(m). The cost of sending a suffix to increasePath is proporctional to its
length; therefore, we obtain a total cost of O(Σm

j=1j) = O(m2) for constructing
the paths for one sequence; considering all n sequences in D, the resulting worst-
case cost for buildFP− tree is O(n ·m2). The worst-case for space requirements
is O(ms), according to the size of a complete s−ary tree of depth m.

The frequent subsequence extraction is an in-place algorithm, hence no ad-
ditional space is required. The execution time, given by the number of visited
nodes, is O(ms).

2.4 Frequent Sequence Pairs and Rule Extraction

According to our bioinformatics goals, we need to construct a FS-tree for se-
quence pairs and extract its interesting rules, i.e. given is a database D of se-
quence pairs (P,Q), where P and Q have same length and are defined over the
finite alphabets Σ1 and Σ2, respectively. The problem is reduced to the previous
case, considering the 2-dimensional alphabet Σ = Σ1 × Σ2 and the transposed
2-dimensional sequences Z = (P,Q)t. Subsequence pairs are frequent (section
2.2) if a user defined relative support threshold minsup is exceeded. A rule is a
frequent subsequence pair (P,Q) for which also a confidence threshold minconf
holds. The confidence of a frequent pair depends on the frequency in which P
occurs as antecedent. In order to obtain the confidence of a frequent pair we
have to search the tree in depth first and totalize the frequencies of nodes with
antecedent P , extracting rules only if minconf is exceeded.

3 First Applications to Protein Structure Analysis

A main problem in protein structure analysis is to determine the tendency of
an amino acid sequence P for a secondary structure sequence Q. Our approach
applies FS-tree construction and rule extraction, identifying rules P ⇒ Q, which
exceed given thresholds for support and confidence.

3.1 Data Set and Tree Construction

The proposed mining technique is based on data from Protein Data Bank (PDB)
which offers high quality and quantity information of protein sequences together
with their 3-dimensional atom coordinates[18]. We based our analyses on a subset
PDB, referred as PDBsub, that consists of proteins solved by X-ray diffraction,
removing sequences with non-standard amino acid residues. PBDsub contains
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39.660 protein sequences, composed of 11’039.951 residues, 37,82 % of them in
helix, 22,27% in strand and 39.92% in turn. To obtain the secondary structure
sequences, we applied the DSSP algorithm [19] an algorithm that assigns the se-
condary structure from the atomic coordinates of a protein, based on hydrogen
bond pattern detection; grouping in one 3 types of helix (H, G, I) labeled as H,
2 strands (B, E) labeled as B and 3 coils (T, S, U) labeled as U. We constructed
the FS-tree of pairs, as described in section 2.4, using the alphabet Σ1 of amino
acids (1-letter code) and the alphabet of secondary structures Σ2 = {H,B,U}.

3.2 Real versus Hypothetical FS-Tree Size for PDBsub

At each tree level k, the hypothetical number of nodes is given by (20 × 3)k =
60k, according to the possibility of combining in a sequence of length k, 20
residues with 3 structures. Contrasting the number of hypothetical nodes with
the observed ones we obtain table 1.

Table 1. Observed and hypothetical FS-tree size

level k 1 2 3 4 5
subsequences of length k 11’039.951 10’978.935 10’918.836 10’859.045 10’799.491
observed nodes 60 3.538 119.641 1’176.938 2’914.686
hypothetical nodes 60 3.600 216.000 12’960.000 777’600.000

At level 1, all 60 theoretically possible nodes are found in our sample set,
which is not surprising, given that our sample contains over 11 million residues
in different secondary structures. That means, that every residue occurs in each,
helix, strand and turn. The frequency in each structure is shown in figure 2.
We observe that Proline and Glycine are the amino acids with the highest fre-
quencies in a specific secondary structure; appearing over three times more in
turns than in others. Valine is the only amino acid with the highest frequency for
strands. Alanine, Glutamic acid, and Leucine are the amino acids with a dom-
inant frequency for helices. Cysteine, Phenylalanine, Isoleucine, Lysine, Valine
and Tyrosine are amino acids whose frequency is not dominant in any secondary
structure. Given the frequencies of individual amino acids at the FS-tree level 1,
it is easy to calculate the classic Chou and Fasman propensities of amino acids,
for any given data set and extent the propensity concept to longer sequences
(see section 3.3). This could be an interesting application of the FS-tree struc-
ture, especially if we keep in mind that recent publications ([20,21]) state that
propensity depends on the selected protein data set. We calculated the propen-
sities of individual amino acids based on the FS-tree and found nearly perfect
coincidence between our results and the propensities determined for PDBselect
in [21]. At level 2, not all possible nodes are present. Table 2 shows the residue-
structure pairs of length 2 which are not observed in our dataset. Each residue
pair occurs in any of the considered pure structures (HH, BB, UU) - obviously
with very different frequencies. But there are some residue pairs, that are not
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found in the transitional structures BU, HU, BH or HB. Proline seems to play
a special role in pure structures, as many possible rules relating Proline with a
transitional structure are not observed.

Fig. 2. Analysis of tree level 1: Frequency
of residues in secondary structures

Table 2. Analysis of tree level 2: Residue-
structures pairs not present in PDBsub

Residue sequence not combined with structure
sequence

PP. BU
CP, EP, NP, PH, PI, PR, PV, PY, WP, YP. HU
MF, PP, QC, WC. BH
AP, CD, CP, DP, EP, EQ, FP, GP, HP, HW, IP, IW,
KP, LP, MP, NP, PA, PC, PD, PE, PF, PG, PH, PI,
PK, PL, PM, PN, PP, PQ, PR, PS, PT, PV, PW, PY,
QP, RP, SP, TP, VH, VP, WN, WP, WS, WW, YP.

HB

At level 3, only 119.641 out of 216.000 possible nodes occur (55.39%). More
than 10 million residue-structure triplets are distributed over the observed nodes,
corresponding to an average frequency of 91.26 per residue-structure triplet. At
level 4 and higher, the number of observed nodes does not reach the hypothetic
quantity, i.e. our sample set PDBsub and even PDB (PDBsub is roughly half
the size of PDB) are too small to conclude whether all combinations naturally
exist. Nevertheless, the node frequency at each level is relatively high (about 3 at
levels 5-8), and there are nodes significantly more frequent than others (rules),
which suggests that there are short residue sequences acting as determinants of
specific secondary structures.

3.3 Analysis of Rule Number and Composition

A rule’s support refers to its frequency in the dataset, its confidence indicates
the preference of the residue sequence to a specific structural sequence. Together,
support and confidence allow to identify relations between residual and struc-
tural sequences which are very probable. These interesting rules, easily extracted
from the FS-tree, could be considered as an extension of the propensity concept
for longer sequences. Different to the classic propensity, this extended concept
allows to adjust the desired grade of certainty of selected rules defining ade-
quate support and confidence thresholds. For instance, in the case of sequences
of length 1, using a threshold of 10−6 for support and 0.41 for confidence, we
extracted 16 interesting rules, all of them with a classic propensity greater than
1.1; for thresholds of 10−5 and 0.445 respectively, we obtain only 9 rules, all of
them with a classic propensity greater than 1.3.

We analized number and composition of interesting rules, in dependence of
support and confidence thresholds. As expected, the number of rules decreases
as support and confidence increase (see table 3 for some specific values).
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Table 3. Rules in dependence of support and confidence

Confidence
Support 50% 60% 70% 80% 90%

10−5 102.934 94.099 84.447 67.647 51.205
5 · 10−5 1.264 598 187 57 13

10−4 648 316 67 5 1

Fig. 3. Rule composition according to secondary structure

Table 4. Rules for thresholds of 0.00005 (support) and 0.8 (confidence)

Residue sequence structure
sequence

PP. UU
FQM. HHH
PPP, QPD, PPG, PDG, KPP, GPP, QQP, DPP,
NPP, EPP, HPN. UUU

TVLV. BBBB
EQVL, LQKV, KLFN, RALA, LAKE, RNLL,
ELDK, DEAE, RAKR, DEAA, KSEL, EAEL,
EMLR, NAAK, AAKS, DKAI, DLLE, EKLF,
EALA, ELAR, VEAA, EEAL, AVRR, DAAV,
AAVN, EELL, EALR, LDKA, QKVV, EAAR,
EAEK, RAAL, AELL, KALE, AAVR, EAAV,
VDAA.

HHHH

RDLK, QPDG, HRDL. UUUU
VDAAV. HHHHH
RDLKP. UUUUH
HRDLK. UUUUU

In figure 3 we show the rule composition for specific support and confidence
values. We observe that the percentage of mixed rules -rules that involve more
than one structure type- decreases as support and confidence are increased. Ac-
cordingly, the percentage of pure rules -where only one structure is present-
increases for higher support and confidence thresholds: the most import rules
predict pure structures; i.e. certain residue sequences occur frequently in a
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specific secondary structure type. These sequences could be considered as el-
ementary units for secondary structure determination, or, in other words, se-
quences with a very high propensity to a specific secondary structure.

The rules obtained for thresholds of 0.00005 (support) and 0.8 (confidence)
are shown in figure 4. The most interesting rules represent a “ pure”, not mixed
secondary structure (with only one exception, the rule RDLKP⇒UUUUH), All
are short rules, the maximum length is 5. The shortest rule is PP⇒UU; i.e.
a sequence of 2 Prolines is most likely to be found in a turn. Among the 12
third-level rules that exceed the chosen thresholds there is only one rule for a
helix structure (FQM⇒HHH). The others are rules for turns. In all rules that
derive UUU, there is at least one Proline in the corresponding residue sequence
(4 sequences with one Proline, and 7 with 2 or more Prolines). This is coherent
with the findings of Costantini et al. [21], who offered an update of the Chou
and Fasman propensities, by using the PDBselect, with more than 2000 proteins:
they suggest that Proline is the most determinant amino acid for a secondary
structure, with a propensity for turns, that is over three times higher than for
any other structure. Accordingly, our strongest rule (support 0.00013, confidence
90%) is PPP⇒UUU; i.e. PPP is most probably found in turns. This supports the
suggestion to use Prolines to increase stability of turns ([22]). At level 4, the dom-
inant structure is helix, present in 37 of 41 rules. Almost all residue sequences for
helices contain at least one of the amino acids with the highest propensities for
helices (Alanine (A), Glutamic Acid (E) and Leucine (L)); being QKVV⇒HHHH
the only exception. At this level we also extract 3 rules for turns, and the only
interestig rule for strands TVLV⇒BBBB. At level 5, there are only 3 rules,
each one continues a rule of length 4: VDAAV⇒HHHHH, RDLKP⇒UUUUH
and HRDLK⇒UUUUU. It is curious that in fifth-level rules, the HHHHH and
UUUUU do not contain the most determinant residues for those secondary struc-
tures (A, E, L for H and P for U).

3.4 Domain of Interesting Rules

Previously we derived the interesting rules for chosen support and confidence
thresholds. In which degree do these rules depend on the specific data set,
used to construct the FS-tree? To answer this question we applied a seven-fold
cross-validation, dividing PDBsub and its corresponding structure sequences in
7 parts. In each validation process, 6 parts are used for training; the seventh
part is reserved to test if the rules apply. We used the training data to construct
the FS-tree and to capture the rules. Then we verified in the test set the rule
application: for each incident of a rule’s residue sequence we verified if it appears
with the corresponding structural sequence. The percentage of rules that apply
correctly, is reported in table 5.

The table shows that the most important rules (confidence 90%) apply in a
very high percentage in the test sets, suggesting that these rules do not dependent
on the data set that is used to construct the tree. Therefore we can conclude
that the residue sequences with high propensity to specific structure sequences
apply generally, not only in a specific context.
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Table 5. Percentage of rules generated by the training set, which apply in the test set

Confidence
Support 50% 60% 70% 80% 90%

10−5 74.269±0.011 83.142±0.012 89.295±0.011 93.153±0.012 96.835±0.011
5 · 10−5 58.527±0.002 66.524±0.002 74.666±0.005 84.671±0.011 93.037±0.010

10−4 58.405±0.002 66.299±0.002 73.431±0.005 82.410±0.009 89.978±0.025

4 Conclusions

We present the FS-tree, a new prefix tree structure, capable to store compactly
subsequences of a sequential database. In a FS-tree, a pattern is an ordered se-
quence of symbols, whereas the traditional FP-tree for transactional databases
is based on sets. For sequential databases, the standard concept of support has
to be revised. In this context it is important to determine the frequency of a
sequence with respect to sequences of equal length, which leads us to the defini-
tion of relative support. We define an efficient algorithm for extracting frequent
sequences, based on the appropriate strategy to reduce FS-tree search. Applying
the FS-tree structure and algorithms to sequence pairs, we are able to gener-
ate sequential association rules between sequences of two different alphabets.
In order to illustrate the potential of FS-trees in bioinformatics, we apply it to
secondary structure analysis of protein sequences.

Our first analysis concerns the number of observed nodes of fixed length. As
an overall result we obtain, that neither all hypothetically possible short residue
sequences nor all possible structure sequences for a given residue sequence are
observed. A possible explanation of these results includes both, the limited num-
ber of structurally known proteins as well as the propensity of residue sequences
for specific secondary structures. Secondly we analyzed the number and compo-
sition of interesting rules, in dependence of the chosen support and confidence
thresholds. The most important rules are related to pure structure sequences,
where rules for turn and helices exceed by far the rules for strands. The obtained
rules provide the residue-structure relations with the highest propensity. By cross
validation we showed that the most frequent rules are general, not depending on
the specific data set used to generate the tree.

These first analyses show the high potential of the FS-tree structure in bioin-
formatics and motivate us to explore it in a wider range of applications, which
include the development of rules based prediction algorithms.
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Abstract. In this article is presented and evaluated  ABMS (Automatic BLAST 
for Massive Sequencing) an online  bioinformatic free tool designed with the 
objective to automate and optimize the search process through local alignments 
for large unknown nucleotide or aminoacid sequence data against local known 
sequence databases (Swissprot, Uniprot, Refseq, among others). ABMS 
integrates the following processes: sequence entry management, proteome, 
genome and transcriptome database management, BLAST execution (blastp, 
blastx, blastn, tblastn) , and results management; these are presented to the 
biologist as an unified process, transparent with a friendly web interface. 
ABMS is built with the following modules: SM (Sequence manager), LBS 
(Local BLAST Server), SDBA (Sequence database administrator), RM (Results 
manager).Assessing ABMS with 2 data set (20/500 aminoacid sequences and 
20/500 nucleotide) and compare its performance against NBCI's BLAST server 
showed that: The strength of ABMS for massive sequence analysis and the of 
NBCI's BLAST (both blastx and blastp) for data sets with more than 20 
sequences. The advantages of ABMS against NBCI's BLAST in terms of 
administration, data set storage, management, download and results feedback. 

1 Introduction 

Deciphering biological sequences is virtually essential for all branches of Biology 
research. For several decades the sequencing process was done thanks to the Sanger's 
method (including human genome project where this method was fundamental). 
Although its high costs and limitations related to the performance, scalability, speed and 
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resolution has forced over the past 5 years to take a migration to new procedures called 
“next generation sequencing” [1-2]. These new sequencing technologies allow a more 
economic and efficient sequencing which has led to an exponential growth of the 
sequence data volume. Optimize the sequencing process would be meaningless without 
the development and optimization of software tools capable of analyze this vast 
sequenced volume data. One of the main requirements related to genomic  and 
transcriptomic data mining is the sequence comparison using alignments for  finding 
similar sequences in databases of known sequences, this is called annotation ( unknown 
sequence association with known sequences ). The most widely used tool for sequence 
comparison using alignments is BLAST - Basic Local Alignment Search Tool [3-5]. 

When working with small sets of sequences the annotation process normally can be 
performed using the BLAST server provided by the NCBI (National Center for 
Biotechnology Information), however when the biologist need to perform massive 
annotation processes ( large volume of sequences ) or when he needs to compare 
those sequences against different databases offered there, this server is not adequate 
therefore the biologist is forced to make the annotation process locally , which means 
to have a high expertise in the installation, configuration and implementation (using 
command line) of BLAST, importing and updating nucleotide and aminoacid 
databases and finally the interpretation of results usually in XML format. The tool 
presented in this paper, called ABMS (Automatic BLAST for Massive Sequencing ) 
presents massive annotation to the biologist as an unified process very easy to use via 
a web interface. ABMS optimizes the use of BLAST to perform massive annotations 
and integrates facilities such as database administration and results management. 

This document is organized into 4 sections: Initially presents an overview of 
ABMS and exposes its functionality, then describes its architecture explaining module 
to module: LBS (Local BLAST Server), SDBA (Sequence database administrator), 
RM (Results manager), then there is a comparison of the processes and capabilities 
against NBCI's BLAST, finally conclusions are obtained. 

2 General Description 

ABMS is a free tool (online access and local installation possibility) that facilitates 
the process of massive annotation for transcriptomes, genome and proteins. ABMS is 
optimized to work with large amount of sequences with user interfaces and very 
intuitive processes for the biologist. 

 

Fig. 1. Welcome screen ABMS 
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3 Architecture 

ABMS is composed by 4 modules which form the workflow. For the execution and 
integration of this modules its required some additional tools used transversally in all 
those modules. Below are the 4 modules, the workflow and the transverse tools. 

 

 
Fig. 2. Structure and workflow for ABMS 

3.1 Transverse Software Components 

Abbys Framework. A framework for web application development using the PHP 
programming language and relational databases such as MySQL created by Steven 
Sierra Forero student from the Distrital University Francisco José de Caldas. It uses a 
layer based architecture called MVC ( Model, View, Controller). 

Biopython. Free license project that offers various modules and facilitates to work 
with bioinformatics data [6]. 

Apache. A HTTP server with free license. 
BLAST(Basic Search Alignment Tool). A tool for finding local regions of 

similarity using sequence alignments. 
MySQL. Management relational database system, multithread and multiusers. Free 

licence. 
GNU/Linux. Free Operating System optimal for servers and execution of 

bioinformatic tools. 

3.2 SM (Sequence Manager) 

This module is responsible for the management of FASTA which contains the 
sequences belonging to the user data set. Though this module the user can upload his 
sequences, select the ones that he requires to supply to BLAST and delete the ones no 
longer needed.  
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3.3 LBS (Local BLAST Server) 

This module is responsible for running a search using BLAST against certain 
databases and store the results into a MySQL table. Through this module the user can 
choose the sequence files previously uploaded to the server and select the databases 
(including the most popular as Refseq, Uniprot, Swiss-Prot) against the ones its 
required to perform the sequence search. Once the search has been executed the 
results will be stored into a MySQL table to make a more optimal management of it 
later.  

3.4 SDBA (Sequence Data Base Administrator) 

This module is responsible to manage (addition and updating) the available databases 
for users to run their analyzes. With this module the administrator is able to add new 
sequences databases in a very intuitive way classifying them by their origin a category 
(taxonomy). This module is also responsible for updating the databases already 
available on the server as its administrator requires.  

3.5 RM (Results Manager) 

This module is responsible for the result management (query, search, filter, 
download) product of analysis with BLAST. With this module the ABMS user is able 
to filter the results of the analysis, download the sequences in FASTA format, with 
the possibility to replace the identifiers or even generate a new FASTA file for send it 
to the Sequence Manager module such that  it is possible to re-run an analysis on a 
specific result. The elements of this module are: 

4 Evaluation Methodology 

4.1 Data Set 

Table 1. Data sets 

  Dataset A Dataset B 
Organism Diploria trigosa Acropora Digitifera 
Sequence Type Transcriptome Proteome

Sequence Number 20, 500 20, 500

Nucleotides Number 12671, 371607 7889, 230921 
Format FASTA FASTA

Database for search execution  Non-Redundant.[7]  Non-Redundant. [7] 
Expect Value:  1e-3 1e-3

BLAST type Blastx Blastp
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4.2 Metrics 

Processing time, result number. 

4.3 Assessments References 

Currently there is not any recognized public software that offers the same 
functionality as ABMS, however as a reference standard it was taken the NCBI's 
public server [8] because it is the most used and it is the one with more similar 
functions. 

5 Results 

The above table demonstrates the limitation of the public NBCI's server for massive 
sequence analysis. Both Blastx and Blastp the maximum allowed execution in NCBI 
was for a sequence number of 20. By contrast, ABMS ran up to 500 sequences 
analysis without problem. About the number of results showed that the amount od hits 
are similar to NCBI's Blast to NCBI and ABMS in both cases: Blastp and Blastx. For 
datasets under and equal to 20 was noted that the average execution time is: 

NCBI BLAST: Blastx (2.35 minutes per sequence) / Blastp (1.5 minutes per 
sequence) 

ABMS:  Blastx (2.55 minutes per sequence) / Blastp (5.6 minutes per sequence) 

Table 2. Dataset comparison results in NBCI's Blast and ABMS 

  Dataset A Dataset B 
Number of Sequences 20 500 20 500 

Time (Minutes) 
NCBI BLAST 47 CPU Limit 30 CPU Limit 

ABMS 51 1427 112 2160 

Number of Results 
NCBI BLAST 5 CPU Limit 19 CPU Limit 

ABMS 5 247 19 451 

6 Conclusions 

ABMS is an automatic annotation tools optimized to work with large amounts of 
sequences and equipped with user interfaces and intuitive processes. Its projection 
useful for biologists researches is high because the current tools and recognized 
BLAST public servers have limitation for large datasets (in this case NCBI's Blast 
was limited to 20 sequences). However for small amounts of sequences NCBI's 
performance is better than ABMS using Blastp. 

ABMS presents facilities to the user both the administration and storage of his 
dataset as in the interpretation and result downloading. This prevents the biologist to 
perform processes using the command line. Recognized public BLAST servers do not  
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offer the possibility to add new databases different to those offered in their listings. 
ABMS allows the administrator to customize the set of databases adding new ones, 
including unpublished organisms to search with BLAST. 
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Abstract. Hunter syndrome or Mucopolysaccharidosis II is an inherited X 
linked disease, caused by mutations in iduronate 2 sulfatase (IDS), enzyme 
which catalyzes the initial step reaction of heparan and dermatan sulfate degra-
dation. Allelic heterogeneity in MPSII challenges genotype-phenotype correla-
tion. With the aim of understanding the repercussion of mutations on enzyme 
structure-function, we performed protein modeling and docking simulations 
with wild and mutant forms of hIDS. Mutations were obtained from a molecular 
study conducted in Colombian patients. Point mutations affected substrate-
protein interactions. In the case of S71N (attenuated phenotype) further experi-
mentation is required. Novel mutants P160SfsX4, D190Pfs13X and P185GfsX2 
have a severely distorted conformation. Detailed analysis of the ligand-protein 
interaction is also of great significance in designing molecules for treatment. 
This is the first report of molecular docking performed with wild and mutant 
forms of iduronate-2-sulfatase as a bioinformatical approach to phenotype-
genotype correlation in patients with Hunter Syndrome in Colombia. 

Keywords: Mucopolysaccharidosis II, Sulfoiduronate sulfatase, Bioinformatic 
Analysis, Molecular Docking. 

1 Introduction 

Mucopolysaccharidosis II (MPSII), also known as Hunter syndrome, is a rare, X-
linked disorder caused by deficiency of the lysosomal enzyme iduronate-2-sulfatase 
(IDS), which catalyzes the first step in dermatan (DS) and heparan sulfate (HS) de-
gradation. Specifically, IDS removes O-2 linked sulfate from uronic acid, i.e., GlcA 
(D-glucuronic acid) in HS, and IdoA (L-iduronic acid) in DS [1]. IDS deficiency 
caused by mutations in IDS gene leads to abnormal storage of these glycosaminogli-
cans, leading to pathogenic events which result in multisystemic compromise. MPSII 
is chronic and progressive, and occurs in people of all ethnicities, with an estimated 
prevalence of ∼1 in 170000 male live births [2]. There are two forms of MPSII:  
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neuropathic, with severe intellectual impairment, and non-neuropathic, with minimal 
or absent cognitive involvement. 

The gene encoding IDS is located in Xq28 [3]. IDS enzyme belongs to the highly 
conserved family of sulfatases [4]. Most frequently gene mutations found in patients 
with MPSII are point mutations, with substitution of one aminoacid by another having 
different chemical properties. These changes can affect protein stability, processing, 
trafficking and even enzyme/substrate interactions. Knowledge about mutations, its 
structural implications and patient phenotype could be useful in diagnosis, prognosis 
and treatment of MPSII. However, experimental data about structure and function of 
IDS mutants are scarce. The crystalized structure of Iduronate 2 sulfatase has not been 
obtained, and the study of mutations and its implications on protein structure and 
function has been performed in silico by different groups [5-8]. 

The present study reports both the modeling of native human IDS and mutations 
found in a group of Colombian patients with Hunter Syndrome. Finally, molecular 
docking is performed with each one of these mutants against the natural substrates 
with the aim of understanding the possible mechanisms of the pathogenesis of this 
disease. 

2 Methodology 

2.1 Template Selection, Modeling and Model Assessment 

Template search from PDB database was performed by means of Basic Local 
Alignment Search Tool for proteins (BLASTp). Tridimensional modeling of hIDS 
was performed using protein threading. Modeling using the Molecular Operating 
Environment software package [9] indicated that the A chain of human Arylsulfatase 
A (1AUK) possessed an arrangement of alpha helical structural elements that could be 
superimposed on hIDS. Furthermore, conserved regions and predicted catalytically 
active residues were completely covered by 1AUK. Selected force field in MOE was 
amber99.  Energetic and stereochemical evaluation was performed with Structure 
Assessment tool from Swiss-Model workspace server [10]. Overall geometric and 
stereochemical qualities were examined by Ramachandran plots generated by 
RAMPAGE[11]. Measurement of RMSD (Root median square deviation) was 
performed in MOE, to evaluate accuracy of the model. 

2.2 Ligand-Protein Docking 

Wild type hIDS docking was performed in Autodock Vina software[12] against its 
substrates HS and DS. To simulate the posttranslational modification of this residue to 
FGly, it was performed on the 3D model atom by atom, with builder tool in Pymol™ 
v 1.3 for educational use[13] . Using Structure Assessment tool, this modified model 
was evaluated to make sure that no steric or energy alterations were generated. 
Ligplot+ software package was employed for docking assessment[14], and 
visualization of its results was done in Pymol™ v 1.3[13]. 
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Arg297, leu244, Tyr165 and Asn106 as catalytically active, which differs from the 
reported. Probably, metal binding required for catalytic activity induces changes in 
aminoacids present at the pocket, but this kind of simulations are out of scope of this 
study.  

Cys84 showed in this in silico analysis an electrostatic interaction with O-2 sulfate, 
in agreement with biological function of the enzyme. A hydrogen bond formed at the 
edge of the pocket would serve as point of fixation between enzyme and substrate 
during the biochemical reaction [20]. 

Relating to IDS mutants, R468Q (associated with neuropathic phenotype) changes 
a positively charged residue, Arginine, to polar uncharged Glutamine. Alteration of 
some residues interacting with substrate was seen here with docking (Figure 2). At 
experimental level, it was demonstrated by subcellular fractioning that R468Q protein 
has poor transport to lysosomes[21]. Kato et al. hypothesized that non conservative 
mutation in R468 should affect the electrostatic field for substrate entrance into the 
active site cavity resulting in an inactive enzyme [8]. Furthermore, Western blot anal-
ysis published later by the same group showed only primary precursors [19].  

Q465X is also a mutation associated with neuropathic phenotype. Docking showed 
Cys84 absence in catalytic core. Although downstream residues have no direct partic-
ipation in catalytic site in this model, overall conformational changes are seen. In 
K347Q a positively charged aminoacid is substituted by polar uncharged Glutamine. 
Lys347 is reported to be located adjacent to the active site, and this non conservative 
mutation could severely modify the catalytic core. K236N changes to polar uncharged 
Asparagine, and has been only reported in a case from Bulgaria[22]. 

There were only two patients with non-neuropathic phenotype with the S71N mu-
tation.  S71 and N71 in our models are far from catalytic site.  Other reported mu-
tants associated with  the normal-intelligence phenotype, R48P and W337R, were 
founded without a normal maturation process, evidenced by 73–75 kDa precursor in 
western blot, but A85T was the only mutant from same phenotype processed to ma-
ture form(55-45kDa). There are no similar studies performed with S71N, so we per-
formed simulations with and without mature form, finding the same results. 

S71N docking resulted in hydrogen bonding between Arg297, Asp45 and O2-
sulfate, and electrostatic interactions very similar to wild type IDS. This mutation 
requires further investigation for better elucidate its relationship with non-neuropathic 
phenotype. Finally, del.Q200_E203 and R294GfsX2 (del. exon 7) are two novel  
mutations found in the Colombian patients[15]. Docking analysis showed distorted 
interactions within the pocket of R294GfsX2, which lacks the last 254 aminoacids, 
thus losing a great part of catalytic core. 

Structural analysis indicated that novel frameshift mutants P160SfsX4, 
D190Pfs13X and P185GfsX2 lost most of the catalytic domain structure, so it is feas-
ible that these distorted polypeptides will not retain enzymatic activity  

Computational analyses are not only useful in contribute to the understanding of dis-
ease mechanisms, but also have considerable relevance in designing therapeutic mole-
cules such as chaperones for genetic diseases that result from misfolded/aggregated 
proteins. Different studies suggest that pharmacological chaperone therapy is an  
emerging field in lysosomal storage diseases (LSD). In relation to MPSs, Sanfilippo 
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Syndrome type C and Morquio B have chaperones in different stages of investigation 
[23-25]. Peripheral IDS mutations such as R468Q, Q465X and S71N could be suitable 
of pharmacological chaperones therapy, through the rescue from endoplasmic reticulum 
quality control system and correction of protein processing and trafficking. 

This is the first report of molecular docking performed with wild and mutant forms 
of iduronate 2 sulfatase in Colombia. Even point mutations, not necessarily occurring 
at core functional region, may affect substrate-protein interactions.  
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Abstract. Oxysternon is a neotropical genus consists of 11 species, distributed 
between the north of the Tropic of Capricorn and east of the Andes. Were 
evaluated the monophyly of 4 species of Oxysternon using partial sequences of 
28S rRNA genes and Cytochrome Oxidase I (COI). Sequences were aligned 
under the criteria GENEIOUS (Geneious software, 6.1.2 version). Topology 
was constructed showing phylogenetic relationships using the model of genetic 
distance of Jukes-Cantor method and the nearest neighbor, Neighbor-Joining  to 
build trees, with 100,000 bootstrap replicates. The aligned sequences were 
subjected to parsimony analysis using the program TNT 1.1. The most 
parsimonious topologies showed a pattern related between O. conspicillatum 
with O. silenus, relationship sustained with a node bootstrap of 88.2 for the 28S 
ribosomal marker and 100 for the COI marker. Such groupings confirmed the 
current taxonomic grouping, shown by internal molecular characteristics, 
possibly explained by the similar geographic distribution. 

1 Introduction 

Oxysternon is a neotropical genus, member of the tribe Phanaeini (1), formed by dung 
beetles characterized by their burrowing habits and robust body. In a taxonomic level 
are determined by an extension in the form of spina-anteromedial angle metasternum of 
which extends to the apex of the coxa, besides prolonging pronotal posteromedial angle 
between the bases of the elytra (2). These are part of the characters defined by Edmonds 
(3) diagnosed as synapomorphies that define the genus as a monophyletic group. 

The genus includes 11 species divided into two subgenera, Oxysternon and 
Mioxysternon. This genus is restricted to the Americas and its distribution is between 
the north of the Tropic of Capricorn and east of the Andes. Were analyzed 4 species 
of subgenus Oxysternon: O. conspicillatum and O. silenius, located in the southern 
region of Central America and the Amazon region respectively; O. festivum found in 
the Amazonian north from east of Venezuela to northwestern Brazil, and O. durantoni 
distributed in the northern Amazon (1, 4). The DNA databases provide a wealth of 
information when trying to assess the phylogeny of certain groups, which can extend 
the knowledge about the families that have been evaluated only at a taxonomic level. 



214 S. Cuadrado-Ríos et al. 

The study focuses on analyzing the monophyly relationship of 4 species of 
Oxysternon based on sequences of two partial genes, the 28S Ribosomal subunit and 
mitochondrial Cytochrome Oxidase I, COI. 

2 Methods 

In order to perform the phylogenetic analysis of four neotropical species of genus 
Oxysternon, virtual information used was extracted from the genebank of NCBI 
(http://www.ncbi.nlm.nih.gov) about the following species (recognized by 1, 2 and 3): 
O. conspicillatum, O. festivum, O. silenus and O. durantoni. In turn we consulted the 
information of one external species (outgroup) in relation to the genus Oxysternon, 
Phanaeus vindex. 

The information used in the study of the taxa mentioned correspond to molecular 
markers Cytochrome Oxydase I and 28s Ribosomal, thus we used sequences of 28s 
rRNA and COI (Table 1). Aligment was perform under the Geneious Alignment of 
the software GENEIOUS 6.1.2 (Biomatters Ltd) with default values according to the 
software specifications. Topology of phylogenetic relationships was constructed using 
the phylogenetic distance model Jukes-Cantor and the methodology for the 
construction of closest Neighbor-Joining’s tree, with a bootstrap of 100.000 
replicates, obtaining the taxa cladograms (Fig. 1). The aligned sequences were 
submitted into a parsimony analysis in the software TNT 1.1 (5), in order to compare 
the topologies. The consensus tree obtained was resampled using the bootstrap 
analysis using 10.000 replicates.  

Table 1. Consulted references in the genebank (NCBI) about the analyzed species 

Species Cytochrome oxidase subunit I 
(COI) 

Ribomal 28s rRNA 

NCBI 
Reference 

No. of 
Nucleotides 

 
Cited 

NCBI 
Reference 

No. of 
Nucleotides 

 
Cited 

O. conspicillatum AY131948 746  bp (6) AY131792 580   bp (6) 

O. festivum EU477357 516  bp (7) EU432272 569  bp (7) 

O. silenus EU477362 517  bp (7) EU432271 395  bp (7) 

O. durantoni EU477358 481  bp (7) EU432273 609  bp (7) 

P. vindex EU477348 526   bp (7) EU432264 571  bp (7) 

3 Results 

The main tree obtained with COI sequences alignment presented a total of 15 gaps 
with a maximum length of 5pb. In comparison, the number of gaps in the 28S rRNA 
alignment presented 26 gaps with 6pb as the maximum extent. The phylogenetic 
relationships obtained are illustrated in the figure 1. 
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The genus was recovered as monophyletic with  inclusion of Phanaeus vindex as 
the outgroup. Both clades (using 28s and COI information) were supported with 
bootstrap values greater than 50%. 

The 28s rRNA tree was founded bootstrap values close to 100, which supported the 
internal branches. The most parsimonious topologies show a relationship between O. 
conspicillatum  with O. silenus, related by the values of bootstrap, supported by 88.2 
node values (Fig. 1). On the other hand, COI marker tree related these two species 
with a 100 node value. 

As well as, the clade related O. duratoni with O. festivum was supported by 90 
node value for 28s and 84.1 for COI.  

 

Fig. 1. Phylogenies constructed with the Geneious Tree Builder tool, using the Jukes-Cantor 
distance model, Neighbor-Joining tree build method. Phanaeus vindex as the outgrup. The 
nodes (left) and branch (right) labels are indicated in the branch roots. Phylogenies built with 
the COI (a) and 28S rRNA (b) alignments. 

4 Discussion 

DNA Data 
According to the estimates made by Brower (8), the observed divergence on 
mitochondrial DNA among arthropod species recently separated was usually constant, 
with a divergence rate of 2.3% per million years. This was consistent with the 
observed parsimony COI tree.  

Multiple Alignments 
The multiple sequences alignments performed by Geneious allowed the identification 
of similar regions among several sequences, resulting phylogenetic relationships 
among individuals and those regions which have undergone insertion, deletion and 
substitution processes. Similarly, the ratio is greater than the transition ratio associate 
to transversions (9, 19).  This alignment allowed the use of Jukes-Cantor model (10), 
resulting a appropriate substitution pattern to molecular data type analyzed. 
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Phylogenetic Analysis 
Currently several studies have been developed by mitochondrial markers, such a 
Cytochrome b (Cyt-b) and Cytochrome Oxidase I (COI) for analysis of divergence at 
taxonomic and phylogenetic animal levels (i.e. 11, 12, 13, 14). 

Edmonds (1) rejected the hypothesis proposed by Edmonds (3) about the division 
of the subgenus Oxysternon in two groups of species. In order to, our results have 
more than one synapomorphy linking the three groups, therefore it was conceived as a 
paraphyletic group. As morphological evidence, our molecular alignments related 
Oxysternon festivum and Oxysternon duratoni, regardless Edmonds (1) related them 
as a paraphyletic group. These results could be associated to the altitudinal similar 
distribution. Additionally, they shared similar habitats which range exhibited from the 
Western Andes of Colombia at the northwest of Brazil, including part of Guayana’s 
forests, overlapping their distributions (Fig. 2). 

 

 

Fig. 2. Distibution of O. conspicillatum, O. durantoni, O. festivum and O. silenus in South 
America according data SIB (biodiversity information system http://data.sibcolombia.net/ 
search/oxysternon consulted 19-05-2013)  

The grouping proposed by Edmonds (3), which connected O. conspicillatum and 
O. silenus as a sympatric clade was supported by synapomorphies clearly defined. 
This clade was defined by a high bootstrap confidence in the morphological analysis 
performed. 

These molecular relationships were contrasted with morphological characters 
reported by Edmons (3) and Vítolo (2).  O. conspicillatum and O. silenus share a 
bipodal cephalic arm,  cephalic coniform process in males, size bigger than 15mm and 
a carenacircumnotal complete, do not erased behind the eye. 

O. conspicillatum share more morphological traits with O. silenus than with other 
species included in this paper, result reflected in the molecular analysis (Fig. 1. a) in 
which the node value was 88.2, showing a high level of reliability. Is important to 
explain, the characters were not quantitatively analyzed in function of molecular 
alignments, seeking matches between molecular clusters and taxonomic characters 
that share the species. Also, the criteria for choosing the characters were based on the 
traits of the genus and each species from the taxonomic keys of Edmons (1, 3), Vítolo 
(2, 20) and Medina and collaborators (15). 
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O. festivum also was close related with the clade between O. conspicillatum and O. 
silenus. This is congruent with morphological evidence sharing character 
carenacircumnotal complete, do not erased behind the eye, bipodal cephalic arm and 
size bigger than 15mm.  

O.duratoni was related with O. festivum with a node value of 90 for 28s rRNA and 
84.1 node value for COI.  This relationship could be measure in function of 
distribution. Thus, O. festivum occurs at north of the Amazon, occupying a broad 
northern area extending from eastern of Venezuela through the Guianas to Amapa 
(Brazil) while O. duratoni occurs at north and south  of Amazonas  (1).  Similar 
habitats could implicate characters in common for species which have similar biotic 
and abiotic factors. Many phenotypic and genotypic traits are given by the interaction 
with environmental factors, where it is possible that species that are not related share 
common characters in analogous manner, which serve as a similar function to adapt to 
the environment. When the species with a phylogeny that share the same habitat, as 
the case of O. festivum and O. duratoni, the similarity may be attributable to factors 
due to common habitat. However, must take into account different evolutionary 
mechanisms of each species (i.e. speciation), as well as ecological aspects of life 
history traits, also greatly influence in genetic variation patterns. 

For future studies it is important to include more species of the genus to have a 
broader resolution of the phylogeny. Relict populations have been characterized in the 
north of Brazil, so it requires a population genetic analysis to determine whether a 
population is under the influence of reproductive isolation. Similar case can present in 
O. striatopunctatum (16), although this species is part of the subgenus Myoxisternon. 
Similarly, studies using molecular markers can define whether the subspecies 
described by Olsoufieff (17) and O. oberthuri is part of the life stages of O. 
conspicillatum or a subspecies defined by environmental pressures. 

A similar molecular marker analysis used in this study can define the phylogenetic 
relationships within the subgenus Oxysternon. In order to, we would expect that O. 
spiniferum confirm your location as most basal species within the South American 
species because it differs from other species for its cephalic arm monopodal (2, 18). 
In other scenario, O. lautum is the basal through its mild pronotum side roughness, 
likewise, are expected to O. palaemon and O. smaragdinum form a clade defined by 
synapomorphies with O. silenus as transverse clypeal process and O. ebeninum relates 
to O. festivum thanks to clypeal spiniform process that would support this clade (2, 
18). Finally it is necessary to include in these studies the species O. smaragdinum and 
O. sericeum, considered by Edmonds (1) and can be synonymous or valid species. 

Artificial classifications can be solved by using molecular data that define 
relationships despite the many morphological similarities in their distribution and 
show tendencies to associate certain species, so that the division proposed in principle 
by Edmonds (3) suggest should not be completely ruled out. 

5 Conclusions  

The sequencing of a partial region of the 28S ribosomal region and mitochondrial 
COI, gives a new value to the phylogenetic relationships among O. conspicillatum,  
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O. durantoni, O. festivum and O. silenus species of genus Oxysternon, agreeing with 
groupings made by Edmonds (1) based on morphological characters; besides, greater 
relationship between O. conspicillatum and O. silenus probably by their similar 
distribution. 
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José Fernando Muñoz1,2, Elizabeth Misas1,2, Juan Esteban Gallo1,3,
Juan Guillermo McEwen1,4, and Oliver Keatinge Clay1,5, �

1 Cellular and Molecular Biology Unit, Corporación para Investigaciones Biológicas,
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Abstract. Planning of pipelines for next-generation sequencing (NGS)
projects could be facilitated by using simple DNA sequence benchmarks,
i.e., standard test sequences that could monitor or help to predict ease
or difficulty of (a) short-read sequencing and (b) de novo assembly of the
sequenced reads. We propose that familiar, gene-sized sequences, includ-
ing but not limited to nuclear protein-coding genes, would provide fea-
sible consensus benchmarks allowing simple visualization. We illustrate
our proposal for fungi with candidates from ribosomal DNA (rDNA,
used in phylogeny and identification/diagnostics), mitochondrial DNA
(mtDNA), and combinatorially constructed conceptual (synthetic) DNA
sequences. The exploratory analysis of such familiar candidate loci could
be a step toward finding, testing and establishing familiar, biologically
interpretable consensus benchmark sequences for fungal and other eu-
karyotic genomes.

Keywords: Next generation sequencing, Eukaryotic genomes, De novo
assembly, Benchmarking.

1 Introduction

When one plans pipelines for next-generation sequencing (NGS) projects, it
would often be helpful to have available simple reference DNA sequences or
benchmarks, i.e., standard or consensus test sequences that could monitor or
help to predict ease or difficulty of (a) short-read sequencing and (b) de novo
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assembly of the sequenced reads. Indeed, a genome or genomic region can have
patches that are inherently refractory to either endeavour.

We consider separately two main groups of tasks in a genomics pipeline lead-
ing to an assembly, which lend themselves to separate benchmarking: tasks that
are done before the official read set is obtained, and tasks that are done after one
has the reads. The former, sequencing-related tasks include choice of sequenc-
ing technology and choice of parameters such as read length and insert size;
the preparation and possible selection of insert libraries; actual sequencing; and
any routine censoring or other processing of raw sequencer output that is then
performed in order to arrive at a set of official or presentable read files. The
latter, assembly-related tasks include choice of assembly program(s) and choice
of parameters such as k-mer length (for de Bruijn graph-based programs); ac-
tual assembling into contigs and/or scaffolds; and any subsequent censoring or
elimination of short or otherwise doubtful contigs or scaffolds from the assembly.
The tasks listed in these two groups are the ones we can influence, for which we
seek guidance, and for which existing and new benchmarks could be valuable.
We propose that familiar sequences, of the length of one or a few known genes,
could provide useful and realistic external references that would be helpful in
such contexts.

If one looks only at whole-genome assemblies of eukaryotes without consid-
ering the structural and functional features that exist along the chromosomes,
benchmarks already exist. Well-known examples are N50, NG50 or NG90; state-
of-the-art benchmarks of this category are listed and used in the recent Assem-
blathon 2 report [5]. If one restricts one’s attention to protein-coding genes of the
nuclear genome, benchmarking can be done by assessing how well one’s assembly
covers conserved or ‘core’ genes that one expects to find, e.g., using CEGMA
[28,29,5]. We propose, in the case of fungi, to complement such existing bench-
marks with benchmarks based on ribosomal DNA (rDNA, used in phylogeny and
identification/diagnostics), mitochondrial DNA (mtDNA, of which for example
the gene for cytochrome c oxidase subunit 1, CO1, is used in barcoding), and
combinatorially constructed conceptual or synthetic DNA sequences. We present
our proposal using selected examples.

2 Materials and Methods

Reference sequences were selected after performing exploratory studies on DNA
sequences of model and pathogenic fungi (Saccharomyces cerevisiae, Aspergillus
fumigatus, and dimorphic fungi from the Onygenales order) that are represented
by an intrinsic interest in the scientific community and may therefore already be
available prior to a strain’s whole-genome sequencing. We retrieved real DNA
reference sequences from public databases (GenBank, Broad Institute), and cre-
ated synthetic DNA reference sequences by generating DNA stretches that have
no repeats of length ≥ w. Reads used in the exploratory studies were taken from
Illumina paired-end short-read (l ≥ 100 bp) files downloaded from the NCBI Se-
quence Read Archive (SRA), from our own Illumina paired-end reads (l ≥ 100
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bp) or, in the case of ideal reads (see [20]), created from longer public sequences
by generating all possible subsequences of a fixed length l (l ≥ 100 bp). Further
details of presented examples are given in Figure legends and descriptions in the
main text.

3 Results and Discussion

3.1 Benchmarks from Ribosomal DNA for Optimizing
Sequencing-Related Tasks

Although ribosomal DNA (rDNA) of a eukaryotic organism can seriously resist
assembly because of its tandemly repeated nature (for example, some of the
human genome’s known rDNA regions are still missing from the hg19 sequence),
we focus here on inherent resistance to sequencing and/or related tasks that lead
to the production of an official read set.

Generally, patches along a chromosome that are truly refractory to sequencing
(thus causing unsatisfactory read depths) can result from various factors, of
which one seems to be extreme or unusual GC (guanine-cystosine) levels [33,
and refs. therein]. The rDNA loci in eukaryotes, including fungi and also human
[16, Genbank accession U13369], can exhibit some of a genome’s most severe GC
changes and/or extremely high levels of GC; in the interphase nucleus, rDNA
does not reside in typical chromosome territories but in nucleoli [1].

Figure 1 shows an example of how a classic rDNA reference sequence of a
fungus can be used as a potential benchmark, to monitor patches along the
sequence where reads from a closely related organism (here, another strain of
the same species) are thinly spread. If the organism represented by the reads is
close enough to the organism represented by the reference sequence, and if one
chooses a matching method having appropriate sensitivity and specificity (e.g.,
general-purpose matching programs such as BLAST or BLAT or more dedicated
NGS programs such as BWA [22] or Bowtie 2 [21]), then patches of shallow reads
must have been caused during sequencing or sequencing-associated steps.

3.2 Benchmarks from Mitochondrial DNA for Optimizing
Assembly-Related Tasks

Mitochondrial genomes of some fungi can be surprisingly difficult to assemble
de novo, despite their small sizes, which are typically less than 100 kb. For
example, two groups that used shotgun methods to sequence strains of yeast
(Saccharomyces cerevisiae) appear to have encountered problems in obtaining
satisfactory assemblies of the mitochondrial genome [12,25].

A short sequence of less than 100 kb might, at first sight, seem like child’s
play to assemble, but it turns out that some far bigger nuclear genomes are
routinely and quite successfully assembled and annotated while the same organ-
isms’ mitochondral genome is not. Mitochondrial genomes can contain seriously
repetitive and/or low complexity DNA interspersed in a number of noncoding
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Fig. 1. Positional variation of read counts of Aspergillus fumigatus strain A1163 (Il-
lumina GAII paired-end reads of length 101 bp, insert size 300; NCBI SRA accession
SRX028559) that match along an rDNA reference sequence. The reference sequence
is from A. fumigatus strain NRRL 35223 (GenBank accession EF634403, 1154 bp).
Matching was done using BLASTN with default settings (black read depth curve). A
moving-window GC plot (window 101 bp, step 1 bp) is shown above the match counts,
anticorrelating with them. Matching was repeated with the DUST [27] low complexity
filter switched off (-dust no , light curve superposed on and essentially coinciding with
black read depth curve), in order to confirm that the anticorrelation with GC is not an
artifact of low-complexity patches. Since the first two valleys of the read coverage plot
are found within internal transcribed spacer regions (ITS1: positions 13–195, ITS2:
positions 353–521), we also verified that these sequences are highly conserved (close to
100% identity) among A. fumigatus strains, i.e., that the valleys are not due to more
pronounced ITS sequence divergence as is sometimes seen in higher-level, interspecies
alignments [17,18]; we have observed similar fluctuations of read depth when mapping
our own Illumina 101 bp reads for an Emmonsia parva strain to a reference rDNA se-
quence for that strain. Positions are midpoint of BLAST match for read match counts
and window midpoint for GC. Inset: Scatterplot and quadratic polynomial fit sketching
the negative relation between read depth and GC (R = 0.604; cf. also a similar general
relation observed in [33, Suppl. Figure 3]).



Classic Benchmark Sequences 225

stretches along the sequence, which can confuse assembly programs. In fact, re-
peats can confuse not only assembly programs, but also (biological) homologous
recombination, leading to mitochondrial genome instabilities that can become
visible as petite mutant colonies in yeast [3,4,12], so if one is looking for a tough
benchmark sequence this may be a good candidate: Figure 2 shows that even
an ideal paired-end strategy with no sequencing errors and providing uniform,
good coverage by reads cannot bridge the ori repeats, and suggests that the
resulting (modest) fragmentation may be a fundamental limit [20] that is not
dependent on the program used for assembling. This small genome has relatively
few genes, of which the CO1 gene has been proposed for barcoding [31], and it
is well-studied and familiar to all biologists. Use of mitochondrial genomes as
benchmarks might correspond to benchmarking ideals of a “toughest competi-
tor” [7, p. 10], or to agile practices advocating that one write a test that fails,
then be prompted by the failing test to write code that will pass that test ([9,
pp. 25–29], [6, Chapters 16–19]).

3.3 Comments on Benchmarks from Nuclear Protein-Coding DNA

Protein-coding genes of the nuclear genome are the most abundant genes of a
eukaryotic organism, but they are often less difficult to sequence or assemble than
other genomic regions. On the other hand, in some sequencing and assembly
projects one may be primarily interested in obtaining the full set of nuclear
protein-coding sequences, and much less interested in other regions. A recent
reminder that it is important to be clear about one’s priorities was given by
the results of Assemblathon 2, in which some of the least successful assemblies
of vertebrate genomes, as measured by genome-wide metrics, were successful in
covering a majority of genes ([5]; see also [20]).

The frequently observed or rediscovered success of simple next-generation
sequencing strategies in assembling most protein-coding sequences suggests that
the notion of gene space is appropriate here [29], a term that was originally used
to characterize the dramatic enrichment of genes in a relatively small interval of
the GC distribution of genomes such as those of cereal plants [8].

The set of genes that was used to assess coverage by the Assemblathon 2
entries came from a collection of core eukaryotic protein-coding genes (CEGs),
proposed by Parra et al. [28,29] as a composite benchmark. Their rigorous fil-
tering protocol yielded 458 genes [28] present in 6 eukaryotic model organisms
including human and baker’s yeast, of which 248 genes were found to be gener-
ally present as single copy genes [29]; the 248 genes were then further divided
into 4 groups according to their conservation. Based on mapping of CEGs in
25 previously characterized eukaryotic gen he most conserved group (group 4),
consisting of 65 genes, has been proposed as an estimator of the percentage of
total protein-coding genes covered by the assembly that should be useful even
for highly divergent genomes; a CEGMA mapping package is available for ana-
lyzing coverage of arbitrary eukaryotic genomes using CEG genes [29].
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Fig. 2. Simulated NGS strategy designs for the yeast mitochondrial genome. Results of
feeding all possible subsequences of length 100 bp of the Saccharomyces cerevisiae ref-
erence mtDNA genome sequence [14, GenBank acc. AJ011856], as simulated ideal reads
at 100× [20], to the SOAPdenovo/GapCloser assembly pipeline [24]. Scaffold/contig
properties are shown for oppositely directed sample runs (sense and antisense, for con-
sistency checking) in two contrasting sample scenarios or strategies. The first strategy
is single reads at a low k-mer size (23 bp), and is completely unsuccessful; the sec-
ond strategy is paired-end reads separated by 512 bp at a high k-mer size (63 bp),
and is more successful, but still all scaffolds/contigs are prematurely terminated at
ori repeats, suggesting a fundamental limit of the NGS sequencing design (lower left
scatterplot, and corresponding arcs in circular Geneious [19] display with inner ring
showing GC). One sample mitochondrial gene, CO1, is shown.
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3.4 Benchmarks from Artificially Generated DNA Symbol
Sequences for Optimizing Assembly Programs

The last class of benchmarks we discuss comes from artificial DNA. Although
the use of such artificial or conceptual DNA (DNA in silico) is not backed by a
tradition of study by molecular biologists (with an few exceptions), it is backed
by a classic branch of thinking and proving theorems about repetitiveness in
combinatorics, i.e., in mathematics. This tradition usually bears the name of de
Bruijn, although it has its roots in the first graph-theoretic result, Euler’s 1766
solution of the Königsberg bridge problem [23, p. 40], [2, Chapter 11].

If mitochondrial genomes, such as that of yeast shown in Figure 2, are some of
the toughest benchmarks for assembly-related tasks because of their repeats and
low-complexity regions, then we can, conversely, aim to find lenient benchmarks
that could serve as a minimal requirement for assembly programs by eliminating
repeats or, alternatively, by artificially constructing a library of synthetic DNA
(syDNA) sequences that are guaranteed to have no repeats longer than a given
length on either strand. For example, the first sequence in such a library could
be free of repeats greater than some length w, the second sequence in the li-
brary could be free of repeats greater than w+1, and so on. Different assembly
programs could be assessed or ‘acceptance-tested’ based on their performance
profiles when fed such a synthetic sequence library in read-sized fragments (pos-
sibly paired, and/or with simulated sequencing errors to assess robustness).

The problem of constructing, or generating, a repeat-free double-stranded
DNA sequence for a given word length w was formulated and addressed already
early, in an appendix [15] of a 1966 paper addressing the danger of ectopic (illegit-
imate, out-of-register) homologous recombination [32]. That appendix presented
maximal attainable lengths (≈ 4w/2) and theorems pertaining to those lengths.

The generating of single-stranded DNA (ss-DNA) sequences without repeats
is relatively straightforward, and even implemented in the general-purpose math-
ematics software Sage (DeBruijnSequences(4, w).an element() and then re-
place 0,1,2,3 by A,C,G,T; for theory see [2, Chapter 11], and for the elegant
generation of a basic example for a given w used by Sage see [30, section 7.3],
[13]). However, the study of algorithms for generating double-stranded (ds-DNA)
repeat-free sequences, in which no words or their reverse complements encounter
a match, has not received much attention since 1966. One reason is that the
ss-DNA problem is traditionally solved by considering a well-studied class of
directed graphs, the de Bruijn graphs, which are used also in several NGS as-
sembly programs. When one considers ds-DNA, however, the underlying struc-
ture is less simple: a word needs to be ‘glued’ to its reverse complement to form
a single node or vertex consisting essentially of two node-chambers, connected
to other nodes or their chambers by separate directed or doubly-directed edges
(bi-directed graph, bi-flow, conjunction product; [26]; cf. also [11]).

Although it would be useful to have an efficient algorithm for directly gener-
ating maximal nonrepetitive ds-DNA sequences, e.g., via an analog of the Lyn-
don word approach used by Sage, one can create nonrepetitive ds-DNA sequences
that are not maximal but often sufficiently long for one’s purposes, by generating
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maximal nonrepetitive ss-DNA sequences and then censoring or editing them. In
such editing, visualization using the familiar dotplot method is helpful.

We end this subsection with a toy example. The following randomly gener-
ated, 1028-nt de Bruijn sequence, viewed as a simple sequence of letters from a
4-letter alphabet, has no repeats of length 5 nt or more:

GCCGAGTCATTTTTATATAGGCTGCCTGCTATACCACGTCTCGGCCCAGCCAAAAAGCTGTTTTCGCTACAGTCTGATCACGGAATGCAAGCA

ACAATGACGTTGACACCCACCAGGTTTGCACCTAAGGTGGGCCGGTCGATGCTCTTATCGCATCCAGTGTAGGGCGTGTTGCCATTCCCGCAA

TCTCACCGTTACTTCATGAGACGATCCGTGAACATCTGTACTAGCTCAACTAAACAGGGACATGTCTTGGTATCCCCAATAAAGGCATAAGAC

AGCGATACACTTTAGTTGTTATGGGAGTATTAGCCTATTCAAGATAGCGCACTATGATGGAGAGGCCAGATCTTTCACTCGTATGTGAGTGAC

CATAGACTACCGGGCTTTTGGACTGACTTAGATTGTGTGCGCGGGTCTAATGTATAATCAGTACAACCAACGGCAAAGAACTTGTAAGTCGGA

TATGCCGCTGGGTTGGCCTCTAGGAGCTAGTGCCCTTGAAGCCGTCACACAAGGGTAACGCAGGAAGGACGCTTGCGGCGAAACTGCGTAATA

CTCATATTGATTCTGCAGTTCAGACCGCGTTTCTATCATCAATTCGAGGGGTGCATGGCGGTGATAACACGCCACTGGCAGAAGTGGCTCCAA

GTTAGGTACCTTACCCCCGAATAGTCCCATGCGAGCCCCTACGTACGGGGGATTTGTCAGCAGCTTCGGTAGTAGAAAGTAAATATCTACTGT

CCACAGAGCGGAGGATGAATCGTGCTTAAAATGGTCAAATCCTGTGGATCGGGAAATTAACCCGTAGCACATTACGCGACAAACCGATTATTT

CCATCGAAGAGTTTACATACGAGAATTTAAGCGTCCTTCTTCCGACTCTCCTCCGCCTTTGAGCATTGGGGCACGAACCTCGCGCTCGACCTG

AAAACGACGGTTCCTAGAGATGTTCGTCGCCCGGCTAACTCCCTGGTGTCGTTCTCTGGAACGTGGTTAATTGCTGAGGTCCGGACCCTCAGG

CGCCG

However, if we interpret the sequence as one strand of ds-DNA, the situation
changes. Indeed, GAAGG should not occur twice and its reverse complement
CCTTC should never occur, but the first two underlined regions show that
this condition is not met. Palindromes, i.e., sense-antisense ‘self-repeats’ (third
underlined region), should in principle also be absent, as a short read assembly
program could get confused about the direction in which it should continue
growing a contig. The underlined regions are the only ones with such problems.

We ran this example through the assembly program succinctAssembly/
gossamer, which implements efficient algorithms for assembly sub-tasks with few
additional heuristics [10], on all of the sequence’s 16-bp ds-DNA subsequences
choosing a k-mer size of 10. This procedure is analogous to the one used for
yeast mtDNA illustrated in Figure 2. As expected, the places where the contigs
broke off were precisely the 3 underlined regions.

4 Conclusion

Exploratory analyses of familiar reference sequences, such as those we present
here as candidate benchmark loci, could take us a step further toward find-
ing, testing and establishing familiar, modestly sized, biologically interpretable
consensus benchmark sequences for fungal and other eukaryotic genomes. The
results suggest that we could use selected, known genes or genomic regions as
guides to monitor, help predict, and thus optimize the success of sequencing and
assembly pipelines or designs for whole genomes.
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Abstract. We formulated a discrete time model in order to study opti-
mal control strategies for a single influenza outbreak. In our model, we
divided the population into four classes: susceptible, infectious, treated,
and recovered individuals. The total population was divided into sub-
groups according to activity or susceptibility levels. The goal was to
determine how treatment doses should be distributed in each group in
order to reduce the final epidemic size. The case of limited resources
is considered by including an isoperimetric constraint. We found that
the use of antiviral treatment resulted in reductions in the cumulative
number of infected individuals. We proposed to solve the problem by us-
ing the primal-dual interior-point method that enforces epidemiological
constraints explicitly.

Keywords: Influenza, Optimal Control, Interior-Point methods,
Epidemiology.

1 Introduction

Continuous time models have been used to study influenza outbreaks and the
impact of different control policies [4,9,15]. In the case of influenza, the cost
of antiviral treatment or the cost of isolation of infectious individuals has also
been addressed using continuous time models [11,12]. Recently, the evaluation of
influenza public health interventions using discrete epidemiological models has
been proposed [2]. We explore the role of heterogeneity via a discrete time epi-
demiological model involving two interacting groups. An optimal control problem
is formulated to evaluate the effect of antiviral treatment in scenarios involving
limited or unlimited resources. The optimal control problem is solved using the
primal-dual interior-point method, which to the best of our knowledge has not
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been previously used to solve control problems in epidemiology. This method
allows an efficient inclusion of explicit inequality constraints. In this paper, we
introduce the epidemiological model and the optimal control problem in Section
2, the basic ideas of interior point methods are introduced in Section 3. The re-
sults of selected numerical simulations are presented in Section 4, by considering
different scenarios such as different activity or susceptibility levels under limited
or unlimited resources.

2 Problem Formulation

The dynamics of many diseases such as measles and influenza are strongly
correlated with age [3]. Epidemiological models with age structure have been
considered for the continuous case in [3,5,10]. We divide the population into
2 subgroups. LetNi(t) be the number of individuals in group i at time t, (i = 1, 2)
and qij be the probability that somebody from Group i has contact with some-
body from group j. If we assume that both groups are connected (qij > 0) and

we consider proportionate mixing [3], we have qij = qj =
CjNj

m∑

k=1

CkNk

, where Ci is

the average number of contacts per unit of time. Let Si(t), Ii(t), Ti(t), and Ri(t)
denote the number of susceptible, infectious, treated and recovered individuals
in the ith group. We consider a single outbreak and people remain in the same
group. We assume that infectious individuals from group i naturally recover with
probability σi. We consider that the fraction of infected individuals in group i
who get treatment each generation is modeled by τi(t). Since treated individuals
are still infectious, the fraction of susceptible individuals on group i at time t
that get infected at time t+ 1 is modeled by the function:

Gi = ρi

2∑
j=1

(
qj

(
Ij(t) + εjTj(t)

Nj

))
, (1)

where εj represents the effectiveness of treatment for individuals on group j, with
0 < εj ≤ 1. We assume that individuals (from any group) who get treatment
recover with probability σ. The model with control is given by the following
system of difference equations:

Si(t+ 1) = Si(t)(1 −Gi(t))
Ii(t+ 1) = Si(t)Gi(t) + (1− τi(t)) (1− σi) Ii(t)
Ti(t+ 1) = (1− σ) Ti(t) + τi(t) (1− σi) Ii(t)
Ri(t+ 1) = Ri(t) + σiIi(t) + σTi(t).

(2)

In the absence of control, the model is reduced to an SIR model, the basic

reproductive number R0 is given by [8] R0 =
2∑

i=1

ρiqi
1−(1−σi)

. Now we introduce

the optimal control problem associated with the group-structured model (2).
Our goal is to minimize the number of infected individuals in each group over a
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finite interval [0, n], by using the least amount of treatment. The optimal control
problem can be written as:

min
1

2

2∑
i=1

(
n−1∑
t=0

(
BIiIi(t)

2 +Bτiτi(t)
2
))

, subject to Model (2), (3)

where n denote the final time. The weight constantsBj , (j = Ii, τi) are a measure
of the relative cost of interventions over [0, n]. In particular, Bτi denote the
relative costs associated with the implementation of antiviral treatment in group
i, respectively.

3 Methodology

The problem is solved by using the primal-dual interior-point method [6,8,14].
Interior-Point Methods (IPM) are algorithms used to solve linear and nonlinear
optimization problems. Contrary to the simplex method, which finds an optimal
solution by testing the adjacent vertices of a feasible set, IPM find optimal so-
lutions by crossing the interior of a feasible region. Computationally, IPM are
more efficient than the simplex method because they have polynomial complex-
ity. In addition, the simplex method finds solutions at the corner points only,
while IPM may find solutions in the interior as well.

We rewrite Problem (3) as a nonlinear programming problem:

min f(y), s.t. E(y) = 0, 0 ≤ y ≤ ymax, (4)

where y =

[
y1
y2

]
, yi = [Si(1), Ii(1), Ti(1), τi(0), . . . , Si(n), Ii(n), Ti(n), τi(n −

1)]T , for i = 1, 2 and the final time n. The objective functional is given by:

f(y) =
1

2

2∑
i=1

(
BIi‖Ĩi‖2 +Bτi‖τi‖2

)
,

f : R8·n → R, with Ĩi = (Ii(0), Ii(1), . . . , Ii(n − 1))T and τi = (τi(0), τi(1), . . . ,
τi(n − 1))T , for i = 1, 2. From Model (2), we get the equality constraint E :

R
8·n → R

6·n, E(y) =

(
E1(y)
E2(y)

)
, where Ei(y), for i = 1, 2 is defined from (2) [8].

Now we consider a more realistic scenario when treatment supplies are limited.
We modify Problem (3) by including the “isoperimetric” constraint [12,13]

2∑
i=1

(
n−1∑
t=0

(τi(t)Ii(t))

)
= k, (5)

where k represents the available number of treatment doses and n the final time.
Notice that (5) can be written as

∑2
i=1 τ

T
i Ĩi − k = 0. A similar problem has

been solved in [12] by considering limited vaccine in a continuous time influenza
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model. The problem was solved by including a new state variable related to the
isoperimetric constraint, which requires boundary conditions at t = 0 and t = n;
The authors of [12] remark that convergence issues have to be addressed. We
solve the new problem by using the primal-dual interior-point method, which
allows the inclusion of the new constraint more efficiently. The optimal control
problem can be written as (4) where the previous equality constraint is modify

as E : R4·n·m → R
3·n·m+1, E(y) =

(
E1(y), E2(y), τ

T
1 Ĩ1 + τT

2 Ĩ2 − k
)T

.

The Lagrangian function associated with Problem (4) is defined by:

L(y, w, z1, z2) = f(y) + E(y)Tw − yT z1 − (ymax − y)T z2,

where w, z1, and z2 are the Lagrange multipliers associated with the equality and
inequality constraints, respectively. Therefore the perturbed KKT conditions
[8,14] are given by:

Fμ(y, w, z1, z2) = [∇yL,E(y), Y Z1 − μe, (Ymax − Y )Z2 − μe]
T
= 0, (6)

where Y = diag(y), Ymax = diag(ymax), Z1 = diag(z1), Z2 = diag(z2), and
e = (1, . . . , 1)T ∈ R

8n. The primal-dual interior-point algorithm for the nonlin-
ear programming problem (4) is presented in [8]. The results of some numerical
simulations both in the case of limited and unlimited supplies for different sce-
narios are presented in the next section.

4 Numerical Results

In this section, we present some results of selected simulations under various
scenarios. For each case, we compare the proportion of infected individuals gen-
erated in the absence or in the presence of control. The baseline parameter values
are given in [8]. For scenario 1, we consider the case of seasonal influenza. We di-
vide the total population into two groups with different population sizes. Group
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Fig. 1. In scenario 1, Group 1 (12.5 % of the population) is more susceptible but less
active than Group 1. Since Group 2 is more active, more effort has to be applied in
this group.
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1 is given by 12.5% of the population aged 65 or more, and Group 2 is 87.5%
of the population aged less than 65 [1]. We assume that R0 = 1.27 and that
Group 1 is the high risk population (ρ1 > ρ2). The final time is 240 days. Figure
1 shows the results for Scenario 1. Since we have Group 2 as the more active
one, the optimal control requires more resources for this group than for Group
1; Figure 1D shows that we need to apply twice the treatment for Group 2 than
for Group 1 (Figure 1A). The reduction on the final epidemic size is given by
8% and 12% in Groups 1 and 2, respectively.

The case of limited resources is considered in Scenario 2 and 3. We assume that
both groups have the same population size. In Scenario 2 we assume same activity
level but Group 1 is more susceptible than Group 2, ρ1 > ρ2. For Scenario 3, we
consider same susceptibility but Group 1 is more active than Group 2, C1 > C2.
Figures 2 and 3 show the optimal control function, the proportion of infected
individuals, and the cumulative proportion of infected individuals in both groups
under each scenario for different values of treatment doses k.

Figure 2 shows the results for Scenario 2. The optimal control solution shows
that more resources should be used for Group 1 (Figure 2A and 2C), since this
is the high risk group; however the proportion of infected individuals is higher
in Group 1 (Figures 2B and 2D). By using different values of k, 3%, 6%, and
13%, the final epidemic size in Group 1 is reduced by 2.4%, 6%, and 16% for
each case; for Group 2, it is reduced by 3%, 7%, and 19%. Although the optimal
solution allows the use of more resources towards Group 1, the reduction on the
final epidemic size is a little higher in Group 2. For small values of k, (3% and
6%), Figures 2A and 2D show that in both groups, the resources should be used
at the beginning of the epidemic, 55 and 75 days respectively.

In the case of Scenario 3, Group 1 has a higher activity level than Group 2
but the same susceptibility. Figure 3 shows that the optimal control solution
requires the application of more treatment doses in Group 1 (Figures 3A and
3D); however, the proportion of infected individuals is the same in both groups
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Fig. 2. For Scenario 2, since Group 1 has higher activity level, more resources need to
be used towards this group (Figure A and D) however for each value of k the reduction
on the final epidemic size is higher in Group 2.
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Fig. 3. For Scenario 3, since Group 2 is at higher risk, more resources need to be used
for this group. However, since the activity level is the same for both groups, the number
of infected individuals is similar for Group 1 and Group 2.

(Figures 3B and 3E). For different values of k (4%, 7%, and 14%), Figures 3C and
3E shows that the final epidemic size is reduced by 5%, 8%, and 15% respectively.

In all scenarios, we find that the use of treatment reduces the number of
infected individuals. If one of the groups is more susceptible, more effort has
to be implemented in that group, but the reduction in the final epidemic size
will be larger in the less susceptible group. In addition, if we consider limited
resources, we found that the resources should be used at the beginning of the
epidemic until all the resources are used.

5 Conclusions

We formulated a discrete group-structured model under the assumption that
people mix more with individuals in the same group and groups are mixing
randomly. We introduced an optimal control problem (3) in order to study how
treatment should be implemented in each group in order to minimize the number
of infected individuals at the end of the epidemic. In all scenarios, we found that
the implementation of treatment reduces the number of infected individuals
at a minimal cost. If one of the groups is more susceptible, more effort has
to be implemented in that group but the reduction in the final epidemic size
will be bigger in the less susceptible group. In the case of limited resources,
we found that the maximum effort in control have to be implemented at the
beginning of the epidemic until all the resources are used. Most of the optimal
control problems in this area are solved by using PontryaginsMaximum Principle
[7,12,13] We proposed to solve it by using the primal-dual interior-point method.
This methodology allows the inclusion of constraints in a simpler way, specially
in the case of isoperimetric constraint.
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Abstract. Cnidarians are ecologically important animals in marine
ecosystems like coral reefs, where the incidence of disease has raised
in the past years due to numerous environmental changes. In this work,
messenger (m)RNA samples from cultured colonies of the hydrozoan Hy-
dractinia symbiolongicarpus were sequenced using the Illumina platform.
The Trinity program was used to assemble the transcriptome de novo
and 116.924 contigs were obtained and were annotated by comparisons
with public databases. The immunotranscriptome was characterized by
a great diversity of transcripts coding for adhesion molecules and pep-
tidases. Through sequencing with the Illumina platform we obtained a
transcriptome draft for the organism H. symbiolongicarpus from which
a large set of immune-related molecules was obtained. . . .

Keywords: High Throughput Sequencing, Transcriptomics, Immunol-
ogy, Cnidaria, Hydractinia symbiolongicarpus.

1 Introduction

The Cnidaria as sister group of all bilateria are an important taxon to study the
origin and evolution of the immune system in animals [Augustin and Bosch, 2010].
As ecologically important species in marine environments like coral reefs, their
structural role has been endangered by the recurrent appearance of disease. For
many of these diseases no single etiological agent has been found, suggesting more
complex scenarios involving alterations of the structure and diversity of commen-
sal bacteria that inhabit these animals’ tissues [Sokolow et al., 2009]. Despite their
ecological and evolutionary importance, as well as the high mortality of some taxa
due to infectious diseases, still very little is known about their immune responses
[Augustin and Bosch, 2010].

The immune system in cnidarians can be divided in three functional modules:
First the recognition module, which is composed of intracellular, membrane-
bound and secreted receptors that recognize self from non-self and also microbe-
associated molecular patterns (MAMPs). Among these, it is worth mentioning
LRR domain-containing receptors such as TLRs and NLRs and carbohydrate-
binding lectins [Dunn, 2009]. Second the signaling module, which connects the

L.F. Castillo et al. (eds.), Advances in Computational Biology, 239
Advances in Intelligent Systems and Computing 232,
DOI: 10.1007/978-3-319-01568-2_34, c© Springer International Publishing Switzerland 2014
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two other modules through signal transduction and includes signaling cascades
like the TLR and apoptosis pathways [Miller et al., 2007]. Third the effector
module, which consists of molecules that lead either to microbial destruction
through inflammatory reactions and the production of antimicrobial peptides or
to apoptosis [Dunn, 2009].

To get more insight about the immune system of cnidaria, we sequenced and
annotated the transcriptome of Hydractinia symbiolongicarpus, a marine, colo-
nial and dioic hydroid living as a surface incrustation of gastropod shells occupied
by hermit crabs [Buss and Yund, 1989]. This organism has demonstrated to be
an excellent animal model in various biological disciplines. Yet, neither genome
draft nor whole transcriptome sequence data is available for it. There is, how-
ever, an EST data set of almost 9000 sequences for its sister species Hydractinia
echinata [Soza-Ried et al., 2010].

With the advent of Next Generation Sequencing technologies the acquisition
of sequence data has become faster, cheaper and massive. In this study the
transcriptome of model hydrozoan H. symbiolongicarpus was sequenced using
the Illumina platform. In order to draft its immunotranscriptome, the obtained
contigs were compared with public databases to extract sequences already known
to participate in the immune system of other animals.

2 Methods

Animal Cultures, RNA Isolation, Library Preparation and Illumina
Sequencing

Animals are grown in recirculating Artifical Sea Water (ASW) at a relative
density of 1,022 and a temperature of 20±2oC. Colonies were fed 2 to 3 times
per week with Artemia salina nauplii two days after eclosion. The animals were
starved for three days before the experiment to avoid contamination with A.
salina RNA.Total RNA was isolated using the TRizolTMreagent according to
manufacturer’s recommendations. The sequencing library was constructed by
selection of the poly-A mRNA and posterior fragmentation through sonication.
The cDNA synthesis was done with random hexamers and 300 bp fragments were
purified to add Illumina adaptors, tags and primers. All samples were sequenced
in a single HiSeq 2000 IlluminaTMPET indexed lane.

Data Preprocessing, de novo Assembly and Annotation

Raw data quality was evaluated and Illumina adaptors and bases with Phred
score under 20 in 3’ ends were trimmed. Ribosomal sequence depletion was
performed using RiboPicker software [Schmeider, 2012]. Redundant data was
removed with the digital normalization tool Diginorm [Brown et al., 2012]. All
data left after preprocessing was used for assembly with the k=25 Trinity soft-
ware [Grabherr et al., 2011]. All contigs obtained in the assembly were compared
with the Uniprot/SwissProt and NCBI RefSeq databases using the Blast algo-
rithm with an E-value threshold of 1e-5. Each contig was assigned the name of
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the best blast hit. Nucleotide BLAST was run using version 2.2.26+ [Altschul
et al., 1990].

Whole transcripotme KEGGOrthology annotation was done using the KEGG
Automatic Annotation Server (KAAS) [Moriya et al., 2007]. The H. symbiolongi-
carpus proteome was predicted using the Emboss [Rice et al., 2000] translate
tool and a Pfam annotation was done. Reciprocal Blasts were performed with
the proteomes of the three species of cnidarians for which genomic information
is available (N. vectensis, H. magnipapillata and A. digitifera) and for metazoan
model organisms D. melanogaster, M. musculus and H. sapiens. To select the
transcriptome molecules with a possible implication in immunity a key word list
of 128 entries was generated. The key words were searched in the nametags of
Uniprot and RefSeq-annotated transcripts.

Table 1. Assembly and Annotation Statistics

CATEGORY COUNT
Contigs 116.924

Total length of Sequence 114.805.126
N50 length (bp) 1.539

Average length of Contigs 981
Min 201

Median 643
Max 14.407
GC% 36,86

RefSeq 70.666
Uniprot 53.702

Total Unannotated sequences 44.214
Total Annotated sequences 72.710

A. digitifera 7.084
N. vectensis 7.715

H. magnipapillata 10.381
H. sapiens 6.638

M. musculus 6.578
D. melanogaster 5.098

H. echinata 157

3 Results and Discussion

Transcriptome Sequencing and Assembly

After preprocessing, sequence data was used for de novo transcriptome assembly
with the Trinity software. A total of 67.051.669 reads were obtained and 116.924
contigs were assembled ranging from 201 to 14407 bp in length. A summary of
the assembly statistics is shown in Table 1. The coverage of the genome was
22X according to the estimated genome size, suggesting that the sequencing
depth was enough for eukaryotic transcriptome reconstruction as was recently
assessed in a published study, where the authors concluded that using more
than 60 million reads for a transcriptome assembly raises the accumulation of
sequencing errors in the assembly and has a low rate of new gene discovery
[Francis et al., 2013].

Transcriptome General Annotation

All assembled contigs were compared via BLAST to the Uniprot/Swissprot
database, the NCBI RefSeq database and the already annotated transcriptomes
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of N. vectensis and H. magnipapillata. The total number of contigs annotated
for each database is shown in Table 1. 72.710 contigs had significant BLAST
hits, while 44.214 had no hits against the databases. Putative orthologous genes
in other species with available genomic sequence data were evaluated by recip-
rocal blast. Comparisons were made between the transcriptome of H. symbio-
longicarpus and other species including predicted proteomes of N. vectensis, H.
magnipapillata, A. digitifera, H. sapiens, M. musculus, D. melanogaster and the
H. echinata transcriptome, the only other sequence data available for this genus
(Table 1). 25.180 transcripts were found to be putative orthologs from other
cnidarian species.The species with which H. symbiolongicarpus shares more pu-
tative orthologous sequences (10.381) is H. magnipapillata, also its closest related
species for which there is a genome available.

To assess transcriptome completeness, all assembled contigs were evaluated
for KEGG orthologies using the KAAS. Presence of genes from basic metabolic
pathways was evaluated (Table 2). This annotation step is also evidence that the
experiment captured a representative portion of the organism’s transcriptome.

Once the general annotation of the transcriptome was completed we used
a key word list including characteristic terms of the immune system that were
searched in the annotation names of contigs assigned with Uniprot and RefSeq. A
summary of this is shown in Table 3. Although canonical TLR and NLR receptors
and signaling pathway members have been found in anthozoans [Miller et al.,
2007] we couldn’t find any TLR or NLR with a canonical architecture in the
H. symbiolongicarpus transcriptome draft. Many of the pathway participating
molecules were also not found. However, many transcripts encoding only proteins
containing LRR domains were found. 50 transcripts encoding only one NACHT
domain were also found.

Table 2. Comparative KEGG orthology counts for selected pathways in different
species

PATHWAY
H.

symbiolongicarpus
N.

vectensis
A.

digitifera
H.

magnipapillata
H.

sapiens
M.

musculus
D.

melanogaster
Glycolysis/Gluconeogenesis 29 29 25 30 38 37 29
Citrate Cylce (TCA Cycle) 22 28 22 29 23 23 22

Pentose Phosphate 17 17 19 19 18 18 16
Amino Sugar and Nucleotide

Sugar Metabolism
30 30 30 35 36 35 28

Fatty Acid Biosynthesis 6 4 4 7 6 5 4
Purine Metabolism 104 95 94 105 120 121 97
Valine, Leucine and

Isoleucine Degradation
38 38 24 39 38 38 27

Basal Transcription Factors 31 30 22 31 34 34 32

The C-type lectins are carbohydrate-binding proteins that participate in cell-
cell adhesion, recognition and innate immunity in mammals. In the H. symbi-
olongicarpus transcriptome we found 34 transcripts coding for putative C-type
lectins. As it has been observed in N. vectensis [Wood-Charlson and Weis, 2009],
cnidarians may have large copy numbers of C-type lectins that are probably in-
volved in the immune system. An exclusively cnidarian lectin bound to nema-
tocysts that was found in our study was Nematogalectin [Steele et al., 2011].
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The transcriptome was particularly enriched in probable cell adhesion molecules
containing multiple cadherin domains, integrin-like or selectin-like architectures.

Astacins are metalloproteinases widely distributed among the metazoa, which
participate in tissue differentiation, matrix assembly, digestion and development,
among others. Most of its members are secreted and are expected to have an
action in the intercellular space. The cnidarian phylum has shown the exclusive
presence of some types of these proteins, observed in hydrozoan species [Sterchi
et al., 2008]. In H. symbiolongicarpus 22 putatively astacin-encoding transcripts
were identified.

The Bactericidal Permeability Increasing (BPI) protein is an antimicrobial
peptide with activity against Gram-negative bacteria. Among its functions are
LPS endotoxin neutralization and clearance. The pathway that activates the
overexpression of this protein seems to be triggered by microbial exposure and
in presence of proinflammatory cytokines [Schultz and Weiss, 2007]. It has been
found in cnidarians N. vectensis and H. magnipapillata [Miller et al., 2007].
Twenty transcripts with high sequence similarity to BPI were found in the H.
symbiolongicarpus transcriptome. This molecule remains a candidate of great
interest for functional tests in this cnidarian model.

Table 3.Genes Relevant for the Immune System. (CAN) refers to the canonical domain
content according to Uniprot. (*) refers to domains present in different architectures
of various molecules

RECOGNITION
MODULE

(Can) Domain Content Domain Content Transcripts Function

1. NACHT domain
containing proteins

Pyrin/CARD+NACHT
+LRR

Death+NACHT
NACHT

2
50

Innate immune
response

Defense response
to bacterium

2. C-type lectin
domain family

Lectin C Lectin C 34
immune system

process

3. Nematogalectin
Collagen+Collagen

+Gal Lectin
Collagen+Collagen

+Gal Lectin
5

Possible
Cell Adhesion

4. Leucine rich repeat
containing protein

NA

LRR4+LRR5
+LRR8+PDZ
+Miro+Ras

+zf-C3HC4-3(*)

135
LRR domain-

mediated
complex assembly

5. Cadherin domain
containing proteins

Cadherin Cadherin (1-35) 192
Possible

Cell Adhesion

6. a)Integrin alpha-like
FG-GAP

+Integrin-alpha2
+VWA

FG-GAP
+Integrin-alpha2
Integrin-alpha2

Integrin-alpha2+VCBS

8

5
2

Integrin complex

b)Integrin beta-like
EGF2+Integrin-b-cyt

+Integrin-B-tail
+Integrin-beta

Integrin-b-cyt
Integrin

+b-cytIntegrin-beta
Integrin-B-tail
+Integrin-b-cyt
+Integrin-beta
Integrin-beta

4

4

2

40

Integrin complex

EFFECTOR MODULE (Can) Domain Content Domain Content Transcripts Function
1. a) Astacin-like

metalloendopeptidase
Astacin Astacin 55

Metallopeptidase
activity

b)Similar to Astacin-like
metalloendopeptidase

N/A
Astacin-ShK
Astacin-MAM

Astacin-Gal Lectin(2)

19
3
1

Possible
Metallopeptidase

activity
2. Astacin-like

metalloprotease toxin
Astacin Astacin 22

Metallopeptidase
activity

3. a) Bactericidal
permeability

increasing protein

LBP BPI CETP
+LBP BPI CETP C

LBP BPI CETP
+LBP BPI CETP C

18
Lipopolysaccharide

binding

Bactericidal permeability
increasing protein-like

N/A
LBP BPI CETP C
LBP BPI CETP

21
7

Possible
Lipopolysaccharide

binding
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Lectins and other cell adhesion molecules seem to play a central role in the
recognition module of the immune system of H. symbiolongicarpus. In the mut-
licellular ancestor of metazoans cell adhesion molecules could have played an
important role in the distinction between self and non-self. This may be the
reason why the transcriptome of this basal animal is enriched with this kind of
molecules, which could have immunological functions. Apoptosis, MAPK, Notch,
Wnt and PI3K are signaling pathways of the immune system found to be com-
plete in this organism and they could be playing a role in the signaling of immune
stimuli. The effector module is composed of proteinases such as Astacin and other
proteases that together with BPI may regulate bacterial population sizes.

4 Conclusion

We present here a draft of the transcriptome and a list of candidate molecules
to participate in the immune system of H. symbiolongicarpus that will later be
experimentally validated. We have generated 116.924 new sequences from this or-
ganism previously underrepresented in public databases. This is a first approach
to unravel the integrity of this organisms immune system with a snapshot of
all the expressed molecules at a given time, which gives us more information
than what was available before and is very useful to generate and prove new
hypothesis about this biological problem.
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Fuzzy Model Proposal for the Coffee Berry Borer
Expansion at Colombian Coffee Fields
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Abstract. This paper propose a fuzzy logic model about coffee borer
propagation behavior at a colombian context, increasing the informa-
tion about coffee borer propagation, beyond its growth (topic that has
considerable information), looking forward to generate an impact taking
into account the existing harm level generated by this plague on this
important national product.

1 Introduction

The country’s economy is supported by various export products, some are more
important than other. At the economy index GDP (Gross Domestic Product)
is impacted by the behavior of the coffee production [1], [2], looking to improve
the production techniques, ensuring crops with a reasonable amount of healthy
fruits. Among the various pests affecting the coffee, the most important is the
coffee borer (Hypothenemus hampei). This insect has specific characteristics to
breed [12] and propagate at the coffee, in which outstand climatic conditions as
a relevant factor[3].

Around the coffee pests issues a lot of different analyzes have been carried out,
supported by agronomic institutions, describing the behavior of the coffee borer,
specifically the factors leading to the expansion of this crop by accelerating their
migration between plants [4],[5],[6],[11]. However, despite the existing informa-
tion about the models related to the coffee borer (which are some [6],[7],[8]),
most of them model the population growth, but no the dynamics of migration
movement in the coffee plantation.

2 Studies and Information about the Coffee Berry Borer

As mentioned above the coffee borer is a plague that attacks the coffee fruits
(in fact is the most important thing that affects it), the control of coffee borer
can achieve a saving of U.S. 120 million [2]. The life cycle that of this insect is
estimated in 28 days approximately. According to studies conduced by Cenicafé
in the coffee borer are typically generated a greater number of females than males
(10:1), which facilitates their proliferation, taking into accound that females are
the only ones that can fly, as well depending on the current climate which they
live, these fly or not.

L.F. Castillo et al. (eds.), Advances in Computational Biology, 247
Advances in Intelligent Systems and Computing 232,
DOI: 10.1007/978-3-319-01568-2_35, c© Springer International Publishing Switzerland 2014
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3 Fuzzy Model Proposal

Then there will be a clarification and justification for the choice of variables and
model definition that way.

3.1 Variables:

Regarding the analysis of documents provided by various colombian entities in
the field,they were highlighted the following variables:

� Climate: It is clear to farmers that dry climates favor the development of
this pest and strengthens its drilling in the berry, so Cenicafé certain levels
determined this action whit respect to certain temperatures taking[9]:

� Altitude: The altitude encourages the increase or not the impact of these
phenomena, but consideration of the factors, climate and altitude is ulti-
mately needed to have it as a single variable [10].

� Crop age: The crop can´t produce berry initially only after the first year,
which does not allow propagation of the CBB.

� Collection quality: The grain amount remaining in each plant has qualified
for the MIB [4] having a good, fair or poor quality.

4 Model

Knowing the used variables, the model description is brief. The factors (vari-
ables) mentioned above, these are the systems inputs, taking a set of rules (144)
governing the possible combinations (the most important) that affect the output
variable significantly. The expected output is the infestation risk level, as seen
in Figure 1:
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Fig. 1. a) Proposed Fuzzy Model b) Climate variability associated with the event of
the girl and the boy [11]

It handles a range to 10, considering as 100 percent of infestation, therefore,
each unit is ten percent of this risk.
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5 Comparison Data

To make a proper fit to the proposed model took into account the data presented
in the document MIB(Manejo Integrado de la Broca, ICA [4]) which presents
sample data from the years of 1998 − 2002 in different regions of country. In
order to make a better fit to the proposed model was determined to start with the
data for the department of Antioquia. with the information in Table 1. The phase

Table 1. Phased data for the department of Antioquia [4]

Phase Crop age Recollection Q Infestation.L.
Phase I 5.97 2.66 4.16
Phase II 5.52 2.82 2.02
Phase III 4.93 2.81 2.29
Phase IV 4.29 2.56 3.58
Phase V 4.12 2.9 3.36

data represent the years in which the sample was taken Phase I is equivalent
to the year of 1998, Phase II corresponds to the year 1999, etc. In preliminary
analysis the objective was fit the model to only these data, assuming a single
temperature for each of the years in the same locality. Despite entering the same
data collection and age than the actual sample is almost static behavior in the
system response, so we tried to identify the impact of the variables in each of
the phases, as our variable temperature (it is known that the altitude does not
change, crop age study has as collection, so that the temperature is not the only
factor that is expressed in the study). In this case we identify what were the
weather conditions at each stage (climatic variations in each year, which could
be affected and therefore studies the model with a constant temperature for
each phase does not apply), ie climate data were sought each year compared to
seasonal impact of boy’s phenomenon, as well as when was the girl’s phenomenon.

On the basis of analysis document climate variability by the Girl’s Phe-
nomenon or the Boy’s Phenomenon [11] could identify periods in which it has
had no impact of these two phenomena. This way you could set some temper-
ature (in Celsius grades) conditions for each phase: Phase I-19.6320, Phase II-
18.9520, Phase III-18.8520,Phase IV-18.9320 and Phase V-19.1320.

6 Optimization Process

In addition to obtaining a fuzzy inference model was revised to optimize the
possibility, given the size of the set of rules with which one set (144 rules).
Additionally, it is sought to adjust the ranges of the membership functions, such
as data generated by the model is accurate.
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6.1 Genetic Algorithm

This optimization method to explore the field in a comprehensive solution, gen-
erating a higher accuracy (higher accuracy), but their convergence can be slowed
down by the same reason. It doesn’t requires a starting point, but if you must
put a limit to the area exploration, for the case used in this article, the limits
were [0 1], corresponding to the range that defines the membership functions
that were seen in figure 1.

A hundred iterations were performed on the fuzzy model, choosing the best
result iteration (which emphasized the smallest difference between the simulated
and real data). Given this set, the rules are considered in it, would be favorable
and some of them would be dominant over the other. To this was used as a
criterion, discard those that had an impact on the model below 0.3, reducing the
set finally.

6.2 Gradient Method

This method requires a starting point, this allows an agile convergence (loss of
accuracy), at a minimum, which isn’t always global minimum (depending on the
given initial point may fall into a local minimum, losing their effectiveness). The
set of initial values in the fuzzy model in place were the real data as shown in
Table 1.

7 Results and Analysis

Entering the inputs and outputs expected, specifying the set of rules, shall be
assessed by cases the behavior model, with respect to the data used in the MIB
[4]. In view of that this handles tables per department, each of these will be
a test case for the model, as illustrated in Table 1, the MIB handles values
for two of the variables and a infestation percentage , if you enter each line of
these conditions in the fuzzy system,it is expected to receive an approximate
value, taking into account the weather conditions must be intuited, to adjust
this. Comparing actual data versus simulated data (Table 2) achieves see how
the behavior of the results generated by the model are close to the actual data
provided in the study. Denoting the fuzzy model suitable for the biological system
of the CBB and the proliferation of coffee crops.

With the results of the preliminary analysis and the subsequent adjustments
that led to the search for temperature information for each phase to these peri-
ods, it can be said that the temperature at which the coffee is exposed, become
a key role in the infestation risk, this corroborates the literature stating that the
CBB (Hypothenemus hampei) reduces its life cycle under conditions of higher
temperature and therefore tends to reproduce much faster, this can mix with in
impact on flowering the coffee the amount of rainfall it receives as well as the
amount of sun. In higher rainfall conditions is reduced the number of flowers and
therefore coffee berries, which also makes the life cycle of the CBB be normal or
prolonged.
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To subsequent years remains the effect of the girl but with less intensity to
reach a neutral state by the end of 2002. For this reason a priori determined the
temperatures for these periods: In 1998 a temperature of 19,6320; 1999-18,9560;
2000-18,8520; 2001-18,9320 and 2002-19,1320. With this information the model
has presented the following results for each phase:

Table 2. Comparing table actual data vs results

YearReal Infestation L.Simulated Infestation L.Difference.
1998 4.16 4.2478 0.0878
1999 2.02 1.9915 0.2850
2000 2.29 2.2876 0.0024
2001 3.58 3.4062 0.1738
2002 3.36 2.9179 0.4421

Table 3. Comparative table initial and optimized ranges for climate variable

Variable Range Initial centerOptimized center

Climate

Null situation 18 18
Low situation 19,010 19,300
Moderate sit-
uation

20,000 19,620

Critical situa-
tion

21,010 21,150

With respect to optimization, by applying the genetic algorithm to the set of
rules as described above, there was obtained a reduction of 25 percent in this,
decreased to 108 rules. Furthermore, the application of the gradient method to
the membership functions,it allowed an adjustment in the membership functions.
Table 3 shows the shift of the centers of the Gaussian functions with respect to
the original model. These values allowed the approximating model and generate
identical to the real data.

8 Conclusion

� In proposing the model showed the importance of identifying the effect of
recurrent cycles of the Boy’s Phenomenon and Girl’s Phenomenon, to take
preventive measures that reduce the impact of higher degree of spread of the
CBB in drought conditions.

� The behavior of the CBB, in periods preceded by the Girl’s phenomenon,
increases due to the wet conditions, but without the precipitation that in-
volves the death of the insect. Thus transitions Girl’s Phenomenon to Boy’s
Phenomenon will be helping the proliferation of the CBB.
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� Given the current conditions of temperature increase due to global warming
can envisage a scenario where the CBB can expand more easily in long
periods, it is possible that the increase in altitude coffee plantations (planting
in regions with cold temperatures) can reduce the impact of global warming
on the coffee plantation and CBB.

� Fuzzy system optimization through genetic algorithms was effective, allowing
equivalent performance, through a reduced rule set.
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Abstract. Antimicrobial peptides (AMPs) have become in a poten-
tial source of last generation antibiotics, constituting a diverse group of
molecules that participate in the innate immunity of multiple organisms.
These molecules share some biochemical characteristics that can be used
for identification and prediction of design of new AMPs by computa-
tional biology techniques. In spite of promising potential as antibiotics of
AMPs, they are often cytotoxic for eukaryotic cells, being a limitation for
their use as pharmaceuticals. Hemolytic concentration 50 (HC 50) cons-
titutes one of the most used indicators of toxicity. In the present study, a
relationship between HC 50 and physicochemical properties of peptides
was analyzed. For this aim, we use a set of descriptors of 18 peptides,
which were computed through computational biology tools and analyzed
in order to determine relationship and behavior of these descriptors to
predict cytotoxicity of AMPs.

Keywords: Antimicrobial peptides, Hemolytic, HC50.

1 Introduction

Antimicrobial peptides (AMPs) are essential components of innate immunity
from several biological organisms, from insects to human being, acting as an
effective and unspecific defense line against pathogen such as bacteria, fungi,
parasites and viruses [1–3]. These biological molecules are a heterogeneous group
of compounds with length between 12 and 48 residues of amino acid. In general,
these peptides are cationic, relatively hydrophobic and with tendency to form
amphipathic -helix in solvents as fluoro-ethanol that mimics cell membrane [1,4].

In the last years, AMPs have become an alternative to conventional antibiotic
in the treatment of infections caused by multi-resistant microorganisms because
their interaction is mainly mediated by interaction with lipids from cell mem-
brane, which make difficult acquisition of microbial resistance [3]. Nevertheless,

� Corresponding author.

L.F. Castillo et al. (eds.), Advances in Computational Biology, 253
Advances in Intelligent Systems and Computing 232,
DOI: 10.1007/978-3-319-01568-2_36, c© Springer International Publishing Switzerland 2014



254 J. Ruiz et al.

several of these peptides are toxic at concentrations necessary for treatment
of severe infections, which evidences importance for knowing and determining
both action mechanisms and structural characteristics that have influence in
toxicity [1, 5]. Data mining allows collecting data for the analysis of antimicro-
bial potential and its selectivity with respect to host cells [6]. Although action
mechanism of AMPs on the cell have no been elucidated, it is believed that
these interact with polar lipid heads from bacterial membranes causing diffe-
rent effects, such as: 1) pore formation, 2) membrane lysis, 3) formation of
lipid-protein domains, 4) induction of non-laminar phases, and 5) disintegration
among negatively charged lipids from zwitterionic ones [7, 8].

Cell membrane provides cell protection and shape to cells, and is a selec-
tive barrier for cell exchange with the extracellular environment. This is formed
by different lipids of which biophysical nature is significant for its structural
and functional conformation, and even for providing a better interaction with
AMPs [9,10]. For instance, red cells are mainly composed by lipids such as sphin-
gomyelin (SM) and phosphatidylcholine (PC) and non-charge, while bacterial
membranes possess higher quantities of phosphatidylglycerol (PG), cardiolipin
(CL) and phosphatidylserine (PS) and with negative net-charge at physiological
pH [4].

2 Methodology

2.1 Data Used in This Study

Initially, we carried out an extensive review in order to obtain data of HC50,
defined as hemolytic concentration of peptides to obtain 50% of lysis of erythro-
cytes (HC50) under physiological conditions. From this review, we obtained 18
peptides with their corresponding HC50. AMPs were divided in 3 groups: little
toxics < 20μM (LTP), moderately toxics > 20μM and < 100μM (MTP), and
highly toxics > 100μM (HTP).

2.2 Computation of Descriptors

We computed the following descriptors from peptides to predict their toxicity:
net charge, isoelectric point, hydrophobicity, molecular weight, stability, length,
tendency to aggregate as beta-sheet (AGG), amyloid aggregation (AMYLO),
beta-turn aggregation (BETA), and tendency to form beta-turns (TURN) and
alpha-helixes (HELIX). For the computation of physico-chemical descriptors we
used algorithms developed in our research group, and the software TANGO [11]
for predictors for aggregation parameters at physiological conditions (pH 7.4,
ionic strength= 0.116 and 38◦C).

2.3 Correlation between Descriptors and HC50

Results obtained for every peptide were correlated with HC50 values for each
group of peptides, processed and graphed with the software SPSS 13.0.
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3 Results and Discussion

In this study, we analyzed different peptides with their respective HC50 values
(see Table 1). These were analyzed in different groups according their toxicity
(See Methods). All the peptides showed a similar tendency among the different
evaluated groups.

Table 1. Antimicrobial peptides used in this study and their corresponding HC50

Peptide Amino acid sequence HC50
(μM)

Ref.

Mellitin GIGAVLKVLTTGLPALISWIKRKRQQ 1.7 [12]
MG-H1 GIKKFLHIIWKFIKAFVGEIMNS 2.9 [13]
Pis-1 (native) FFHHIFRGIVHVGKTIHRLVTG 11 [14]
Cupiennin1d* GFGSLFKFLAKKVAKTVAKQAAKQGAKYVANKHMQ 14.5 [12]
MG-H2 IIKKFLHSIWKFGKAFVGEIMNI 16 [14]
Tritrpticin VRRFPWWWPFLRR 19.98 [15]
Pr-3 VSRRRRRRGGRRRR 37.17 [16]
PDD-B INWLKLGKKILGAL 45 [17]
PMM INWKKIASIGKEVLKAL 80 [17]
Ranatuerin-
2Ara

GLMDTVKNAAKNLAGQLLDTIKCKMTGC 100 [18]

MP INWLKLGKKMMSAL 100 [17]
Brevinin-
2Tsa

GIMSLFKGVLKTAGKHVAGSLVDQLKCKITGGC 100 [19]

Esculentin- GLFPKFNKKKVKTGIFDIIKTVGKEAGMDVLR 120 [18]
1Arb TGIDVIGCKIKGEC
Ranatuerin-1 SMLSVLKNLGKVGLGFVACKINKQC 140 [17]
Ranatuerin-
2ARb

GILDTIKNAAKTVAVGLLEKIKCKMTGC 150 [18]

Ranatuerina-
2CSa

GILSSFKGVAKGVAKDLAGKLLETLKCKITGC 160 [20]

Esculentina- GIFSKINKKKAKTGLFNIIKTVGKEAGMDVIRA 180 [18]
1ARa GIDTISCKIKGEC
Palustrina- GIFPKIIGKGIVNGIKSLAKGVGMKVFKAGLNN 200 [18]
3AR IGNTGCNNRDEC

Peptides were ordered in increasing order according to their HC50 values.

The most important descriptors used for estimation of relationships between
AMP and toxicity have been net charge and hydrophobicity of peptides. In this
work, we prove peptides highly charged were more toxic with high values of
hemolytic activity. Some studies have found that even although the relationship
between net charge and biological activity is non-linear, it has been demonstrated
some correlation between net charge and hemolytic activity of peptides, showing
HTP and LTP high positive charge. In general, an increase in cationicity can
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result in high hemolytic capacity, which diminishes of biological activity of the
AMP [4,9].

On the other hand, hydrophobicity data were positively correlated with hemolytic
activity. Nevertheless, dispersion analyses were not significant, because data were
very disperses. This is a very important property of peptides, because determines
interaction of peptides with membranes and its action mechanism [21, 22]. Pep-
tides with high hydrophobicity showed a tendency to be grouped in the LTP.
Hung-Ta Choua et al. (2008) observed that high hydrophobicity was correlated
with hemolytic activity.

Moreover, we found that uncommon descriptors used for prediction of toxicity,
such as isoelectric point, length and molecular weight, stability and tendency to
form alpha helix and beta-turns can be correlated with hemolytic activity. For in-
stance, peptides with high molecular weight show low toxicity, probably because
of their large sizes interfere in the interaction with the target cell membranes [23].
In general, peptides highly toxics were more stable and with tendency to form
alpha- helices and beta-turns. Additionally, descriptors of beta-sheet aggrega-
tion, tendency to amyloid-aggregation and aggregation of beta-turns showed an
small correlation with hemolytic activity of antimicrobial peptides.

4 Conclusions

The analysis of relationship between peptide structure and its hemolytic acti-
vity confirmed the effect of charge and hydrophobicity on the biological activity
studied. Other physicochemical descriptors used in this study, such as length or
isoelectric point or tendency to form some secondary structures (e.g. alpha-helix
or beta-turn aggregation) did not show good correlations. Finally, this work
opens a new field of study on the development of new descriptors and computa-
tional tools useful for prediction not only of antimicrobial activity of peptides if
not its toxicity (e.g. hemolytic activity)
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N., Tossi, A.: Knowledge-based computational methods for identifying or designing
novel, non-homologous antimicrobial peptides. Euro. Biophys. J. 40(4), 371–385
(2011)

7. Arouri, A., Kiessling, V., Tamm, L., Dathe, M., Blume, A.: Morphological changes
induced by the action of antimicrobial peptides on supported lipid bilayers. J.
Phys. Chem. 115(1) (2011)

8. La Rocca, P., Biggin, P.C., Tieleman, D.P., Sansom, M.S.: Simulation studies of
the interaction of antimicrobial peptides and lipid bilayers. BBA 1462(1-2) (1999)

9. Epand, R.F., Schmitt, M.A., Gellman, S.H., Epand, R.M.: Role of membrane
lipids in the mechanism of bacterial species selective toxicity by two alpha/beta-
antimicrobial peptides. BBA 1758(9) (2006)

10. Bahnsen, J.S.B., Franzyk, H., Sandberg-Schaal, A., Nielsen, H.M.R.: Antimicro-
bial and cell-penetrating properties of penetratin analogs: effect of sequence and
secondary structure. BBA 1828(2) (2013)

11. Fernandez-Escamilla, A.M., Rousseau, F., Schymkowitz, J., Serrano, L.: Prediction
of sequence-dependent and mutational effects on the aggregation of peptides and
proteins. Nat. Biotechnol. 22(10) (2004)

12. Kuhn-Nentwig, L., Muller, J., Schaller, J., Walz, A., Dathe, M., Nentwig, W.:
Cupiennin 1, a new family of highly basic antimicrobial peptides in the venom of
the spider Cupiennius salei (Ctenidae). J. Biol. Chem. 277(13) (2002)

13. Tachi, T., Epand, R.F., Epand, R.M., Matsuzaki, K.: Position-dependent hy-
drophobicity of the antimicrobial magainin peptide affects the mode of peptide-
lipid interactions and selective toxicity. Biochemistry 41(34) (2002)

14. Lee, S.A., Kim, Y.K., Lim, S.S., Zhu, W.L., Ko, H., Shin, S.Y., Hahm, K.S., Kim,
Y.: Solution structure and cell selectivity of piscidin 1 and its analogues. Biochem-
istry 46(12) (2007)

15. Schibli, D.J., Nguyen, L.T., Kernaghan, S.D., Rekdal, O.Y., Vogel, H.J.: Structure-
function analysis of tritrpticin analogs: potential relationships between antimicro-
bial activities, model membrane interactions, and their micelle-bound NMR struc-
tures. Biophys. J. 91(12) (2006)
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Abstract. The sessile and colonial invertebrates have the capacity of distin-
guished between self and non-self tissues within of the same species. These al-
lorecognition phenomena have been amply studied in the cnidarian Hydractinia 
symbiolongicarpus, where encounters between colonies result either in fusion 
or rejection. Allorecognition in endogamic lines of H. symbiolongicarpus is go-
verned by two linked and polymorphic loci, alr1 and alr2, where colonies shar-
ing at least one allele fuse whereas those sharing none reject. However, this 
model doesn’t fully predict the outcomes of encounters between wild-type ani-
mals, suggesting the existence of additional molecules controlling allorecogni-
tion in this species. In order to identify these molecules, we constructed three 
histocompatibility groups and used a comparative proteomics approach to iden-
tify proteins differentially expressed. We identified 48 proteins differentially 
expressed among the groups and 3 of them had structural features that  
make them candidates to participate in the control the allorecognition in H. 
symbiolongicarpus.  

Keywords: Allorecognition, Hydractinia, proteomics, Fibrinogen, EGF-like. 

1 Introduction 

Sessile and colonial invertebrates have the capacity to discriminate between self and 
allogeneic tissues [1]. Perhaps the best studied model for invertebrate allorecognition 
is Hydractinia symbiolongicarpus (Cnidaria; Hydrozoa), a colonial hydroid that 
grows over the shells inhabited by pagurid hermit crabs, and is distributed in the east 
coast of North America. H. symbiolongicarpus is constituted for three types of  
tissues: the polyps, the stolonal mat and the stolons. The polyps are structures respon-
sible of the feeding and reproduction, the stolonal mat communicate the polyps 
through of a system of canals called the gastrovascular system and the stolons are 
extensions of gastrovascular system [2]. Encounters between colonies growing on the 
shells are frequent, and result in either fusion or rejection, depending on the genetic 
relationships between them. The fusion is characterized for the establishment of a 
common gastrovascular system and the formation of an stable chimera, while  
the rejection is characterized for the absence of continuity between the colonies  
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gastrovascular systems and the discharge of the nematocytes causing damage in the 
opposite colony [2]. The genetic control of allorecognition in inbreed lines of H. sym-
biolongicarpus lies in two linked, co-dominant and polymorphic loci, alr1 and alr2  
[3–5]. Colonies sharing at least an allele in alr1 and alr2 will fuse, while colonies 
sharing no alleles will reject [3]. However, these fusibility rules not always explain 
the phenotypes in encounters between wild-type animals [5]. It is likely that inbreed-
ing and selection has masked the effects of other allorecognition molecules which 
would be expressed otherwise. Thus, we have searched for alternative allorecognition 
molecules in H. symbiolongicarpus by comparing the proteome profile between  
compatible and incompatible colonies derived from a backcross population. 

2 Materials and Methods 

2.1 Generation of a Backcross Population and Construction of the Fusibility 
Groups  

The animals were maintained according to the conditions specified in [3]. Two wild-
type colonies of H. symbiolongicarpus were crossed to generate a F1 generation, and 
a female individual from this generation was crossed with its male parent to obtain a 
backcross population of 41 individuals. Backcross individuals were tested for fusibili-
ty against each other by the colony fusibility assay [3]. Two fusibility groups were 
established such that colonies within a group fuse to each other, but reject the individ-
uals from the other group. A third fusibility group was composed of colonies fusing 
individuals from the first two groups. 

2.2 Two-Dimensional Gel Electrophoresis (2D-DIGE) 

Total protein was extracted from the pools by homogenization with lysis buffer 
(30mM Tris-HCl pH 8.8, 7M urea, 2M thiourea, 4% (w/v) CHAPS and 1X protease 
inhibitor cocktail (cOmplete ULTRA Tablets, Mini EDTA-free, ROCHE)) and  
centrifugation to 13.000 rpm for 15 min to 4°C. Crude extracts were purified and 
precipitated with phenol and acetone/methanol, respectively [6], and labeled with a 
CyDye DIGE fluorchrome and run in a 2D-DIGE for triplicate through of proteomic 
service provided by Applied Biomics (Hayward, USA). 

2.3 Identification of the Proteins Differentially Expressed between Pools 

Thirty-six protein spots from 2D-DIGE showing a differential expression were picked 
from the gels with the Spot Picker (GE Healthcare) and digested with trypsin [7]. The 
resulting peptides were subjected to MALDI-TOF/TOF and identified by database 
search and de novo. For the former, the software X! Tandem [8] was used with a cus-
tom database obtained from the H. symbiolongicarpus transcriptome [unpublished 
data]. For the latter, the software PepNovo [9] and BLAST comparisons were used 
[10].  
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3 Results 

We constructed three fusibility groups, A, B and C. The fusibility groups A and B 
were constituted by five individuals that fused colonies from the same group but  
rejected colonies from the other group. The fusibility group C was constituted by a 
single individual that fused individuals from both group A and B, with the exception 
of two encounters where showed an atypical phenotype (Table 1).   

The proteome of the three fusibility groups were compared through 2D-DIGE, and 
96 spots differentially expressed were found. Thirty-six spots having higher values of 
overexpression or underexpression between groups A and B were chosen for identifi-
cation with mass spectrometry. Identification by database search and de novo yielded 
48 proteins that were classified into different categories, finding that the proteins 
more abundance were the categories Other proteins (29%) and Other enzymes (25%), 
among which are voltage-dependent anion-selective channel, pathogen-related pro-
tein-like, phosphoenolpyruvate carboxykinase (PEPC) and glutathione S-transferase, 
etc. (Fig. 1). 

Three of the identified proteins contained recognition domains and were consi-
dered as candidates for allorecognition molecules. The first had Fibrinogen β/γ,  
C-terminal globular domain similar to Ficolin-2 [Crassostrea gigas] and Tenascin-R-
like [Amphimedon queenslandica]. The second had human growth factor-like EGF 
domain and an EGF-like domain and was similar to Tenascin-X-like [Hydra magni-
papillata] and Teneurin transmembrane protein 2 [Xenopus tropicalis]. The third 
protein had three Thrombospondin type 1 (TSP-1) domains, a von Willebrand  
factor type A (vWF) domain and a FlgD Tudor-like domain and was similar to 
Rhamnospondin-1 and 2 [H. symbiolongicarpus] and Hemicentin-1 [C. gigas]. 

Table 1. Fusibility assays matrix. The individuals of fusibility group A are histocompatible 
with the individual 15, while the individuals of fusibility group B are histocompatible with the 
individual 3. The fusibility group C is compound for the individual 43. The results of fusibility 
assays are showed as fusion (F), rejection (R) and inflammatory fusion (Fi). 

ID 3 9 15 22 23 36 40 43 50 53 70 
3 - - - - - - - - - - - 
9 F - - - - - - - - - - 

15 R R - - - - - - - - - 
22 F F R - - - - - - - - 
23 R R F R - - - - - - - 
36 R R F R F - - - - - - 
40 R R F R F F - - - - - 
43 F F F F F F F - - - - 
50 F F R F R R R Fi - - - 
53 F F R F R R R Fi F - - 
70 R R F R F F F F R R - 
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The protein with the Fibrinogen domain was similar to other fibrinogen-containing 
proteins only in the C-terminal end. The protein that presents two EGF-like domains 
might be highly variable as there were around 15 different sequences in the H. symbi-
olongicarpus transcriptome. The differences between these sequences are concen-
trated in the extremes N-terminal and C-terminal. Finally, the protein containing three 
TSP-1 domains, a vWF domain and a FlgD Tudor-like domain have two important 
characteristics: First, this protein has a novel domain architecture [11], and second, 
the FlgD Tudor-like domain is a hybrid structure between the Tudor domain and  
Fibronectin type III (Fn-III) domain. The structure of Fn-III is constituted by two  
β-sheets which forms a sandwich-like structure similar to that found in Immunoglobulin 
domains [12]. 
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Fig. 1. Distribution of identified proteins for database search and de novo approximations. 
N=48 proteins. The identified proteins were distributed in enzymes (25%), structural proteins 
(10%), metabolism proteins (17%), peptidases and metallopeptidases (13%), recognition pro-
teins (6%) and other proteins (29%). 

4 Discussion 

Comparative analysis of the proteome of fusibility groups resulted in three candidate 
proteins that might function as allorecognition determinants. Two of them, the one 
having a Fibrinogen domain and the other with two EGF-like domains might be rele-
vant in the search of alternative allorecognition proteins as these domains have been 
observed in other allorecognition systems. Specifically, the Fibrinogen domain has 
been found in the proteins v-Themis-A and –B that participate in the self-
incompatibility system of Ciona intestinalis. These proteins are localized in the vitel-
line coat of the egg and with their counterparts in the sperm surface, s-Themis-A and 
–B, determinate the success of fertilization [13]. Likewise, the EGF-like domain has 
been found as part of FuHC receptor of Botryllus schlosseri, a molecule that  
control the allorecognition in this species [1]. Further, its high variability makes this 
protein a strong candidate to control allorecognition in H. symbiolongicarpus. 
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Abstract. The development of biosurfactants has increased due to their biode-
gradability, low toxicity and specificity. The aim of this work is to analyze the 
behavior of the outer membrane protein A (OmpA) of Escherichia coli by Mo-
lecular Dynamics simulations and to perform experimental validation when 
used as stabilizer for dodecane/water emulsions. Trajectories were analyzed 
with the analysis tools provided by the GROMACS package. OmpA was puri-
fied from E. coli K-12 W3110/pCA24N strain in medium with isopropylthio- 
β-galactoside. Oil in water emulsions with different concentrations of OmpA 
were prepared in batch processes. MD trajectories with OmpA reached stability 
after 1 ns with an average RMSD value of 5.6 nm and they showed that OmpA 
remains stable in emulsion. An inverse effect related to protein concentration 
was found on the stability of the emulsion. OmpA displayed a significant role 
as a stabilizer for dodecane/water emulsions as the presence of OmpA increased 
their stability up to 7.5 h.  

Keywords: Molecular Dynamics, OmpA, E. coli, biosurfactant, emulsions. 

1 Introduction 

Nowadays, all efforts coming from industry and scientific community have focused 
on finding technologies and products that are friendlier with the environment. Surfac-
tants are widely used for stabilizing systems like emulsions in products on food, per-
sonal care products, and cosmetics, among others. However, most of commercial 
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surfactants are derived from oil industry; some of them are toxic for the environment 
and do not degrade easily. As opposite, biosurfactants are surface active compounds 
synthetized by microorganisms and they have a potential advantage over traditional 
surfactants in many fields spanning environmental, food, biomedical, and other indus-
trial applications [1]. 

Engineered peptides have turned into an interesting target as they allow a variety of 
functionalities based on the diversity of the amino acid sequence [2]. The fact that 
they can be built from twenty different naturally occurring amino acids provides an 
infinite amount of possibilities in terms of functionality, three-dimensional structure 
and response to different physical-chemical conditions. Several authors [3, 4] have 
developed peptides with a variety of properties that allow them to form films, foams, 
and nanovesicles, among others. 

Some transmembrane proteins can also be tested as biosurfactants due to its am-
phiphilic nature: they must interact with the periplasm and membrane medium, which 
are clearly dissimilar in kind. Escherichia coli’s (E. coli) outer protein membrane A 
(OmpA) contains hydrophobic and hydrophilic chains and has been found to play a 
big role during biofilm formation in E. coli [5]. The classic folding model of OmpA 
contains a 170-residue N-terminal domain consisting of eight anti-parallel β-strands, 
as well as a 155-residue periplasmic C-terminal domain [6]. OmpA homolog (85%), 
AlnA of Acinetobacter radioresistens, have demonstrated the ability to stabilize hy-
drocarbons in water emulsion [7]. Therefore, the aim of this work is to analyze the 
behavior of OmpA of E. coli by Molecular Dynamics simulations (MD) and to per-
form experimental validation when used as stabilizer for dodecane/water emulsions.  

2 Materials and Methods 

2.1 MD Simulations 

MD simulations were carried out using the GROMACS package version 4.6.1 with 
united atom GROMOS96 53a6 force field [8]. The GROMOS 53a6 force field de-
scribes appropriately proteins and DNA, and has been parameterized on the basis of 
free enthalpies of hydration and apolar solvation which play an important role in pro-
tein folding [8]. Currently, a complete 3D model of E. coli’s OmpA is unavailable. 
Only the transmembrane domain has been studied both by crystallography and NMR. 
Therefore, a complete model of the protein was obtained with the I-TASSER server 
(Figure 1). OmpA model was placed in a rectangular box with the box-edges at least 1 
nm apart from the protein surface. The system was solvated with 13729 Simple Point 
Charge (SPC216) waters and 195 dodecane molecules. Solvent layers of water and 
dodecane were placed in the protein box mimicking the hydrophobic-hydrophilic 
regions of the protein. Electrostatic interactions were treated by the Particle Mesh 
Ewald (PME) method, with a Coulomb cut-off of 1.4 nm, a sixth order interpolation 
and Fourier spacing of 0.12 nm. The van der Waals interactions were treated using the 
Lennard-Jones potential combined with a switching function, with a cut-off distance 
of 0.8 nm and a switching distance of 0.7 nm. 
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Fig. 1. Complete OmpA model provided by the I-TASSER server. The assembly of both do-
mains reproduces adequately the topology of OmpA in the outer membrane and the periplasm. 
The hydrophobic β-barrel domain and the hydrophilic periplasmic domain mimic the overall 
amphiphilic structure of a surfactant.   

Energy minimization was performed using the steepest descent algorithm until 
convergence and when the maximum force was smaller than 100 kJ mol-1 nm-1. 
After minimization, restrained simulations to stabilize and distribute the solvent mo-
lecules around the protein were performed for 200 ps at 300 K with a 2-fs time step. 
Initial velocities were generated from a Maxwell distribution at 300 K.  Finally, a 3-ns 
MD simulation was performed with an integration time step of 2 fs. A  LINCS algo-
rithm was used to constrain the bonds, being 12 the highest order in the expansion of 
the constraint coupling matrix. Temperature and pressure coupling were handled  
using the leap-frog stochastic dynamics (sd) integrator and the Parrinello-Rahman 
method, respectively. Obtained trajectories were analyzed with the analysis tools 
provided by the GROMACS package. Overall stability of the n-dodecane/water/ Om-
pA system was measured by estimating the root mean square displacement (RMSD), 
the radius of gyration (RGYR) of the protein and the solvent accessible surface area 
(SASA). 

2.2 Production of O/W Emulsions 

Protein Purification  
 

E. coli K-12 W3110/pCA24N OmpA+ [9] was grown overnight at 37°C in LB agar-
plates  (5 g/L yeast extract, 10 g/L bacto tryptone, 10 g/L NaCl) containing 50 μg/mL 
chloramphenicol. A colony was inoculated in 50 mL of LB medium with chloram-
phenicol and incubated at 37°C and 16 hours at 250 rpm. 19.5 ml of fresh LB medium 
were inoculated with 500 μl of the previous culture at the same conditions. When 
reaching OD600nm=0.7, 2-mM isopropylthio-β-galactoside (IPTG) was added in order 
to induce the expression of the protein. Cells were exposed to IPTG for three  
hours and the sample was sonicated afterwards at 38% amplitude for 40 cycles 
(20sx40s) on ice. Obtained samples were centrifuged and the supernatant was  
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recovered. Supernatant was then exposed to the Dynabeads® TALON® kit (Invitro-
gen) following the reported protocol aimed to purify the protein as OmpA was cloned 
with an added histidine tail [10]. The presence of the purified protein was corrobo-
rated with a sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) 
and a Western blot with anti-Penta-His-Tag as first antibody and anti-mouse IgG 
peroxidase as second antibody.  

 
Emulsion Formulation and Emulsification Batch Process 

 
For the preparation of the oil-in-water (O/W) emulsions the OmpA was dissolved in 
water by stirring in a vortex system. Three different concentrations of OmpA were 
tested: 0.034%, 0.045%, and 0.054% w/v. After dissolving the OmpA, the dispersed 
phase was added to complete a volume of 2 mL (5% disperse phase) and then it was 
stirred for 10 min until a homogeneous emulsion was obtained. This homogenization 
was performed six times for each emulsion in a sonifier (Sonics & Materials Inc, 
VCX-750),  using sonication pulses with 39% of amplitude for 50 s followed by a 
pause of 40 s. The dispersed phase consisted of dodecane, since it constitutes a model 
system in industrial emulsions. An emulsion without OmpA was also prepared as a 
negative control. The average droplet size (hydrodynamic diameter) was measured 
between 10 and 500 minutes after emulsion preparation to study the evolution of this 
parameter in time and to evaluate coalescence phenomenon. Hydrodynamic diameter 
and particle size distribution were measured with a particle size analyzer (Zetasizer 
Nano ZS), which uses dynamic light scattering (DLS) technique (λ=633 nm, tempera-
ture = 25 °C, angle = 173°). This equipment calculates a hydrodynamic diameter as a 
diameter of a sphere equivalent in terms of its diffusion due to Brownian movement, 
analyzing the intensity fluctuations of scattered light in time.  

3 Results  

3.1 Molecular Dynamics Simulations 

MD simulations with OmpA reached enough stability after 1 ns with an average sys-
tem’s RMSD value of 5.6 ± 0.1 nm for the last 2 ns (Figure 2). RMSD contributions 
are mostly because of diffusion of dodecane and water molecules (RMSD values of 
3.61 ± 0.19 and 6.16 ± 0.01, respectively), whereas OmpA remains practically inva-
riant (RMSD of 0.44 ± 0.05). Dodecane molecules move to form a single agglomerate 
around the hydrophobic domain of the protein while water molecules diffuse to fill 
the released spaces by the dodecane molecules and remain stable around the hydro-
philic loops and C-terminal domain of the protein. MD trajectories showed that Om-
pA has the capacity to remain stable between the dodecano-water interfaces.  
Furthermore, it has the ability to contribute to the overall stability of the system by 
reducing the hydrophobic-hydrophilic interactions between dodecane and water mo-
lecules, as does a surfactant. We also wanted to evaluate the stability of the protein 
removing the potential bias generated by RMSD analysis caused by a translation of 
the protein when calculating it. RGYR for the system displays low variation with an 
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average value of 2.68 ± 0.03 nm, indicating not only that OmpA protein remains sta-
ble and folded in emulsion but also that the agglomeration of solvent around contri-
butes to the protein stability. The solvent accessible surface area (SASA) of the pro-
tein remained stable over the time, with average values of 121.5 ± 2.2 and 90.7 ± 1.7 
nm for the hydrophobic and hydrophilic surfaces, respectively.  

 

Fig. 2. RMSD values for the system, OmpA, dodecane and water molecules along the trajecto-
ries. Labels are on top of each series.  

3.2 Purified OmpA as Stabilizer of Dodecano-Water Emulsions 

Both SDS-PAGE and Western blot experiments showed a single 31 kDa band that 
corresponds to the molecular weight for OmpA as reported by le Coutre [11]. There-
fore, the purified protein was used in the formulation of the proposed emulsions. The 
time that takes the emulsion to destabilize by forming two phases constitute an easy 
yet eloquent approach to evaluate the protein. We measured such time finding that the 
presence of OmpA augment the stability of the emulsion as in all cases the time ob-
tained was bigger than the negative control. Moreover, we found a negative effect of 
the concentration on the stability of the emulsion (Table 1). In order to find the un-
derpinnings behind this trend it is necessary to determine the droplet size distribution.  

Table 1. Two phases formation time at different concentrations of OmpA for dodecane/water 
emulsions 

 (% w/v) Time (h) 
0.034 7.5 
0.045 5 
0.054 4 
0.000 0.5 

3.3 Average Droplet Size 

As shown in Figure 3, protein concentrations of 0.034% and 0.045% w/v achieve  
to form a monodisperse droplet distribution which contributes to a higher stability  
of emulsions. As opposite, the protein concentration of 0.054% w/v forms a polydis-
perse distribution that has a negative effect on the stability. The average  
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droplet size evaluation is not considerable as a function of time, only after long expo-
sure periods. This means that the surfactant achieves to stabilize the droplets avoiding 
a destabilization process such as coalescence. However, as shown in Table 1, is it 
clear that the emulsions present a creaming phenomenon which is associated with a 
difference in the densities between phases. Furthermore, lower protein concentrations 
achieve longer periods before the creaming phenomenon is observed. It is possible 
that higher concentrations of OmpA form groups of molecular aggregates of OmpA in 
the continuous phase. This will create exclusion zones and will induce the grouping of 
droplets before the creaming phenomenon, as reported in several emulsions stabilized 
by surfactants from oil industry [12, 13].  

 

Fig. 3. Average droplet size distribution measurements at the concentrations of OmpA tested. 
Triangles, squares, and circles markers correspond to 0.034%, 0.045%, and 0.054% w/v con-
centrations, respectively. 

4 Discussion 

MD simulations have proven to be a useful tool to predict the potential ability of Om-
pA to increase the stability of dodecane-water emulsions. However, they have limita-
tions on the study of larger scale systems (μm) and in the determination of dynamic 
properties of such systems like average droplet size or polydispersion.  There is a 
need of a thermodynamic rather than a dynamic criterion to predict the ability of mo-
lecules to stabilize systems and to form stable emulsions over the time. Surfactants 
have the role of change the Gibbs free energy on the oil-water interfaces [14]. There-
fore, a good criterion would be to measure how the presence of the biosurfactant will 
affect the Gibbs free energy of the system.  

OmpA has shown the potential as a biosurfactant. Further work can be directed to-
wards improving the ability of OmpA of stabilizing O/W emulsions. The hydrophilic-
lipophilic balance (HLB) has been widely used as a criterion for emulsion formulation 
and the use of surfactants [15]. Several modifications can be performed on the protein 
oriented to improve its HLB to stabilize O/W emulsions. SASA can also be used as a 
formulation criterion since it actually takes into account the groups that interact with 
the solvent, as opposite of the HLB that takes into account the whole molecule.  
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We have demonstrated the significant role of E. coli´s outer membrane protein A 
as a potential stabilizer for dodecane/water emulsions as the presence of OmpA in-
creased the stability of dodecane/water emulsions up to 7.5 h. Also, we showed the 
pertinence of using MD simulations as a rational tool for prediction aiming to save 
experimental work. RMSD, RGYR, SASA, and MD trajectories were able to describe 
the potential emulsifier properties of the protein and to predict the capacity to stabilize 
dodecane/water emulsions.  
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Abstract. The NS5 protein form Dengue virus 2 (DENV2) has an ARN depen-
dant ARN polymerase activity (RdRp) and it is an important target to develop 
new treatments against dengue. We had amplified by PCR and cloned in the 
plasmid pGEX-5X-1 the genetic sequence of the polymerase domain from NS5 
of DENV2. This domain was expressed as a fusion protein with Glutathion-S 
transferase in E. coli BL21, and was detected by western blot. A structural 
model of the cloned the polymerase domain was built by homology modelling 
and it was refined by KOBAMIN, 3Drefine, FG-MD and ModRefiner; an in si-
lico docking was done with curcumin using Autodock Vina, an interaction be-
tween the oxygen of the hydroxyl group of the curcumin and the Lys 92 located 
in the cavity B of the NS5 polymerase domain was seen. This interaction could 
explain the inhibitory effect of the curcumin in the Dengue 2 virus replication. 

Keywords: NS5 protein, Dengue virus type 2, Polymerase Chain Reaction, re-
combinant proteins, fusion proteins, cloning, expression, RNA polymerase, 
structural model, molecular docking simulation, curcumin. 

1 Introduction 

The NS5 protein is the biggest and more conserved protein of the Flavivirus family, it 
has two domains with independent activities, the C-terminal has an RdRp activity and 
the N-terminal a S-adenosylmethionine transferase activity [1]; both activities are 
essential for viral cycle and replication [2]. 

The RdRp protein family had three conserved sub-domains, palm, fingers and 
thumb; the palm domain contain three motives A, B and C; the A and C are related 
with the Mg2+ and/or Mn2+ and the motive B with the selectivity by ribonucleotides 
triphosphates. The ARN polymerase catalytic domain from Dengue 3 might be a  
target for the design of new antiviral compounds against dengue [3].  
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The curcumin is a hydrophobic polyphenol derived from the rhizome of the Cur-
cuma longa, the curcumin produced an in vitro inhibition in the Plaque forming units 
in DENV2 [4]. We had cloned and expressed the gen for the RdRp domain of the NS5 
protein from DENV2; a structural model was generated by homology modelling and 
an in silico docking with curcumin was done.  

2 Materials and Methods 

2.1 Genetic Amplification  

The RdRp domain from the 8298 and the 10235 nucleotides according to the reported 
DENV2 genome (GenBank: ACN42713.1) was amplified by PCR using the plasmid 
pBAC-DENV-FL-GFP-T7-RO8 that contains the NS5 genetic sequence. The amplifi-
cation was done using the forward primer (5´- GGATCCGACACAAGAAAGCCAC 
TTAYGAGCC-3´) and reverse primer (5´-GTCGACTGCTTTYTACCACAGGA 
CTCCTG-3´). The amplification program was 1 cycle 94°C, 5 minutes; 40 cycles of 
95°C for 45seconds, 70°C for 3 minutes; and a 72°C 10 minutes final extension.  

2.2 Cloning of the RdRp Domain of the NS5 Protein from DENV2 

The amplified genetic sequence was clones in the expression plasmid pGEX-5X-1 
GST Expression Vector cat No. 28-9545-53 GE Healthcare, using digestion with 
BamHI and SalI; and directional ligation in the vector. The plasmid was transfected in 
E.coli DH5α y E. coli BL21 and sequenced using the service from Macrogen USA.  

2.3 Expression of the RdRp Domain of the NS5 Protein from DENV2 

The expression of  the RdRp was evaluated in E.coli BL21 under different IPTG 
concentrations (0.1; 0.3; 0.5; 1 and 2 µM), time intervals from the induction time (0.5; 
1; 2; 3; 6; 7; 8; 9; 12; 13; 16; 18; 20; 21; 22 and 24 hours), 37°C temperature and 170 
rpm agitation. A 10% poliacrylamide gel electrophoresis (SDS-PAGE) and Western 
blot (WB) for the lysates was done. For the WB an anti Dengue virus SC-70959 
mouse monoclonal IgG2a antibody (Santa Cruz biotechnology) was used as a primary 
antibody, as a secondary antibody was used a goat Anti-Mouse IgG tag with alkaline 
phosphatase (Sigma Aldrich A3562).  

2.4 Geometry Optimization of Curcumin 

Curcumin was designed and optimized in Hyperchem, using molecular mechanics and 
semiempirical methods by the algorithms of Fletcher-Reeves and Polak-Ribiere. The 
theoretical values of the IR spectrum bands of curcumin were compared with the  
experimental data previously obtained and the mean percentages of error were  
calculated. 
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Abstract. Flux Balance Analysis (FBA) is an approach used to study biochemi-
cal networks and predict the flow of metabolites through a metabolic network 
model. Since the microalgae Chlamydomonas reinhardtii has been targeted as a 
model organism to understand the capabilities of microalgae and to evaluate the 
feasibility to derive products, this project was aimed to simulate via FBA the ef-
fects of different CO2 inputs (at 2.5%, 5%, 8% and 10% in air) on the growth 
rate and compare the results with experimental data. For our analysis, the 
iRC1080 model given by Chang et al [9], consisting of 2180 reactions and 1068 
metabolites, was validated and fitted to experimental conditions and finally a 
sensitivity analysis was performed to identify the most sensitive reactions (and 
genes) to the modifications of CO2 levels.  Our experimental results showed that 
the growth rate was saturated at the all working conditions, biomass increased 
significantly to high CO2 concentration, being the 10%-condition the highest 
biomass production value (0.463 +/-0.202 g/L), nearly 334% greater compared 
to cells cultured under reference-CO2 concentration (air), and it was also no-
ticed that cells increased their production capacity at high CO2 levels. FBA  
simulations were unable to reproduce the saturation trend of the experimental 
data due to the model is composed of linear equations that only increase the ob-
jective function; nevertheless the magnitudes of the values were consistent 
(about 0.03 h-1),  indicating that nonlinear approaches are necessary to describe 
better models. Finally 87 reactions with associated genes were identified as  
sensitive to the CO2 input opening the possibility of improvement studies.     

 
Keywords: Flux Balance Analysis, Chlamydomonas, Biomass, Biotechnology. 

1 Introduction 

Microalgae have the potential to be a great candidate for the challenges of biotechnol-
ogy in a number of areas including nutrition, aquaculture, pharmaceuticals, and  
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biofuels thanks to the advances in engineering and molecular biology. Now, genetic 
manipulation is possible and a best understanding of metabolic routes is being devel-
oped in order to achieve their full processing capabilities [1]. The question is now, 
why to work with microalgae instead of bacteria or other microorganism?  Although 
the answers may have different perspectives, in here microalgae is shown as an im-
portant unicellular eukaryotic organism, able to synthesize macromolecules through 
photosynthesis using the sunlight and CO2 to produce mostly proteins, lipids, carbo-
hydrates and pigments, constituting what is known as  biomass [2].  

Perhaps the current greatest interest is to produce biofuels from algal components 
and day to day is gaining considerable attention due to the higher efficiency regarding 
biofuels from crops plants, such as soya and canola [3]. Biomass can be transformed 
into fuels by different chemical processes [4]. The microalgae Chlamydomonas rein-
hardtii has been targeted as a model organism to comprehend gene expression regula-
tion and to identify gene function [2], although this microalga is not considered as a 
good lipid-storing, it was found that under N-starvation this capability is favored [5]. 
Therefore, in order to increase biomass production, currently, several reports are 
aimed to maximize the content of biofuel precursors by changing the cultivation con-
ditions, identifying chemical inducers of metabolic intermediates, implementing mul-
tistage growth systems and making mutagenesis in specific parts of the genome [1]. 
One proposed way to evaluate and simulate metabolic changes occurring in microal-
gae cells consists of Flux Balance Analysis (FBA), presented as a mathematical tool 
to understand metabolic pathways. It considers all known metabolic reactions in an 
organism and the genes that encode each enzyme; thereby it makes possible to predict 
the growth rate of an organism or the rate of production of a metabolite with biotech-
nological importance [6]. FBA is used to predict fluxes by using linear programming 
with the knowledge of reaction stoichiometry, biomass composition and additional 
constraints, such as limits on uptake/excretion rates and thermodynamic constraints 
[7]. Many attempts have been published trying to describe the metabolic pathways for 
Chlamydomonas, however only primary metabolism has been well documented [7-8]. 
Recently, Chang et al have reconstructed a genome-scale metabolic network for C. 
reinhardtii based on the organism’s metabolism and genome annotation providing 
2180 reaction, 1068 unique metabolites and encompasses 83 subsystems distributed 
across 10 compartments [9]. 

2 Methods and Materials 

2.1 Cell Culture and Harvest 

The Chlamydomonas reinhardtii strain was cultivated in HSM medium without acetic 
acid addition at 27° C. Experiments comparing cells cultivated under different CO2 
concentration at 0.04%, 2.5%, 5%, 8% and high CO2 (10 % in air) were performed in 
a bioreactor R'ALF Plus solo 6.7 L (Bioengineering, Inc., USA) in photoautotrophic 
conditions under constant illumination with cool-white fluorescent light (average 400 
µE/m2s), with continuous shaking at 60 rpm, in a batch mode with starting culture 
volume of 4 L in opened system and no pH correction. Inoculation was carried out 
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with a 10 mL pre-inoculum taken from a sample at steady state. Cells were harvested 
at the late exponential phase of cell growth O.D.750 nm ~0.9 for biomass growth and 
dry weight determination. Cell growth monitoring was performed daily with mea-
surements of O.D. at 750 nm and cell counting using Neubauer counting chamber. 
For quantification of dry weight, cell pellet from 150 mL culture was washed three 
times with 2 mL de-mineralized water. Petri dish containing the biomass were kept 
overnight at 90° C and the dry weight was calculated as the difference in the weight 
of plates with and without biomass. 

2.2 Growth Simulations at Steady State 

Based on the iRC1080 model given by Chang et al [9], the metabolic network was 
reconstructed in the stoichiometric matrix and adjusted; thus, the boundaries of the 
fluxes vector were fixed according experimental condition growth. Irreversible reac-
tions were treated as independent reactions, acetate source inputs were eliminated, 
light condition was fixed at cool-white fluorescent (57.54 mE/gDW.h, equivalent to 
400 µE/m2s), the rate of starch degradation was settled to represent aerobic respira-
tion in light [9] and the CO2 fluxes were changed to evaluate each condition.  Bio-
mass function was optimized by simulation procedures consisted of FBA [6] and was 
implemented in Xpress IVE® by setting constraints as follow: 
 max  1         | 0 0 0 … 1 … 0 0 0  | 1           :   2893 

 

:  1706 , , , … ,  

     
 

Where S is the stoichiometric matrix, v is the flux vector, LB: lower bound, UB: Up-
per bound, C is a vector of zeros that sets the objective function. 

For our simulations, biomass experimental data were used to calculate CO2 fluxes 
and based on the resistance to mass transfer phenomenon that occurs from the source 
of CO2 into the cell, this approach was used: 
                                                   2  

Where   is the volumetric transfer coefficient that was calculated by Carvalho et 
al [10]. For their study, the calculated value for  was 7.0 × 10-3 min-1 and KL 1.11 
x 11-4 m/s, when CO2 was bubbled into the culture. On the other hand, Badger et al 
reported concentrations inside cell [CO2 - HCO3-] of 0.95mM for low-CO2 and 0.5 
mM for high-CO2 [11]. Also it was necessary to modify the reaction coefficients  
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associated with light flux in order to increase the percentage of light metabolically 
useful by increasing the photon requirement.  The experimental growth rates were 
calculated as previously described [12] based on O.D. and cell count. 

2.3 CO2-Sensitive Genes 

In order to define potential genes that could play a big role in CO2 level response, it 
was defined a variation flux coefficient, ρ, that identifies what reactions are being 
significantly affected under different CO2 fluxes via FBA. This coefficient was set to 
be significant when ρ≥0.01.  For this analysis, the whole metabolic network was 
examined and classified based on the proposed criterion at 0%, 2%, 8%, 5% and 10% 
CO2 concentration. Fluxes for two conditions were subtracted ∆  (0% and 2.5%, 
2.5% and 5%, so forth) and normalized by the ∆flux associated with the CO2 input to 
the system ∆   ∆  ∆                                                                 3  

For the identified reactions, protein-coding genes were associated by using KeGG 
database [13]. 

3 Results 

3.1 FBA Approach Yields Linear Results to Increased CO2  

Our experimental results revealed that cells cultivated under different CO2 condition 
showed no significant differences in cell growth rates when assessed by cell counting 
and absorbance measurements. However, it is shown that at high concentrations of 
CO2 the biomass production increases considerably, achieving its highest values at 
10% CO2 (dry weight 0.46333 +/-0.2025 g/L). There is a biomass increment of ap-
proximately 334% compared to cells cultured under reference-CO2 concentration (air) 
as shown in Figure 1. The FBA model was validated according to the results given by 
Chang et al, when growth rate was predicted and compared with experimental data at 
different photon flux [9]. FBA results show that there is a linear tendency at CO2 input 
increments.  At higher CO2 fluxes, the objective function magnitude increases pro-
portionally and shows that the growth rate (h-1) at 10% CO2 is an order of magnitude 
greater when compared with the condition of 2.5% as shown in Figure 2.   

3.2 Fluxes Associated to Reactions from Mitochondrial Transport and 
Glycolysis/Gluconeogenesis are the Most Affected in Number at Changing 
CO2 Conditions  

We found 87 reactions through the sensibility that showed a significant flux variation 
when changing the CO2. It was shown that the CO2 input affects different metabolic 
pathways, including the synthesis of amino acids, glycerolipids, glycolysis and  
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carbohydrate degradation, fixation of carbon, etc. In table 1, it is presented the num-
ber of reactions associated with metabolic pathways; likewise some of the identified 
genes (see Supplemental Support 1).  

Table 1. Protein-coding genes affected by changes in CO2 
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Fig. 1. Biomass results at different CO2 concentrations in autotrophic condition. Left: dry 
weight (g/L). Right: biomass per cell (g/cell). 

Metabolic route No. Associated genes Metabolic route No. Associated genes 
Transport in 
mitochondria  

12 AOC6, AOT7, MITC14, 
MPC1, MITC14 

Purine metabolism 2  

Transport in 
chloroplast 

6 AOT7, MIP1, MIP2, 
MOT20 

Pentose phosphate 
pathway  

2 RPI1, RPE1 

Transport in 
glioxysome 

1  Oxidative phosphorylation 1 ATP2, ATP3, 
ATP4, ATP5, 
ATP6, ATP12B, 
ATP15 

Transport in eyespot 3  Glyoxylate metabolism  1 GLYK 
Extracellular transport 4 MIP1, MIP2, PAT3, 

PAT4, PAT1, TB5 
Glycolysis/gluconeogenesis 10 PYK1, PYK5, 

PGK1, PGH1, 
PGM2, PGM5 

Extracellular exchange  5  Glycine/serine/threonine 
metabolism  

8  

Demand reactions 2  Glycerolipid metabolism 3 AGA1, DGD1, 
LCI28 

Tricarboxylic acid cycle 3 ACH1, MDH3, CIS1 Galactose metabolism  1 SNE3 
Starch/sucrose 
metabolism 

4 STA1, STA6, UGP1, 
GAD1, UGD1 

Glutamate metabolism 1 GLN1 

Retinol metabolism 2  Fructose and mannose 
metabolism 

1 FBP1 

Pyruvate metabolism  7 ADH1, PAT1, PAT2, 
AST3, AST1 

Carbon fixation  2 PRK1, RBCS1, 
RBCS2A, RBCS2B 

Pyridine metabolism 3 FAP67, FAP103, 
RSP23 

Metabolism of amino 
sugars and nucleotides 

1  

   Butanoate metabolism  2 
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Fig. 2. FBA Results. Growth rate (gDW*h-1) is compared with experimental data at different 
CO2 concentrations in autotrophic condition. 

4 Discussion 

Our experimental results suggest that the cells are increasing its production capability 
towards biomass, while the growth rate has reached a boundary or achieved a satura-
tion level. Although the FBA model does not describe this tendency, the magnitudes 
of the values are consistent. This can be explained because the model is resolved by 
linear optimization and a change in some parameters represents a proportional in-
crease in the objective function.  Experimental data have shown that biomass func-
tions have local maximums [9] that cannot be simulated yet by FBA; thus, our 
analysis may be improved through the use of non-linear models which permitt us to 
include data of over or under expression of genes in order to overcome the drawback 
of the inherent linearity of the FBA model. Also we emphasize that a specific review 
of the coefficients of light reaction is required.  

For the identified sensitive genes, it was noted that many reactions are associated 
with energy supply; this increments in the energetic routes can be conceivable due to 
increased biomass production per cell. The model showed that 3-(4-Hydroxyphenyl) 
pyruvate transport into the mitochondria is the most sensitive route as the transport of 
other amino acids; these components can be used as metabolic fuels. Mitochondria 
has a fundamental role due to its mitochondrial genome that contains only a few 
genes such as cob and cox1.  Mutants to cob gene are unable to grow on acetate in 
the dark, but are viable in a phototrophically environment [2]. This gives evidence to 
think about the importance of these routes. The reactions related to glycolysis 
metabolism showed also high variations indicating possible arguments to the previous 
hypothesis.  
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5 Conclusion 

FBA model has certain limitations but is still a robust tool to predict cellular compo-
nents fluxes based on a mass balance and others constraints. Although our experimen-
tal conditions were not good represented by simulation data, it is suggested that there 
was saturation for the growth rate at working conditions indicating the need for nonli-
near models. It is proposed to reevaluate the coefficients associated with the photons 
and sensitive genes to fully validate the results.  Research has shown that the CO2 
fixation in Chlamydomonas is altered by the external condition and that a mechanism 
called the Carbon Concentrating Mechanism (CCM) is activated at low-CO2 concen-
tration as a storage system [11]. This process can be used at high-CO2 to increase 
cellular performance towards biomass production. For this perspective, it is necessary 
to identify the mainly genes and to combine genetic manipulation techniques in order 
to generate more productive strains. Our sensitive genes may be great candidates on 
further studies about enhancement of biomass production.   
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Abstract. The study of metagenomic samples is crucial for understanding mi-
crobial communities. In this study, genomic samples of the “El Coquito” hot 
spring were analysed to identify their metabolic functionality, the thermody-
namic restrictions and the influence of biogeochemical cycles. The metabolic 
functionality was determined assigning reactions and enzymes to the metabolic 
routes. To determinate the reversibility of the reactions we used the group con-
tribution method. We also performed a topological analysis of the network. We 
found a total amount of 1930 reactions and 130 metabolic pathways. It was de-
termined that at a pH of 3 there was 256 irreversible reactions and that the reac-
tions involved in energy metabolism belonged to Carbon Fixation, Nitrogen and 
ammonia assimilation, and sulphur reduction. We found that the “El Coquito” 
metabolic network is a free scale network and that the clustering coefficients 
vary if the thermodynamic restrictions are included. 

Keywords: Metabolic reconstruction, Thermodynamic restrictions, Network 
topology. 

1 Introduction  

Metagenomics consists on the Genome-Based analysis of entire communities on di-
verse ecological contexts, such as soil, ocean, rivers, hot springs [1, 2] or communi-
ties associated to the human or animal gut [3]. The metagenomic comparative  
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approach has been used to study a wide variety of environments to elucidate the func-
tional potential of nine biomes[4], also the Global Ocean Sampling (GOS) expedition 
focused in discovering the influence of marine microbes in the biogeochemical cycles 
in the planet [1]. The metabolic behavior of microbial communities has become inter-
esting and requires identifying the metabolic pathways involved in the whole process, 
therefore metabolic reconstructions have been developed for this purpose. Then the 
appearing of algorithms capable of reconstructing metagenomic networks has been 
increasing over time with pipelines such as MGRAST [5] or methodologies such as 
the pipeline proposed by Pinzon in 2008 [6]. 

There are several factors that must be considered in a metabolic reconstruction, 
like variations in sample composition [2], extreme temperatures [7], extreme salinity 
conditions[2], variations in pH [8] compartmentalization of the system and thermody-
namic feasibility of the reactions[9]. 

The thermodynamic feasibility of a metagenome derived from experimental data is 
highly restrained due to the lack of data available for biological systems. Neverthe-
less, there exist approximations applied for biological systems. Mavrovouniotis and 
collaborators [10] utilized the contribution method to calculate the standard Gibbs 
free energy change of reaction (∆ °) and the standard Gibbs free energy of forma-
tion (∆ ° ) of the compounds present in the Kyoto Encyclopedia of Genes and Ge-
nomes (KEGG) [11]. Moreover, there are expanded group contribution methods 
available that allow reducing the uncertainty [9]. On the other hand, considering the 
effect of pH on the metagenome is crucial as acidophilic microorganisms control 
biogeochemical cycling in a variety of environments; such as hot springs, and acid 
mine drainages[8]. 

Systems biology approaches under the network topology fundamentals analysis 
can provide important information when analyzing metagenomes reconstructions. The 
biochemical reactions in a cellular metabolism can be integrated into a metabolic 
network [12]. Topological features like shortest path, connectivity node degrees and 
node edge metrics have become common investigation tools; on the other hand know-
ing the directionality of the reactions allows a better reconstruction of the network 
reducing the number of reactions and restraining some pathways. 

Then the aim of this work is to identify the metabolic functionality and analyze the 
thermodynamic restrictions of the reactions involved, taking into account pH varia-
tions of the system and perform a topological comparative analysis of the network 
considering the thermodynamic restrictions from existing genomic sequenced samples 
of the “El Coquito” hot spring located at the “Parque Nacional de los Nevados” in 
Colombia,  

2 Methods  

2.1 Metabolic Functionality 

The genomic data already assembled in a previous work [13] was obtained from Ge-
BiX (Colombian Center for Genomics and Bioinformatics of Extreme Evironments). 
The sequences were translated with the EMBOSS tool sixpack leaving the wider cov-
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erage ORFs. We determined the metabolic functionality with the methodology pro-
posed by Pinzon in 2008 (mTools) [6], the basic principle of this profile reconstruc-
tion is HMMER a set of algorithms based on hidden Markov models, that finds a set 
of enzymes (E.C’s) belonging to metabolism present in the metagenome and then 
compares this set with the KEGG database, the next step assigns a metabolic pathway 
to each E. C. . Finally it obtains a list of reactions associated to the metabolic path-
ways and enzymes. 

2.2 Reaction Reversibility 

To determine the reversibility of the reactions the method of group contribution was 
used as proposed by Henry [9, 11], in this method the molecular structure of a com-
pound is decomposed into a set of smaller molecular substructures and using a linear 
model estimates the ∆ °  and ∆ °. 

∆ ∆ ° ln                               1  

Where ∆ °: standard Gibbs free energy of formation of compound i, R: universal 
gas constant, T: temperature, m: number of compounds involved in the reaction, xi: 

activity of the compound i, and ni: stoichiometric coefficient of compound i in the 
reaction 

Since the cellular activity is on the order of 1mM the method employed uses a ref-
erence state of 1mM, leading to : 

∆ , ∆ ° ln 0.001                            2  

BNICE (Biochemical Network Integrated Computational Explorer) [9] was utilized to 
carry out the calculation of which of the reactions in the metagenome were reversible 
based on the group contribution method described above. To evaluate the effects of 
pH in the calculation, the values of pH were set at 2, 3, 4, 5, 7 and 8.  

2.3 Topological Analysis  

To perform the topological analysis we used the Cytoscape platform and the Network 
analyzer app [14], this app computes parameters such as clustering coefficient that 
represents the cohesiveness around a node, the average path length an important fea-
ture that, if short, ensures an efficient reaction to perturbations, and average number 
of neighbors related to path redundancy also known as the availability of multiple 
paths between a pair of nodes. To perform the comparison we took two network re-
constructions, one taking into account the reversibility of the reactions and the other 
one assuming that all the reactions are reversible. 
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3 Results  

3.1 Metabolic Functionality  

On table 1 we found the most representative sub-metabolisms, which correspond to 
specific classifications of each metabolism category, evidencing the metabolic com-
position and functionality of the sample.   

Table 1. Metabolic composition and functionality of the El Coquito sample 

Type of metabolism 
Representative type of 

sub metabolism  

Percentage of reactions 
associated to the sub 

metabolism 
Carbohydrate Starch and sucrose 13% 

Lipids 
Glycerophospholipids 

and Glycerolipids 
14% 

Amino acid Arginine and Proline 16% 
Complex amino acids Seleno Amino acids 28% 

Glycans 
Peptidoglycans  

biosynthesis 
36% 

Vitamins and cofactors 
Porphyrin and  

chlorophyll 
20% 

Terpenoids and poliketids 
Diterpenoids  
biosynthesis 

33% 

Synthesis of secondary 
metabolites 

Isoquinoline alkaloid 
biosynthesis 

25% 

Xenobiotic degradation 
Gama-

Hexachlorocyclohexane 
15% 

The results for energy metabolism are shown in Fig. 1.  

 

Fig. 1. Metabolic Frequencies in energy Metabolism   

3.2 Reaction Reversibility  

Out of the 1930 reactions it was found that that an average of 12.33% of the reactions 
was irreversible at different values of pH (Fig 2). 
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Fig. 2. Total percentage of irreversible reactions at different values of pH 

It was found that for a pH of 3, 13 of the 65 reactions belonging to energy metabol-
ism were irreversible, 21 for pH 3 and 16 for the rest of the values of pH. 

3.3 Topological Comparison Including Thermodynamic Restrictions  

For both cases, with and without thermodynamic restrictions of system we found the 
same neighbor connectivity as shown in Fig. 3. 

 

Fig. 3. Neighbor Connectivity 

In table 2 there are the general topological parameters of the network. 
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Table 2. Topological parameters of the network  

Parameter 
Reactions with 
thermodynamic 
restrictions 

Reactions Without 
thermodynamic  
restrictions 

Clustering coefficient 0.119 0.072 
Characteristic path length 3.392 3.531 
Avg. number of neighbors 4.751 4.751 
Number of nodes 1299 1299 

4 Discussion  

There is a bias in the metabolic identification of metagenomic samples, this is directly 
related to the fact that the comparisons are made against databases of already se-
quenced organisms and known proteins. Several studies have shown that despite of 
the strong environmental heterogeneity in metagenomic samples the metabolic com-
position frequency tends to remain the same, an example of this is the metabolic com-
position found in four metagenomic libraries derived from Coorong lagoon sediment 
[2] and it shows in “El Coquito” sample as well, we were able to found a wide variety 
of metabolisms from the essential like amino acids and glycans synthesis to xenobiot-
ics degradation, interestingly we found the presence of the gama-hexachlorocyclo- 
hexane degradation pathway in the sample. 

At pH values of 2 and 3 we found the lower number of irreversible reactions, this 
is possible due to the natural conditions of the sample, “el Coquito” hot spring is 
known for its low values of pH [13] , this was an expected behaviour of the system 
but it is not possible to assure a significant difference between the cases, due to the 
absence of data replicates. In terms of energy metabolism 13 out of the 56 reactions 
were found irreversible these reactions belong to: the Calvin cycle, the reductive pen-
tose phosphate cycle and the reductive citric acid cycle associated to carbon fixation, 
the nitrogen and ammonia assimilation related to nitrogen cycling, and the reactions 
belonging to sulphur reduction in the sulphur cycle. 

Metabolic Networks tend to follow a free scale network behavior represented by a 
neighbor connectivity or degree distribution that follow the power law (Fig. 3) this 
means that there is a high diversity in the node degree and there is not a “typical 
node” that represents the rest of the nodes. The clustering coefficient shows the cohe-
siveness of the neighborhood of a node, quantifies how close the local neighborhood 
is to being part of a clique, a region of the graph where every node is connected to 
every other node [12] in this case we found a higher clustering coefficient for the 
network with reversibility which could mean that this network possess a higher level 
of aggrupation between nodes and it is likely to find some nodes belonging to sub 
graphs that represent particular metabolisms in the ecosystem. Also we found a short-
est path length (3.392) for the network reconstructed involving thermodynamic re-
strictions; this means that the network has a highest level of reaction to perturbations, 
therefore including the thermodynamic restrictions in the metabolic reconstructions 
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improves the results obtained, giving as a result a network more curated and with an 
improvement in the parameters calculated (clustering coefficient and shortest path 
length). 
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Abstract. RNA genes are unquestionable today, non-coding RNA is functional 
but its classification at the present is complex due to lack of computational 
tools. The vast progress in computer science for DNA and protein is not  
enough to resolve folding and function of RNA. Fortunately, computational 
tools for solving RNA concerns are in progress: web source as Centroid 
Homofold, CentroidFold (CBRC), Rfam (Sanger-HHMI, Janelia farm), 
sRNAdb (MGIL), RNApredator (Vienna RNA web server), TargetRNA2 
(Wellesley College), Noncoding RNAdatabase (IBC), Mfold (CAS) and 
RNAcon (IMTC) are quickly supplying the bioinformatics gaps. In this work 
was used those tools to fill and appoint the intergenic annotation in the 
Leuconostoc mesenteroides bacterium, recently sequenced in 454 Roche. More 
than 2000 intergenic sequence were run on the mentioned tools. Various 
ncRNA were classified as Mir-(#)s, many T-Boxes, various L(#) leaders and 
some ones TPPs, yybp-ykoY and ykkC-yxkD, between others. Other interesting 
structures without matching in Rfam, ncRNA databases were annotated as 
hypothetical ncRNA.  

Keywords: ncRNA, sRNA, fRNA, RNA folding, Leuconostoc mesenteroides.  

1 Introduction 

Secondary and tertiary structures prediction of RNA folding is a key point in 
molecular biology. There have been progresses in this area, but the accuracy of 
prediction from RNA sequence is still limited. In many cases, however, homologous 
RNA sequences are available with the target RNA sequence whose secondary 
structure is to be predicted [1]. 

In bacteria non-coding RNA (ncRNA) is a small functional RNA molecule (50-250 
nucleotides), whose is transcribed but is not translated into a protein. The term small 
RNA (sRNA) is used for identify short bacterial ncRNAs. Less often used synonyms 
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are functional RNA (fRNA) or small RNA (sRNA) o small non-coding RNA 
(sncRNA) [2]. 

Small non-coding RNA (sncRNA) genes play significant regulatory role about 
diversity of cellular processes, however, prediction of non-coding RNA genes is a 
great challenge, using either experimental or computational approach, due to the 
characteristics of sRNAs, which are short in nucleotides, are not translated into 
proteins and show variable stability [3]. The greater part of sRNAs known in bacteria, 
have been identified in Escherichia coli, which are conserved in closely related 
bacteria. Shapes of non-coding RNAs (ncRNA) with novel functions remain to be 
discovered [4]. 

Little information is published about ncRNA in Lactic Acid Bacteria (LAB), 
perhaps the most important bacteria in human gut. LAB modulates digestion, immune 
system and metabolism in human. However, the number of characterized small RNAs 
(sRNAs) in LABs has steadily increased at the same time with the new bioinformatics 
RNA tools capable to distinguish structure and function. Nevertheless, experimental 
evidence will be essential and some works goes in this way. For instance, 
Corynebacterium glutamicum ctRNA (counter-transcribed RNA) is a plasmid 
encoded non-coding RNA that binds to the mRNA of repB and causes translational 
inhibition. The ctRNA[5] is encoded by plasmids and have functions in rolling circle 
replication to hold up a low copy number. In this work was possible annotating some 
small ncRNA homologous with other bacteria species and found interesting new 
ncRNA structures unclassified yet.  

2 Material and Methods 

2.1 Databases 

Leuconostoc mesenteroides GBM002 was sequenced in 454 Roche FLX. Initially 
intergenic regions were highlighted in Artemis 15.0.0 and each intergenic region was 
matched with Rfam Sanger (WT). Also the same sequences were aligned with Blast 
tool, in sRNAdb web (MGIL). More than 300 ncRNAs from Gram negative and 
positive bacteria were used as a pattern to be matched with each intergenic region (≅ 
2000 total) from L. mesenteroides GBM002. Flanking non-coding regions (5’ or 3’) 
from each contig were not analyzed with those tools. Subsequently, in Rfam (Sanger) 
were selected the ncRNA matching each positive ncRNA sequence. The alignments 
were verified and each positive (matched) region was selected for drawing secondary 
structure using CentroidHomofold and CentroidFold (ncRNA.org belongs to CBRC), 
and RNAcon (IMTC) web tool. 

2.2 Homology and Folding 

RNA folding structures were predicted using the web software CentroidHomofold 
(version 1.0) and CentroidFold (version 2.0), BSRD (Bacterial Small Regulatory 
RNA Database version 1.0) and RNAfold web server (version 1.7). Over 2000 
intergenic regions were analyzed to predict the RNA secondary structure. Other 
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computational approaches like HMMER (version3.0) have been applied to develop 
structures and alignments. Subsequently, intergenic sequences were transfer to 
sRNAdb (version 1.0) tool with Blast software to be searched against the database 
and to find sRNA candidates in L. mesenteroides ATCC 8293 [6]. 

2.3 Predict Function 

The new ncRNAs identified in database and those RNA hypothetic regions, were 
analyzed on the web servers TargetRNA2 (version 1.0) and RNApredator (RNAplex 
version 1.33) using as replicon L. mesenteroides genome ATCC 8293. Those 
programs find target genes where ncRNAs interact. Figure 1, characterizes the steps 
followed to approach ncRNA functions. Every databases and software tools have 
been integrated to validate hypothetical structures with possible functions. 
 

 
 

Fig. 1. The workflow chart followed to identify ncRNA folding and approaches theirs functions 

3 Results 

3.1 Rfam and BSRD Structures 

In this work was possible characterize more than 50 sRNA homologous from Rfam 
database. Those ncRNA are well recognized and previously isolated in Eschericia 
coli and other bacteria. The L. mesenteroide GBM002 sequence homologous that hit 
Rfam ncRNAs, were as follow: Mir-3, Mir-273, Mir-283, L10 leader, L13 leader, 
yybp-ykoY, ykkC-yxkD, TPP, Bacterial Small SRP, ctRNA-pND324, Lysine 
riboswitch, and multiple T-Box, 5S, small SRP between others. The sequence from 
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Fig. 2. Some examples of ncRNA structures analyzed in this work. The first structure (above) 
in each cell corresponds to an integenic sequences from L. mesenteroides GBM002 folding in 
CentroidFold. The second structure (bottom) corresponds to the same sequence running in the 
Blast BSRD that aligns with L. mesenteroides ATCC 8293. The third structure bottom is the 
same sequence matching Rfam. L10 and L13 leaders had the same structure in BSRD database. 
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each structure from Rfam was run over Blast BSDR. Figure 2, shows the examples T-
Box, yybp-ykoY, L13 leader, L10 leader, ykkC-yxkD and Lysine riboswitch. We 
draw up more than 400 structures from those 50 well established with Rfam.  

Some hypothetic ncRNA structures for L. mesenteroides ATCC 8293 as L10 leader 
and L13 leader are the same in BSRD database (Figure 2). In CentroidFold and 
CentroidHomolf was run different options (CONTAlign, probcons, different gamma 
and Rfam.full.99 between other), to get suitable structures, according to Rfam and 
BSDR. We analyze and compare the results with RNAcon to select the best scores 
with best folding. In some cases our structures are according with the structure of 
Rfam or BSDR, of course without any conclusions, because our structures are not 
always identical to Rfam, considering for us the master database. 

3.2 ncRNA Function 

The TargetRNA2 and RNApredator tools allow us to study, both, sequences well 
identified and those hypothetical structures. For example TargetRNA2 targeted 
between 2 and 10 different mRNA for L. mesenteroides ATCC 8293. At the other 
hand, RNApredator produced a large table with multiple alignments reaching more 
than 4000 possibilities for each sequence of L. mesenteroides ATCC 8293 drawing 
interaction (dot bracket). Those results could be post processed, throwing gene 
ontology ID with molecular function, biological process and cell component. It is 
impossible to report here those large results. 

4 Discussion  

In E. coli alone, have been identified more than 70 sRNA genes. Those bacterial 
sRNAs whose functions were characterized and can be sorted into three general 
categories: sRNAs that have intrinsic catalytic activity or are components of 
ribonucleoproteins, sRNAs that affect protein activity by structurally mimicking other 
nucleic acids and sRNAs that post-transcriptionally regulate mRNAs via basepairing 
interactions [7,8]. We characterized more than 2000 intergenic regions that could be 
fRNA, obviously without experimental evidence is impossible to confirm the 
function. However, we found that the different tools used in this work and our 
bioinformatics approach (Figure 1) allowed us annotate new sRNA genes in L. 
mesesteroides GBM002. In fact, allowed us setting up other relationships with 
annotate DNA genes, integrating them with new molecular cell functions.  

The sRNA and ncRNA databases are still in construction and not always connected 
with the large NCBI, EBI and DDBJ databases. Interesting projects with reliable 
programs used in those works are in development and rapidly growing with the aim to 
supply these gaps in the three databases. Those tools are a value added to our L. 
mesesteroides GBM002 genome, because we include 50 or probably more genes in 
our genome annotation. At the other hand, it seems that some part of work with the L. 
mesenteroides ATCC 8293 ncRNA annotation is still in progress: such as, output 
structure for L10 and L13 in BSRD database was the same structure, well distinguish 
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and different in Rfam, indicating that those analysis needs to be restored for improve 
a better prediction. 

Genes that produce ncRNA cannot be detected by proteins genefindings 
algorithms. There is nothing in RNA genes as strong as the codon bias, hexamers 
frequency, and open reading frames signals exploited by protein genefinders [9]. But 
today this bioinformatics gap goes in the right way, with those tools applied in our 
work, and probably some ones could be the essential for new era: functionomics 
[10,11] or better known system biology. 
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Abstract. Cysteine proteinases play key roles in host-parasite interactions, in-
cluding host invasion, parasite differentiation, and intracellular survival. Toxop-
lasma gondii expresses five cysteine proteases, including one cathepsin L‑like 
(TgCPL), one cathepsin B‑like (TgCPB) and three cathepsin C‑like (TgCPC1, 
2 and 3) proteases. We performed the Structural modeling of catalytic domain 
of TgCPC1 with server I-TASSER, the template selected for homology model-
ing was Dipeptidyl peptidase I (Cathepsin C) (PDB code: 1JQP). The C-Score 
of structural modeling of catalytic domain   was -0.5; in the L-domain there 
are nine ɑ-helices and two β-strands and in the right domain there are four  
β-strands and two ɑ-helices. Cys-440, His-651 and Asn-676, form the cysteine 
protease catalytic triad in the active site. Adjacent to active site there is a 
Tyr441 this residue may be involved in the binding of the N terminus of the 
peptide substrate. A tyrosine residue (Tyr 578) that binds a chloride ion in the 
crystal structures of rat and human Cathepsin C is also conserved. 

Keywords: cathepsin, structural modeling, Toxoplasma gondii, protease. 

1 Introduction  

Peptidases play a critical role in protein catabolism by hydrolysis of peptide bonds in 
the polypeptides. Peptidases are classified into the seven categories based on the prin-
cipal catalytic residue in the active site: Aspartic, Cysteine, Glutamic, Serine, Threo-
nine, Metallo and Mixed, each of which can be further divided into clans and families 
[1]. 

Cathepsin peptidases belong to the C1 family clan CA of “Papain-like” cysteine 
peptidases are widely distributed in eukaryotic organisms. During catalysis, a basic 
amino acid in the catalytic triad, usually histidine, de-protonates the cysteine thiol 
group, which attacks the carbonyl carbon group in the substrate for hydrolysis [2]. 

Cysteine proteinases play key roles in host-parasite interactions, including host in-
vasion, parasite differentiation, and intracellular survival [3] 

Toxoplasma gondii expresses five members of the C1 family of cysteine proteases, 
including one cathepsin L‑like (TgCPL), one cathepsin B‑like (TgCPB) and three ca-
thepsin C‑like (TgCPC1, 2 and 3) proteases. T. gondii cathepsins Cs are exopeptidases 
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and remove dipeptides of unblocked N-terminal substrates of proteins or peptides, whe-
reas cathepsin B and L are endopeptidases[4]. 

CPC1 was the most highly expressed cathepsin mRNA in tachyzoites (by real-time 
PCR). T. gondii cathepsins Cs are required for peptide degradation in the parasiphor-
ous vacuole of transgenic tachyzoites was completely inhibited CPC1 was the most 
highly expressed cathepsin mRNA in tachyzoites (by real-time PCR). T. gondii ca-
thepsins Cs are required for peptide degradation in the parasiphorous vacuole of 
transgenic tachyzoites was completely inhibited by the cathepsin C inhibitor [4].  

Our aim was to determinate the tridimensional structure of catalytic region of 
TgCPC1 (TGME49_289620) by structural homology.  

2 Materials and Methods  

The Sequence of the TGME49_289620 protein from T.gondii was obtained from 
Genbank with the accession number:  EEB01247.  Secondary structure prediction 
was performed by web-based program namely Psipred [5] and the tertiary structure 
with the server I-Tasser [6]. The template selected for homology modeling was Di-
peptidyl peptidase I (Cathepsin C) of crystallographic model deduced by Olsen et al., 
2001. (PDB code: 1JQP). The functional regions were determined with PROSITE [7], 
SMART [8], SOSUI [9] and NCBI CD [10].  FATCAT [11] was used for alignment 
of TgCPC1 with TgCPCL (PDB code: 3F75). 

The structure was evaluated for its backbone conformation and stereochemical 
properties by PROCHECK Ramachandran Plot [12]. Visualization was performed 
with Chimera 1.8 [13]. 

3 Results 

The TGME49_289620 are encoded in chromosome IX, this protein consist of 730 
amino acids. The C-Score of structural modeling of catalytic domain   was -0.5; the 
Catalytic domain consists of a L- domain and a R-Domain. The Left (L) domain (Re-
sidues: Leu 412 - Asp635) and the Right (R) domain (Residues: Leu 636- Met 730). 
There are nine ɑ-helices and two β-strands in the L-domain and in the right domain 
there are four β-strands and two ɑ-helices.  

Cys-440, His-651 and Asn-676, form the cysteine protease catalytic triad in the ac-
tive site. Adjacent to active site there is a Tyr441 this residue may be involved in the 
binding of the N terminus of the peptide substrate. A tyrosine residue (Tyr 578) that 
binds a chloride ion in the crystal structures of rat and human Cathepsin C is also 
conserved. 

In our model the Asp1, which is a key residue that is involved in docking the sub-
strate via interaction with the amino group and is conserved is all cysteine proteases, 
is far to the active site, but the Asp386 was found in this position and the propeptide 
occupied the deep active site cleft.  

Results of FACAT showed that TgCPC1 and TgCPCL are significantly similar  
(P-value =3.41e-09), and they has 216 equivalent positions with an RMSD of 2.11. In 
this alignment we found that CPC1 have a stabilizing disulfide Bond (Cys-437 to 
Cys-508) that is highly conserved among other papain-like cysteine. 
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Fig. 1. Structure of TgCPC1 in complex with its propeptide. Stereoview looking into the 
active site cleft with the left (L) domain on the left, the right (R) domain on the right, and the 
propetide on the top. N- and C-terminal residues of each polypeptide are labeled. The catalytic 
triad (Cys440, His651, and Asn676) with side chains shown as sticks, disulfide bonds is  also shown 
as sticks. 

 

Fig. 2. View of catalytic triad. Cys440, His651 and Asn676, form the cysteine protease catalytic 
triad in the active site. Asp386 of the propeptide occupied the deep active site cleft.  

4 Discussion  

The amino acid sequences of the catalytic regions are similar to the mature papain 
family cathepsins, including cathepsins B and L from T. gondii. Several residues 
known to be important to activity are conserved in TgCPC: Cys, His and Asn, which 
form the cysteine protease catalytic triad in the active site [14].  
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The catalytic domain is significantly similar to CPCL that consist of two domains 
divided by the deep active site cleft; the left (L) domain is primarily ɑ-helical, whe-
reas the right (R) domain contains a β-barrel-like motif that is decorated by a few 
short ɑ-helices [15]. 

In our model the Asp 1 was absent in the catalytic site, as well as results of 
TgCPCL crystallography structure. The TgCPL contains the three stabilizing disulfide 
bonds that are highly conserved among other papain-like cysteine [15] in our model 
we found only one conserved bond. A tyrosine residue that binds a chloride ion in the 
crystal structures of rat and human Cathepsin C is also conserved (Tyr 578). Adjacent 
to the active site cysteine, a distinctive residue may be involved in the binding of the 
N terminus of the peptide substrate. This tyrosine motif appears to be unique in the 
papain family proteases, in which tryptophan usually occupies the position adjacent to 
the active site residue. This Cathepsin contain a tyrosine based motif, YXXϕ, where 
X is any amino acid  and ϕ is an amino acid with a bulky hydrophobic side chain, 
and/or an amino acid cluster dileucine motif located in their citoplasmatic tails know 
to participle in endosomal/lysosomal protein sorting in higher eukaryotes [16]. matu-
rase for roptry proteins involved in modulation of the host cell [16]. TgCPL is pre-
dicted to be a type II membrane protein, it has an enzymatic activity with a low pH 
optimum and it occupies a membrane-bound structure in the apical region of extracel-
lular parasites [17]. 

Studies found that Cathepsin C may play a role in cell growth, differentiation and 
protease activation [3].In other parasites was found that cysteine proteases may alter 
the adaptive immune response from a Th1 response to a Th2 response: The best stu-
died protease from T. cruzi is a cathepsin L-like cysteine protease called cruzipain 
which induces a Th2 cytokine profile in spleenic cells. This result points to a major 
role for cruzipain in the direction of the immune response towards a Th2 profile, 
which is beneficial for survival of the parasite in the host [18]. 

Recent studies show that TgCPB and TgCPL vaccines elicited strong humoral and 
cellular immune responses in mice, both of which were Th-1 cell mediated. In addi-
tion, all of the vaccines protected the mice against infection with virulent T. gondii 
RH tachyzoites, with the multi-gene vaccine (pTgCPB/TgCPL) providing the highest 
level of protection [19]. 

5 Conclusion 

TgCPC1 from T.gondii showed that Cys-440, His-651 and Asn-676, give the chemi-
cal environment for the cysteine protease catalytic triad activity, and the Asp386 on 
the propeptide is near to active site at  3.9Å of distance to active Cys440 that was 
blocking the deep active site cleft. 
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Abstract. In primates, MHC class I family have evolved by continuous cycles 
of birth and death of genes leading to differential expansion of some loci in 
each major taxa. Humans, apes, and Old World Primates (Catarrhini) have ex-
panded MHC-A and MHC-B loci, whereas New World Primates (Platyrrhini) 
have expanded MHC-G loci. Recent genomic studies in the Platyrrhini Callith-
rix jachuus, however, have showed several copies of MHC-B, some of which 
were predicted to be expressed. To inquire about the prevalence and expansion 
of MHC-B, and -G genes in Platyrrhini, we sequenced MHC-I cDNAs in 10 
Platyrrhini species and evaluated polymorphism of MHC-G and -B in 11 indi-
viduals of Cebus albifrons. Phylogenetic analysis and genic distances showed 
an expansion of MHC-B with some functional copies in many species with the 
concomitant expansion of MHC-G previously identified. Polymorphism levels 
in MHC-B and MHC-G in C. albifrons were similar and both groups have been 
under diversifying selection at the Peptide Binding Region.  

Keywords: Major histocompatibility complex, New World Primates, Platyrrhi-
ni, immunology, evolution. 

1 Introduction 

The Major Histocompatibility Complex class I molecules (MHC-I also named in hu-
mans HLA) play a central role initiating the adaptive immune response by presenting 
processed peptides to T lymphocytes. In humans, they are encoded by 6 main loci, 
HLA-A, -B, -C, E, -F, -G [1]. The classical MHC-I loci HLA-A, -B and -C are highly 
polymorphic with around 7000 alleles characterized, whereas the non-classical HLA-
E, -F, -G have low polymorphism with about 83 alleles [2]. These loci are conserved 
in other hominoids [3], with the exception of MHC-C in orangutans which is present 
only in half of the populations studied [4], supporting the birth and death mode of 
evolution [5]. These features leads to a multiplicity of loci in other monkeys as Maca-
ques with 19 loci of MHC-B and 7 of MHC-A with the psudogenization of G loci and 
emerge of MHC-AG [6]. In the process of Birth and death of genes, many of the  
loci are duplicated and rapidly pseudogenized maintaining some loci differentially 
expanded in different species.  
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In Platyrrhini (i.e. marmosets, tamarins) the non-classical loci MHC-E and –F are 
maintained but in contrast to their Catarrhini counterparts, they have expanded the 
MHC-G loci, which appear to function as classical loci [7]. These MHC-G-like loci in 
Platyrrhini are polymorphic in most species, although it has limited polymorphism in 
Saguinus oedipus (cotton top tamarin) [8]. Interestingly, some species of Platyrrhini, 
like Aotus sp, Pithecia pithecia, and Ateles belzebuth transcribe genes related to 
MHC-B [9-10]. In addition, genome sequencing of Callithrix jachuus MHC-I region 
[11] showed the presence of at least 9 MHC-B related loci, 4 of which are potentially 
expressed. This indicates that the MHC-B loci has been overlooked in most studies in 
Platyrrhini, and that perhaps these genes are also expended in Platyrrhini, as it is the 
case for MHC-G-related loci. In this study we identified MHC-B and MHC-G secu-
ences in 10 species of New World primates and analyzed their polymorphism levels 
in a single species, Cebus albifrons. 

2 Methods 

2.1 Blood Samples 

Whole blood samples were obtained by venipuncture from one individual of 10 spe-
cies of Platyrrhini: Alouatta seniculus, Ateles belzebuth, Ateles hybridus, Lagothrix 
lagotricha, Saimiri sciureus, Cebus apella, Cebus capuchinus, Cebus albifrons, Sa-
guinus oedipus, and Saguinus leucopus. Samples from another 11 individuals of C. 
albifrons were obtained to analyze polymorphism levels. Animals were maintained at 
two wild life rescue centers in Colombia, (Corporación Autónoma Regional de Norte 
de Santander and Corporación Autónoma Regional del Alto Magdalena).  

2.2 RNA Extraction, Reverse Transcriptase (RT)-PCR, and Sequencing 

Total RNA was extracted with the TRIzol reagent following manufacturer  
indications. Complementary cDNA was synthetized with the RevertAid  
First strand cDNA Synthesis Kit (Fermentas). PCR was executed using forward  
primer: 5'TAACGGTCMTGGMGCCCCGAA3' and Reverse primer: 
5'AATGAGAGACACATCAGAGCC 3'. Agarose gel-purified amplicons were cloned 
into the pGEM T Easy Vector (Promega) to transform chemically competent JM109 
(Promega) E. coli cells. Colony PCR was performed with standard T7 and SP6 primers, 
and DNA products were sequenced in an ABI prism Automated sequencer. At least 24 
clones per individual were sequenced in two directions. One sequence was considered for 
the study if it was represented in at least 3 clones.  

2.3 Phylogenetic and Evolutionary Analysis 

Sequences were aligned against each other with blastn and sequence pairs with an e-
value higher than 10e-165 were used to perform a similarity network analysis. Novel  
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and published Sequences were aligned with the MUSCLE algorithm and edited ma-
nually with MEGA 5.1. The substitution model for phylogenetic analyses was deter-
mined with the software Modeltest. Phylogenetic trees were constructed by Bayesian 
inference with MrBayes 3.2 using 12M generations. Neighbor Joining (NJ) analysis 
was performed with 2000 bootstrap replicates. Postitions under selection for C. albi-
frons sequences were detected with the Fast, Unconstrained Bayesian AppRoximation 
(FUBAR) algorithm including positions with a posterior probability >0.95. This anal-
ysis was performed in the Datamonkey server.           

3 Results and Discussion 

A total of 54 MHC class I cDNAs 1,032 bp long were obtained from the 10 different 
species of Platyrrhini. A similarity network analysis was performed assigning an edge 
if the e-value from blastn comparisons where higher than 10e-165.  The sequences 
were clustered using the weighted-spring-embedded algorithm in Cytoscape which 
puts highly connected nodes with their neighbors close together (Fig. 1).  The network 
showed a pattern with two main groups corresponding to MHC-B-like and MHC-G-
like cDNAs (Fig. 1), as these sequences were closely related to MHC-B or MHC-G/A 
of Catarrhines, respectively. However, there were nodes falling outside from the main 
clusters, suggesting that there are sequences from different loci, including those related 
to MHC-E. No Platyrrhini sequences were found in the MHC-C subnetwork, indicat-
ing that this locus is unique of Catarrhini. There were also single nodes, composed by 
sequences with low similarity to the other nodes and included mostly pseudogenes. 
The nodes in the network analysis were reflected the phylogeny as there were two 
main clades corresponding to MHC-B-like MHC-G-like sequence (Fig. 2).  These two 
clades, however, had various groups, indicating the presence of various loci within 
each of the B-like and G-like groups. These loci were not direct orthologous to those of 
Catarrhini (star-marked clades in Fig 2), suggesting that MHC-I in primates have 
evolved by a continuous process of gene duplication and diversification.  

Platyrrhini MHC-G-like sequences were clustered into 6 main groups (MHC-G1 to 
G6), with two additional groups including the processed psudogenes MHC-G-PS1 
and -PS2 (Fig 2). MHC-G1 clustered in a genus-specific fashion, and included alleles 
from the Callitrichinae subfamily (Saguinus, Callithrix and Leontopithecus). MHC-
G2 had sequences from the Atelidae family that also were clustered in a genus-
specific fashion, and included representative cDNAs from Ateles sp. and Alouatta 
seniculus. MHC-G3 sequences were restricted to Cebus species including Cebus albi-
frons, C. capuchinus and C. apella. In contrast to the previous groups, the MHC-G4 
clade included sequences from all genera, except for those from the Callitrhicinae 
subfamily (tamarins and marmosets), indicating this clade contains ancestral MHC-G-
like loci. MHC-G5 cDNAs were restricted to Aotus species, although it also included 
pseudogenes from Saguinus oedipus. The last MHC-G-like clade, MHC-G6, were  
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restricted to Saimiri sciureus sequences. The MHC-I processed psudogenes PS1 and 
PS2 were exclusive of Callithricinae species with the single exception of a PS2 se-
quence from Aotus. 

 

Fig. 1. Similarity network of Primate MHC class I sequences. Similarity network were obtained 
by BLAST alignments of exons 4-8 of all cDNAs and visualized in Cytoscape with spring 
embedded layout. Nodes indicate individual sequences, and edges similarity above threshold 
(see text). Node color indicate cluster coefficient among sequences. Shadowed nodes are Cata-
rrhini sequences of indicated group (-A, -B, -C, -E, -G). All other nodes belong to Platyrrhini 
cDNA. 

At least three MHC-B-like groups were identified in New World primates (Fig 2). 
MHC-B1 contained representative sequences from Cebus, Ateles, Aotus Lagothrix 
and Alouatta genera. This group tended to have sequences clustered by families, such 
that Atelidae and Cebidae/Aotidae clustered independently, with the exception of 
Lagothrix lagotricha MHC-B1 alleles that grouped with those of Cebidae.  

The MHC-B2 clade had sequences from the same species found in B1 together 
with sequences from Pithecia and Callithrix, but it lacked those from Cebus. This 
clade had a clear pattern of trans-specis polymorphism, although some sequences 
from Callithrix clustered together likely as a result of recent duplications. Finally the 
MHC-B3 clade had sequences from Cebus, Ateles and Saimiri genera, each each 
forming an independent lineage. This clade is the closest to MHC-B in Catarrhini 
although they are not direct orthologous. Thus, in contrast to MHC-G-like cDNAs, 
MHC-B-like loci tended to be more conserved between Platyrrhini genera. 
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Fig. 2. Phylogenetic relationships among Platyrrhini MHC-I. Bayesian phylogenetic tree show-
ing MHC-G-like and -B-like sequences. Posterior probabilities and Neighbor Joining bootstrap, 
are indicated in the main nodes (pp/NJ). Conventions next to groups indicate the species or 
genus towhich the sequence belong as indicated in the box. Starred clades indicate the place of 
HLA related sequences. Blue shadowing indicate B-like related groups, red G-like, and green 
others not related to G or B like. 

To evaluate the polymorphism of MHC-G-like and MHC-B-like loci, cDNAs from 
11 individuals of Cebus albifrons were cloned and sequenced. As expected, most 
variation occurred at the peptide binding region (fig 3A). This diversification is pro-
moted by positive selection for peptide binding, as evidenced by dN-dS values signif-
icantly higher than 0 (dN=dS neutral evolution) (Fig 3B). The two groups of  
sequences seem to be equally polymorphic, suggesting that both are capable of  
presenting antigenic peptides.  
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Finally, we perform an analysis to predict the interaction between MHC class I mo-
leculaes and Natural Killer cell Ig-like receptors (KIRs). The predictions were based 
on of the solved structure of HLA-B27 and KIR3DL1 (3VH8) to calculate Desolva-
tion energies and number of H. bonds between ligand receptor pairs. We performed a 
test with experimentally confirmed pairs in other primates, and obtained a proportion 
of false positive rate of 0.15% (Data not shown).  

 

 

Fig. 3. Polymorphism of MHC-G-like and MHC-B-like in C. albifrons. Variation in amino acid 
positions in MHC-B and –G-like (A) sequences. Each position has a representation of the prob-
ability that the amino acid occurs in that position. Star-marked positions belong to the Peptide 
binding region (PBR). The histogram plot (B) shows the normalized dN-dS obtained with the 
FUBAR method as an indicator of Selective pressures for MHC-G-like (yellow) and MHC-B-
like (red). If values are significantly above 0, then positive selection is acting to diversify al-
leles. . All values marked with a blue square have a posterior probability of positive selection 
>0.95. 
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Abstract. The prediction of gene ontology (GO) terms is an impor-
tant field of study in computational biology. With the advent of high-
throughput experimental technologies, large quantities of sequenced
proteins have emerged and, consequently, the number of computational
tools that are used for analysing such data has also increased. In this
field, methods based on sequence alignments like BLASTP are the most
commonly used tools by biologists and bioinformaticians. However, an
incorrect choice for the e-value threshold advised to identify homology
and subsequently spread GO terms, may originate predictors with very
low sensitivities and thus achieve poor prediction performances. In this
work, a new methodology for optimizing the e-value threshold used in
alignment-based predictors is proposed. The methodology is based on se-
lecting a neighborhood for creating a veto scheme among proteins with
similar e-values.

Keywords: Alignment sequences, Gene ontology, Proteomics, ROC
curve.

1 Introduction

Protein function prediction has become one of the central problems in molecular
biology due to the increasing need to associate novel protein sequences with
its corresponding biological function. The Gene Ontology (GO) project [1] is
an initiative for standardizing the representation of genes and gene products.
This project has developed three controlled structures describing gene products
in terms of biological processes, cellular components and molecular functions.
Also, it has reduced sets namedGOslims that are intended to provide descriptors
for specific domains. One of them is the GOslim for plants, developed by The
Arabidopsis Information Resource (Tair) [2].

Experimental annotation is an almost impossible task due to the large amount
of data to be processed. For this reason, during the last decade there have been
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several studies in the usage of computational methods to create protein function
predictors and assist the biologists in this work. One of the most commonly used
methods to succeed in annotation of proteins is transfer approach, where the
protein to be annotated is searched against a database with already annotated
proteins and, according to a similarity measure, the protein with the highest
score transfers all its annotations to the query protein. It is important to say
that this similarity measure can be a distance.

However, the rules based on transfer approach were designed to work in
databases with high identity percentage and, consequently, they report very low
sensitivities for databases with low identity percentage (tipycally under 40%.
Further approaches are designed in order to implement geometric strategies for
improving Blast results. For instance, the blast-knn [3], uses the Blastp algo-
ritm for extracting the k-nearest neighbours and in conjunction with a system
of voting the annotation are transferred. Another example is blast2go [4], which
uses an annotation rule that seeks to find the most specific annotations, but is
unable to identify a high number of true positives.

This work proposes a new classification methodology based on finding the
threshold that provides an optimal trade off between specificity and sensitiv-
ity, and for that purpose the receiver operating characteristic (ROC) curve is
employed.

2 Materials and Methods

The notations that will be used throughout this paper are defined as follows.
Consider a classification problem where each sequence (protein) (x ∈ X can be
associated with one or more labels from a finite set Y = {1, 2, ..., Q}. In this set-
ting, Y is associated to the set of categories defined by the GO. A labeled training
set S = {(x1,Y1), ..., (xsYs), ..., (xS ,YS)}(xs ∈ X ,Ys ⊆ Y) and an unlabeled
test set T = {x1, ..., xt, ..., xT }, xt ∈ X are given. The following approaches are
used to infer the labels of the test set from the training set:

Blast ε-neighborhood: this is our proposed methodology and is based on a
veto rule. Consider a ball B(xt, εi) with center in the sequence xt and radius
εi. Then, let N (xt) be the neighbors associated to the sequence xt, defined
as:

N (xt) = {xs ∈ X|d(xt,xs) < εi} (1)

where d() is e-values obtained from the BLASTP algorithm between se-
quences xt and xs. The query sequence xt will then be associated with the
all the labels from its neighbors. that is:

Yt =

k⋃
i=1

{Yi|xi ∈ N (xt)} (2)

A graphical description of the method is shown in Figure 1a.
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Blast k-nearest neighbors: this approach is part of the GOPred method [5]
and is based on the nearest neighbors algorithm. The k-nearest neighbors
with the highest k blast scores are extracted. The output of BLAST-kNN,
OB for a target protein, is computed as:

OB =
Pp − Pn

Pp + Pn
(3)

where Pp is the sum of BLAST scores of proteins in the k-nearest neighbors
in the positive training data of a given GO term. Similarly, Pn is the sum
of scores of the k-nearest neighbor proteins in the negative training data of
that GO term [3]. Positive values of OB indicate membership while negative
values indicate that the protein must not be associated to the gven term. A
graphical description of the method is shown in Figure 1b.

(a) Approach for density (b) Approach for geometric

Fig. 1. Methods to propagate the GO terms

3 Experimental Setup

3.1 Dataset

The database comprises all the available Embryophyta proteins at UniProtKB
database [6], with at least one annotation in the Gene Ontology Annotation
(GOA) project [1]. The resulting set comprises proteins from 189 different land
plants. The dataset was filtered at 50% sequence identity using the Cd-Hit soft-
ware [7], the class are defined according with the GOslim for plants developed
by The Arabidopsis Information Resource - TAIR [2], are taken into account
only the classes that are associated with at least 100 proteins. The final set is
thus comprised by 10 GO terms in the molecular function ontology, 16 GO terms
in the cellular component ontology and 29 GO terms in the biological process
ontology. Table 1 shows the final list of categories.
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Table 1. Number of protein for each class

Ontology Class Sample Ontology Class Sample

Cellular
Component

Extracellular region 123

Biological
Process

Reproduction* 353
Cell wall 220 Carbohydrate metabolic process 156
Intracellular* 153 Nucleobase, nucleoside, nucleotide

193
Nucleus* 869 and nucleic acid metabolic process*
Nucleolus 170 DNA metabolic process 148
Cytoplasm* 310 Transcription 538
Mitochondrion 476 Protein modification process 184
Vacuole 320 Cellular amino acid and

165
Endoplasmic reticulum 218 and derivative metabolic process
Golgi apparatus 106 Lipid metabolic process 231
Cytosol 294 Transport 292
Ribosome 118 Response to stress 994
Plasma membrane 1112 Cell cycle 134
Plastid 1466 Cell communication* 115
Thylakoid 298 Multicellular organismal

641
Membrane* 879 development*

Secondary metabolic process 173
Cell differentiation 235

Molecular
Function

DNA binding 166 Biological process* 587
Transcription factor activity 119 Metabolic process* 154
Catalytic activity* 451 Catabolic process 212
Transporter activity 163 Biosynthetic process* 532
Binding* 214 Response to biotic stimulus* 344
Protein binding* 1288 Response to abiotic stimulus 747
Kinase activity 128 Anatomical structure

345
Transferase activity* 254 morphogenesis
Hydrolase activity 278 Response to endogenous stimulus 542
Transcription regulator activity 178 Embryonic development 206

Classes marked with an asterisk (*) were redefined, the

number of samples corresponds to the sequences associated

to that class and no other of its also listed descendants

Post-embryonic development* 429
Flower development 220
Cellular process 1236
Cellular component organization 432
Cell growth 148

3.2 Blastp

The Protein-Protein BLAST 2.2.26+ version from the NCBI C toolkit [8] was
used in this work with BLOSUM62 matrix and an e-value maximum of 40, for
each ontology and each, e-value and number of neighbors considered, a cross-
validation with ten fold was used. All the algorithms were developed on the R
environment for statistical computing, using the seqinr package [9], available in
Rcran.

3.3 Annotation

The annotation process is carried out using both approaches described in sec-
tion 2. For the reference method (k-nearest neighbors), the number of neighbors
was set to one since the low sequence similarity among proteins in the dataset
produced a very low number of blast hits, difficulting the implementation of this
method for a higher number of neighbors.

Regarding our proposed methodology (the Blast ε−neighborhood), a grid of
twelve different e-values was chosen in order to analyze the behavior of the
algorithm. The grid was obtained from the deciles corresponding to the increased
number of neighbors, with the aim of estimating equally spaced values on the
ROC curve.
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4 Results and Discussion

The ROC curve is used to represent the optimal point, where the elbow region
samples the best measures of sensitivity and specificity. Since the prediction of
GO terms is a multi-label problem, a bipartition strategy is used because it is
the most common framework for this kind of problems.

Figure 2 depicts the ROC curves constructed for each ontology in GO. The
shaded region around each curve represents the standard deviation of the results
and the best result appear in table 2 along with the results from the Blast k-nn
method.

Table 2. Performance of annotation prediction over the three ontologies with the Blast
k-nearest neighbors method

Ontology Blast-knn Blast ε-neighborhood

k Specificity Sensitibity G.Mean e-value Specificity Sensitibity G.Mean
Cellular Component 1 0.940 ± 0.003 0.417 ± 0.015 0.626 ± 0.012 10 0.667 ± 0.006 0.711 ± 0.023 0.689 ± 0.011
Molecular Function 1 0.949 ± 0.003 0.614 ± 0.026 0.763 ± 0.017 1.2 0.856 ± 0.010 0.720 ± 0.025 0.785 ± 0.012
Biological Process 1 0.932 ± 0.004 0.386 ± 0.021 0.600 ± 0.016 1.2 0.708 ± 0.016 0.603 ± 0.018 0.654 ± 0.009

The best results for each of the comparison between the algorithms are high-
lighted in bold type.

(a) Cellular Component (b) Molecular Function (c) Biological Process

Fig. 2. ROC curves for the three ontologies with the ε−neighborhood method

5 Conclusions

The proposed methodology for optimizing the e-value threshold used in
alignment-based protein function predictors, combined with the ε−neighborhood
approach, proved to work better than the GOPred method over the three on-
tologies in GO. The proposed methodology improves the sensitivity and balances
the specificity in an specific e-value threshold. As a future work, it would be im-
portant to know to what extent is it possible to combine Blast ε− neighborhood
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with other strategies such as machine learning methods, obtaining a robust pro-
tein function predictor.
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4. Conesa, A., Götz, S., Garćıa-Gómez, J.M., Terol, J., Talón, M., Robles, M.:
Blast2GO: a universal tool for annotation, visualization and analysis in functional
genomics research. Bioinformatics (Oxford, England) 21(18), 3674–3676 (2005)
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Abstract. Beta-Lactamases OXA and CTX-M are highly disseminated and 
confer resistance to antibiotics. This project gathers, classifies and analyzes 
information from indexed articles and databases as UNIPROT, EMBL and 
PDB, in order to correlate molecular data with activity profile of beta-
lactamases against beta-Lactamic antibiotics. Sequences of CTX-M and OXA 
enzymes are analyzed by ClustalW multiple alignment and distance trees are 
built by Neighbor – joining with default parameters and a Bootstrap of 1000, 
through MEGA 5.0. 

Results from analysis were systematized with BLA.id system which 
documented 125 CTX-M, organized into four groups. Results show that CTX-
M have punctual variations which change their hydrolytic activity profile. 310 
OXAS grouped in 11 sets were analyzed and they show a high degree of 
conservation. Punctual changes in amino acids are correlated to changes in 
hydrolytic activity. BLA.id system fills a void in information about beta-
Lactamases activity, which is disperse.   

Keywords: beta-Lactamases OXA, beta-Lactamases CTX-M, antimicrobial 
sensitivity, Bioinformatics; Bla.id. 

1 Introduction 

Continuous rising in appearance and dissemination of antimicrobial drug-resistant 
microorganisms is a serious public health concern around the world. Inadequate use 
of antibiotics has applied selective pressure and this, added to diverse mechanisms of 
genetic transfer that bacteria can carry, contributes to multiresistant strains 
dissemination. [3]Design and development of new antibiotics have high costs, and as 
soon as a new antibiotic is created, microorganisms acquire new strategies to 
counteract its activity. [5] One of these strategies are beta-Lactamases, enzymes  
that hydrolyze amide bond of beta-Lactam ring. This makes the antibiotic loses its 
activity against cell wall synthesis  [4]  Currently, beta-Lactam antibiotics are the 
most viable alternative to treat bacterial infections and studying them is important  
and of a great relevance. It is especially important to focus on extended spectrum 
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beta-Lactamases as CTX-M and OXA enzymes [9,10], as they are of high 
dissemination in Colombia. Biological data systematization, correlation between 
hydrolysis profiles and structural data will allow predicting their responses against 
different antibiotics. This is also important for rational selection of antibiotics and 
design of new and better drugs and also to contribute with WHO strategies [11, 12]. 

Ambler et al [6] classified beta-Lactamases in four classes (A, B, C, and D), in 
terms of the mechanisms of interaction enzyme-substrate and their primary structure, 
[1,2].  Class A (serine-penicillinases), class B (metaloenzymes), class C (serine-
cephalosporinases) and class D (serine-oxacillinases) [8]. CTX-M beta-Lactamases 
belong to class A. They are defined by efficiently hydrolyze cefotaxime. OXA beta-
Lactamases belong to class D and are defined by their capacity to hydrolyze more 
efficiently oxacillin and cloxacillin than conventional penicillins  [13] 

2 Materials and Methods 

Initially we searched for general information on beta-Lactamases in databases as PDB 
(Protein Data BanK) and EMBL and in scientific articles regarding primary structure 
and hydrolysis profiles of beta-Lactamases. Analysis of this information allowed us to 
select beta-Lactamases for the study, considering the following issues: dissemination, 
resistance level, sequences and general information. We selected OXA and CTX-M 
beta-Lactamases to follow with next stages. 

2.1 Information Searches, Analysis and Selection: OXA and CTX-M  
beta-Lactamases Sequences, Structures and Antibiotic Hydrolysis Profiles 

Information collection was made using database http://www.lahey.org/studies, which 
keeps global information on beta-Lactamases, such as number of reported OXA and 
CTX-M; primary and tertiary structure. Information of activity profile of CTX-M and 
OXA against antibiotics was gathered from indexed scientific articles in databases as 
PubMed. Other specialized databases were consulted as: UNIPROT (Universal 
Protein Resource), PDB (Protein Data Bank), Drugbank and EMBL (Nucleotide  
Sequence Database Integration of data on each beta-Lactamase was made by SRS 
system. Information was classified as: type of beta-Lactamase, microorganism in 
which it is found, sequence, origin, tertiary structure and antibiotic resistance profile 
for each class of OXA and CTX-M. 

2.2 Correlation of Sequence vs. Activity against Antibiotic Profile 

Data were organized in a new database within BLA.id system. Correlation of beta-
Lactamases sequences with their respective resistance profile was made through an 
unsupervised clustering of type sequences of different OXA and CTX-M, considering 
their differences patterns and hydrolytic activity profiles. Changes in sequences were 
analyzed by multiple alignment using ClustalW in Mega 5.0. All OXA and CTX-M 
sequences were entered and phylogenetic trees were done using Neighbor-joining and 
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maximum parsimony with 1000 replies each. The tree was validated with bootstrap 
method. Searches were made for the antibiotic susceptibility profile of each clade in 
the tree, taking into account the enzyme hydrolysis profile and MIC’s against 
different antibiotics. Results were then interpreted according with CLSI 220430 
guides. 

3 Results 

3.1 Search, Analysis and Selection of Information 

Information search was focused on all OXA and CTX-M reported to date in different 
databases. With collected information we have a total of 256 OXA enzymes 
according Lahey Institute, from which, OXA-38, OXA-39, OXA-41, OXA-44, OXA-
52, OXA-81, OXA-121 to OXA-127, OXA-135, OXA-140, OXA-151 to OXA-159, 
OXA-184, OXA-185, OXA-220 to OXA-222, OXA-226, OXA-227, OXA-232 to 
OXA-234, OXA-238, OXA-246, OXA-247, OXA-251 to OXA-255 have not yet been 
released but they were isolated, for this reason Lahey Institute classifies them as in 
assignation stage. It is worth noting that amino acids sequence of OXA-1 is the same 
as OXA-30 and amino acids sequences of OXA-24, OXA-40, OXA-46 and OXA-81 
show not visible differences. (http://www.lahey.org/Studies/other.asp#table1) 

There is a total 140 CTX-M, from which sequences of amino acids of CTX-M-14 
and CTX-M-18; CTX-M-55 and CTX-M-57 are identical. There are reported as  
assigned: CTX-M-35, CTX-M-70, CTX-M-73, CTX-M-103, CTX-M-115, CTX-M-
119, CTX-M-127, CTX-M-128, CTX-M-135, CTX-M-137, CTX-M-138, CTX-M-
140 y CTX-M-141. CTX-M-118 is withdrown.  For this project we worked with 
information of 125 CTX-M in total. 

Information was selected and organized according with the following criteria: 
group, class, family, variant, gene name, organism, UNIPROT, PUbMEd and 
GenBank references, isoelectric point, number of amino acids, sequence, sensitivity, 
origin and bibliography. Most difficult to find was information about sensitivity and 
isoelectric points, as it is not available for all OXA and CTX-M enzymes or there is 
not information available for the same antibiotic. Information was stored in BLA.id 
system (http://bioinf-servicios.ibun.unal.edu.co/BLA.id/), which allows the 
crosschecking of clinical and molecular data, for the identification of beta-Lactamases 
from bacteria that are resistant to beta-Lactamic antibiotics. This information system 
BLA_ID was implemented on a PowerEdge M605 Dell server by the Bioinformatics 
group at Biotechnology Institute of the National University of Colombia. Operative 
system is Linux SUSE 10, web server Apache 2.0; PHP version 4.3.4; MySQL 
version 4.0.18 and Perl version 5.8.3. It is available in 
http://bioinf.servicios.ibun.unal.edu.co/BLA.id/ [7]. 

3.2 Correlation of Sequence Data vs Antibiotic Resistance Profile 

OXA. From information gathered about activity against antibiotics is concluded that 
on a general level it is few information about susceptibility profiles against different 
groups of antibiotics, except for carbapenems (imipenem and meropenem). 
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In all OXA’s were identified structural motifs as 108STFK111, except for some 

changes in OXA-9 T109 S, OXA-62 F110Y, OXA-85 T109 S, OXA-50 F110Y, 
OXA-186 T109P and motif  185YGN187 typical of class D beta-Lactamases. 

Distance tree groups OXA’s in 11 clades or groups. (http://bioinf-
servicios.ibun.unal.edu.co/BLA.id/arbolOXA.pdf). Clade 1 is largest with 79 OXA. 
Of them, OXA-51 confers resistance to oxacillin and OXA-68 and 86 to piperacillin. 
Regarding monobactamics, presence of OXA-68 and 86 confers resistance to 
aztreonam and there is scarce information about oximino-cephalosporins. Against 
carbapenems in general, there is information on meropenem and imipenem in 24 
OXA’s that produce profiles from susceptible to resistant. In the group of 
aminoglycosides, we found that OXA-194 confers to the microorganism resistance to 
kanamycin. OXA’s belonging to clade 3, in general, confers resistance to 
carbapenems imipenem and meropenem, with exception of OXA-23 that confers 
resistance to imipenem.   This group presents a change of conserved motif YGN, 
which is typical of class D beta-Lactamases by FGN, but as stated by some authors 
this does not modify imipenem hydrolysis. 

12 OXA’s belong to clade 6; OXA-60 hydrolyzes imipenem more efficiently than 
oxacillin, however, there is not enough information to correlate hydrolysis with 
susceptibility and its sequence. Clade 8 contains 23 OXA and they have the tetrad 
STFK and conserved motifs YGN, KTG which are typical of this class. In this clade 
OXA-16, OXA-14 and OXA-17 are the closest of the tree and they are very similar in 
sequence. These three OXA’s do not confer resistance to carbapenems and they are 
present in Pseudomonas aeruginosa. OXA-17 does not have aspartate substitution in 
position 148, keeping glycine for which it does not confer significative resistance to 
ceftazidime, compared with OXA-14 and OXA-16. OXA’s in this clade show 
changes in structural motifs KTG by KSG and in third conserved motif YGN by 
FGN. It seems this change affects NaCl inhibition. It is a great diversity in profiles 
and sequences between enzymes in this group. 

Enzymes belonging to a same clade show few changes in amino acids, but, when 
comparing sequences between clades, there are several changes in amino acids. 
However, there is low information to correlate in accurate way susceptibility with 
sequences. 

CTX-M. We used a total of 125 sequences out of 140 reported CTX-M. Enzymes 
were grouped in a dendrogram obtained by neighbor joining (http://bioinf-
servicios.ibun.unal.edu.co/BLA.id/arbolCTXM.pdf). Alignment and dendogram show 
four groups. Comparison of these shows similitudes in amino acids sequences inside 
each group. There are highly conserver sequences as 73STSK76, 132SDN135 (with 
exception of CTX-M 81 which shows H135 by N) and 238KYGS241 (with exception 
of CTX-M 106 and CTX-M 107 238R por K), features associated with class A beta-
Lactamases to which CTX-M belong. 

Distance tree reveals four large clades. Clade 1 is formed by 46 CTX-M highly 
related. All enzymes show leucine 122 that seems to confer a higher resistance to 
ceftriaxone. CTX-M-11 shows proline at this position but there is not information 
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about hydrolysis or susceptibility against ceftriaxone,. For this reason it is not 
possible to affirm if this change affects resistance to this antibiotic. 

CTX-M-62 and CTX-M52 show the change P170S, which contributes to 
efficiently hydrolyzing ceftazidime. Clade 2 has 21 enzymes with amino acid glycine 
126, compared with other CTX-M that have serine in this position, its presence in 
microorganisms confer resistance to cefotaxime. Clade 3 is formed by 12 enzymes, of 
which CTX-M 40, CTX-M 63 and CTX-M 8 are the most distant from clade 4. CTX-
M-40 confers to microorganism resistance to gentamicin and tobramycin but there is 
not enough information to correlate changes of sequence with those of susceptibility 
profile of microorganism that possess it. In this clade, leucine 122 is changed by 
phenylalanine, except for CTX-M 94, CTX-M 78, CTX-M 40, CTX-M 63 and CTX-
M 8 which have the change alanine by glycine in position 123. Clade 4 contains 43 
CTX-M with the most distant CTX-M-44, probed by alignment because it does not 
have amino acids R194 and N195.  All enzymes in this clade have changed A65 by 
G and A70 by P. Some authors affirm that resistance to ceftriaxone is due to leucine 
122, except for CTX-M-85 that has proline at this position, but it is not available 
information about microorganisms’ susceptibility or hydrolysis of antibiotic to 
correlate this change with ceftriaxone resistance. CTX-M 93, 121,27, 98, 102, 105 
and 16 change aspartate 242 by glycine, which increases hydrolytic activity against 
ceftazidime. CTX-M enzymes confer resistance to cefuroxime, cefotaxime and 
cefepime. 

4 Conclusions 

Available information on CTX-M and OXA enzymes is broad but scattered and it is 
mostly recorded in individual way. BLA.id system allows to systematize information 
in a dynamic way, trying to fill a void that currently exists as information about 
activity of beta-Lactamases is scattered and difficult to correlate. Multiple alignment 
generates information that allows to deduct punctual differences between different 
CTX-M and OXA. There is lack of information regarding their hydrolysis profile, or 
the susceptibility of microorganisms owing them; just some articles refer to enzymatic 
hydrolysis rate, which gives a higher reliability about enzymatic activity. In other 
publications minimal inhibitory concentration (MIC) is informed for a given 
microorganism which is less reliable information as activity against an antibiotic 
might be affected by other factors as simultaneous presence of other beta-Lactamase, 
efflux pumps, modifications in penicillin-binding proteins (PBP), among others. 
Given CTX-M and OXA diversity, their hydrolytic activity may be explained, in part, 
by amino acid sequence, but it is necessary to complement it with three-dimensional 
and functional information. 
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Abstract. Hepatitis C Virus (HCV) genome consists in a single strand RNA 
molecule that includes in its 5’-untranslated region (5’-UTR) a secondary (2D) 
structure, designated IRES (Internal Ribosome Entry Site), which has four 
structural domains (I-IV). Specifically domain III presents a regulatory element 
involved in RNA stability and translation efficiency, in a 2D structure-
dependent manner. Sequences from HCV genotype 1 isolated from Colombian 
Blood Donors and patients with Hepatocellular Carcinoma were analyzed for 
genetic variability (Bioedit v7.1.11) and RNA conformation (Assemble 2.0 ™ 
and Mfold v2.3). A total of 25 substitutions were observed between sequences, 
and some of them showed an effect in RNA 2D structure. Interestingly, most 
substitutions were located in Stems, altering the topology of IRES domain III 
with a high broad potential of biological impacts. The in silico analysis showed 
here reveals new substitutions located in important structural motifs, thus 
epidemiological and experimental studies will be necessary to confirm their 
biological and clinical implications. 

Keywords: HCV, IRES, RNA secondary structure, Assemble 2.0 ™, Mfold v2.3. 

1 Introduction 

Hepatitis C virus (HCV) is a member of the Flaviviridae family, which is considered 
one of the most important risk factor for Hepatocellular Carcinoma (HCC) 
development; it is estimated more than 170 million people infected for this agent [1]. 

HCV genome consists in a positive strand RNA molecule flanked for two 
untranslated region in 5’ and 3’- termini (5’UTR and 3’UTR, respectively). 5’UTR 
segment has been extensively used for genotyping studies in HCV but it is also a topic 
of interest because includes RNA secondary (2D) structures that play a critical role in 
translation of viral polyprotein. This function is essential for HCV replication and it is 
related to the conformational folding Stem-Loops called IRES (Internal Ribosome 
Entry Site), which is formed by four structural domains (I-IV). On this line, domain 
III has a particular importance derived of its interaction with 40S Ribosomal subunit 
and Eukaryotic Initiation Factor 3 (eIF3) recruiting before protein synthesis initiation 
[2], thus the study of HCV IRES structure by in silico analysis can contribute to 
understand the biological significance in RNA 2D alterations (Topology alterations) 
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and their possible roles in viral pathogenesis. Furthermore, in silico prediction 
approaches have been strengthened with the improvement of their algorithms and 
accuracy that allow a high correlation with molecular structures obtained through 
Nuclear Magnetic Nuclear and X-Ray Crystallography methodologies [3], becoming 
in a strong tool for studying sequence-structure-function relations in RNA molecules. 

At present, six genotypes have been described for HCV (1-6), with a broad and 
heterogeneous worldwide distribution. In the Americas and specifically in Colombia, 
HCV genotype 1 is the most prevalent; significantly, this genotype has been related 
with higher risk of HCC development and antiviral treatment resistance [4]. In this 
paper we analyzed HCV available sequences from Colombia and described the 
presence of nucleotide substitution in relation to IRES domain III structure by in 
silico approaches. Biological implications of these findings are discussed. 

2 Material and Methods 

Dataset and sequence analysis. Presence of substitutions were studied in 46 
sequences of the HCV 5’UTR (5’-termini), previously characterized in three 
genotyping studies developed in Colombia [5–7]. Sequences included in the present 
study corresponded to subtypes 1a (22) and 1b (24), previously determined in two 
different Blood Donor populations (Accession number on GanBank: GQ379738-69; 
AM69927-37) and patients with diagnosis of Hepatocellular Carcinoma (JF693486-
89). HCV 5’-termini analysis was limited only to HCV IRES domain III (119-302 and 
316-324), subdomains IIIa-IIe, because adjacent segments (domain I, domain II and 
IV) were partially incomplete in most of the dataset. Sequences were aligned using 
the ClustalW algorithm with 1000 repetitions for bootstrapping (Bioedit v7.1.11) [8], 
and substitutions were analyzed in comparison to prototype references in the 
alignment (Accession number: 1a-D29815 and 1b-D90208). Recombination events 
were also discarded by Bootscanning (SimPlot V3.5.1) [9], applying Neighbor Joining 
method and K2 as a substitution model, conducting the analysis on 120bp sliding 
windows with steps of 10bp, under strict consensus and 80% as a cut value for 
recombination point determination. 

Analysis of RNA secondary structure. HCV IRES domain III sequences were used 
to search for possible associations between Stem-Loops topology alterations and 
substitutions observed during multiple alignments. For RNA 2D analysis, two 
bioinformatics tools were selected according to their high values on Sensitivity (S) 
and Positive Predictability (PPV) values, previously determined using HCV IRES as 
a model [10]: Assemble 2.0 ™ and Mfold v2.3 Web-server platform; the former tool 
delegates prediction to RNAfold based on Minimum Free Energy (MFE) with the 
Nearest-Neighbor thermodynamic algorithm and the Maximizing Expected Accuracy 
(MEA) [11], while the latter platform implements folding at 37°C with ionic 
conditions in1M NaCl (non-divalent ions)based on Zuker and Turnerv method [12]; 
the core algorithm of Mfold v2.3 predicts a Minimum Free Energy (ΔG), as well as 
minimum free energies for folding that must contain any particular base pair [13]. 

3 Results 

Sequence analysis of HCV IRES domain III. Recombination analysis of HCV 5’-
termini sequences characterized in Colombia was performed using Simplot software 
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Fig. 2. Alignment of HCV IRES Domain III. Top and bottom panels are shown the alignment 
(Bioiedit) of subtypes 1a and 1b sequences isolated in Colombia, respectively. Upper numbers 
in each panel represents the nucleotide position in relation to each reference sequence; 
accession numbers of every sequence are also indicated on left side of the figure. Arrows 
indicates substitution localization; gray arrows are highlighting substitutions with report in 
previous studies. Although his figure only shows a portion of domain III (119-208nts) the 
following substitutions are presented for subtype 1a (a) A119C, C126U, C126Δ, G135A, 
U175C and A204C; for subtype 1b (b) A134G, G135U, A136C, A185G, C204U, and A205U. 

RNA secondary structure prediction. In silico structure of IRES Domain III was 
generated by Mfold v2.3 web server platform and Assemble 2™ program in order to 
relate the RNA sequence substitutions with 2D structure topology, either the stems or 
loops present in the assessed region. Although both bioinformatics tools have a high 
PPV and S values [10], Mfold was used for secondary RNA structure prediction and 
Assemble 2™ for modeling the output (figure 3), having into account that both 
programs generate similar structures, but Assemble 2™ has a friendly visualization 
interface. As observed in figure 3, predicted RNA 2D structures showed important 
mispairing sites affecting Stems I, II, III, V, VI and VIII. Interestingly, when IRES 
domain III topology was analyzed based on subtype identity, it was observed a 
clustering of substitutions in Stem III and II for subtype 1a and 1b, respectively. 

 

a. 
 

 
 
b. 
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Fig. 3. RNA 2D structure prediction of HCV IRES domain III. This analysis was conducted 
by Assemble 2 using nucleotides 119 to 324 of the references sequences, showing a 
representative secondary structure of IRES for subtype 1a (a.) and 1b (b). In the structures are 
indicated the subdomains IIIa-IIIe, the Stem (I-IX) and Loops (I-VII) conformation. Arrows 
highlight variable position on the IRES structure. Δ indicates a nucleotide deletion. The 
underlined substitution remark a position of stability stem increment, while italicized letter 
indicates mispairing. Asterik symbol designates a mismatch and gray letters indicate variable 
positions previously reported in others studies. Localization of variable positions in secondary 
structure of HCV IRES domain III Domains are numbered as described by Brown et al; and 
Honda et al [14,15]. 
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In this context, alterations in Stem I were related to C126Δ and 126U, affecting the 
original pairing 126C≡G324. In Stem II were located six substitutions: A134G was 
associated with stem stability alteration due to the resulting weak pairing of 
134G=U290, meanwhile G135U or G135A affected the structure due to the 
135U/A*C289 mispairing. Other substitutions were U287G or C289G, both incur in 
Stem II structure destabilization because 137G-U287 and 135G-C289 base-pairing 
were changed to G*G base-mismatching (137G*G287 and 135G*G289, 
respectively), and finally transversion G286U affected hydrogen bonds prediction by 
mispairing 138C*U286. In Stem III, G245A altered the structure due to mismatch 
148C*A245, and particularly two polymorphisms (C247U and U248C), which were 
observed simultaneously in ten sequences indicating a process of covariation that 
potentially could not cause a major effect on this structure; in the same way 
substitution at nucleotide 175 has beneficial effect on Stem V structure due to the 
formation of a higher stability base-pairing 175C≡G224, as a result of the transversion 
U to C. For Stem VI, A185G mutation altered the non-canonical pairing 185G=U212 
while C209Δ disrupted 188G≡C209, impacting the topology of domain IIIb. 
Furthermore G271C affected the structure due to the mispairing 262U*C271 and 
G273A had a negative influence generating the non-pairing 260A*A273 in the  
Stem VIII. 

Otherwise, nine substitutions were located in domain III Loop structures; briefly, 
transversions A119C and A136C in the internal Loop of Stem II. In the Loop III the 
A204C, C204U and A205U mutations were found, while A243G was located on  
the asymmetric Bulge in the Stem III; substitutions G258U, G283A and G268Δ in the 
subdomain IIId. As a general observation, all substitutions located in domain III loops 
structures did not have any structural effect because additional pairings or mispairing 
were not observed, however some substitutions have been previously implicated in 
biological alterations in terms of primary sequence. 

4 Discussion 

Sequences derived of HCV genotyping studies in Colombian Blood Donors and HCC 
patients were included in the present study to assess the presence of substitutions and 
their association with alteration in HCV IRES Domain III structure, which is one of 
the most important Stem-Loops configurations involved in HCV protein translation. 
When primary sequences of subtype 1a and 1b were aligned, 25 substitutions on the 
IRES domains IIIa-e were observed, despite that 5’UTR is highly stable genetic 
region used for HCV detection and genotyping, where mutations are generally 
compensatory, preserving the base-pairing pattern in order to conserve structural 
properties related to translation efficiency [16, 17]. However, in this in silico analysis 
we could observe that not all substitutions conserved the base-pairing on Stems; 
indeed some of them implicate alterations in translational activity IRES-dependent. 

Among substitutions observed, 17 were localized in Stem structures, and 9 in 
Loops. For the case of substitutions located on Stems, three mutations presented 
available experimental data; specifically transition A185G in Stem VI has been 
related with activity translation decreasing in more than 70%, while the 
polymorphism G245A (Stem III) has shown a marginal effect on translation (95.8%) 
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[18]; in these in vitro studies, IRES activity was assessed by functional luciferase 
reporter assay [18, 19]. In contrast, A136C has demonstrated a translational activity 
similar to wild type [20]. 

For Loops structure, three variable positions were previously reported in 
experimental studies. The insertion 126U that simultaneously involved transversion 
A119C, presented a 5-fold increase of translational activity [21]. Additionally, C204U 
localized on Loop III, were reported by Barría et al. as a mutation that did not have 
effect on proteins synthesis in comparison to the reference subtype 1b [22]. 

As shown in figure 3a, among deletions the G268Δ was found. Although this 
substitution was present in only one sequence of subtype 1a, G268Δ has a deleterious 
effect according to experimental analysis. Indeed, this deletion localized in the third 
position of the conserved triplet GGG in the loop VIII (subdomain IIId), affects an 
essential element for translational IRES activity in all HCV genotypes, as well as 
others Flaviviridae-members family, such as Pestiviruses and Pegiviruses [23, 24]. In 
other study, Romero-López et al. indicated that this triplet is required for long-range 
RNA–RNA interaction between the 5′ and 3′ ends of the HCV genome, and mutants 
harboring substitutions in the apical loop of domain IIId are capable of disrupting this 
complex, indicating that these regions are essential in the kissing interaction  
initiation [25]. 

Previous studies have described that HCV IRES structural domain III contains 
three crucial Stem-Loops structures (subdomains IIIc, IIId, and IIIe), which contribute 
to the high affinity interaction with the 40S ribosomal subunit, indispensable for viral 
polyprotein translation [2]. In this context, eight substitutions observed here are 
located in the basal domain IIId, specifically A134G, G135A/U, G271C, G273A, 
G286U, U287G and C289G, however in most cases there were not experimental 
evidence to support their biological implications. How these mutations could 
implicate alterations in viral replication and fitness, further experimental and clinical 
studies will be necessary to confirm their relevance. 

5 Conclusions 

In silico analysis conducted by Mfold v2.3 and Assemble 2™ allows to determine 
substitutions in HCV sequences from Colombia with biological implications 
associated to RNA 2D structure alteration. There were differences in substitutions per 
each HCV subtype in relation to their classification (Transition/Transversion), 
number and structural localization. 
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Abstract. Nowadays a widely production and low cost of sequencing has  
allowed the extension of metagenomics in order to explore the genomic infor-
mation from diverse environments. This offers the opportunity to examine new 
approaches for sequence binning and functional assignment. Driving of meta-
genomic studies using high throughput sequencing, usually follows the same 
pipeline used to analyze single genomes: sequence assembling, gene prediction, 
functional annotation and phylogenetic classification of reads, contigs or scaf-
folds, nevertheless, the accuracy of this approach is limited by the length of the 
reads or resulting contigs.  

In Silico Hybridization System is an approach of functional and taxonomical 
assignment. It has default assignment at gender taxonomic level binning. This 
tool works with two general pipelines: Probes Creator (CrSo), ordered to design 
DNA probes (fingerprints) to gender taxonomic level and Sequential In silico 
Hybridator (HISS) which use the probes to make the hybridization with the 
community reads. 

This bioinformatics tool allows characterization of the microbial metabolism 
in charge of biogeochemical cycles, tracking their key stages using debugged 
reference information. This strategy resulted in an increasing of binning accura-
cy.  The simulated and real scenarios were better described using one probe 
and selection threshold fitted to a logarithmic distribution, with mean sensitivity 
of 85% and mean specificity of 83%. 

Keywords: Metagenomics, binning, metatranscriptomics, soil, nitrogen,  
phosphorus, biogeochemical cycles. 

1 Introduction 

High-throughput sequencing (HTS) technologies currently have offered an unprece-
dented opportunity to examine the microbial ecology on a wide scale by three general 
approaches: 1) 18S/16S ADNr, fast and effective way to characterize communities 
structure [10, 23]; 2) Whole genomic sequencing (metagenomics), this approach is 
able to deal with the structure of communities along with the functional potential of 
them [12, 26] and 3) Whole transcriptome sequencing (metatranscriptomics), in order 
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to examine the gene potential and metabolic capabilities of the microbial communities 
under certain conditions [17, 27]. Metagenomic analysis follows a relative similar 
pipeline as working with a single organism: sequence assembling, gene prediction, 
functional annotation and phylogenetic classification (binning) of reads, contigs or 
scaffolds [15]. Nevertheless, the metagenomic assembling approach has had not so 
good result so far [16]. In the binning process we attempted phylotyping the se-
quences through composition-based or similarity-based strategies.  

The composition-based strategy extracts information related with GC content [7], 
codon usage [19] or k-mer frequency [22] from the metagenome sequences and com-
pares them with features calculated of reference sequences with known taxonomic 
origin. This strategy allowing achieves optimal assignments to sequence length larger 
than 800bp. 

On the other hand, the similarity-based strategy relies on homology information 
obtained by database searches. The databases could contain nucleotide sequences (i.e. 
complete genome) or protein sequences with known taxonomic origin. However, 
commonly the bioinformatics tools use protein sequences as reference for metage-
nomic analysis, since protein sequences are more conserved than nucleotide se-
quences, they are better suited for detection of remote homologies in order to explore 
an ecosystem which mainly consists of uncultured microorganisms [2]. But, the usage 
of protein sequences as reference has the disadvantage that the metagenomic DNA 
fragments have to be translated into all six reading frames, which increases computa-
tion time of the homology search. This strategy can be sub-divided in two general 
methods: those to use Hidden Markov Models (HMM) [5] or  BLAST-based [1] 
homology searches.  

Despite of all the efforts, these bioinformatics tools have not achieved both the ef-
ficiency and accuracy level required by current metagenomics high-complexity data 
sets because of computational limitations, unable good accurate assignments for short 
DNA fragments (<400bp). Therefore, we present a new strategy to evaluate the tax-
onomic and functional features of soil microbial communities, an integrated approach 
that combines bioinformatic algorithms to probe (fingerprint) design (CrSo) from 
debugged coding gene sequences database and in silico hybridization (HISS), that 
allows to characterize the soil biogeochemical metabolism. Finally we discuss initial 
experimental results, which help evaluate our both fingerprint specificity and hybridi-
zation selection criteria. 

2 Implementation 

A specialized bibliographic review allowed identifying the metabolic processes, sub-
processes and the reactions that compose them, in charge of Nitrogen and Phosphorus 
biogeochemical cycles. In order to distinguish microbial communities, the enzyme 
gene markers selected were not housekeeping genes, but them were differentially 
distributed in microbial communities. A PHP script was developed to retrieve the 
nucleotide, protein sequence and taxonomy identification via SOAP protocol (Simple 
Object Access Protocol) on EMBL -EBI database, this information was storage in 
local database named as SPH. 
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2.1 Probe Design 

CrSo has been split the probe design problem in three general steps, however, these 
are not independent at all and indeed the input parameters in the first step have logical 
relationship with second and third step criteria. The first step reduces the redundancy 
of input information by clustering in an attempt to bring together DNA sequences of 
the same biological sequence, then extracting the consensus sequence. The second 
step, a probe design phase extracts from candidate consensus sequences only those 
subsequences that satisfy the experimental specificity conditions. In the third step a 
probe denoising process is executed, creating clusters with DNA probes to select just 
the singletons.  

Step 1: Redundancy reduction. We start with large enzyme CDSs information allo-
cated in SPH. However, this database presented two features: 1) several sequences 
covering the same biological sequence, and 2) sequence fragments of one biological 
sequence are globally alignable, so, it will be impractical testing each sequence from 
database for probe design because it will result in repeated probes. For this, we ex-
ploit the sequence similarities, clustering them, in order to estimate a biological se-
quence from consensus sequence derived from a multiple alignment using UCLUST 
[6]. But, clustering configuration depends on homology features of the target genes, 
so that we determine the level of taxonomic resolution of these functional genes. The 
gene sequences were grouped according to their taxonomic classification and aligned, 
later the sequence similarities were calculated with p-distance model using  
MEGA 5 [24]. 

Step 2: Probe design. At this stage we established a set of constraints to extract 
probes from candidate sequences. We have selected a probe design tool, OligoWiz 2.0 
[28], that implements a complex score model to select the best probe. This model 
allows specificity constraints like: minimum homology, minimum length of homolo-
gy stretch, maximum similarity, probes length and database. Probes satisfying these 
constraints are extracted and passed to the next step. 

Step 3: Probe denoising. In this step, all probe set candidate are clustered [6] as a 
filter process to discard duplicates or close related ones, selecting just the singleton 
clusters for the hybridization process. 

2.2 In silico Hibridization 

The hybridization process follows a general rule: each read aligned significantly with 
a probe, should be considered originating or homology of the enzyme gene that probe 
represents, therefore HISS performs a nucleotide BLAST search for each probe 
against HTS reads database, and reads with non-significant alignments with target 
probes were not taken into account. 

Due to the limitations of in silico hybridization models that determine which DNA 
alignments are significant, HISS examines alignment features to determine homology 
relationship between probe and reads. As the probes are designed to identify multiple 
target genes we have to consider multiple criteria to determine a homology selection 
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threshold, such as overall sequence identity, contiguous matches, mismatches, gaps 
and alignment length [13]. Analytically HISS incorporate a threshold selection func-
tion generated from series of continuous matches thresholds Xi with i mismatches. 
From basis on empirical threshold [14], we define 21 to X0, the longest stretch of 
contiguous matches between a probe and metagenomic sequence, the following thre-
sholds were calculated such as Xi = X0 + W(i). Where W is BLAST input parameter, 
termed word size, involved in BLAST heuristic approach. In blastn program used for 
BLAST searches the default value of W is 11 and the smallest value is 7. Because 
every BLAST result has to include an exact match of length W, it becomes a bound 
on values of specificity thresholds, therefore, in order to increase the sensitivity of 
HISS, it implements a default W value of 7 [29]. 

3 Results 

The entire pipeline was implemented on a HPC environment at Bioinformatics Center 
server of Biotechnology Institute of Universidad Nacional de Colombia, the cluster 
consists of 10 X 2.8 GHz Quad Core processors, running with SUSE10 with 32 GB of 
shared memory. The computational time of the algorithm depends on the number of 
probes and metagenomic sequences for the hybridization, hence the computational 
time of processing is directly dependent on the speedup achieved by BLAST, so the 
execution of HISS could be improved by using parallel versions of BLAST like 
mpiBLAST [4] or pioBLAST [9]. 

The SPH database, lodge 33536 sequences for Nitrogen cycle, associated with 39 
reactions of nitrogen fixation, nitrification, mineralization, assimilation and denitrifi-
cation process, and 13883 sequences for Phosphorus cycle, associated with 34 reac-
tions of mineralization process of phosphomonoesters, phosphodiesteres and inositol 
phosphates. 

The taxonomic resolution suggests a high variability, and confirms that amoA gene 
is a species specific marker but not higher taxonomical levels, furthermore, we found 
that species of the same gender clustering at an identity mean of 82% and 73% for 
genders of the same family (Table 1). Therefore, for the first stage of CrSo, the re-
dundancy parameter was settled to 82% of identity to clustering, in order to make 
gender lever bins. The probes were designed with 75% of identity for minimum ho-
mology, 30 of minimum length of holomoly stretch [14], 83% of identity for maxi-
mum homology, probes length of 100bp and local database named as ProEnvFun 
compounded by EMBL sequences from Prokaryotes, Environmentals and Fungy 
groups to calculate cross hybridization (deeper information in [28]). The denoising 
was configured with 82 % of identity clustering. 

CrSo triggers five sets of three best probes according to their length (25bp, 40bp, 
60bp, 80bp and 100bp) that were evaluated with simulated metagenomes made with 
Grinder [3]. Ten Illumina sequencing metagenomes were simulated mimic to a low 
complexity community [25], 20 soil representatives genomes were selected from 
NCBI RefSeq. With the best probes we fitted the selection HISS parameters, that 
were started as linear function traced using a series of thresholds X0, X1, X2, X3, X4 
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and X5, analytically calculated, such as: 21, 28, 35, 42, 49 and 56 respectively. How-
ever we acquire better results with a logarithmic function (y = 9.9581ln(x) – 32.067), 
achieving a mean sensitivity of 85% and mean specificity of 83% for all five length 
sets of probes (The sensitivity was evaluated as the ratio of true positives and all Blast 
hits. The specificity was calculated as the ratio of true positives and the value of true 
positives plus false positives).  

Table 1. Taxonomic resolution of functional genes. Data show the mean (±sd) of similarity 
values of the gene groups at different phylogenetic levels. N.A. not applicable 

 
 

 

Fig. 1. Comparison of community characterization of different probe sets. We use an ACP to 
represent the synthetic metagenome INSET (U) as a dot and comparing with probe length and 
number of probes for gene descriptors. 

 



342 G.G. Torres-Estupiñan and E. Barreto-Hernández 

 

The effect of multiple probes for gene was evaluated in order to figuring out the 
community structure. The ACP result suggests that the better way of characterize the 
community is with one probe of 100bp, 80bp or 60bp in length (Fig. 1), and there is 
not evidence to determine which is the best. With 100bp probes, we performed an 
evaluation of probes usage strategy against full-length gene to mapping the communi-
ty. The full-length gene approach consider BLAST results with bitscore bigger than 
55 and 100bp alignment length to assign reads [11]. The results suggest that using 
full-length genes overestimates the number of genes in the community (Fig. 2), simi-
lar scenery have been reported [8]. 

 

 

Fig. 2. Number of reads assigned with HISS one 100bp probe set and full-length gene mapping. 
INSET represents the expecting gen number. Full-lenth gene BLAST hits are represented 10 
times less for representation simplicity. Error 5%. 

There were generated two metagenomes at 1:5 information ratio (Lib1X and 
Lib5X) for evaluating sensitivity of HISS. We tracked denitrification process by cha-
racterizing the community gene abundance. HISS estimates the genes number close to 
the expected value, with a mean of 4 (stdev. 1.5 and mode of 4.3) times greater in 
Lib5X against Lib1X. 

 

 

Fig. 3. Denitrification genes with different abundances detected in the metagenome and the 
metatranscriptome 

Real Scenario. It was explored the functionality of HISS over real soil community 
sequences collected from potato (Solanum phrueja) crop, located in Cundinamarca 
department - Colombia. The system detects denitrification genes in metagenome and 
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some of these were confirmed on metatranscriptome but with different abundances 
(Fig. 3). HISS founds a high richness of functional genes associated to denitrification 
process of different genders, however just few were expressed. That was expected, 
since the ecosystem functional richness possesses an independent dynamics regarding 
to functional homogeny, nevertheless there is a close relationship with taxonomical 
diversity, such as taxa richness and abundance [18].  

4 Discussion 

CrSo probes and HISS detection system were developed for gene detection in short 
reads, they provide a versatile method to predict functional genes in soil metagenomes 
using probes. The number of probes for gene is critical to characterize them in the 
samples; the results exhibit a better characterization with one probe for gene. It is due 
to the hard task of retrieve multiple subsequences from the gene with low cross hybri-
dization with no overlapping.  

The HISS selection function is stringent enough to predict gene fragments of at 
least 21bp at a gender taxonomic level. In contrast to other approaches that are able to 
assign as short as 60bp [20].  CrSo and HISS have showed a high gene abundance 
sensitivity using simulated metagenomic data sets, in contrast to similarity-based 
binning approaches that have indicated that a significant amount of reads get unclassi-
fied or even misclassified [8, 11].  

In the current study, a novel functional gene assignation with gender taxonomical 
level has been devised that attempts to characterize soil metagenomes according to its 
functional groups. The evaluation of real samples suggests that it is possible to track 
the behavior of soil community in order to develop comparable functional and meta-
bolic pathway profiles of communities.  

This work has calculate the similarity of Nitrogen and Phosphorus functional genes 
at different phylogenetic levels, it confirms amoA gene as specie-specific marker 
[21], however its behavior differs at higher taxonomical levels. 
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Abstract. Due to the interest of increasing the national oil production in 
Colombia, seawater exploration it is a real option. During well production, 
drilling fluids are used to support drilling boreholes into the earth or sea 
platform. Water-based drilling fluid (WBF) can be composed of several 
materials as clay, barite, emulsifier additives and metal ions. Although there are 
studies that evaluate mid and long-term effects to exposure to this fluids there is 
no way to monitor any potential effect on seawater organisms. Hydractinia 
symbiolongicarpus was used to evaluate the effect of WBF exposure in order to 
identify possible biomarkers that may aid to monitor seawater organism’s 
health and prevent any ecosystem disruption. Hydractinia was exposed to WBF 
and 30 Up-Regulated spot proteins were determined by 2D-DIGE. All spots 
proteins were identified by mass spectrometry using MASCOT and X! Tandem 
search engine. Glutathione-S-transferase and peroxiredoxin VI were recognized 
and proposed as possible biomarker since they are related to cell detoxification 
and redox homeostasis, respectively. 

Keywords: Mass spectrometry, Hydractinia, Drilling fluids, biomarkers. 

1 Introduction 

Colombia is ranked 28th in the world as crude producer with close to a million barrels 
per day annually. With the goal of increasing the total national oil production, 
exploration the seawater platform has became a real option. Seawater exploration 
involves offshore platforms, which would support the excavation machinery to drill 
boreholes. The adequate well production depends on using drilling fluids that 
contribute to the hydrostatic pressure, cooling the system and cleaning during the 
excavation process from drill cuttings. Those fluids are mainly composed by clay, 
polymers, barite (BaSO4), several metal ions and emulsifier additives [1, 2]. 

Toxicological evaluation of drilling fluids has been done in few marine organisms. 
In Artemia salina and the diatoms Pheadactylum, it has shown a variable lethality [3], 
whereas in stony corals such as Montastrea annularis it reduces the growth rate [4], 
produces retraction of polyps and in some cases cause the organism’s death [5]. 
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Although these studies have evaluated the effects of mid and long-term exposure to  
drilling fluids, little is known about the acute effects of these pollutants on the cellular 
physiology of marine organisms. Evaluation of drilling fluids exposure result in a 
general idea of how some organism responds to those xenobiotic fluids in a long 
period of time. However this is not an alternative right now, it is vital to monitor any 
potential effect in seawater organisms that could damage ecosystem homeostasis. 
Here we identified proteins differentially expressed as a consequence of an acute 
exposure to drilling fluids in the cnidarian model Hydractinia symbiolongicarpus 
(Cnidaria: Hydrozoa). 

Environmental stress factors affect physiological and immunology functions of 
several seawater invertebrates and chemical pollutants like this present in drilling 
fluids. Thus, components as heavy metals and aromatic hydrocarbons could be 
modifying their immunocompetence and survival, affecting the ecosystem. In 
particular, cnidarian organisms are very susceptible to any physical o chemical 
change, for example, in Acropora grandis changes only in temperature generate 
altered expression of some conserved proteins as Hsp70 and heme-oxygenases [6]. 
Those proteins are conserved across species, so cnidarians, as basal organisms, may 
share many genetic elements with other phyla. In that way those conserved proteins 
could be used to deduce the physiological effect in other organisms [7]. H. 
symbiolongicarpus is a seawater cnidarian organism, which could be used in order to 
determine any possible effect generated by drilling fluids and to extrapolate to other 
organisms since it is the only seawater cultivable cnidarian. It is a dioicus colonial 
organism that lives on the hermit crab shells of Littorina gastropods species in the US 
east cost [8]. 

Colombia is becoming an important crude oil productive country and as part of a 
national legacy, local government is venturing in offshore exploration. In order to 
make this venture sustainable, an initiative to determine possible toxicity by drilling 
fluids would be assessed by proteomic identification. The main goal is to identify 
possible acute toxicity gene biomarkers in H. symbiolongicarpus, using 2D-DIGE and 
MALDITOF/MSMS to recognize differentially expressed proteins. Certainly, it will 
be necessary to determine the exact genes that code these proteins by transcriptome 
analyses qPCR. 

2 Materials and Methods 

2.1 Animal Cultures and Water-Based Drilling Fluid Preparation  

A wild type H. symbiolongicarpus colony (HWB-29) was collected from Woods Hole 
(Massachusetts, USA) in 2009, cultured in artificial seawater at 20˚C and fed three 
times week with Artemia salina nauplii. The water-based drilling fluids were prepared 
by mixing a 500 ml sample of mud with artificial seawater (distilled water) in a 
volumetric mud-to-water ratio of 1:9. The suspended particulate phase (SPP) was 
decanted into a container and a solution of 50% v/v SPP (1:1 seawater:mud) was used 
for the exposure. 
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2.2 Exposure and Protein Extraction 

Colonies were incubated in 50% v/v SPP for 1.5 h and sampled 0, 3, 6, 12, 24, 48 
hours post-exposure (hpe). Control subclones were sampled at the end of the 
experiment, 48 hours. Samples were immersed in 15 ml buffer containing 30 mM 
Tris-HCl pH 8.8, 7 M urea, 2 M thiourea, 4% CHAPS and 1X protease inhibitor 
cocktail (cOmplete ULTRA Tablets, Mini EDTA-free, ROCHE) and stored at -80˚C. 
Tissue was later lysed with a glass tissue grinder and by pipetting at 4˚C. Then, the 
homogenates were centrifuged for 30 minutes at 6000 g at 4˚C and the supernatants 
were collected. Cold phenol was added to the supernatants in a 1:1 proportion, mixed 
by vortex, and submerged in hot water 70˚C for ten minutes. The samples were then 
place on ice for 5 minutes and centrifuged for 30 minutes at 6000 g. After the organic 
phase was collected, a solution of 3:1 of ice-cold acetone:methanol was added and the 
mix was stored at -80˚C overnight. Total protein was precipitated by centrifugation 
for one hour at 13 000 g and the pellet was washed with the same solution once. 

2.3 2D-DIGE Mass Spectrometry 

To identify proteins differentially expressed in Hydractinia pellets were run on 2D-
DIGE (3-10 pH range, 12% v/v acrylamide), procedure performed by Applied 
Biomics (Hayward, CA, USA). 30 ug of each sample and the control sample were 
labeled with cyanine dyes, Cy5 and Cy3 (GE Healthcare) respectively, and the same 
amount of a pooled standard, which contained equal amounts of control and post-
exposure samples, was labeled with Cy2. The standard was used to normalize the Cy3 
and Cy5 samples. All three labeled samples were combined and solubilized in a 
buffer containing 8 M urea, 4% CHAPS, 20 mg/ml DTT, 2% pharmyltes and 
bromophenol blue. The immobilized pH gradient strips (pH 3-10, linear range 18 cm) 
were rehydrated overnight with destreak rehydration buffer which contained 7 M 
urea, 2 M thiourea, 4% CHAPS, 20 mg/ml DTT, 1% pharmalytes and bromophenol 
blue. For isoelectric focusing, the manufacturer’s protocol was followed (GE 
Healthcare). Then, the IPG strips were equilibrated in buffer 1 (50 mM Tris-HCl pH 
8.8, 6 M urea, 10mg/ml DTT, 2% SDS, 30% glycerol and a trace of bromopehol 
blue), later they were rinsed in equilibration buffer 2 (same as buffer 1 but 45 mg/ml 
iodoacetamide instead). The strips were then rinsed in SDS-gel running buffer before 
they were transferred into gradient SDS-gel (12% acrylamyde). Image scans were 
performed immediately using Typoon TRIO (GE Healthcare) according to 
manufacturer’s recommendations. The images of Cy2-, Cy3- and Cy5- labeled 
samples, were acquired by using excitation/emission values of 488/520, 523/580 and 
633/670 nm, respectively. The scanned images were analyzed by ImageQuantTL 
software (GE-Healthcare). The normalization of each spot amount and determination 
of spots size, abundance and statistics for the samples were performed using data 
analysis software DeCyder software version 6.5 (GE-Healthcare). The differentially 
expressed spots were detected by using the internal standard for normalization and 
then, matching the same spot across the gels. Proteins from post-exposure samples 
that showed increases compared to the control were selected for further mass 
spectrometry. The differentially expressed proteins or spots were subjected of mass 
spectrometry using MALDI-TOF/MS analysis performed by Applied Biomics 
(Hayward, CA, USA). 
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2.4 Protein Identification 

The mass spectra of selected Up-Regulated proteins were analyzed in MascotDetiller 
version 2.4.3.3 evaluation software (Matix Science). The spectra were identified against a 
costumed database of predicted proteins from the H. symbiolongicarpus transcriptome 
(unpublished data). The protein database was modified with DBToolkit [9] and peptide 
matching was performed with two different approaches: searching with MASCOT by 
Applied Biomics (Hayward, CA, USA) and with X! Tandem [10]. Both cases with fixed 
carbamidomethylation of cysteine and variable oxidation of methionine residue. Then, 
the identified Up-Regulated proteins of H. symbiolongicarpus by X! Tandem were 
aligned against the non-redundant protein and nucleotide NCBI database in order to 
predict their function using BLASTp algorithm [11]. 

3 Results 

3.1 Differentially Expressed Proteins 

Protein samples were run on nine different 2D-DIGEs and each sample was run at 
least twice as is show in Table 1. The scanned image and statistical analysis with 
DeCyder detected and differentially quantified protein spots in the scanned images 
after matching, quantitation and statistical analysis across gels, and provided the 
average ratio of the spot relative abundance of hpe-samples/control-sample. A total of 
109 spots were detected, where 56 were always Up-Regulated, 24 were always 
Down-Regulated and 29 showed variable protein expression. 30 Up-Regulated 
protein spots were selected for identification using mass spectrometry by MALDI-
TOF MS/MS. 

Table 1. Experimental design for 2D-DIGE differential profile 

Gels 
Labeled samples 

Gels 
Labeled samples 

Gels 
Labeled samples 

Cy2 Cy3 Cy5 Cy2 Cy3 Cy5 Cy2 Cy3 Cy5 
1 ST C 0 hpe 4 ST C 12 hpe 7 ST 0 hpe 3 hpe 
2 ST C 3 hpe 5 ST C 24 hpe 8 ST 6 hpe 12 hpe 
3 ST C 6 hpe 6 ST C 48 hpe 9 ST 24 hpe 48 hpe 

Cy2-, Cy3-, Cy-5:  Cyanine dyes corresponding to each sample. ST: pooled of all 
samples, including control. C: Control sample. 0-48 hpe: Post-exposure samples. 

3.2 Peptide Identification 

The peptide identification of those 30 proteins was carried out following two main 
approaches. The first approach involved searching the non-redundant database using 
MASCOT (Matrix Science) search engine, performed by Applied Biomics (Hayward, 
CA, USA) and showed homologous sequences identified in other organisms. In order 
to confirm the sequence identity in Hydractinia symbiolongicarpus, the second 
approach involved the use of a custom database to determine the exact sequence  
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Fig. 1. Protein spot fold change of each differential Up-Regulated protein spot compared to the 
control 

with X! Tandem [10]. Translating RNA sequences from a RNA-seq previous 
procedure generated this custom database. Proteins identified with each procedure are 
shown in Table 2 and 3. 

Searching with MASCOT resulted in the homologous identification of all 30 
proteins, whereas X! Tandem only identified 21 spot proteins as it is showed in table 
2 and 3. Thought it is not possible to relate directly each MASCOT result with the 
correct sequence in Hydractinia, it is plausible to match peptide mass fingerprinting 
with related proteins in the closest organisms [12, 13]. From the 30 spots identified, 
22 belong to Cnidarian organisms and 8 to other species. Even though 8 identified 
sequences did not belong to the Cnidarian phylum (18, 42, 48, 52, 58, 63, 80 and 95 
spots), they would be useful for functional prediction (Table 2). 

The proteins identified by X! Tandem [10] were used for database searching with 
BLASTp [14, 15] against the NCBI non-redundant database in order to predict their  
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Table 2. Homologous protein identified by mass spectra with MASCOT (MatrixScience) 

Spot  
number 

              Top Ranked Protein Name [Species]   Access ion No.  
 Protein 

MW  
 Pep.  

Count  
 Protein 

Sco re    

 Protein 
Score 
C.I.%  

 Total 
Ion 

Score  

 Total 
Ion 

C.I.%  

7 Phospholipase A2 OS=Urticina crassicornis PE=1 SV=1 PA2_URTCR 17,308 2 22  0 14 96 

8 Leucine-rich repeat protein soc-2 homolog OS=Nematostella vectensis GN=v1g189306 PE=3 SV=1 SHOC2_NEMVE 64,199 3 22  0 21 99 

18 PREDICTED: gelsolin-like protein 2-like [Strongylocentrotus purpuratus] gi|115891 439 41,202 1 129 100 129 100 

22 PREDICTED: similar to Actin, non-muscle 6.2 [Hydra magnipapillata] gi|221122 242 41,770 12 514 100 427 100 

25 
Probable tRNA threonylcarbamoyladenosine biosynthes is protein osgep OS=Nematostella vectensis 
GN=os 

OSGEP_NEMVE
36,964 2 15  0 15 96 

29 
Tropomyosin-2  OS=Podocoryne carnea GN=TPM2 TPM2_PODCA 29,044 4 18  0  8 84 

36 PREDICTED: similar to 14-3-3 protein B [Hydra magnipapillata] gi|221116 303 28,081 4 246 100 235 100 

41 
Lipoyl synthase, mitochondrial OS=Nematostella vectensis GN=v1g22 5637 PE=3 SV=1 LIAS_NEMVE 33,111 2 16  0 11 94 

42 alanyl-tRNA synthetase [Arthrospira maxima CS-328] gi|209523 613 96,284 6 67  0 57 95 

45 peroxiredoxin VI [Laternula elliptica] gi|190360 997 25,741 8 126 100 85 100 

46 peroxiredoxin VI [Laternula elliptica] gi|190360 997 25,741 7 113 100 79 100 

47 peroxiredoxin VI [Laternula elliptica] gi|190360 997 25,741 5 83 96 64 99 

48 3-hydroxyacyl-CoA dehydrogenase [Cupriavidus taiwanensis LMG 19424] gi|194291 333 25,757 5 114 100 92 100 

49 Mitrocomin OS=Mitrocoma cellularia GN=MI17 PE=2 SV=1 MYTR_MITCE 22,700 3 23  0 14 96 

52 chaperonin subunit gamma CCTgamma [Trichomonas vaginalis G3] gi|123448 445 60,625 11 84 97     

55 Branched-chain-amino-acid  aminotransferase OS=Nematostella vectensis GN=v1g246094 PE=3 SV=1 BCAT_NEMVE 45,629 3 26  2 19 99 

58 
PREDICTED: keratin, typ e I cytoskeletal 10 isoform 3 [Pan troglodytes] gi|114667 511 58,244 15 207 100 128 100 

61 Dynactin subunit 6 OS=Nematostella vectensis GN=dctn6 PE=3 SV=1 DCTN6_NEMVE 20,141 2 21  0 14 96 

62 Branched-chain-amino-acid  aminotransferase OS=Nematostella vectensis GN=v1g246094 PE=3 SV=1 BCAT_NEMVE 45,629 5 36 91 27 100 

63 PREDICTED: neurocalcin homolog [Nasonia vitripennis] gi|156538 104 21984.8 5 158 100 135 100 

78 Annexin-B12 OS=Hydra vulgaris  GN=ANXB12 PE=1 SV=1 ANX12_HYDVU 35,087 4 25  0 13 94 

80 hypothetical protein GC WU000342_00030 [Shuttleworthia satelles DSM 14600 ] gi|229827 982 70,466 5 68  0 58 96 

81 Elongation factor Ts, mitochondrial OS=Nematostella vectensis GN=v1 g21 56 04 PE=3  SV=1 EFTS_NEMVE 31,881 9 44 98     

93 Luciferin-binding protein OS=Renilla reniformis PE=1 LBP_RENRE 20,527 3 29 51 19 98 

94 Heat shock 70 kDa protein OS=Hydra vulgaris GN=HSP7 0.1 PE=3  SV=1 HSP70 _HYDVU 71,424 4 18  0 10 93 

95 
unnamed protein product [Ostreococcus tauri] gi|308812 722 58,288 3 64  0 58 97 

97 Dynactin subunit 6 OS=Nematostella vectensis GN=dctn6 PE=3 SV=1 DCTN6_NEMVE 20,141 2 24  0 18 98 

99 
Costars family protein v1g158749 OS=Nematostella vectensis GN=v1 g158 749 PE=3 SV=1 COSA_NEMVE 9,345 1 98 100 93 100 

101 Toxin CqTX-A OS=Chiropsalmus quadrigatus PE=2 SV=1 CTXA_CHIQU 51,769 5 21  0 10 91 

103  Dynactin  subunit 6 OS=Nematostella vectens is    DCTN6_NEMVE  20,141 3 18 0 6 85  

Table 3. Homologous proteins identified by BLASTP in Cnidarians database, using X!Tandem 
predicted sequences from Hydractinia protein database 

Spot 
n umber  

 Proteins  iden tified by BLASTP    Accessio n Number  Score e-valu e 

7 - - - -  

8 - - - -  

18  - - - -  

22  
non-muscle actin II [Hydractin ia echin ata] ADR10434.1 785.0 0 .0E+00 

pred ic ted  p ro tein [Nematostella vecten sis ] XP_001639332. 1 353.0 2.0E-116 

25  PREDICTED: D-arabinitol dehydrogenase 1-like [Hyd ra magnipapillata] XP_002164947. 1 311.0 2.0E-102 

29  PREDICTED: tropo myosin-1-like isoform 1 [Hydra m agn ip ap illata] XP_002165211. 1 278.0 2.0E-90 

36  
PREDICTED: 14-3-3 protein zeta-like [Hydra magnipapillata] XP_002161942. 1 349.0 3.0E-118 

14-3-3 p ro tein A [Hydra vulgaris] AAN87349.1 349.0 3.0E-118 

41  
PREDICTED: Williams-Beuren syndrom e chromo somal region 27 protein-like isoform 2 [Strongyloc entrotus  purpuratus ] XP_781570.1 93.6 4.0E-20 

42  

45  
PREDICTED: glu tathione S-transferas e-like [Hydra magnipapillata] XP_002158301. 1 129.0 2.0E-34 

PREDICTED: peroxiredoxin -6-like [Hydra m agnip ap illata] XP_002170014. 2 352.0 4.0E-120 46  

47  

48  
pred ic ted  p ro tein [Nematostella vecten sis ] XP_001636473. 1 351.0 3.0E-119 

PREDICTED: 3-hydroxyacyl-C oA d eh ydrogenase type-2-like [Am phim edon queenslandica] XP_003385670. 1 317.0 1.0E-105 

49  PREDICTED: uncharacterized protein  L OC100 207073 [Hydra m agnipapillata]  XP_002166352. 1 70.5 1.0E-12 

52  
proteasom e subunit beta type-2 [Ictalurus pu nctatu s] NP_001188165 .1 241.0 1.0E-77 

pred ic ted  p ro tein [Nematostella vecten sis ] XP_001624954. 1 240.0 2.0E-77 

55  PREDICTED: glu tathione S-transferas e-like [Hydra magnipapillata] XP_002158301. 1 175.0 3.0E-51 

58  PREDICTED: uncharacterized protein  L OC100 208799 [Hydra m agnipapillata]  XP_002167799. 2 229.0 1.0E-69 

61  
pred ic ted  p ro tein [Nematostella vecten sis ] XP_001637520. 1 184.0 3.0E-55 

PREDICTED: transc ription facto r BTF3 hom olog 4-like [Hydra magnipapillata] XP_002156589. 1 267.0 6.0E-89 

62  PREDICTED: uncharacterized protein  L OC101 238714 [Hydra m agnipapillata]  XP_004206074. 1 152.0 2.0E-41 

63  PREDICTED: neurocalcin hom olog [Hydra m agnipapillata]  XP_002159500. 2 380.0 2.0E-132 

78  PREDICTED: phosp holipase A2-like [Hydra magn ip ap illata] XP_002157393. 1 95.5 3.0E-21 

80  hypo thetical protein  BRAFLDRAFT_67403  [Branchios toma florid ae] XP_002614013. 1 51.2 1.0E-05 

81  

pred ic ted  p ro tein [Nematostella vecten sis ] XP_001638232. 1 115.0 2.0E-25 

PREDICTED: uncharacterized protein  L OC100 197130, partial [Hyd ra magnipapillata] XP_002161711. 2 565.0 0 .0E+00 

PREDICTED: chitotriosidase-1-like [Hydra m agnipapillata]  XP_002163945. 2 523.0 0 .0E+00 

93  PREDICTED: NHP2-like p ro tein 1-like [Hydra magn ip ap illata] XP_002160406. 1 214.0 3.0E-69  
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identity. Comparing both results, some of them match each other. The corresponding 
spot identification of 22, 29, 36, 45, 46, 47, 48 and 63 spots, showed that the 
Hydractinia protein sequence could be definitely associated to the predicted protein, 
as the following: non-muscle actin II, tropomyosin, 14-3-3 protein, glutathione  
S-transferase, peroxiredoxin 6, 3-hydroxyacil-CoA dehydrogenase type 2, neurocalcin 
(Tables 2 and 3). 

Other proteins, which were identified with MASCOT were not identified with 
X!Tandem and vice versa. Nine spots were assigned to any sequence in the predicted 
proteome, but their function could be associated to proteins in Hydractinia. Spots 7, 8, 
18, 94, 95, 99, 101 and 103, were identified as homologous to phospholipase A2 in 
the sea anemone Urticina crassicornis; leucine-rich repeat protein soc-2, dynactin 
subuit 6 and costars family protein v1g158749 in the sea anemone Nematostella 
vectensis; gelson-like protein 2-like in the purple sea urchin Strongylocentrotus 
purpuratus; Heat shock 70 kDa protein in Hydra vulgaris (Table 2). 

4 Discussion 

Any component included in drilling fluids could be potentially toxic to H. 
symbiolongicarpus, and that could be recognized in the differentially expression of 
proteins of exposure samples related to the control sample. One of the processes that 
could be affected is the oxidative homeostasis represented in the up-regulation of 
antioxidant proteins as peroxiredoxin 6-like protein. This protein has been related to 
the “defensome” in N. vectensis contributing to prevent altered gene expression or 
damage to biomolecules [16]. The expression of this gene has been considered as a 
possible biomarker related to cytotoxicity due to hyperoxidative stress in HeLa cells 
[17] and to disturbed ecosystem in the oyster Crassostrea gigas [18]. 

Other protein that was affected by the WBF exposure was gluthathione S-
transferase-like (GST) protein. It has been determined that this enzyme is crucial for 
detoxification process as it catalyzes the addition of gluthathione to electrophilic 
residues decreasing the reactivity of xenobiotic compounds [19]. Exposure to organic 
compounds as benzo(a)pyrene has showed that GST activity increased so it could be a 
biomarker in cnidarian larvae of Porites astreoides and Pocillopora damicornis  
[20, 21]. 

Heat shock 70kD protein-like, could be also considered a good biomarker since it 
has been suggested that this protein is related to the “defensome” in N. vectensis and 
it is overexpressed [16]. This chaperone has been identified as part of the defense 
mechanisms to protect against synthetic based drilling fluids in pink snapper Pagrus 
auratus [22] or exposure to copper and oil dispersant in the coral Montastrea franksi 
[23]. 

The recognition of proteasome subunit ß-like and BTF3 (Basic Transcription 
Factor 3)-like suggests that could be an overexpression those proteins related to 
protein degradation and the correct assembly of proteasome [24] and apoptosis [25], 
respectively. Also, overexpression of 14-3-3-like protein could be relevant due to that 
it is involved in a vast number of cellular processes as protein synthesis, protein 
interaction with Bcl2 member in apoptosis, metabolism, cytoskeletal organization and 
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calcium signaling [26]. Some other identified proteins, as non-muscle actin II-like, 
tropomyosin-like and dynactin-like, could be just playing a structural role in 
Hydractinia. 

Certainly, mass spectrometry allows us to identify individual proteins that could be 
involved in a wide variety of phenotypes. A correct determination of proteins depends 
on the organism database or the possibility to make a cross species searching. Thus, 
the function or identity assigned to those predicted proteins must be validated by the 
definition of the genes in the Hydractinia genome as the validation of differently 
expressed genes by qPCR in exposed organisms. 
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Abstract. Tuberculosis is a bacterial infection that annually produces 
approximately 1.3 million of deaths around the world; this infectious disease 
has become an important public health problem due to the emergence of 
multidrug-resistant Mycobacterium tuberculosis strains. In this study, 
bioinformatics tools were used to design 15 aminoacid analogous sequences 
from the cathelicidin LL37, CAP 18 and PMAP 36 that in silico displayed 
improved helical structure and antibacterial activity in comparison to the native 
sequences. The analogous and native aminoacid sequences were synthesized 
using the Fmoc strategy, purified by RP-HPLC and characterized by MALDI-
TOF and circular dichroism. According to an in vitro assay of viability on M. 
smegmatis mc2155 cells, an analogous peptide from CAP-18 displayed a 
minimal inhibitory concentration 10-fold lower that the showed for the native 
aminoacid sequence. In addition, the designed analogous peptides showed 
human erythrocytes hemolysis lesser than 10% and significant inhibition of the 
basal ATPase activity of mycobacterial plasma membrane vesicles. The results 
obtained suggest that the designed peptides diminish the mycobacterial viability 
and could be useful as antituberculous compounds. 

Keywords: Antimicrobial peptides, tuberculosis, cathelicidins, ATPase 
activity.  

1 Introduction 

Tuberculosis (TB) is an important infectious disease caused by M. tuberculosis. In 
2011, there were an estimated 8.7 million new cases of TB (13% co-infected with 
HIV) and 1.4 million people died from TB. Treatment for drug-susceptible TB 
consists of a 6-month regimen of four first-line drugs: isoniazid, rifampicin, 
ethambutol and pyrazinamide; the emergence of multidrug resistant M. tuberculosis 
strains and the co-infection with HIV has aggravated the prevalence of TB [1-2]. 
Mycobacteria have unique characteristics which endow them with natural resistance 
to many commonly used antibacterial agents. The highly hydrophobic cell envelope 
provides mycobacteria a barrier to many antimicrobial compounds. In addition, 
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mycobacteria also have transporters which flush out toxic compounds and enzymes 
that are able to hydrolyze or modify the antimicrobial compounds [3]. 

There is an urgent need for the development of new molecules that can reduce the 
problem of mycobacterial resistance. In recent years, cationic antimicrobial peptides 
(AMPs) have drawn much attention as a promising antibacterial agent that could 
overcome the resistance problem. AMPs display ability to disrupt bacterial 
membranes via non-specific electrostatic interactions with the phospholipids [4,5]. 
Extensive structure-activity relationship studies have revealed that net charge, 
amphipathicity and structural tendency are among the most important 
physicochemical and structural parameters that dictate the ability of AMPs to interact 
with and disrupt membranes [6,7]. 

Cathelicidins are a group of structurally diverse AMPs found in several 
mammalian species, including humans, monkeys, horses, cattle, sheep, goats, pigs, 
rabbits, mice and guinea pigs [8]. The cathelicidin LL37 is a multifunctional molecule 
that may mediate various host responses, including bactericidal action, chemotaxis, 
ephitelial cell activation, angiogenesis, epithelial wound repair and activation of 
chemokine secretion [9]. Porcine cathelicidins were among the first groups of 
mammalian AMPs isolated, including the three porcine myeloid AMPs PMAP 23, 
PMAP 36 and PMAP 37 [10]. The cathelicidin CAP 18 also displays a potent 
antimicrobial activity against both Gram-negative and Gram-positive bacteria [11]. 

In a previous work Santos et al 2012, demonstrated that the modified peptide 
MIAP inhibits the F1F0 ATPase activity of mycobacterial plasma membrane 
suggesting alternative targets involved in cell viability that could be altered by 
antimicrobial peptides against mycobacteria [12]. In this work, in silico modifications 
of 15 aminoacids sequences from cathelicidins produced analogous peptides with 
improved structural and antimycobacterial characteristics, that also inhibited the basal 
ATPase activity of mycobacterial plasma membrane. 

2 Materials and Methods 

2.1 Mycobacterial Strains and Culture 

The fast-growing M. smegmatis mc2155 strain was used in this work. Mycobacteria 
were grown in LB broth with agitation at 70 rpm, 37 ° C until an OD 600: 0.4-0.5 for 
4-6 days. This strain was used to estimate the minimum inhibitory concentration 
(MIC) of peptides and to isolate mycobacterial plasma membrane. 

2.2 Bioinformatic Design of Antimicrobial Peptides  

The server (http://www.imtech.res.in/raghava/antibp/index.html) and database (APD, 
http://aps.unmc.edu/AP/main.php) were used  to identify positively charged and 
alpha-helical 15 amino acid sequences from LL37, CAP 18 and 36 displaying the best 
antimicrobial score [13]. The same analysis was used to modify the primary structure 
of the selected sequences to increase the antimicrobial score of the selected peptides. 
The prediction of structural and chemical characteristics were determined by PSSpred 
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for secondary structure, and (http://zhanglab.ccmb.med.umich.edu/PSSpred and 
http://web.expasy.org/protparam/) for primary structure respectively.  

2.3 Chemical Peptide Synthesis and Characterization 

15 amino acid sequences of peptides derived from LL37, PMAP CAP 18 and 36 
(peptides called A) and its analogs (peptides called B) were synthesized by the Fmoc 
solid phase methodology proposed by Houghten [14], using as support Rink amide 
solid resin with a substitution of 0.52 mmol / g. The peptides were analyzed by RP-
HPLC in a column of ODS, in which 10.0 µL of sample eluted in a gradient A / B 
from 0 to 70% B (A: Deionized water 0.05% TFA, B: acetonitrile 0.05% TFA, flow 
1.0 mL / min) for 45 minutes and then purified by preparative technique. The 
molecular weight was determined by MALDI mass spectrometry. Circular dichroism 
(CD) Assays were performed in a Jasco spectropolarimeter performer to determine 
the pattern of secondary structure. Spectra were registered in a 190-260 nm 
wavelength interval from average of three scans at a scan rate of 20nm/min. 0.30% 
aqueous 2,2,2-trifluoroethanol (TFE) in a volume of 200 uL end. Peptides at 2 mM in 
TFE-water mixture are stabilized but do not induce secondary structure. 

2.4 Antimycobacterial Activity 

The MIC of peptides was estimated on M. smegmatis mc2155 cells using resazurin as 
an indicator of cells viability. 100 μL of serial dilutions of peptides (from 50 mg / 
mL) were mixed in 96-well microtiter plates with 100 μL of a 1:100 dilution of M. 
smegmatis mc2155 cells growth until an OD600= 0.4-0.5. Cells were incubated at 37 
°C for 4 days, then 30μL of resazurin (5mg/mL) were added and cells were 
subsequently incubated for additional 24 hours. Bacterial growth was indicated by a 
change in color of broth from yellow to violet, and the MIC was defined as the lowest 
peptide concentration preventing this color change. Kanamycin (25 μg/mL) was used 
as control of growth inhibition and determinations were done in triplicate.  

2.5 Hemolytic Activity 

The hemolytic activity was determined in V-bottom 96-well plates (Corning, USA); 
0,1 mL of red blood cells (RBC) of O Rh+ healthy human donors suspended in 0.9% 
saline solution (Baxter, Colombia) to achieve a final hematocrit concentration of 2% 
were mixed with 0,1 mL of serial dilutions of peptide (from 50μg/mL). The assay 
included control wells containing erythrocytes without peptide in saline solution 
(corresponding to 0%of hemolysis), erythrocyte in sterile distilled water (control for 
100% of hemolysis), insulin as unrelated peptide and kanamycin at inhibitory 
concentration. After 2 h of incubation at 37ºC with 5% of CO2, plates were 
centrifuged at 3500 rpm and the supernatants were collected to determine the 
concentration of hemoglobin by measuring the absorbance at 540 nm in a digital 
spectrophotometer. Absorbance units from saline-diluted RBC that were not exposed 
to any substance were used as negative control (100% of viability). Absorbance 
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readings from the supernatants from RBC solutions exposed to each peptide and 
Kanamycin were normalized with regards to the absorbance reading obtained for the 
RBC solutions exposed to sterile water, which were considered as 100% of 
hemolysis. The percentage of hemolysis was calculated in a MS Excel Worksheet 
were analyzed with the GraphPad Prism 5.0 Trial Version® program (LA Jolla, CA, 
USA) and calculate the median hemolytic concentration (HC50), which is equivalent 
to the concentration of peptide that causes 50% of RBC lysis. 

2.6 ATPasa Activity 

M. Smegmatis mc2155 plasma membrane was isolated based on the modified method 
by Santos and colleagues [12]. In brief, centrifuged bacteria was resuspended in a pH 
7.4 buffer solution (10 mM MOPS, 1 mM EDTA and 0.3 mM phenylmethylsulfonyl 
fluoride) and lysed in a Mini Beadbeater-16 (Biospec, USA) for 7 min. Mycobacterial 
cell walls were isolated by centrifugation at 25000 rpm for 30 min, and the 
supernatants containing the plasma membranes were centrifuged at 35000 rpm for 90 
min. The resulting pellets were frozen at -80°C in pH 7.4 buffer containing 10 mM 
MOPS and 0.08 g/mL sucrose, until further use. The ATPasa activity of plasma 
membrane vesicles was described by Cariani et al [15], who modified the Fiske & 
Subbarow method incorporating bismuth citrate to stabilize the molybdenum 
complexes formed as consequence of the Pi released in the enzymatic reaction. The 
ATPase assay was performed in 96-well microtiter plates, in which reactions 
including 3 mM MgCl2 and 40 μg/mL mycobacterial plasma membrane (final 
concentration) were initiated by adding 3 mM Tris-ATP (final concentration) and 
stopped with sulfuric acid. The complex concentration was determined at 690 nm in a 
Microplate absorbance iMark ™ Reader (BioRad). Enzymatic reactions were 
separately supplemented with different peptide concentrations to estimate the effect of 
peptides on the basal ATPase activity of mycobacterial plasma membrane. 

3 Results and Discussion 

3.1 Bioinformatic Design Analog Peptides 

AntiBP server and database APD2 were used to ascertain the antibacterial score of 
analogue peptides and native aminoacid sequences derived from cathelicidins LL37, 
CAP 18 and PMAP36. Thus, the 15 aminoacid fragment with the best antibacterial 
and helical structure from each amino acid sequence was identified (peptides A). The 
replacement of some aminoacids from peptides A allowed to find analogue amino 
acid sequences (peptides B) with an in silico improved helical structure and 
antibacterial activity. The Table 1 shows the results obtained for the LL37 peptide; in 
this case, the peptide A displayed an antimicrobial score of 2.108 (peptide A) that was 
increased until 3.502 (peptide B) by aminoacid replacements and also showing the 
highest positive charge of +7 and +8 respectively between the derived sequences of 
the natural peptide. In the figure 1, the peptides A and B from cathelicidins LL37, 
CAP 18 and PMAP36 are showed; the prediction of secondary structure, charge and 
amphipathic representation in the helical wheel of peptides are also showed. 
 



 In silico Modificiton of Cathelicidins Generates Analogous Peptides 359 

Table 1. In silico peptide analysis LL37 with
AntiBP tool Helical structure underlined 

 

Fig. 1. In silico analysis of peptides a) 
Reference peptide: Primary structure, 
secondary (underlined) and antibacterial 
score. b) Analogue peptide: Primary structure, 
secondary (underlined) and antibacterial 
score. c) Helical Wheel of analogue peptide. 

3.2 Peptide Synthesis and Characterization 

The RP-HPLC analyses indicated high purity of the synthetized peptides that was 
evidenced by the presence of only one peak in the obtained chromatograms. In 
addition, the molecular mass of peptides determined by mass-spectrometry analysis 
corresponded to the expected theoretical masses. The analysis of the structural profile 
of peptides by DC showed two maximum: one at 190 nm with low molar ellipticity 
and other at 222 nm with an ellipticity near to zero that suggested an undefined 
structure with low tendency to helicity for all peptides. Conversely, CAP 18-A 
showed a maximum of 193 nm (positive π-π* transition with Θ of 75063.5) and two 
minimums of 208 nm (π-π* transition with Θ of -89 031) and 222 nm (n-π*transition 
with Θ of -57 182) that suggested a helical structure for this peptide (data not shown). 
The lack of well-defined helical structure shows that DC could be an inconvenient 
technique for determining the secondary structure of peptides especially when DC 
experiments are performed at vacuum conditions that are completely different to the 
actual peptides environment in aqueous solution. 

3.3 Antimicobacterial Activity, Hemolysis on Erythrocytes and  
Effect in the Plasma Membrane ATPase Activity of the Designed Peptides 

In this study, the viability of the environmental, nonpathogenic and fast-growing M. 
smegmatis mc2155 strain was estimated in the presence of peptides using resazurin as 
indicator of cells viability. We used M. smegmatis in the biological assays because 
this saprophytic species displays similar morphological and metabolic characteristics 
to the pathogenic mycobacteria M. tuberculosis. The MIC displayed by the analogues 
peptides LL37-B and CAP 18-B was 4 and 10-fold lower respectively than the native 
peptides; in addition, these peptides also showed a diminished hemolytic activity 
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(Table 2). Accordingly, LL37-B and Cap 18-B showed a higher helical structure, 
positive charge and predicted antibacterial score than the native peptides (Table 1 and 
Fig. 1). By contrast, the PMAP 36-B (charge of +10) showed a higher MIC in 
comparison to PMAP-36A (charge of +9) strongly suggesting the importance of 
positive charges for the interaction of peptides with the mycobacterial plasma 
membrane phospholipids. At any rate, PMAP-36A could be used as an 
antimycobacterial compound showing the effectiveness of the AntiBP prediction 
program. Therefore, the methodological approach used in this work was able to 
produce peptides with promising antimycobacterial activity as potential 
antituberculous compounds. 

Table 2. Antibacterial and Hemolytic activity of peptides 

 

3.4 Effect of Peptides on the Basal ATPasa Activity of Plasma Membrane 
Vesicles from M. smegmatis 

Plasma membrane vesicles of M. smegmatis mc2155 showed a basal ATPase activity 
of 1,46 ± 0,14 nmol Pi.min-1.mg-1 corresponding to 100 % activity; when the 
enzymatic reaction was performed in the presence of the analogues peptides LL37-B, 
PMAP 36-B and CAP18-B, the ATPase activity of membranes was inhibited 50,60, 
18,52 y 4,02 % respectively. Surprisingly, the PMAP 36-B peptide showed inhibition  

 

 

Fig. 2. Inhibition of Basal ATPase activity in vesicules of membrane of M. smegmatis mc2 155 
by peptides 
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of the ATPase activity lower than the showed by PMAP 36-A (Fig. 2); however, both 
peptides displayed inhibition of ATPase activity higher than the showed for CAP 18 
peptides. Thus, the designed peptides significantly affected the mycobacterial ATPase 
activity of plasma membrane which controls biological processes essential for the 
cells viability, such as cellular homeostasis and transport of substances across plasma 
membrane [16]. 

4 Conclusions  

In this work is demonstrated that in silico modification of structural and functional 
characteristics of peptides is an interesting strategy for the rational design of 
antimicrobial peptides. In this context, the viability assay performed in this work 
suggested that the predicted positive charge of peptides could be key for the 
antimycobacterial activity. Although the activity of antimicrobial peptides has not 
been directly related to the ATPase activity, we observed that the designed peptides 
inhibit the basal ATPase activity of mycobacterial plasma membrane; however, we 
can rule out that other factor could be involved in the inhibition of this enzymatic 
activity. In spite of the high hydrophobicity of the mycobacterial cell envelope, 
changes of the primary structure of peptides were able to improve their 
antimycobacterial activity of the native aminoacid sequences displaying low 
hemolytic activity. Finally, we can postulate that LL37-B could be proposed a 
potential antituberculous compound.  
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Abstract. This paper discusses the criteria in decision-making processes re-
garding publishing results, particularly of genetic information like nucleotide 
and amino acid sequences that are usually uploaded into public databases. It al-
so describes property regimes on human and nonhuman genetic information.  
The main reasons for publishing finding are addressed, including: editorial re-
quisites, replicability, scientific recognition, dissemination of results, legal and 
contractual obligations from access to genetic resources, and contractual obliga-
tions with funders. The discussion is illustrated with brief examples of data 
sharing policies of scientific institutions. It is contended that research institu-
tions and universities have to balance publishing or postponing the diffusion of 
genetic data and consider a middle ground option.  It is argued that the release 
date option becomes a relevant alternative regarding data sharing policies. 

Keywords: intellectual property, data sharing policies, genetic information, 
law, bioinformatics, sequences, publication of results.  

1 Introduction. 

Genetic Information (GI) is used in a diverse array of basic and applied research, in a 
multipurpose fashion that ranges from molecular systematics and molecular ecology 
to studies on protein activity and modifications in genetic expression. The data ob-
tained and their utilizations varies depending upon commercial or non-commercial 
uses, and its human or non-human origin.  

This paper describes the reasons that favor dissemination or a delay in the dissemi-
nation of research findings, particularly of GI like nucleotide and amino acid se-
quences that are usually uploaded into public databases (DB) like GenBank, EBI. Etc. 
This paper also provides criteria for the decision-making processes that take place in 
research centers, with the purpose to strengthen intellectual property management 
(IP). By focusing on property regimes, legal and ethical principles are differentiated 
for human and non-human GI. . Subsequently, the appropriation via IP on products 
developed from this information is illustrated. Finally, it concludes with an alternative 
approach for deciding on the control, dissemination or publication of genetic data. 
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2 Legal and Ethical Background 

2.1 Property Regime 

Human Genetic Material and Information. The human genome is categorized as 
the common heritage of humankind (UNESCO Official Declaration, 1997). There is 
consensus that prior informed consent is required when sampling human populations, 
although arguments are found in favor and against when dealing with human DNA 
data. (Bosar, 2006) Within the context of human genetic research bioethical principles 
of autonomy, human dignity, benefiting and non-maleficence apply, but at this time, 
no binding international agreement has been established. Finally, there are some 
guidelines indicate that where possible, the human GI must be published in public 
databases, this position was enunciated with the Human Genome Project HGP, and is 
supported by documents such as the Bermuda Rules 1997 (Marshall , 2001) and the 
Agreement Lauderdale Ford (2003). 
 
Non-Human Genetic Material and Information. Plant, animal and microorganism 
genetic resources are subject to different property regimes, but in their natural state, 
they are under the state sovereignty of the country of origin.  Access to these re-
sources is subject to state sovereignty and fair and equitable sharing of the benefits 
arising from its utilization (ABS). The international regime on non-human genetic 
resources is governed by the  Convention on Biological Diversity (CBD) (1992) 
ratified by 193 countries, and the International Undertaking on Plant Genetic Re-
sources for Food and Agriculture (2003) ratified by 131 countries. In 2010, the parties 
to the CBD adopted the Nagoya Protocol on Access and Benefit Sharing -ABS (2010) 
but its ratification is still pending. Additionally, and in accordance with the CBD, 
approximately 50 countries have established access regimes. 

2.2 Application of Intellectual Property Rights  

There are national differences in IP rules, but in general, it is more likely to patent 
innovations related to non-human genetic material and information - particularly 
speaking that of microorganisms-, than human material. 

Human Genetic Material and Information. Most patents systems exclude the pro-
tection of inventions related to humans as such. Cloning procedures of humans are 
excluded or prohibited. The process intended to modify the human genetic identity 
and the use of human embryos with industrial or commercial purposes, are also pro-
scribed since such intervention would breach public order and moral codes (EU Di-
rective 98/44 article 6). In certain jurisdictions such as the European Union or the 
CAN (Andean Community) – made up by Colombia, Peru, Ecuador, Bolivia -, the 
total or partial sequences of a gene is non-patentable, (although this rule is not expli-
citly restricted to humans) (Andean Decision 486, art. 15; EU Directive 98/44 art. 5, 
IP French Code L- 611-18). Instead, the technical application of the gene function is 
patentable in certain cases (Clark et-al, 2000), but patent legislation require the de-
scription of the DNA sequences and their function. 
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Non-Human Material and Information. Patentability of inventions related to mi-
croorganisms is widely established (TRIPS Art. 27 3b; The Budapest Treaty). Even in 
jurisdictions with restrictive IP laws such as the CAN, microorganisms are patentable 
if they meet the requisites of novelty, inventive level and industrial application and 
sufficient description is provided (Articles, 14, 29 and Second Transitory Provision1, 
Decision 486 of 2000).  

In most jurisdictions, patent protection on plants and animals is more restrictive. 
For example, plants and animals are is not patentable within the CAN (Decision 486, 
Art. 20), although innovations on genetically modified organisms could be filled for 
patent protection (Decision 486, Art. 280) , whilst in the European Union and United 
Kingdom2 it is possible to patent modified plants and animals. However, patents can-
not be apply for a specific variety (EU Directive 98/44 art. 4). Patent protection on 
plants and animals is extensive in the United States of America if the innovation is 
“new, non-obvious, and useful”.   In the following section, the main reasons for dis-
seminating or restricting the diffusion of genetic data are considered.  

3 Materials and Methods 

Selection of Criteria. We identified the most frequently used arguments by funders 
and researchers to either justify the publication of results, or to control and postpone 
the publication in USA and in France (Eisenberg, 2000; Noiville 2006). This was 
complemented by our expertise in IP in Colombia. 

Within the criteria for publishing, we found editorial guidelines- results replicabili-
ty, scientific prestige, advancement of science, and academic degree requirements. 
Regarding the criteria for postponing the publication, the following were identified: 
legal and contractual obligations for accessing genetic resources, contractual obliga-
tions with financing entities, conservation of information value and IP protection.  

Case Studies. To explain how these apparently contradictory criteria actually work, we 
selected some case analyses. We choose renowned research centers and financing institu-
tions within the field of bioinformatics and computer biology with visible intellectual 
property or data sharing policies (DSP). We search for institutions from different coun-
tries: United States of America, France, and Germany. The chosen entities work on dif-
ferent fields like biomedicine, human genetics, bio-remediation, and biofuels.  

3.1 Pros and Cons of Prompt Publishing or Publication Delay. 

These reasons provide inputs for decision making processes by committees involved 
in the authorizations of data diffusion at research centers. Later, we will analyze how 
these criteria are incorporated in current the DSP of selected research centers.  

                                                           
1  “Microorganisms shall be patentable until other measures are adopted as a result of the ex-

amination provided for in TRIPS article 27 3b).  
     The commitments assumed by the Member Countries under the Convention on Biological 

Diversity shall be borne in mind in this regard”.  
2  Examination Guidelines for Patent Applications relating to Biotechnological Inventions in the 

Intellectual Property Office –UK. July 2012. 
http://www.ipo.gov.uk/biotech.pdf 
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Editorial Requisite (Replicability). Numerous journals request the data base acces-
sion number of the genetic information as an editorial requisite for the publication of 
the associated research findings. (Gallezot, 2002; Moore, 2002). This is an editorial 
guideline but also a practice, with few exceptions, within the scientific community. It 
is not a legal rule; companies certainly are not prone to apply this practice.  

An intermediate alternative that enable researchers to fulfill the requested acces-
sion number, while exercising some control on data diffusion – at least temporarily – 
is to provide the link to the data at the corresponding database with a delayed release 
date (Benson, 2003).  

 
Scientific Recognition. Researchers obtain scientific recognition through publica-
tions, contributions to their technical field, advances in the state of art of their area, 
and wide dissemination of their knowledge. However, researchers also gain recogni-
tion and credibility via patents or trade secrets over research findings and technologi-
cal innovations. A relevant patent portfolio could be instrumental for receiving grants 
from funding agencies or in achieving strategic alliances with strong industrial and 
academic partners. 
 
Dissemination of Results. Diffusing of research findings harms future patent applica-
tions because universal novelty is lost (Feiler, 1996). At the same time, publication of 
basic research or lab techniques prevents future low-quality patent applications on 
obvious advances or basic research tools. 

In the short-term, delaying data diffusion may restrict other from using research 
findings or associated information. In the mid and long-term, those who control the 
information are in the best position to undertake more in-depth research activities, 
experiments and assays, and ending up with solutions to technical problems. Even-
tually, they could develop products and services through monetary investments. 

Legal and Contractual Obligations for Accessing Genetic Resources. Because of 
Mutual Agreed Terms (MAT) and Prior Informed Consent (PIC) are  included in 
access contract to genetic resources granted by Environmental authorities, like the 
Environment and Sustainable Development Ministry in Colombia, researchers are 
forbidden to transfer or exchange genetic resources and derivative products, total or 
partially, whether for money or in kind.  It is not clear if this restriction cover genetic 
information, but standard practices and laws under development indicate so.  

 
Contractual Obligations with Funding Institutions. It is a generalized practice that 
funding institutions include scientific articles, presentations at scientific congresses, 
and patent applications as products of research projects. These obligations force re-
searchers to timely balance dissemination of results and filing for patents. Some pa-
tent office’s provide a grace period if the diffusions is made by the same inventors 
before filing the patent application. This option is available only in some jurisdictions. 
For example, the Andean Community provides one-year grace period (Decision 486 
art. 17).  
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Protect the Value of Information. Research centers and universities are increasingly 
adopting policies on IP. Thus, research findings could be protected through patents or 
trade secrets. As it is known, the requisites to obtain a patent are novelty, inventive 
step and industrial application. The novelty requirement is universal, and it is inexis-
tent when the dissemination of the innovation occurred, whether orally or in written 
form. This requirement does not concern only to current novelty, but to future “novel-
ty”. That is, the results from initial stages in the research are usually not patentable; 
nevertheless, their early disclosure could affect a future patent application, or the 
viability of trade secrets grounded on valuable research findings.  

3.2 Case Studies, Examples  

The following are examples of DSP of some representative research entities and or-
ganizations where some of the above criteria are evidenced.  

United States of America. National Institutes of Health. NIH.  The NIH had a 
total budget of US $30,860 million dollars for the year 2012. It is composed by 27 
Centers and Institutes mainly dedicated to biomedical and human health research. Its 
current DSP is dated 2003, and it applies to lab research and research with human 
subjects. Regarding the criteria for authorizing a publication its policy states: “Data 
should be made as widely and freely available as possible …” On the other hand, it 
also includes reasons for limiting diffusion of data “… while safeguarding the privacy 
of participants, and protecting confidential and proprietary data3.” 

The NIH´s DSP also covers “Data Sharing Methods”, “Timeframe for Data Shar-
ing” “Privacy Concerns”, and requisites for project financing applications. Under this 
policy, a funding application shall include a section titled “data sharing plan section”, 
where researchers are invited to evaluate associated aspects beforehand.  

United States of America. Department of Energy (DOE). The U.S. Department of 
Energy has a division for Biological and Environmental Research (BER). It covers 
research on climate, environmental science and biological systems.4 The BER in-
cludes the Genomic Sciences Program and the Joint Genome Institute (JGI). The JGI 
sequences about four trillion genome base pairs per year. Their research include de-
velopment of cellulosic biofuels, environmental remediation with microorganisms, 
among others. The Advisory Committee of the BER drafted the document titled:  
“Report on the description of current policies and practices for disseminating research 
results in the fields relevant to the Biological and Environmental Research program” 
on june, 2011. 
 
Although there are different policies and practices within the BER, the criteria for 
dissemination of research findings are based on the “potential values or impacts of the 
data.” On certain cases, a six-month extendable “delay” is accepted on a case-by-case 
basis. In this situation, the decision regarding the best timing to publish rely on the 

                                                           
3  National Institutes of Health. 
http://grants.nih.gov/grants/policy/data_sharing/ 

4  U.S. Department of Energy’s Office of Biological and Environmental Research (BER)   
http://science.energy.gov/ber/about/    
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shoulders of the principal researcher, who has the obligation to report all potential 
inventions to the  “BRC Intellectual Property Management Group”. This body is the 
one actually deciding if patents are filed.  
 

France. Centre Nationale de la Recherche Scientifique. CNRS.  The National 
Center of Scientific Research –CNRS  of France is a public institution. For the year 
2013, it has a budget of 3.415 billion Euros. It is composed by 1,100 research and 
service units, some of them working in leading research on genomics and bioinfor-
matics. When researchers achieve promising results they shall inform through a form 
called “Declaration of Invention”5. The document warns that “the dissemination in 
whole or in part of the invention before filing the patent application could entail its 
rejection. The Center has not adopted a data sharing policy, but the standard formats 
implementing IP policy, include the pros and cons of publishing or withholding  
results.  
 

Germany. Max-Planck. The guidelines for inventors in this institution clearly incor-
porate the reasoning for postponing diffusion of data. It says: “Premature publication 
of research results represents the greatest danger to the patentability of inventions. 
Reports, lectures, and similar verbal statements are just as bad for novelty as the 
publication of abstracts, papers, etc. Due to the fact that such publications – even if 
they are theoretical by nature - can hint at the innovative idea, they endanger later 
applications by the inventor, also with a view to the level of inventiveness.” 6 

4 Discussion 

When deciding whether to publish or not GI the individual researcher, the research 
center or the university often faces a crucial challenge. It is at this juncture that the 
release date option, becomes a relevant alternative for data sharing and intellectual 
property policies. In Europe, 70% of  sequences submitted to EBI/EMBL use the 
holding period option. It consists of loading sequences, obtaining an accession 
number, but keeping the data confidential during a chosen period.  In this way, the 
researcher is able to provide the accession number to fulfill journal requirements, 
without affecting the eventual protection via patents or trade secrets (Hutter, 2002). It 
has found that Colombian researchers do not use this option frequently. It shows that 
whatever results could come, researchers are not envisioning eventual commercial 
applications.  

The chosen examples of worldwide research institutions shows that claims like “to 
publish or die” or “to obtain patents or die” are unsustainable. Some researchers dog-
matically adopt the first claim; the second has been introduced by funding agencies 
looking for short-term impact.  A balanced data sharing policy is viable for publish-
ing and controlling data, as illustrated by the examined research institutions. They file 
for a substantial number of patents, but at the same time, they publish their research 
findings in academic journals. 

                                                           
5 Centre Nationale de la Recherche Scientifique  
  http ://www.dgdr.cnrs.fr/daj/partenariat/textesvalo/textes.htm  
6 Guidelines for Inventors Suggestions for Inventors from the Max-Planck-Gesellschaft,  

http://www.max-planck-innovation.de/share/guidelines/Guidelines_for_Inventors.pdf  
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Sometimes it is possible to quickly apply for a patent, then to submit the research 
finding for publication, and after look for licensees. The different timeframes can be 
handled without delaying the publication irrationally. An example of this is the 6-
month embargo period included in the DOE´s DSP.  

In other situations, certain data can be shared (e.g. raw data), but other should be 
keep under control (e.g. industrially modified enzymes with industrial application). 
This is precisely what the funding entities want to know ahead of time, requesting the 
timely report of inventions. This kind of control guarantees that decisions and actions 
are taken for pursuing patents or trade secrets timely. Final decisions are the subject 
matter of intellectual property committees, technology transfer offices or units alike.  

It is true that an excessive use of IP can also hinder technological innovation (Hel-
ler, 2008; Eisenberg 1998). Nevertheless, publishing everything could discourage 
investors for technology innovation, and thus prevent the creation and transference of 
some research finding into new products and services. 

When research is being conducted on human genetic samples, like in the NIH, 
prior informed consent and privacy issues should be considered. These issues could 
restrict the availability of the data obtained in the study. In Colombia and other mega 
diverse countries, access contracts actually limit the transfer of genetic resources to 
third parties and this limitation could extend to the transfer of GI into databases.  

5 Conclusion 

Rather than adopting a fixed model like “publishing all data” or “not publishing data”, 
it is convenient to adopt general guidelines and criteria to balance the publication 
and/or the control of research findings. Optimally, individual researchers and research 
institutions should adopt an intermediate or mixed model for evaluation on a case by 
case basis in order to decide on the three following questions What?, When and Why? 
To publish or not to publish. 

Criteria for the prompt publication of data are not totally antagonistic to reasons 
that favor postponing publication. Actually, examples of DSP indicate that it is quite 
common to combine dissemination of data, with data confidentiality and control, even 
in areas like “omics” and bioinformatics.The release date option is an alternative for 
reaching coherence between data sharing and intellectual property policies. In some 
cases, however, it would be advisable not to upload the data, bearing in mind the po-
tential industrial application or the economic value represented by keeping the data 
confidential.  
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Abstract. This research was conducted by growing three species of white-rot 
fungi (Coriolus versicolor, Lentinus edodes and Pleurotus ostreatus) on twelve 
formulations of solid substrates using mixtures of different lignocellulosic ma-
terials, calcium carbonate salts and copper sulphate (II). The objective of this 
study was to propose a mathematical model to describe the biomass growth, 
lignocellulolytic enzymes biosynthesis, production and consumption of reduc-
ing sugars, consumption of cellulose and hemicellulose, and lignin degradation. 
The three species of fungi grew well on all substrate formulations. The response 
obtained was evaluated by the titles of all enzymatic activities for several com-
binations fungus – substrate. C. versicolor had the highest capacity to degrade 
lignin, cellulose and hemicellulose for all combinations, with 65% as the maxi-
mum lignin degradation for F1 combination, and 43% cellulose degradation for 
F9 combination. The mathematical model proposed for C. versicolor consisted 
of eleven differential equations to describe the behavior of the cultivation  
system from the experimental data of all the resulting combinations in order to 
obtain the largest capacity degradation of lignocellulosic substrates by the  
fungus. In this work, we present the modeling results for combination F9 fun-
gus – substrate combination, which showed the best behavior related to the de-
gradation of lignocellulosic materials used. The results obtained demonstrated 
that the model proposed represents a powerful tool to design solid-substrate 
fermentation processes. 

Keywords: White-rot fungi, Lignocellulolytic enzymes, Degradation of ligno-
cellulosic materials, Lignocellulosic biomass, Mathematical modeling. 

1 Introduction 

The mathematical modeling of the kinetics of white rot fungi growth plays a crucial role 
for the design and scale-up of solid-state fermentation processes using macromycetes. 

                                                           
* Corresponding author. 
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The most reported models are linear, logistic, and two-phase model (growth acceleration 
and deceleration) [15], although these models do not include the effect of the concentra-
tions of the components of the culture medium on the growth [2; 10; 17]. The mathe-
matical expressions used to describe the synthesis of different products depend on the 
type of the metabolite synthesized. In general, the simplest expressions are intended 
for primary metabolites considering that their production is directly linked to the bio-
mass growth. Currently, there are not available mathematical models describing nei-
ther the growth of macromycetes nor the production of different valuable compounds 
from them. This difficulty arises due to the fact that each one of these fungi is affected 
by specific intrinsic and extrinsic factors as the physical features and chemical com-
position of the culture media, origin of the fungal strains, environmental conditions, 
and the slow growth rate as compared to microfungi. 

The objective of this work is to propose and validate a mathematical model to de-
scribe the biomass growth of one macromycetes strain as well as the synthesis of 
lignocellulolytic enzymes by this fungus, the production and consumption of reducing 
sugars, the consumption of cellulose and hemicellulose, and the lignin degradation 
under solid-state fermentation conditions. 

2 Methodology 

Three basidiomycetes species were employed for production of lignocellulolytic en-
zymes by solid-state fermentation: Lentinula edodes CICL54 provided by the Nation-
al Coffee Research Center, Cenicafé (Chinchiná, Colombia), Coriolus versicolor 
PSUWC430 provided by Pennsylvania State University, USA, and Pleurotus ostrea-
tus UCC001 from the internal collection of Universidad de Caldas. The strains were 
extended on potato-dextrose-agar (PDA) and maintained under refrigeration at 4ºC 
with periodic transfers. The three species of white-rot fungi were grown on twelve 
formulations of solid substrates (F1 to F12) using mixtures of different lignocellulosic 
materials, calcium carbonate salts and copper sulphate (II). The substrates were 
packed in polypropylene bags and tyndallized. The moisture content was adjusted 
according to the development requirements of each species. The bags containing the 
substrate were aseptically inoculated with 4% (wet basis) of spawn. The following 
variables were measured during the fermentation by taking samples from the bags: 
fungal biomass, reducing sugars, cellulose, hemicellulose, lignin, laccase activity, 
manganese peroxidase activity, endoxylanase activity, endoglucanase activity, exog-
lucanase activity, and β-glucosidase activity. 

The extracts for determination of cellulolytic and ligninolytic enzymatic activities 
were obtained from 1 g substrate in 12 mL of sterile neutral distilled water treated by 
ultrasound for 5 min and agitation for 10 min with subsequent filtration and centrifu-
gation. The endo-1,4-β-D-glucanase activity (EC 3.2.1.4) was determined by using 
carboxymethyl cellulose (CMC) as described by Montoya [11]. The exo-1,4-β-D-
glucanase activity (EC 3.2.1.91) was determined using crystalline cellulose, and the 
endo-1,4-β-D-xylanase activity (EC 3.2.1.8) was determined on xylan [11]. These 
reactions were stopped by adding dinitrosalicylic acid (DNS) [7]. The β-glucosidase 
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activity was determined by the reaction with p-nitrophenyl β-D-glucopyranoside also 
as described by Montoya [11]. The laccase activity (EC1.10.3.2) was determined by 
using 2,2'-azino-bis(3-ethylbenzothiazoline-6-sulphonic acid) (ABTS) according to 
[13]. The manganese peroxidase (MnP) activity (EC 1.11.1.13) was determined by 
using manganese sulfate with hydrogen peroxide [12]. 

The basidiomycetes fungi, as those ones used in this work, contain chitin in their 
cell wall so the fungal biomass in the solid substrates was indirectly estimated by the 
determination of N-acetyl-D-glucosamine (NAGA), the structural unit of chitin, after 
the hydrolysis with 6N HCl according to the method of Plassard et al. [14]. The con-
tent of cellulose, hemicellulose, and lignin in the substrates was determined for each 
one of the formulations used for cultivation of the three species studied as well as the 
soluble fraction of the fiber. For this, the results of the determination of neutral deter-
gent, acid, and lignin-acid fiber were used [3]. The concentration of reducing sugars 
as glucose was quantified by the DNS method [7]. 

Several mathematical expressions were proposed and tested in order to perform the 
modeling of fungal growth and enzyme production under solid-state fermentation 
conditions. The models comprise different systems of ordinary differential equations, 
which were solved by using the software Matlab® 2010b (MathWorks, USA). For 
this, the function ode42 based on an explicit Runge-Kutta formula (4,5) using a Dor-
mand-Prince pair [1] was employed as well as the function ode15s based on a varia-
ble-order formula that utilizes a numerical differentiation. 

3 Results and Discussion 

The three species of fungi grew well on all substrate formulations. The response ob-
tained was evaluated by the titles of all enzymatic activities for several combinations 
fungus – substrate. C. versicolor had the highest capacity to degrade lignin, cellulose 
and hemicellulose for all combinations, with 65% as the maximum lignin degradation 
for F1 combination, and 43% cellulose degradation for F9 combination. 

A mathematical model composed of 11 differential equations (see Table 1) was 
proposed in order to adjust the experimental data of all the cultivations performed on 
the different substrate formulations for the fungus C. versicolor, since it was the ma-
cromycetes with the highest capacity for degrading lignocellulosic components (cellu-
lose, hemicellulose, and lignin) of the three species studied. In this work, the results 
for the formulation 9 (F9) are presented considering that this cultivation medium 
showed a better behavior regarding the degradation of the lignocellulosic matrix com-
pared to the other 11 formulations. The results for the rest of formulations are not 
shown because of space limitation. The adjustment of the experimental data to the 
mathematical model was evaluated through F-test comparing the variance of the resi-
duals between the experimental data and the data calculated by the model, and the 
variance of the experimental series. This test was applied for all the modeling results 
and all the experimental data corresponding to the formulations F1 to F12 for C. ver-
sicolor. The performed test enabled to prove the validity of the model used in terms of 
the best representation and description of the experimental data obtained.  
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Table 1. Mathematical model to describe the production of biomass and lignocellulolytic en-
zymes, and consumption of lignocellulosic matrix 

 

The proposed equation to describe the biomass growth (equation 1) corresponded 
to the logistic equation modified by Mitchell et al. [8]. To describe the variation of 
reducing sugars with the time (equation 2), a constant production factor that affects 
the biomass growth rate derivative was considered taking into account that the sugars 
are consumed by the fungus as an energy source for it to grow. The data fit was better 
than if the factor would affect the biomass concentration itself instead of the biomass 
growth rate. For lignin degradation and the consumption of hemicellulose and cellu-
lose, the expressions (equations 3, 6, and 8) are depending on the specific activities of 
the enzymes responsible for the degradation of each one of these substrates. The vari-
ation of the specific enzymatic activities (the equivalent of the concentration for en-
zymes) were considered to be dependent on the corresponding substrate concentration 
and biomass growth rate with an inhibition factor linked to the reducing sugars con-
centration (for the two cellulases and the xylanase), and to the lignin concentration 
(for the two ligninases) as can be seen in equations (4), (5), (7), (9), and (10). The 
inhibition of ligninolytic enzymes could be explained to the presence of intermediary 
compounds formed during the fermentation or by high lignin concentrations [16]. 
Although there is still no certainty of the causes of this inhibition, the experimental 
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Abstract. Purpose: To identify issues derived from medication usage. Methods: 
Pharmacological therapeutics analysis generated by a Health Care Institution in 
Colombia (n= 400); Type of analysis: MATLAB® 7.10.0.499 (R2010a) based 
data mining over the following variables: “origin”, “category”, “level”, “type of 
pharmacological interaction”, “pharmacogenetic relation” and “chance of  
adverse reaction to medications”. Results: General inadequate medical prescrip-
tion was found in 3.9% of the cases, while inadequate cardiovascular prescrip-
tion was found in 37.6% of the cases. 63.6% of the events where catalogued as 
moderate interactions in the general case when compared with 95.5 % in the 
cardiovascular case. A significant relation between the type of pharmacokinetic 
interaction and the chance of having adverse reaction to medication was found. 
Conclusions: Data mining allows us to get a closer look into under-explored  
issues related to global analysis such as the interactions derived from  
pharmacogenetic aspects on the use of medication.  

 
Keywords: Data Mining, drug therapy, drug interactions. 

1 Introduction 

Responsibility on the use of medications as a technological resource rests on the med-
ical practitioner who, as the first filter on the process of adequate use, establishes in 
an objective manner the execution of the pharmacotherapeutic act. According to the 
World Health Organization (WHO) adequate use of medication implies that the pa-
tient receives each medication for specific indication, with the right dosage, with spe-
cific timing, at the least possible cost (to him and society) and minimizing the chance 
of adverse drug reactions (ADR). From 1977, a pharmaceutical policy has been pro-
posed for every single country with four basic pillars: Access, Quality, Security and 
Rational and adequate use, and recently fair cost has been added as a fifth element. In 
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Colombia, the Ministry of Social Protection has created the National pharmaceutical 
policy [1] with the purpose to optimize medication usage, reduce access inequalities 
and ensure its own quality in the Social Security General System in Health. One of 
the objectives is to develop and implement strategies targeted to all, including the 
Health Care professional that improves the correct use of medications. Population 
transitional epidemiology [2] shows an increase in the growth rate for elder people, 
which generates changes in the health care system and in the use of pharmacological 
resources, taking into account that a greater use of medication implies increasing the 
risk of generating interactions, an inadequate use of medications, hence increasing the 
chance of adverse medial reactions. Polypharmacy and the adverse effects derived 
from it represent 5% to 15% of the hospitalization in elder people, more than 45% of 
the readmissions and 25% are preventable; some of the causes are: inadequate pre-
scription, medication interactions, and inadequate dosage [3]. Good medical prescrip-
tion practices and optimal treatment results go hand in hand with the provision of 
proven information exempt from commercial bias, authentic and complete scientific 
data access, data analysis systems access, pharmacovigilance and on the research on 
the use of medication in the Health care system [1]; pharmacovigilance defined as 
“the science and the activities related to the detection, evaluation, understanding and 
prevention of the adverse effects or any other issue related with medications” [4], 
should be considered as one the main tools in the process of responsible medication 
usage.     

The National Institute for Drug and Food Surveillance (INVIMA – Colombia) is in 
charge of handling the reports that contain the results of the therapeutic quality con-
trol tests that are performed on all the medications that are used throughout the coun-
try. However, this organization doesn’t have any clear functions that have to do with 
the process of investigation of the proper and inadequate use of the pharmacological 
resources. The Pan American Health Organization (PAHO) references 11 works be-
tween 1998 and 2001 that have been developed in Colombia for the adequate of use 
of drugs. The majority of these works are related to therapeutic formularies and ad-
ministrative schemes for pharmaceutical services. Calderon [5] preformed an analysis 
of 13 published studies between 1998 and 2007; he emphasizes that no data mining 
methods were used in the search for the adverse reactions for the combination of two 
or more medications. During a medication surveillance project in 2011, Lin [4] 
presents the analysis and the use of classification technics for the date base of medica-
tion consumption in order to find safe signals for the decision making. In an interna-
tional context, with information technology structure and a strong document storage, 
the European Sanitary Knowledge Data Base: BOT PLUS [6], is the most essential 
tool for the development of pharmaceutical attention with in a multidisciplinary health 
care team. In general, it is an advance pharmacotherapeutic guideline; however, it 
does not include a multivariate or relational analysis of the different pharmacological 
data. Data mining technics have been applied in an isolated manner in the health 
sciences by exploring pathologies such as hypertension in the search for hidden pa-
trons in the clinical data [7]. The data mining in drug surveillance has allowed the 
creation of new analysis methodologies for the reports of generates ADR (Adverse 
Drug Reaction) [8], though there are no reports of any predictive types of studies that 
address the presentation of ADR.   
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2 Materials and Methods 

Files generated by the Health Care Institution were analyzed, from which 400 medical 
prescriptions were studied. These prescriptions included formulations generated in the 
consult process for the year 2012 (January – December). The methodology was cen-
tered in a global preliminary analysis based in the combination of medication, given 
that a complete analysis from a holistic pharmacological perspective would consider 
variables such as: age, economical level, pathological history, adverse medical reac-
tions history, pharmacological compliance, basic biochemical tags (creatinine, liver 
enzymes) and medication schedule associated with meals. These considerations are 
out of the scope of this research and are not considered as goals.  The following va-
riables were considered for analyzing interactions and ADR: A: Origin; B: Category; 
C: Level; D: Type; E: Pharmacogenetics; F: Potential of ADR. 

 
A. ORIGIN: variable generated with relation to the pathological group that gives 
origin to the prescription. The following divisions were established: Cardiovascular 
(CV), where the following pathologies where included: Hypertension, Dyslipidemia, 
Diabetes, Hypothyroidism or their combinations; General (G), for prescriptions per-
taining to other areas. 

 
B. CATEGORY: Related with the adequate follow-up of medical combinations ac-
cording to the national protocols and guidelines. The following classification was 
established. 1: Adequate General Combination; 2: Inadequate General Combination; 
3: Not Conclusive (More information is required in order to be able to identify pre-
scription as adequate or inadequate). 

 
C. LEVEL: It refers to the chance of generating interactions, regardless of the poten-
tial of ADR. The different tools that were chosen for the expert analysis for this  
variables, established the following level for the interactions: 1: High: High clinical 
significance. This combination should be avoided. The risk of interaction outpaces the 
therapeutic benefit; 2: Medium: Medium clinical significance. Combinations that 
generally should be avoided. Its use is considered in very special cases. It requires 
clinical and lab monitoring; 3: LOW: Low clinical significance. Minimal risk. Can be 
considered as an alternative. Can be managed through general clinical monitoring [9]. 

 
D. TYPE: Variable defined by the relation of the analyzed prescription interaction 
with the different pharmacological processes. The following divisions where generat-
ed: 1: Pharmacokinetic (FK): Related to absorption, distribution, metabolism (Cytoch-
rome) o excretion. 2: Pharmacodynamic (FD): Related to action mechanism. 3: 
Mixed: FK and FD.  

 
E. PHARMACOGENETICS (FG): Variable related with the concordance of the 
interaction with metabolic aspects associated with cytochromes. 0: Absent; 1: Present 

 
F. POTENTIAL OF ADR: Dependent variable, defined as the risk or final probabili-
ty of issues derived from the use of medications, as a result of interactions of  
different prescriptions. The following states were defined for this variable: 0= Absent; 
1= Moderately possible; 2= Highly possible; 3= Very Highly possible and 4= Certain. 
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Table 2. Statistical indicators of J48 

INDICATOR VALUE 
Kappa 0.8891 

Absolute Mean Error 0.0156 
Mean Square Error 0.0945 
Absolute Relative Error 15.2328 %

 
The validation process allowed us to determine that the tree classification quality is 

very high with a 97.25 % (Table 1). It is considered that a high quality in classifica-
tion is achieved over 90% [13] the similarity level (agreement) between the training 
and validation dada was also accepted with a  Kappa index of 0.8891, due to the fact 
that it is considered a good result if exceeds 0.8 [14]. 

4 Discussion 

In Colombia, it was not possible to find an information system that allows to report 
medical reactions on line (over web), and neither medical interactions are analyzed 
that could be extracted from databases such as RSP (Registries for Service Provision) 
even though this kind of registers are an obligation for all the Health Care Providers. 
Given this context, it is not possible to have a clear estimate on the number of inade-
quate prescriptions made in the Health Care System in Colombia. The results that 
were obtained in this research could be used as input to proposal that take into  
account these numbers and facts in the discussion of health policies and more specifi-
cally in the process that are directly related with the use of pharmacotherapeutic re-
sources such as: 1. To promote the Access to recent technological innovations in the 
are specially information systems for medication 2. To implement information system 
those are adaptable to the needs of pharmaceutical needs. 3. To improve the informa-
tion centers on medications in different attention levels as a service for practitioners 
and patients. 4. Carry out research within the institution regarding medication usage 
using analysis tools such as data mining [15]. It is necessary to take specific actions in 
the areas of prescription, delivery, public information and sanitary vigilance. Some of 
the strategies that are proposed in order to optimize pharmacological use are: 1. 
Search for mechanisms that can enhance medical prescriptions. 2. To improve phar-
macovigilance programs, that include identification, analysis and evaluation of issues 
related to medications of pharmacological treatments in the whole population or in 
patient groups that are exposed to specific treatments, and the computation of quantit-
ative aspects of the benefit/risk ratio in national territory. Data Mining is also used to 
spontaneous reporting databases, organized by the WHO. A study carried out by Kim 
[16] compares this database with data reported in claims for adverse reactions to in-
surance companies in Korea. Statistical methods were established using Bayesian 
inference for the indicator definition that would report the existence of safe signs and 
those indicators were applied to the data base in order to establish relations. The con-
clusion of the study was that reports in the Korean insurance databases are incipient 
given the absence of high interest data. Moreover, another study with Data Mining 
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applied to health care sciences was made by Wang [17], where the necessity to use 
clinical narrative was proposed, taking into account that clinical narrative comprises 
the symptoms and textual expression that medico enter in the clinical history of the 
patient, in the feed of automated models of association among symptoms, diagnosis 
and medications for the formalization and early detection of adverse reactions. The 
results of this study showed an improvement of the findings from a 43% to 75%.  

5 Conclusion 

Our investigation witnessed the scarce amount of explorations and investigations that 
are related with the interaction of medication interactions (ADR), or data mining ap-
plied to data bases of prescription drugs on a national level.  

The algorithm that was created for the grouping of medical prescriptions allowed 
identifying the variables of interest at the moment of decision making at a pharma-
ceutical point of view.  

The decision tree permitted a solid, predictive relation to be found between the in-
adequate use of medicated prescriptions, the polymorphic metabolism of the medica-
tions (pharmacogenetics), and the high possibility of generating ADR; therefore, data 
mining allows us to approach a global analysis of sub-explored topics such as the 
derived interactions from aspects of pharmacokinetics and in a pharmacogenetics 
point of view to be more precise. This topic at the moment presents a great future for 
investigations worldwide. 

The tree generated after the data mining process can establish effective working 
routes related to pharmacotherapeutic decision, which leads to the optimization of the 
use of the drug, a decrease in ADR and optimization of economic resources in the 
different programs like cardiovascular and general care in basic and specialized levels 
of attention. 

In countries with growing economies, the application of the analysis in silico re-
lated with data mining raises new forms of incentive for investigations in the area of 
pharmacotherapeutics and for the development of solutions to the problems that are 
related to the inadequate medical prescriptions in all the levels of attention in health 
care.  An important possibility to establish data mining among the various levels of 
attention in health care opens up, which, permits the creation of clear politics for the 
adequate use of pharmaceutical resources. 

References 

1. República de Colombia, Departamento Nacional de Planeación, Consejo Nacional de 
Política Económica y Social. Ministerio de Salud y Protección Social. Instituto Nacional 
de Vigilancia de Medicamentos y Alimentos. Documento Lin. Política farmacéutica na-
cional. Bogotá (2012) 

2. Omran, A.R.: The epidemiologic transition: a theory of the epidemiology of population 
change. Milbank Q 83(4), 731–757 (2005) 

3. Fernández, N., Díaz, Z., Pérez, B., Rojas, A.: Polifarmacia en el anciano. Acta Med. 10, 1–
2 (2002) 



386 J.M.P. Agudelo, N.J.C. Pérez, and J.F.B. Pérez 

4. Lin, A.R.: Practical Experience in Enterprise Terminology Management. In: 2011 Proceed-
ings of the 14th International Conference on Information Fusion (FUSION), pp. 1–8. IEEE 
Explore, Chicago (2011) 

5. Calderón, O.C.A., Urbina, B.A.: La Farmacovigilancia en los últimos 10 años: actualiza-
ción de conceptos y clasificaciones. Logros y retos para el futuro en Colombia. 
MéD.UIS 24, 57–73 (2010) 

6. BOT plus: Aplicación utilizada en España para el análisis de interacciones generales de 
medicamentos, https://botplusweb.portalfarma.com/  

7. Dávila, F., Sánchez, Y.: Técnicas de minería de datos aplicadas al diagnóstico de entidades 
clínicas. RCIM 4(2), 174–183 (2012) 

8. Fernández de CastroI, O.C., Jiménez, L.G., Gonzales, D.B.E., Avila, P.J.: Aplicación de la 
minería de datos al Sistema Cubano de Farmacovigilancia. Rev. Cubana Farm. 41, 3 
(2007) 

9. Drugs.com, http://www.drugs.com/drug_interactions.html 
10. Interdrugs, http://www.interdrugs.com.ar  
11. Drugs.com, http://www.drugs.com/  
12. Aronson, J.K.: Meyler’s Side Effects of Drugs: The International Encyclopedia of Adverse 

Drug Reactions and Interactions, 15th edn., 4192 pages (2006) 
13. Lizazo, T.D., Delfor, M.R., Torres, C.V.: Minería de datos en la encuesta permanente de 

hogares 2009, Universidad Nacional del Litoral. Argentina 1, 19–28 (2011) 
14. Warrens, M.J.: Conditional inequalities between Cohen’s kappa and weighted kappas. Stat. 

Method 10, 14–22 (2013) 
15. Rodríguez, R.J.E.: Software para clasificación/predicción de datos. Tecnura. año 11. 21 

(2007)  
16. Kim, J., Ha, J.H.: Signal detection of methylphenidate by comparing a spontaneous report-

ing database with a claims database. Regul. Toxicol Pharm. 63, 154–160 (2011) 
17. Wang, X., Chase, H., Markatou, M., Hripcsak, G., Fri, C.: Selecting information in elec-

tronic health records for knowledge acquisition. J. Biomed. Inform. 43, 595–601 (2010) 



L.F. Castillo et al. (eds.), Advances in Computational Biology,  
Advances in Intelligent Systems and Computing 232,  

387

DOI: 10.1007/978-3-319-01568-2_54, © Springer International Publishing Switzerland 2014 
 

iTRAQ, The High Throughput Data Analysis of Proteins 
to Understand Immunologic Expression in Insect 

Amalia Muñoz-Gómez1,2,3, Mauricio Corredor2,3, Alfonso Benítez-Páez2,3,  
and Carlos Peláez1 

1 Grupo Interdisciplinario de Estudios Moleculares (GIEM), Instituto de Química, 
Universidad de Antioquia, Medellín, Colombia  

amalia.munoz@laposte.net, directorgiem@gmail.com 
2 Genética y Bioquímica de Microorganismos (GEBIOMIC), Instituto de Biología,  

Universidad de Antioquia, Medellín, Colombia  
mcorredor@matematicas.udea.edu.co 

3 Grupo de Análisis Bioinformático (GABi), Centro de Investigación y Desarrollo en 
Biotecnología CIDBIO, Bogotá, D.C., Colombia  

abenitez@cidbio.org 

Abstract. Isobaric tags for relative and absolute quantification of protein 
expression (iTRAQ®) is a powerful tool which is combined with the accuracy 
of Mass Spectrometry for protein identification. This tool was approached to 
detect proteins associated to the innate immune system of Galleria mellonella 
in response to pathogenesis caused by Fusarium oxysporum. After experimental 
approaches, iTRAQ data was used to set up computational analysis based on 
identification and quantification of peptides and proteins against different 
protein databases by using ProteinPilot™ and Mascot Distiller search engines. 
iTRAQ battery was able to identify more than 340 peptides corresponding to 39 
putative proteins from G. mellonella and close related species. Despite the low 
level of genomic and proteomic information available for G. mellonella, 
iTRAQ demonstrated to be reliable strategy to determine changes in protein 
expression as a consequence of the infection process induced in G. mellonella. 
Consequently, it was found differential expression in proteins directly involved 
in innate immune response such as cecropin-D-like peptide, lysozyme, and 
hemolin, indicating an active response of G. mellonella in early stages of fungal 
infection. 

Keywords: iTRAQ, fungal infection, innate immune system, Galleria 
mellonella, Fusarium oxysporum, model insect. 

1 Introduction 

Insects are frequently attacked and infected by bacterial and fungal organisms. The 
fungal pathogenesis in model insects like G. mellonella [1] has special relevance 
given implications to disclose evolutionary aspects of ancient innate immune systems. 
Several studies have shown that G. mellonella is able to resist high concentrations of 
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Fusarium oxysporum conidia, then reproducing a sub-lethal infection process  
where activation of the insect innate immune system can be studied by different 
molecular approaches. On the other hand, F. oxysporum is a trans-kingdom  
pathogen well known for production of harmful secondary metabolites, mycotoxins, 
responsible for several diseases in humans, livestock animals, insects, and even in 
plants [2]. 

Regarding the immune response of insect against fungal infections, the insect 
hemolymph play a critical role becoming in the way to transport cells, proteins and 
peptides, oxygen, hormones, nutrients, and metabolites associated to the immune 
system [3,4]. Immunological study of insects comprises an important challenge to 
understand the molecular mechanisms of innate immune system in whole animal 
kingdom. Moreover, innate immune system is well known as the primary defense 
against pathogen or competitors attack because it is wide spread in all three major 
kingdoms of life [5]. Conversely, adaptive immune system is present only in 
vertebrates; as a result of gene family duplications and specializations, which allowed 
developing highly specialized mechanisms to control immune response in time and 
being selective for pathogens. Notwithstanding, molecules similar to those specialized 
in the adaptative immune system have been detected in insects given that 
antimicrobial peptides (AMPs) activity resembles that of cytokines involved to 
stimulate infection response in hemocytes [6]. 

Recent contributions in genomic characterization of G. mellonella immune system 
include a transcriptome analysis revealing presence of transcripts encoding a wide 
repertoire of humoral immunity proteins with potential antimicrobial activity [7]. In 
order to further analyze the immune system of G. mellonella and help in 
characterization of this model organism, we proposed to analyze its protein 
expression pattern during fungal infection with sub-lethal doses of F. oxysporum 
conidia. For this aim we designed a proteomic study based on iTRAQ together with a 
refined bioinformatics approach. 

Different techniques for proteomics such as 2D gel-MS [8], LC MS/MS [9], ChIP-
on-Chip, or Tandem Affinity Purification (TAP) are important alternatives for 
identification of protein expression and interaction. Currently, iTRAQ has especial 
advantages over conventional proteomics techniques because this one identifies and 
quantifies many proteins from the specific biological environments using label 
peptides able to be identified by sensitive mass spectrometers. The iTRAQ analysis is 
further enhanced with use of robust bioinformatic tools [10] and statistic analysis 
[11], which support the biological evidence discovered. Therefore, using the infection 
model (G. mellonella-F. oxysporum) and iTRAQ approach, we expect to identify and 
quantify new proteins and peptides produced after activation of innate immune 
response. Additionally, our experimental workflow will be assisted by an extensive 
database searching using ProteinPilot™ and Mascot Distiller search engines against 
non-redundant protein databases with special focusing in the functionally 
characterized family of proteins belonging to the insecta class. 
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2 Materials and Methods 

2.1 Insect-Pathogen Model 

Approximately 3000 G. mellonella larvae in the last instar were infected with 1 x104 
ml-1 of Fusarium conidia (Foxy-GIEM strain), and incubated by 48 hours at 37 oC. 
Then, hemolymph was collected and processed free of hemocytes. Hemolymph 
isolated from surviving larvae (~95%) was concentrated and quantified by Bradford 
assay. Control larvae were treated conidia-free suspension buffer [12]. 

2.2 iTRAQ LC-MS/MS 

Hemolyph samples were digested with trypsin, cystein blocking, and labeled  
with isobaric tags in multiplex reaction. Peptide separation was performed in AB 
Sciex LC-MS/MS 5600 Triple TOFF Mass Spectrometer (Keck Biotechnology 
Resources Lab., Yale University). The tandem MS/MS spectra were analyzed using 
ProteinPilot™. 

2.3 Bioinformatics and Statistic Analysis 

Proteins with 2 or more matching peptides were considered as positive identification. 
Level of confidence was expressed in ProtScore units. Mascot distiller and Mascot 
search algorithm were used for database searching. The protein database used was 
NCBInr_20121109. Protein expression ratios were calculated from the pair-wise 
comparison of two iTRAQ channels. For each ratio, the iTRAQ peak area was 
corrected for Observed Bias Correlation. Identified lepidoptera proteins were 
compared with G. mellonella peptides using pairwise alignment with Blastp algorithm 
[13], and multiple alignments with Muscle [14] and Probcons [15]. Functional 
annotation was manually performed by mining ModBase, UniProt, Pfam, and KEGG 
databases. Statistic analysis in ProteinPilot takes in account False Discovery Rate 
analysis for multiple testing corrections.  

3 Results 

3.1 Protein Identification 

Hemolymph proteins from infected G. mellonella with positive identification are 
shown in Table 1. Exactly 374 peptides were positively resolved which matched to 
more than 60 different proteins. Among them, 47 proteins were identified with a level 
of confidence ≥ 99%; 54 proteins were identified at ≥ 95% of confidence. From this 
set of positively identified proteins, twenty-five corresponded to G. mellonella, 4 to F. 
oxysporum (data not show), and 19 to Lepidoptera order. The remaining proteins were 
identified to belong to other Insecta orders, other invertebrates, bacteria, protozoan 
and fungi (data not show). Particularly more than 340 peptides were assigned to 
Lepidoptera proteins (Table 1).  
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Table 1. List of proteins identified by iTRAQ from the greatest to lowest protein score. Protein 
coverage corresponds to number of amino acids from peptide matching number of amino acids 
to protein. Proteins in gray background correspond to G. mellonella, in white for related 
species. 

# Peptides Protein 

Score 

Percent 

Coverage 
Protein Name 

1 89 171.5 73.99 apolipophorin [Galleria mellonella] 

2 48 137.87 83.9 arylphorin [Galleria mellonella] 

3 31 55.35 83.09 transferrin precursor [Galleria mellonella] 

4 22 46.66 72.24 hexamerin [Galleria mellonella] 

5 20 38.07 88.17 apolipophorin-3; precursor [Galleria mellonella] 

6 11 34.77 59.1 prophenoloxidase subunit 2 [Galleria mellonella] 

7 12 34.27 91.53 27 kDa hemolymph protein; precursor [Galleria mellonella] 

8 21 28.72 82.9 hemolin [Galleria mellonella] 

9 14 26.98 65.15 prophenoloxidase [Galleria mellonella] 

10 2 9.91 19.15 apolipophorins [Danaus plexippus] 

11 8 8.8 70.61 juvenile hormone binding protein [Galleria mellonella] 

12 6 7.6 81.82 lysozyme; 1,4-beta-N-acetylmuramidase [Galleria mellonella] 

13 1 7.39 31.84 
beta-1,3-glucan recognition protein precursor [Galleria 

mellonella] 

14 6 6.72 28.02 hexamerin receptor [Corcyra cephalonica] 

15 5 6.4 76.42 cationic protein 8 precursor [Galleria mellonella] 

16 5 6.18 64.71 larval hemolymph protein [Galleria mellonella] 

17 1 5.85 34.22 apolipophorin-3; precursor [Hyphantria cunea ] 

18 1 5.0 20.75 antennal esterase CXE5 [Spodoptera exigua] 

19 2 4.89 18.69 apolipophorin precursor protein [Bombyx mori] 

20 4 4.86 43.53 32 kDa ferritin subunit [Galleria mellonella] 

21 3 4.62 59.85 cellular retinoic acid binding protein [Danaus plexippus] 

22 4 4.55 25.35 imaginal disc growth factor 4 [Papilio polytes] 

23 3 3.92 22.45 apolipophorin-2; precursor [Manduca sexta] 

24 1 3.9 40.96 glyceraldehyde-3-phosphate dehydrogenase [Bombyx mori] 

25 2 3.21 42.57 proline-rich protein [Galleria mellonella] 

26 3 3.06 55.45 26kDa ferritin subunit [Galleria mellonella] 

27 1 2.79 64.1 Cecropin-D-like peptide [Galleria mellonella] 

28 1 2.68 26.32 hexamerin 2 [Corcyra cephalonica] 

29 2 2.67 28.5 
moderately methionine rich storage protein [Sesamia 

nonagrioides] 

30 3 2.29 23.19 masquerade-like serine proteinase [Pieris rapae] 

31 1 2.22 75 Anionic antimicrobial peptide 2 [Galleria mellonella] 
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Table 1. (continued) 

32 2 2.2 23.99 
moderately methionine rich storage protein [Danaus 

plexippus] 

33 1 2.08 14.11 serpin 1 [Danaus plexippus] 

34 1 2.04 40.99 isocitrate dehydrogenase [Arcte modesta] 

35 1 1.4 41.33 kunitz-type protease inhibitor precursor [Galleria mellonella] 

36 1 1.14 9.6 seminal fluid protein CSSFP007 [Chilo suppressalis] 

37 2 1.08 20.67 peptidoglycan recognition protein SA, partial [Papilio xuthus] 

38 1 0.57 22.71 hemolymph storage protein 1 [Samia cynthia ricini] 

39 2 0.48 21.79 diapause associated protein 2 [Choristoneura fumiferana] 

 
The low level of protein identification reached, after iTRAQ analysis, was directly 

attributed to the failure of genome information for G. mellonella. Notwithstanding, it 
would be feasible to expect a large amount of proteins identified by similarity with 
well characterized insects such as Anopheles gambiae, Aedes aegypti, Apis 
mellifera,and Drosophila melanogaster. These results would indicate that Lepidoptera 
species could differ enormously from other insects or that at least G. mellonella 
hemolymph proteins related to innate immune system are totally absent in other insect 
species. Therefore, further efforts must be conducted to characterize the genetic 
repertoire of G. mellonella and to disclose the level of variation with related insect 
species. 

3.2 Differential and Quantitative Expression 

After statistical analysis, we found differential protein expression in several proteins 
being over-expressed in hemolymph of G. mellonella infected with F. oxysporum 
conidia. Among this set of over-expressed proteins we found apolipophorin 3 
precursor, cecropin-D-like peptide, and lysozyme. The role in antimicrobial defense 
of G. mellonella was previously demonstrated for last two proteins [16]; whereas 
function of apolipophorin 3 in the innate immune response is widely studied to act in 
pathogen recognition [17, 18], then acting like opsin which encapsulates and avoids 
pathogen dissemination; as well as promoter of phagocytosis and activation of 
antimicrobial systems [19, 20]. Surprisingly, we also detected down-regulation for 
proteins such as hemolin, and serpin, well characterized players actively participating 
in the insect immune response [21, 22]. In case of hemolin proteins, they recently 
have been associated to viral infections [23; 24], therefore, this would indicate that G. 
mellonella immune system is also able to distinguish viral infections in addition to 
previously reported [16]. 

4 Discussion 

Proteomics is the study of proteins at large-scale. Hence, the characterization and 
analysis of proteins expressed in a determined cell, tissue (hemolymph) or organism is 
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called proteome. However, proteome concept has reached new considerations given 
the differential expression or post-translation pattern of proteins succeeded in a 
specific time-point. Therefore, cell proteome must be always referred to specific 
conditions in which those proteins were identified to be present or absent. In our 
study, hemolymph larva was the main scope. Nowadays, cutting-edge proteomic 
approaches comprises the usage of iTRAQ, which is considered as a powerful tool for 
quantitative proteomics then permitting to both identify and measure expression of 
determined proteins in biological samples. 

Proteomic iTRAQ approach was useful to detect and quantify protein expression 
pattern in hemolymph after an induced sub-lethal infection of G. mellonella larva with 
F. oxysporum conidia. Hemolymph protein identification was assisted by using 
ProteinPilot™ software and NCBI-nr database. Protein identification had low 
efficiency probably due to poor genomic characterization of G. mellonella in 
biological repositories. Notwithstanding, we are able to identify some dozens of 
proteins based on robust algorithms with statistical confidence. We were able to to 
identify 19 new G. mellonella peptides associated to humoral immunity. Pairwise 
comparisons using those peptides informed us about presence of orthologs in other 
species belonging the insecta class. 

Our results are in agreement with previous reports which describe apolipophorin 3 
to have a central role in insect immune response, being up-regulated after larval 
exposure toxins [25]. This function linked to insect immunity has also been reported 
for Hyphantria cunea, Heliothis virescens, Locusta migratoria and Anopheles 
gambiae species [26, 27].  

Despite the number of proteins identified was relatively low, it is very important to 
highlight that all proteins identified correspond with soluble fraction of hemolimph, 
therefore we are describing partially the innate humoral immune system of G. 
mellonella. In similar manner, our results corroborate previous analysis showing to 
apolipophorin 3, cecropin-D-peptide, and lysozyme as proteins involved in the 
immune response against fungal infection. Interestingly, we present data suggesting 
that G. mellonella humoral innate immune system is able to distinguish fungal/ 
bacterial from viral infections given the expression pattern observed for immunity 
proteins such a hemolin, which showed down-regulation pattern of expression during 
F. oxysporum infection. 

5 Conclusion 

Further efforts must be conducted for a deep genomic characterization of G. 
mellonella, then, proteomic approaches like iTRAQ® can be decisive for exploring 
and disclosing the whole protein network involved in the innate immune response of 
this model organism. 
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Arroyave, Johanna Carolina 327
Avila, Marco Fidel 29

Barragán, Daniel 109, 115
Barrera, Harold Enrique Castro 265
Barreto, Emiliano 321
Barreto, George Emilio 29, 47, 205
Barreto-Hernández, Emiliano 337
Barrios, Andrés Fernando González
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Botero, David 133
Botero, Stefany 91
Bravo, Enrique 103
Broadbelt, Linda J. 287
Burgos-Ocampo, Ricardo Andrés 315

Cabezas, Ricardo 29
Cadavid, Luis Fernando 239, 259, 307,

345
Calderon, Jhon 253
Cárdenas-Peña, David 71
Carrillo-Tripp, Mauricio 21

Castellanos-Dominguez, C. German
315

Castellanos-Domı́nguez, Germán 71
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Pérez, Jhon Fredy Betancur 379
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