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Preface

Bioinformatics and Computational Biology are areas of knowledge that have
emerged due to advances that have taken place in the Biological Sciences and its
integration with Information Sciences. The expansion of projects involving the
study of genomes has led the way in the production of vast amounts of sequence
data which needs to be organized, analyzed and stored to understand phenomena
associated with living organisms related to their evolution, behavior in different
ecosystems, and the development of applications that can be derived from this
analysis.

In Colombia the main reference to consider for the advancement of Science
is the National Development Plan 2010-2014, which is based on what the gov-
ernment calls, the locomotives of growth. The areas or economic activities to
be included that have been selected with priority in the four years’ duration
are (i) new innovation-based sectors, (ii) agriculture and rural development,
(iii) Housing and friendly cities, (iv) energy mining development and expansion,
(v) transport infrastructure.

The first locomotive is focused on the need to promote the development of
emerging sectors based on innovation, which features information technology
and telecommunications, and biotechnology, among others. Several strategies
have been proposed to generate knowledge that can be applied to production
processes and the solution of problems affecting the community. This requires the
formation of human resources, project financing and organization of institutions
to promote research and innovation.

Bioinformatics becomes a crucial area of development in the National pol-
icy “COMMERCIAL DEVELOPMENT OF BIOTECHNOLOGY FROM THE
SUSTAINABLE USE OF BIODIVERSITY”, because it can support the process
of search and discovery of molecules, genes or active ingredients that are present
in our biodiversity, so through biotechnology they can be industrially produced
in a sustainable scheme.

We can envision Colombia’s effort to strengthen this field of research, on
data from the Biodiversity Information System of Colombia - SiB, analyzed in
the Report on the State of Renewable Natural Resources and the Environment
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2009, which describes the departments with the largest number of known species
and include Quindio, Risaralda, Caldas, Cundinamarca, Valle, Antioquia and
Boyacé, located in the central Andean region.

The CCBCOL’13 Congress has the following objectives: Submit progress in
research in computational biology and related areas and their relations and in-
ternational scope, identify strengths and weaknesses in relation to infrastruc-
ture, research training and development strategies of computational biology in
Colombia, advance the establishment of agreements that allow the integration
of infrastructure, cooperation and development of research projects relevant and
competitive, nationally and internationally, advance the establishment of agree-
ments that allow the integration of infrastructure, cooperation and development
of research projects relevant and competitive, nationally and internationally, en-
courage contact between scientists from multiple disciplines (computer science,
biology, mathematics, statistics, chemistry, etc.) that conduct research in com-
putational biology and related areas in the country, and launch the Colombian
Society for Computational Biology.

Another important achievement and articulated with this event, is the found-
ing of the Colombia’s Computational Biology and Bioinformatics Center (BIOS),
which is headquartered in the city of Manizales (the central Colombian coffee
production zone), a leading national supercomputing facility devoted to provid-
ing services to government, academia and businesses interested in Biotechnology
research, Development and Bioprospecting.

This volume compiles accepted contributions for the 2nd Edition of the Colom-
bian Computational Biology and Bioinformatics Congress CCBCOL, after a rig-
orous review process in which 54 papers were accepted for publication from 119
submitted contributions.

Luis F. Castillo
Marco Cristancho
Gustavo Isaza

Andrés Pinzén
CCBCOL’13 Programme Co-chairs
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Predictive Modeling of Signaling Transduction
Mediated by Tyrosine-Kinase Receptors

Ivan Mura

EAN University
Carrera 11 No. 78 - 47 Bogota - Colombia
imura@ean.edu.co

Abstract. HER members of the tyrosine-kinase family of transmem-
brane receptors are initiators of signaling cascades driving crucial cellu-
lar process, such as gene transcription, cell cycle progression, apoptosis.
Given their capacity of oncogenic transformation these receptors are the
target of selective anticancer drugs, which in-vivo are however not as
effective as anticipated by in-vitro experiments. Translating HER in-
hibitors into effective therapies to block the oncogenic signaling cascades
will be facilitated by models that can provide reliable predictions for the
evolution of the intricate HER mediated signaling networks. This work
presents a process-algebra based approach to compactly specify and sim-
ulate HER signaling models. The proposed HER, activation model can
be easily reused as a building block in larger models of signaling.

Keywords: Tyrosine kinase receptors, Signaling pathways, Cancer ther-
apies, Computational modeling, Stochastic simulation.

1 Introduction

The tyrosine-kinase family of transmembrane receptors includes at least 17 dif-
ferent classes of receptors, among which the human epidermal growth factor
receptors (hereafter, HER). There are four structurally related HER receptors:
HER1, HER2, HER3, and HER4. HERs play a crucial role in cell signaling,
mediating cell proliferation, migration, differentiation, apoptosis, and cell motil-
ity, owing to their ability to activate important cytoplasmic signaling relaying
molecules such as PI3K, Ras, Stat3, Grb2 among others [I].

HER family receptors are often over-expressed, amplified or mutated in many
forms of cancer. HER1 is found to be over-expressed in more than 80% of head
and neck cancers, 50% of gliomas, 10 to 15% of non-small cell lung cancers in the
west [7]. Amplification and overexpression of HER2 is seen in about 25 to 30%
of breast cancers [I3]. Given their frequent altered expression or dysregulation
in human tumors, HERs are target of selective anticancer drugs.

In spite of the effective inhibition shown in vitro, only a small percent of the
patients that receive HER antagonist therapies respond to it (for instance, 20-
30% in the case the HER?2 inhibitor ¢rastuzumab [0]). This indicates the existence
of a complex set of intertwined relationships that the HER family members

L.F. Castillo et al. (eds.), Advances in Computational Biology, 1
Advances in Intelligent Systems and Computing 232,
DOI: 10.1007/978-3-319-01568-2 1, (© Springer International Publishing Switzerland 2014
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exhibit. A drug is attempting to switch off the signaling cascade by specifically
targeting one receptor type, while at the same time other HER members are
compensating for the effects of the drug with sustaining signaling activation [2].
This unexpectedly complex behavior may well explain the disappointing results
of various trials of candidate HER antagonists drugs and offers an excellent
challenge for the deployment of Systems Biology modeling approaches [12].

In this paper we consider the modeling of the initial events of the HER sig-
naling pathways, which are triggered by the binding of the HER receptors with
their ligands, the dimerization of receptors and the phosphorylation of their in-
tracellular domains. More specifically, inspired by the recent study reported in
[2], we consider a scenario where the HER1 and HER2 receptors are sinergisti-
cally working to sustain signaling. This scenario only considers a few molecules,
yet the temporal evolution of the system results in an combinatorial mesh of
interacting partners. This complexity offers at least two types of challenges to
the modeling tools: From a model specification point of view, such complexity
makes model definition long and cumbersome (and hence error prone), whereas
from the solution point of view it makes model simulation a computationally
intensive task, due to the large number of possible reactions.

To tackle these issues, we shall be using an approach based on the modeling
language BlenX [3], which adopts a process-algebra model specification to nicely
manage the complexity inherent to the combinatorial explosion of the number
of species configurations. We offer two contributions in this paper. The first one
is represented by the example of application of the process-algebra modeling
approach, which finds in the complexity of the HER activation models an ideal
application area. The second contribution consists in the model itself, which can
be used as a building block in larger models of signaling or easily adapted to
define activation models for other tyrosine-kinase receptors.

This paper is organized as follows. We provide in Section [2] an introduction
to the structure and function of the HER family receptors, and then we focus
in Section B on the definition of a HER activation and phosphorylation model
in BlenX. Section [4] shows the results of model validation and finally Sections
and [0l provide a short discussion and conclusions for the paper, respectively.

2 HER Receptors

We provide in this section a short description of the molecular details of the
HER activation process. Our discussion is limited to HER1 and HER2, but it
readily applies to HER3 and HERA4 as well.

HER receptors are mostly located on the cell membrane, and are made up
of an extracellular region or ectodomain, a single transmembrane-spanning re-
gion, and a cytoplasmic tyrosine kinase domain. HER proteins are capable of
forming homodimers, heterodimers, and possibly higher-order oligomers upon
activation by a subset of potential growth factor ligands. There are many growth
factors that activate HER1 receptors, among which EGF, TGF-a and neureg-
ulins. Although unliganded homodimers and heterodimers can also form, they
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are unlikely to be active [I0]. Multiple phosphorylation sites exist in the intra-
cellular domains of HERs. For instance, at least 5 sites appear to be relevant
for downstream signal rely in HER1 [5] and at least 4 in HER2 [J]. The dimer
formation is reversible; HER dimers can dissociate and reassociate regardless of
their phosphorylation status.

This means that each single HER molecule can exist in many possible configu-
rations. If each HER molecule carried 4 phosphorylation sites, the total number
of possible configurations would be of the order of 2°. Such a combinatorial
number of configurations makes most modeling approaches cumbersome if not
impracticable. Any modeling tool requiring the explicit encoding of all possible
species configurations and of all the reactions they participate in would be im-
possible to use. We shall see in the next section how the system can be easily
encoded with the BlenX approach, which does not require fully unfolding the
set of possible configurations of the species.

3 Modeling Methods

BlenX [3] is a modeling language based on the process calculi and rule-based
paradigms. It is specifically designed to account for the complexity of biological
networks. The advantages of a rule-based approach become evident when the
biological system exhibits a combinatorial number of possible configurations as
in the case of the HER early signaling network. Given the space limitation, we
just provide in this section a few clues about the BlenX modeling approach. A
complete explanation with examples of application, can be found in [4].

BlenX uses a general abstraction of a biological network that separately con-
siders biological entities and their interaction capabilities. Biological entities are
encoded in BlenX as objects called boxes. Boxes expose interfaces called binders,
which mimic domains of interaction, for instance for complexation and phos-
phorylation. The interaction capabilities of binders are determined by its type
attribute, which is controlled by each box internal process, which updates them
according to the box state.

BlenX resembles a normal programming language. A box for the EGF ligand
of HER1 would be defined as follows:

let egf : bproc = #(egfrec,egfrec) [nil];

This text is declaring the box egf as having one binder named egfrec, having a
type egfrec. This binder models the site across which EGF binds to the receptor.
The text within square brackets is the box process. In the case of EGF, the
process is nil, i.e. the null process, which does nothing and hence the type of
binder egfrec will ever be changed. This models the fact that the complexation
with HER1 is always possible for EGF molecules. A box for a HER1 molecule
needs more binders: one called hilig for the interaction with the ligand, one
called hidim for the dimerization with another HER molecule, plus at least one
binder hIph to model a single phosphorylation site. Moreover, it would need
a non-null internal process to model the phosphorylation process so that it can
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happen only after ligand binding and dimerization. We declare HER1 and HER2
boxes (for the sake of conciseness, each one with just one phosphorylation site),
as follows:

let herl :: bproc = #(hilig,h1lig),#(hidim,hidim),
#(hiph,free) [hl proc];

let her2 :: bproc = #(h2dim,h2dim) ,#(h2ph,free),
[h2 proc];

Binding interaction capabilities are called affinities in BlenX, and are defined for
pairs of binder types. For instance, to model the reversible complexation of EGF
and HER1, we declare in BlenX a tuple as follows: (egfrec,h1lig,kon,koff),
where ko, and k,yy are the rate of complex formation and dissociation, respec-
tively. The rate information is used at simulation time. BlenX uses a discrete-
space discrete-time interpretation of model evolution, according to Gillespie
stochastic molecular dynamics [8]. Intuitively, the rates are proportional to the
speed with which the biochemical transformations occur.

The internal processes keep track of the history of the boxes and appropriately
change the state of the binders. For instance, process hl proc of box her1 will
change the type of binder hiph from free to phospho when an egf box binds
hilig and an HER molecule binds hidim.

To model our scenario of HER1 and HER2 interaction, we just need the
3 box declarations given above, and the specification of the two internal pro-
cesses hl proc and h2 proc, a BlenX program that is as compact as 15 lines
of code. Additionally, we need 4 affinities declaration, one for the HER1-EGF
binding, and 3 for the hetero and homodimerizations. Overall, a very compact
BlenX model accounts for all the possible configurations of the species and their
reactions.

4 Results

We present in this section the results of simulation experiments aiming at validat-
ing the HER1-HER?2 interaction model. We start our experiments by reproducing
an experimental setting that was used in the paper [L1], where the activation of
HERI1 in hepatocytes is considered. In that study, an in-vitro culture of HER1
cells is stimulated by a single EGF pulse, and the phosphorylation level of the
receptors is measured over time by immunoprecipitation. By using the kinetics
of EGF binding, dimerization and phosphorylation given in [II] to instanciate
the BlenX model, we could reproduce the HER1 time course of phosphorylation
over the time window [0-120] seconds, as shown in Fig.1.

Then, we used the same rates in the complete model, when also HER2 is
considered. Without introducing any new model parameter, we reproduced the
relative proportions of HER1-HER1 homodimers and HER1-HER2 heterodimers
at equilibrium (10 minutes after EGF stimulation) in four breast cancer cell
lines. Table 1 shows the very good match of simulation results with respect to
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Fig. 1. Comparison of experimental and simulated HER1 phosphorylation over time.
Experimental results are provided with error bars. Simulation results were estimated
at 95% confidence level and are within 10% of the estimated value.

Table 1. Results of HER1-HER1 homodimer versus HER1-HER2 heterodimer ratio
simulations for various breast cancer cell lines. Confidence intervals of simulation are
within 10% of the estimated value.

Cell Num  Num Ratio Homodimers/Heterodimers

Line HER1 HER2 Experimental results Simulation results
AUB65 204560 1447688 0.071 0.072£0.0012
SKBR3 143559 1402832 0.042 0.050£0.0014
SKOV3 387771 657088 1.627 1.39340.0035
H1650 158872 53810 15.625 14.934+0.0776

the experimental data obtained in [2]. These results validate the BlenX model
and demonstrate its predictive capabilities.

5 Discussion

The BlenX model presented in this paper appears to be able to reproduce the
experimentally observed behavior of HER receptors under different conditions.
Main advantages of the proposed modeling approach are its compactness and
easy extensibility. For instance, to pass from a pure HER1 model, i.e. one consid-
ered in the experimental setting of Kholodenko, to the HER1-HER?2 interaction
model, we just added the HER2 specifications to the existing code, without hav-
ing to change it. This is due to the basic modeling choice of not specifying
explicitly the reactions each species can participate in, but just to define its pos-
sible interactions. Specifically, the definition of interactions is made at the level
of the binders, which represent the domains of molecules. Such a subtle differ-
ence obviate the necessity of enumerating the set of reactions, their reactants
and products.
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6 Conclusions

We showed in this paper the preliminary results of a HER model based on the
process-algebra language BlenX. The foundational aspects of the modeling ap-
proach are presented, and a model of HER1-HER2 signaling sketched to provide
some clues about the expressiveness of the language.

The proposed model can be easily extended to encode, in a very compact way,
systems that include thousands of species and reactions, which would be other-
wise impossible to specify. We validated the model with respect to experimental
data coming from the literature, taking into consideration two different studies.
The model could be further extended to consider additional HER members. In
particular, we plan to consider HER3, as HER2-HERS3 heterodimers are among
the most active complexes in relaying growth factor signals.

References

1. Citri, A., Yarden, Y.: EGF-ERBB signalling: towards the systems level. Nat. Rev.
Mol. Cell Biol. 7, 505-516 (2006)

2. DeFazio-Eli, L., Strommen, K., Dao-Pick, T., Parry, G., et al.: Quantitative assays
for the measurement of HER1-HER2 heterodimerization and phosphorylation in
cell lines and breast tumors. Breast Cancer Res. 13 (2011)

3. Dematté, L., Priami, C., Romanel, A.: Modelling and simulation of biological pro-
cesses in BlenX. Perform Eval. Rev. 35, 32-39 (2008)

4. Dematté, L., Priami, C., Romanel, A.: The blenX language: A tutorial. In:
Bernardo, M., Degano, P., Zavattaro, G. (eds.) SFM 2008. LNCS, vol. 5016, pp.
313-365. Springer, Heidelberg (2008)

5. Downward, J., Parker, P., Waterfield, M.D.: Autophosphorylation sites on the epi-
dermal growth factor receptor. Nature 311, 483-485 (1984)

6. Esteva, F.J., Valero, V., Booser, D., Guerra, L.T., et al.: Unraveling resistance to
trastuzumab (Herceptin): insulin-like growth factor-I receptor, a new suspect. J.
Clin. Oncol. 20, 18001808 (2002)

7. Frederick, L., Wang, X.Y., Eley, G., James, C.D.: Diversity and frequency of epi-
dermal growth factor receptor mutations in human gliobastomas. Cancer Res. 60,
1383-1387 (2000)

8. Gillespie, D.T.: A general method for numerically simulating the stochastic time
evolution of coupled chemical reactions. J. Comp. Physics 22, 403-434 (1976)

9. Hazan, R., Margolis, B., Dombalagian, M., Ullrich, A., et al.: Identification of
autophosphorylation sites of HER2/neu. Cell Growth Differ. 1, 3-7 (1990)

10. Jura, N., Endres, N.F., Engel, K., Deindl, S., et al.: Mechanism for activation
of the EGF receptor catalytic domain by the juxtamembrane segment. Cell 137,
1293-1307 (2009)

11. Kholodenko, B.N.; Demin, O.V., Moehren, G., Hoek, J.B.: Quantification of short
term signaling by the epidermal growth factor receptor. Biol. Chem. 274,30169-30181
(1999)

12. Kitano, H.: Systems Biology: a brief overview. Science 295, 1662-1664 (2002)

13. Slamon, D.J., Godolphin, W., Jones, L.A., Holt, J.A., et al.: Studies of the HER-2/neu
proto-oncogene in human breast and ovarian cancer. Science 244, 707-712 (1989)



Bioinformatic Analysis of Two Proteins
with Suspected Linkage to Pulmonary Atresia
with Intact Ventricular Septum

Oscar Andrés Alzate Mejia' and Antonio Jests Pérez Pulido”

' Docente Universidad Auténoma de Manizales, Colombia
% Docente Universidad Pablo de Olavide, Sevilla - Espaiia
oalzate@autonoma.edu.co, ajperez@upo.es

Abstract. Pulmonary atresia with intact ventricular septum (PA-IVS) is a con-
genital heart disease characterized by occlusion of the pulmonary valve causing
complete obstruction of the outflow tract from the right ventricle to the lungs.
Some authors attribute the origin of disease to genetic causes and the mutation
of genes WFDC8 and WFDC9 have been proposed as related to with its patho-
genesis. Based on this suspicion, a bioinformatic analysis to their gene products
was made to find the relationship between the mutation and disease.

Were reviewed the annotations, domains and structures of these proteins to
study their biological characteristics; to find equivalent sequences in other spe-
cies the orthologous of proteins were searched, so it was made a phylogenetic
analysis and were searched conserved domains using alignments. Similarly,
were searched the tissues in which genes are expressed to find its relation to
heart and was studied the intergenic sequence to uncover regulatory sequences
associated with cardiac development.

The results suggest that the human proteins WFDCS8 and WFDC9, currently
related to the immune system, they are also related to extracellular matrix pro-
teins, and they could be expressed in heart tissue and embryonic, in addition,
was found that the corresponding intergenic sequence has different binding sites
for factors transcription related to the development of heart and heart valves.

Keywords: Pulmonary atresia, WFDC8, WFDC9, heart tissue.

1 Introduction

Congenital heart diseases are disorders of the heart and great vessels that exist before
birth. They describe structural or functional injuries of one or more of the four cardiac
chambers or septum which separate them, or their respective valves.

The Pulmonary atresia with intact ventricular septum (PA-IVS) is a congenital
heart defect characterized by a pulmonary valve atresia, a complete obstruction of the
outflow tract from the right ventricle to the lungs. But unlike other diseases of heart
septum that separates both ventricles, it is intact. The etiology of the disease begins to
be known. Some familial cases suggest genetic basis (1). A report of PA-IVS was
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published in monozygotic twins (2); in them and through an analysis of comparative
genomic hybridization (aCGH) revealed a deletion of 55 kb at the level of the chro-
mosome 20q13.12 involving WFDC8 and WFDC9 genes in both patients.

In humans, WFDC genes are encoding small proteins that can contain one or more
domains WFDC. It is knows that the domain WFDC performs part of innate immuni-
ty, which is present in some inhibitors serine protease that stop endogenous peptidases
secreted by cells proinflammatory, thus avoiding damage and inflammation of the
tissues. Similarly, it has been shown to inhibit proteases secreted by exogenous mi-
croorganisms showing potent antibacterial, antifungal, and antiviral properties (3).
Currently does not exist in the literature references linking the proteins WFDCS8 and
WFDC9 with the heart or great vessels. In this work, we analyze bioinformatics in
order to find the relation of the mutation and pulmonary atresia with intact ventricular
septum.

To this purpose, functional annotations, domain arquitecture and 3D structures of
proteins were reviewed in order to analyze their biological characteristics; to find
sequences equivalents in other species (orthologs), a phylogenetic analysis was made
and we searched for domains maintained by alignments. Similarly, we looked for
tissues where genes are expressed to find his relationship with the heart and, finally,
we studied the intergenic sequence to discover regulatory sequences related to cardiac
development.

The results reveal the relationship of the WAP for WFDC8 and WFDC9 domains
with extracellular matrix proteins, which constitute the architecture of the heart
valves. So the same, the expression of the proteins was found in cardiac and embryo-
nic tissue. Finally, it shows that the sequence between both genes presents different
binding sites for factors of transcription which are related to the development of the
heart and heart valves.

2 Materials and Methods

2.1 Review of Annotations from WFDC8 and WFDC9

To assign the biological characteristics of proteins WFDC8 and WFDC9 the database
UniProt was used. The available information about the origin, attributes, annotations,
ontology and sequences were obtained from this important knowledge base. Review
of annotations was extended thanks to cross-references offering UniProt. The program
Rasmol V2.7.4.2 was used to study the regions of interest and view the structure
obtained.

2.2 Search for Orthologs and Similarity

To search of homologous sequenceswe used three methods. First we looked for sig-
nificant orthologs in the results provided by the UniProt Blast. Second, an algorithm
written in Perl programming language based on the location of signals of short length
sequence was used (4). Finally, we searched for orthologs with NCBI Blast tool
tblastn program against database EST (sequences coming from mRNA sequencing).



Bioinformatic Analysis of Two Proteins with Suspected Linkage to PA-IVS 9

2.3  Comparison of Sequences

We compared the foundorthologs using the Dot Plot program UGENE V1.10.4. We
obtained arrays of points by comparing the human sequence with each of their possi-
ble orthologs to observe the best positions to be evolutionarily conserved.

2.4  Multiple Alignment and Phylogeny

We perform the multiple alignment between human proteins and their orthologues
using ClustalX V2.0.10. To edit and analyze the alignments also applied the program
Bioedit V7.0.4.1. Another purpose with alignments was to carry out phylogenetic
analysis, for this purpose, the multiple alignment data were treated with TreeView
V1.6.6 to visualize the phylogenetic trees

2.5  Gene Expression Data

Gene expression data was originated from results from different experiments stored in
the ArrayExpress database of EBI and the database of proteins in human, nextprot
BETA.

2.6  Analysis Bioinformatics to the Intergenic Sequence

The coordinates of deletion of the work of Stefano were presented (2) in the graphical
interface UCSC Genome browser (2006), to obtain the graphic that showed the dele-
tion reported in this paper. On the other hand, were sought in the JASPAR database
factors of transcription of the human species related heart embryogenesis. In addition,
another application of an algorithm in Perl programming language search with weight
matrices common transcription factors in obtained alignments. Finally a file in format
gff added as tracks in the Genomes of UCSC, allowed to analyze the relationship
between the conserved intergenic sequence and transcription factors.

2.7  Experimental Analysis to the Intergenic Sequence

Different experiments are underway at the moment to check the regulatory elements
of conserved intergenic sequence. To do so, we conduct important molecular biology
techniques such as PCR, electrophoresis, techniques of purification obtaining of colo-
nies and digestion with EcoR1.

3 Results

Only the work of Stefano in 2008 (2) has related both WFDC8 and WFDC9 proteins
to PA-IVS. To perform a search in the UniProt database and your links we find that
domains WFDC8 and WFDCO9 are associated with the extracellular matrix. To apply
the tblastn to proteins WFDC we find that the orthologs of WFDC8 and WFDC9 are
expressed in embryonic and cardiac tissue. On the other hand the databases of gene
expression, Array Express, for WFDCS8 shows results of differential expression in
organs different than the heart. However, it highlights expression of genes in different
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cell types, including embryonic stem cells. The results stored in other databases of
proteins reported the expression of WFDCS8 in ESTs of fetuses. Using the coordinates
of deletion of the work of De Stefano (2) was obtained the region deleted of the cases
studied (Figure 1A), this region includes the WFDC9 gene, intergenic sequence with
the promoter region of WFDCS8 and the initial region of this gene. To observe the
intergenic sequence was detailed the relationship of this sequence with JunD genes
and c-Jun (Figure 1), which has been governing the heart expression (5), (6).
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Fig. 1. Extent of mutation causative of PA-IVS (A). Show the WFDC9 gene, intergenic se-
quence and the region 5' of the WFDCS gene. Details, in the midle of the intergenic sequence, a
region preserved in 4 different species and the emergence in this region of binding sites for the
transcription factors JunD and c-Jun. (B) Enlargement of the region preserved in mammals
where we found binding sites for 15 more cardiac embryogenesis related transcription factors.
Highlights the increased presence of ETS1 distributed into several blocks and is detailed in the
middle of the sequence, the binding site for JunD and c-Jun shared with Sox10.

On the other hand, we found 16 factors of transcription in the human species re-
lated with the development of the heart, angiogenesis and the proteins of the extracel-
lular matrix. So the factors of transcription of the human species were sought from
Jaspar and analyzed its ontology using Ensembl database. Then and after applying an
algorithm in programming language Perl was found in the conserved sequence 15
binding sites for transcription factors related to cardiac embryogenesis, with an identi-
ty of 80% compared to weight matrices. In addition, other important factors of tran-
scription met identities a little lower, as it is the case of Sox 9 with 70% of identity
against the arrays.

Finally, we analyze the important provision of these transcription factors on the
intergenic sequence conserved. The factors complement the listed JunD and c-Jun
(Figure 1B)
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4 Discussion

Current research relates proteins WFDC8 and WFDC9 with the immune system. The
bioinformatics analysis applied to these proteins allowed to clarify its relationship
with the development of the heart, heart valves and PA-IVS.

According to the results of this work, the proteins WFDC8 and WFDC9 have WAP
domains that bind the entire molecule to proteins of the extracellular matrix by means
of its amino acids exposed. The mutation of the genes and the consequent lack of
proteins can lead to the disruption of the extracellular matrix and therefore the des-
funcionalizacién of the valves during the development of the heart.

The expression of the proteins WFDC8 and WFDC9 was confirmed with databases
of gene expression in embryonic stem cells and human fetuses ESTs. Still, there are
more preponderant evidence confirming its expression in heart and embryonic tissue.
Their homologous sequences in rodents are quite significant for this fact.

In the present work, wehave found evidence suggesting that the mechanisms required
for the structuring of the heart valves have relationship with different transcription fac-
tors. ETS1 is a transcription factor which has a wide range of biological functions
including the regulation and cell growth, hematopoiesis, lymphocyte development, de-
velopment and remodeling of vessels and mainly participation in the development of
different organs (7). Some studies involve him significantly in the development of the
heart of mammals and in the pathogenesis of some congenital heart (8).

On the other hand, the Sox proteins constitute a long family of factors involved in
different processes of embryonic development. Sox 8, Sox 9 and Sox 10 exhibit a
dynamic expression during embryogenesis of the heart correlated with the septation
and differentiation of the connective tissue of the valve (9). Particularly, Sox 9
is required for proliferation and differentiation of cardiac valves progenitor cells, is
required for the expression of collagen in the modeling of valve and its absence is
related to diseases of the heart valve, including increases in calcium in the area (10).

The relationship of c-jun transcription factors, JunD, and conserved intergenic
sequences also have significance to the development of the heart (5), (6). During em-
bryogenesis, c-jun is required for the development of the cardiovascular system, but
its regulation diminishes in the adult heart. For his part, JunD is dispensable for
the cardiovascular development of the embryo, however is expressed in all cardiac
development and is kept in the cells of the adult heart.

Finally the mutation of conserved intergenic sequence of WFDC8 and WFDC9 in-
cludes the deletion for different binding sites of ETS1, Sox 9, Sox10, c-jun, JunD, and
other factors of transcription. This probably shows that the absence of sequence pre-
vented the function of these important factors and proper development of the heart
valve. Equally, the area of mutation as well as conserved sequence included the
gen WFDC9, the promoter region and the initial part of WFDCS8 (Figure 1), which
possibly confirms the lack of expression of these two proteins.

5 Conclusions

An in silico analysis link to (o relates to) the domains WAP of WFDCS8 and WFDC9
with extracellular matrix proteins, which could constitute the architecture of heart
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valves, where the mutation of genes can lead to your disfunctionalization. So the
same, we showed that proteins WFDC8 and WFDC9, are expressed in human em-
bryonic tissue and in the heart, in any of its orthologs. Finally study the intergenic
sequence finding a site conserved in different species, which were important binding
sites for transcription factors related to the embryonic development of heart and
heart valves, suggesting that the deletion could prevent valvular embryogenesis is
promoted. Currently wish to strengthen these results, and now are looking for experi-
mentally in the intergenic sequence enhancers that promote cardiac expression.
Conclusions are expected to confirm the causes of PA-IVS.
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Abstract. A big challenge in gene expression data analyses is to reveal
the coordinated expression of different genes. Gene co-expression net-
works (GCNs) are graphic representations where nodes symbolize genes
while edges reconstruct the coordinated transcription of genes to cer-
tain external stimuli. In this paper, an enhanced novel methodology for
construction and comparison of GCNs is proposed. Microarray datasets
from pathogen infected plants (Arabidopsis, rice, soybean, tomato and
cassava) were used. Initially, similarity metrics that find linear and non-
linear correlations between gene expression profiles were evaluated. A
similarity threshold was chosen and GCNs were constructed. Afterwards,
GCNs were characterized by graph variables and a principal component
analysis on these variables was applied to differentiate them. The re-
sults allowed the discovery of topologically and non-topologically similar
networks among species. Potentially conserved biological processes, like
those related to immunity in plants could be studied from this work.

Keywords: Gene co-expression networks, similarity metrics, principal
component analysis, plants immunity.

1 Introduction

The integration of expression data offers significant insights to understand the
transcriptional mechanisms of living organisms. Gene co-expression networks
(GCNs) are graphic representations for this purpose [I]. They depict the coordi-
nated transcription of genes by means of linked nodes in a graph. Accordingly,
GCNs show the functional associations between co-expressed genes when exter-
nal treatments are induced [2].

Commonly, the procedure to construct a GCN involves a similarity metric
assessed between expression profiles of genes [2].The Absolute value of Pearson
Correlation Coefficient (APCC) has been the most used similarity metric [3].
However, as gene expression profiles are not always correlated linearly, many non-
linearly correlated genes are not retained for inclusion in the final GCN [4]. Subse-
quently, a similarity threshold is selected to find relevant pairs of genes connected
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in the network [5]. Once GCNs are constructed, they can be analyzed in order to
provide functional annotations for genes which’s function is unknown [6]. Besides,
GCNs have been useful in studies of translational functional genomics such as net-
works alignment [6] and comparisons based on graph variables [7]. During the last
case, networks have mainly been described by topological variables and a princi-
pal component analysis (PCA) on these variables has been applied to characterize
them. Projections resulting from PCA reflect structural similarity through close-
ness on the PCA space. Nevertheless, networks comparison based on topological
variables has for now only allowed the discovery of similar graph motifs while valu-
able biological conclusions remain unrevealed [5].

Because of the importance of these applications, both the construction and
comparison of GCNs demands specific and well developed strategies. In this
work, we concentrate on shortcomings of current approaches and propose an
enhanced novel methodology to overcome them. We compared the performance
of APCC with Mutual Information Coefficient (MIC) [4] and the Normalized
Mean Residue Similarity (NMRS) [8], and chose the metric that better detects
linear and non-linear correlations. To characterize the GCNs, we added new non-
topological variables, such as tolerance to pathogen attacks and assortativity co-
efficients related to functional annotations. These variables describe better the
networks from a biological perspective and are less dependent on network size.
To evaluate our methodology, pathogen resistance microarray datasets from Ara-
bidopsis thaliana, rice [Oryza sativa], soybean [Glycine maz], tomato [Solanum
lycopersicum) and cassava [Manihot esculenta] were queried from public reposito-
ries and used to construct and compare a total of 59 GCNs on different datasets.

Summarizing, we have considered not only the use of appropriated similarity
metrics but also the comparison of networks using multivariate methods. This
strategy allowed us to find functionally similar GCNs from immunity processes
in plants. Moreover, the current biological knowledge on model organisms and
less studied species is widened with our results and can be a starting point for
emitting biological hypothesis related to plant immunity processes.

2 Materials and Methods

Raw microarray datasets from pathogen infected plants experiments were ob-
tained from GEO DataSets repositories and previous studies [9]. Datasets were
independently pre-processed through noise reduction, quantile normalization and
log2 transformation. Expression matrices were obtained independently from each
dataset after removing non-differentially expressed genes [10].

A square similarity matrix was calculated for every single expression matrix.
The similarities (s; ;) between pairs of genes ¢ and j were calculated using a met-
ric. As mentioned previously, we compared the similarities obtained with APCC
(s{7€C), MIC (5%7€) and NMRS (s #5) [3][4][8]. These measures take values
in the same interval [0,1], where 0 indicates non-dependence between expression
profiles, and 1 indicates total dependence or maximum similarity. Subsequently,
a similarity threshold (7) was selected for each similarity matrix. The 7 allowed



Construction and Comparison of GCNs 15

us to determine the GCN’s edges according to an adjacency function [3]. We
followed a method based on network’s clustering coefficient for 7 selection [5].
The GCNs were characterized with eigth graph variables: Clustering coeffi-
cient, centralization, heterogeneity, network density, two assortativity coeffi-
cients related to gene ontology and PFAM annotations, attack tolerance and
the Kendall’s tau correlation between node degree and presence of immunity
domains (WRKY, TIR, NBS, LRR, kinase and LysM) [I1].

A characterization matrix of 59 GCNs by eight variables was formed and a
PCA was conducted on this matrix [7]. PCA was used to reduce the character-
ization matrix’s dimensionality and the principal components (PCs) retaining
more information were used to place the networks on the plane formed by them.
Networks were analyzed using the PCA projections.

3 Results

3.1 Construction of GCNs

After datasets preprocessing, Arabidopsis and rice were the plants with more data
available: 40 and 8 expression matrices were formed respectively. On the other
hand, soybean, tomato and cassava are less studied plants and therefore the num-
ber of experiments was limited (5, 3 and 3 expression matrices respectively). From
the expression matrices, similarity measures were evaluated. The pairwise com-
parisons of sAjPCC vs. sJVgIC allow to see a V-shape (Fig.[Ih). Genes with linearly
correlated expression profiles are placed in the upper right corner and genes with
non-linearly correlated expression profiles can be found in the upper left corner.
Those cases where sAP cC < 31‘61 ¢ represented co-expressed genes detected by

APCC

MIC but conducing to a low APCC value. Pairwise comparisons of s;’ and

S]Y]M RS conform a less defined V-shape (Fig.[Ib). There are also many palrs where

s“"jp cC < ijM RS due to the fact that NMRS is a measure that identifies mag-
nitude of proximity between profiles. Based on these results we concluded that
NMRS and MI are both useful measures in detecting linear and non-linear corre-
lations. Nevertheless, non-linear correlations are better revealed by MIC. For any
7 > 0.5, the number of edges from non-linearly correlated profiles will be higher if
the MIC is used. Given our interest is to construct GCNs including linear and non-
linear relationships between genes, we decided that MIC is the best metric among
the three approaches evaluated. Afterwards, similarity thresholds were obtained

for each similarity matrix and GCNs were constructed.

3.2 Comparison of GCNs by Principal Component Analysis (PCA)

GCNs were characterized by graph variables and summarized on principal com-
ponents (PCs) using PCA. The first three PCs were selected and represented
in figure PC1, PC2 and PC3 explain 33%, 20% and 14% of the total vari-
ance respectively. The correlation circle of PC1-PC2 plane (Fig. 2b) shows that
heterogeneity, density and clustering coefficient are highly correlated to PC1,
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Fig. 1. Dispersion plots of similarities calculated from one Arabidopsis expression ma-
trix: (a) Pairwise comparison of s;'7 ““ vs. s}/ (b) Pairwise comparison of s;'f““
vs. sN MRS
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while assortativity coefficients are better correlated to PC2. In this way, PC1 is
associated mainly to the topological information from GCNs and PC2 is asso-
ciated to non-topological information. From the correlation circle of PC1-PC3
plane (Fig.[2d) we found a high correlation between tolerance to attacks and the
dependence immunity-degree along PC3. These variables were not explained by
PC1 or PC2, consequently PC3 is associated mainly with the robustness of the
immunity processes.

Positions of GCNs on the planes can be explained with the contribution of
each variable to the PCs. On quadrant IT of PC1-PC2 plane (Fig. 2h), we find
GCNs influenced by high clustering coefficients, centralization and density. On
quadrant III, the separation of GCNs is not strong but there are networks with
high assortativity coefficients. In relation to PC1-PC3 plane (Fig. 2b), GCNs
with high tolerance to attacks and dependence immunity-degree are placed on
quadrants I and II.

We found that some closer pairs of GCNs are greatly equivalent and that
immunity processes represented in these networks could share some similarities.
In a few cases, networks related to the same pathogen were separated because not
only different pathogen mutants but also mutant plants were compared. These
results indicate that our methodology of GCNs construction and comparison is
able to detect gene co-expressions characteristic of each experiment retaining
complexity of the processes analyzed.

4 Discussion

Results showed that the methodology is capable of detecting co-expressed
genes whose expression profiles are not linearly correlated which enhances the
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Fig. 2. Differentiation of GCNs using PCA. Projection of GCNs and correlation circles
on planes (a)(b) PC1-PC2 and (¢)(d) PC1-PC3. Axes labels show the percentage of ex-
plained variance (EV) by each principal component. Bar plot of eigenvalues is showed.
Variables are represented with labels: Clustering coefficient (CC), centralization (Cen),
heterogeneity (Het), density (Den), assortativity coefficient from GO (AsG), assorta-
tivity coefficient from PFAM (AsP), tolerance to attacks (Tol) and correlation between
node degree and presence of immunity domains (InK).

knowledge on biological processes represented on the final networks. The V-
Shape in figure [Th is consistent with previous works [4]. This result was es-
pecially important when 7 was chosen in the gene pairwise similarity matrix,
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because some gene pairs with non-linear correlation were retained for inclusion
in the final gene network.

The dependence of graph variables with the network’s size is an important
factor that should not affect the networks characterization. GCNs from the five
species had between 104 and 1,688 nodes, therefore we introduced graph variables
not influenced with the size [12]. In this work, all variables showed a very small
correlation to the GCN size, assuring that the PCA was not biased by differences
in GCNs’ sizes.

The PCA plots evidenced that variables used for characterization were use-
ful to differentiate GCNs among species. As GCNs for Arabidopsis are spread
over the PC plot, we deduced that Arabidopsis GCNs have very different graph
variables among them depending on the experiment analyzed. Contrary to Ara-
bidopsis, GCNs from other plants are more similar based on the eight variables
and therefore clustered in specific zones. Tomato GCNs are more dense than cas-
sava GCNs. Nevertheless, cassava GCNs, have high heterogeneity and they are
topologically similar to soybean GCNs. For rice GCNs, the cluster near to the
center of PC1-PC2 plane reveals that their assortativity coefficients are slightly
higher than average GCNs. It means that co-expressed genes in rice networks
share more functional annotations than genes from other networks.

The statistical methodology proposed here improves key steps in construction
and comparison of GCNs. The comparison of GCNs can be used to increase the
biological knowledge in species with limited genomic information (i.e cassava
and tomato), using model organisms. For specific networks, a small distance
on the PCs space could have a biological meaning in correspondence with the
experiment or could represent comparable immunity process against pathogens
in two species. Moreover, our methodology could be used to select similar GCNs
before implementing network alignment algorithms.
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Abstract. The viral capsid’s main function is to transport and protect
its nucleic acid. It is formed by the self-assembly of multiple copies of
one, or a few, coat proteins (CP). The molecular mechanisms of how
the spontaneous self-assembly process takes place still remains obscure.
Cowpea Chlorotic Mottle Virus (CCMV), an icosahedral plant pathogen,
was used as model for understanding the assembly of symmetrical aggre-
gates of biomolecules. Six potential key residues in the capsid interfaces
of CCMV were identfied. in silico free energy of binding was estimated
for two functional CP dimers; WT and the sextuple mutant. Our results
show that perturbation of these specific residues will likely destabilize the
capsid structure as a whole. This provides insights into how viral coat
proteins recognize each other inside the cell, and suggest ways to develop
mechanisms to prevent their assembly, thereby blocking the infection.

Keywords: viral self-assembly, capsid coat protein, plant icosahedral
virus.

1 Introduction

Viruses are self-assembling macromolecular complexes made up of copies of the
same, or a few, protein components. They assemble into symmetric closed shells
encapsidating their own viral genome. Major efforts have revealed that spheri-
cal capsids display icosahedral symmetry. The assembly of simple non-enveloped
viruses occurs rapidly and spontaneously with a high degree of fidelity. The latter
implies that the instructions to form closed shells (capsids) are built into their
components, mainly the coat protein subunits. If this is true, then it should be
possible to gain insights into virus assembly on the basis of the structure and or-
ganization of the protein subunits in those types of capsids, which do not require
any auxiliary or scaffolding proteins for the assembly. Many spherical capsid
structures have been analyzed in terms of protein-protein interactions, quasi-
equivalence, and self-assembly pathways [1][2], however, the molecular mecha-
nisms governing these processes remain unclear.

L.F. Castillo et al. (eds.), Advances in Computational Biology, 21
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Taking advantage of the fact that many nonenveloped virus structures have
been determined at near atomic resolution, different in silico studies at atomic
level can be made. The simplest viruses that display icosahedral symmetry have
60 copies of a single coat protein subunit (single gene product) arranged in equiv-
alent (identical) environments related by fivefold, three-fold, and twofold axes
of symmetry. In addition, viral capsids provide an excellent resource for study-
ing protein-protein interactions in homo-oligomers that form symmetric closed
shells, since association and self-assembly of the capsid protein subunits are com-
mon to all viruses. Analysis of protein-protein interactions in viral capsids may
reveal the molecular principles of recognition and self-assembly and the nature
of interactions that lead to capsid formation, given that interactions between the
coat protein subunits determine the size and the robustness of the capsid.

1.1 Capsid Assembly

It is believed that coat protein (CP) subunits should carry instructions to form
a particular type of capsid. In principle, the structure and the organization of
the subunits obtained from the complete capsid structures can be used to deci-
pher these instructions. Computational approaches have identified the repeating
units (building blocks) of the assembly and any potential intermediates that
may be formed during the course of capsid formation [2]. A substructure of n
subunits was considered a likely intermediate or a preferred substructure during
the course of assembly, when the association/binding energy of formation of the
substructure was favored significantly over any other combinations of n subunit
associations. By monitoring the association of a full aggregate of subunits (e.g.,
60, 180, etc.) forming a closed shell, it was possible to identify the preferred
substructures along the way, suggesting the most likely pathway of capsid for-
mation; the stronger the protein-protein interactions are, the greater the chance
of identifying the assembly intermediates.

1.2 Bromoviridae Virus Family

In previous years, the structures of several viruses from the Bromovirus and
Cucumovirus genera of the Bromoviridae family have been determined at near
atomic resolution. These viruses form capsids that consist of 180 subunits. The
calculated protein-protein interactions between the protein subunits of
bromoviruses (e. g., Cowpea Chlorotic Mottle Virus -CCMV— and Brome Mo-
saic Virus -BMV—-) suggest that the twofold-related coat protein dimers (CC
or the equivalent AB) form stable oligomers in agreement with previous obser-
vations [3] —Fig. dI-. The derived assembly pathways for bromoviruses suggest
that the second preferred structure is a trimer of dimers (6-mer), followed by a
pentamer of dimers (10-mer) and a decamer of dimers (20-mer) surrounding the
fivefold axes of symmetry. In other words, the pentamers and hexamers are not
preformed, they are a result of the initial assembly from the A1-B5 and C1-C6
dimers. This indicates that CCMV assembly happens through dimers, and then
multimers of dimers form. [4]



in silico Binding Free Energy Characterization 23

Fig. 1. Three dimensional structure of the CCMYV spherical capsid. Independent sub-
units forming the capsid are grey shaded according to their placement in relation to
the symmetry axes: A around the five-fold axis (5’) and B-C around the six-fold axis
(67) respectively.

2 Methods

We have selected the CCMV as a model of study, given that its three dimen-
sional structure is known, making it a good candidate for molecular modeling in
silico, and that is relatively easy to manipulate in vitro using molecular biology
techniques. The latter is important since we are also interested in validating our
computational predictions by producing the recombinant wild-type as well as a
library of specific interface mutants, through heterologous systems (bacteria).

In this section a description is made on how specific residues at the protein-
protein interfaces are identified, how mutant proteins where created and the
steps followed to produce an estimate of the binding free energy of homodimers,
all of the above using an in silico approach.

2.1 Hot-Spots Prediction

By definition, a hot-spot is a residue which is located in the protein-protein inter-
face between capsid subunits, and is conserved both in linear sequence and space
(tertiary and quaternary structure) among all members of a specific virus fam-
ily or genus. A computational algorithm was previously developed [6] to iden-
tify this type of residues using all viral capsid structural information available
at VIPERdbD [7]. When applied to the Bromoviridae family, six residues where
predicted as hot-spots: Proline P99, Phenylalanine F120, Glutamic Acid E176,
Arginine R179, Proline P188 and Valine V189. This identification was achieved



24 A. Diaz-Valle, G. Chévez-Calvillo, and M. Carrillo-Tripp

following a series of steps, all involving sequence and structure information of
five members of the Bromoviridae family (VDB accession codes lcwp, 1f15, 1js9,
1laj and 1zaT7): i) global residue sequence conservation was found through a
Multiple Sequence Alignment (http://viperdb.scripps.edu/alignments/
Bromoviridae.html), ii) interface residues and their position in space in spher-
ical coordinates (¢, ¥) were identified using VIPERdb’s API (http://viperdb.
scripps.edu/API2/api_phipsi.php?format=html&VDB=1cwp&format=csv&cons chang-
ing the VDB accession code respectively) —Fig. Zh—, and iii) manually matching
residues with the same spherical coordinates within three degrees in angular space
present in all five members —Fig. 2Zb—.

Fig. 2. ¢-¢ maps of CCMV. a) Interface residues of the three subunits (A, B and
C, broadly indicated by trapezoids) forming the capsid asymmetric unit. b) Hot-spot
prediction.

2.2 WT and Mutant Homodimers

The starting three dimensional structure of the functional CCMV WT homod-
imer was aquired using the Oligomer Generator tool at VIPERdb (http://
viperdb.scripps.edu/oligomer _multi.php). Given that dimers A1-B5, Bl-
A2 and C1-C6 are equivalent, only the first was chosen —Fig. B}-. It is clear
that residues R179, V189 and P188 play a critical role in the homodimer in-
terface, while residues P99 and F120 participate in the homo-pentamer and
hexamer interfaces when the capsid forms. These six residues were mutated,
in silico, to an aminoacid with contrasting physical-chemical properties as fol-
lows: P99A, F120A, E176Q, R179Q, P188A and V189N. Charged residues (E,R)
where mutated to a neutral aminoacid (Glutamine, Q), while keeping a similar
size, whereas others were reduce in volume (F for Alanine, A), or changed from
hydrophobic to hydrophilic (Valine, V, for Asparagine, N). Following this logic,
it was believed that all favoring interactions in the WT homodimer would be
diminished in the mutant. The sextuple mutant, M6, was a result of consecutive
single mutations starting from the WT structure using the Mutator Plugin avail-
able in VMD (http://www.ks.uiuc.edu/Research/vmd/plugins/mutator/).
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COM distance

Fig.3. CCMV WT homodimer starting configuration, showing first subunit on the
left (A) and second subunit on the right (B). Also shown, corresponding hot-spots
in each subunit, with residues 188 and 189 interlocking in the opposite subunit. The
Center-of-Mass distance and the direction of the X axis are indicated.

2.3 System Construction

In order to generate equilibrated starting structures for the following steps,
all Histidines were assigned their canonical state at physiological pH, and the
CHARMM27 all-atom force field (with CMAP) - version 2.0 was used. Each
homodimer (WT and M6) was placed in a cubic box with explicit TIP3P water
to which 100 mM NaCl was added, including neutralizing counterions. Following
steepest descents minimization, each of the homodimer systems was equilibrated
in two steps, with position restraints applied to peptide heavy atoms throughout.

The first phase involved simulating for 50 ps under a constant volume (NVT)
ensemble. Protein and nonprotein atoms were coupled to separate temperature
coupling baths, and temperature was maintained at 310 K using the Berendsen
weak coupling method. Following NVT equilibration, 50 ps of constant-pressure
(NPT) equilibration were performed, also using weak coupling to maintain pres-
sure isotropically at 1.0 bar. The Nosé-Hoover thermostat was used to main-
tain temperature, and the Parrinello-Rahman barostat was used to isotropically
regulate pressure. This combination of thermostat and barostat ensures that a
true NPT ensemble is sampled. Short-range nonbonded interactions were cut
off at 1.4 nm, with long-range electrostatics calculated using the particle mesh
Ewald (PME) algorithm. Dispersion correction was applied to energy and pres-
sure terms to account for truncation of van der Waals terms. Periodic boundary
conditions were applied in all directions. Simulations were conducted using the
GROMACS package, version 4.5.

2.4 Free Energy Estimation

Structures from the end of each of these trajectories (WT and M6) were used as
starting configurations for pulling simulations. The homodimer structures were
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placed in a rectangular box with dimensions sufficient to satisfy the minimum
image convention and provide space for pulling simulations to take place along
the X-axis. As before, TIP3P water was used to represent solvent, and 100 mM
NaCl was present in the simulation cell. All pulling simulations were conducted
with the GROMACS package. Equilibration was performed for 100 ps under an
NPT ensemble, using the same methodology described above. Following equi-
libration, restraints were removed from all peptides except subunit A (Fig. [B);
it was used as an immobile reference for the pulling simulations. For each of
the homodimer structures, peptide B was pulled away from the core structure
along the X-axis over 500 ps, using a spring constant of 2000 k.J mol~! nm™2
and a pull rate of 0.0035 nmps~' (0.035 Aps~1'). A final center-of-mass (COM)
distance between peptides A and B of approximately 7 nm was achieved. From
these trajectories, snapshots were taken to generate the starting configurations
for the umbrella sampling windows.

A symmetric distribution of sampling windows was used, such that the win-
dow spacing was 0.2 nm. Such spacing allowed for increasing detail at trouble
COM distances, resulting in 42 windows. In each window, 5 ns of MD was per-
formed for a total simulation time of 210 ns utilized for umbrella sampling for
each homodimer. Analysis of results was performed with the weighted histogram
analysis method (WHAM).

3 Results

Umbrella sampling simulations were used to determine the AGy;,q of a par-
ticular event along a reaction coordinate. In this case, the reaction coordinate
corresponds to the X-axis. By using 42 sampling windows along this axis, one-
dimensional potential of mean force (PMF) curves were obtained for each ho-
modimer (Fig. M), leading to the AG of binding for subunit B in each of the
experiments in this study —Table [II-.

It is clear from these results that disrupting the hot-spots, especially by in-
creasing its exposure to solvent in the core of the dimer interface, would likely
destabilize the structure as a whole. This finding is corroborated by the PMF
data for the M6 mutant. The AAG of binding for the M6 mutant is +5.1
kcal mol™', indicating that the perturbation of the native hot-spots leads to
destabilization.

Table 1. Binding free energy values, AGyinq, for wild-type and mutant M6 of CCMV
homodimers

System AG (kcal mol™) AAG (kcal mol™)

WT -38.3 -
M6 -33.2 +5.1
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Fig. 4. Potential of mean force (PMF) of the CCMV homodimers, WT in solid black
line and M6 in dashed line, along the reaction coordinate defined as the X-axis.

4 Conclusions

The results presented here suggest that the hot-spot hypothesis could hold true
in the sense that there is a small subset of residues in the protein-protein interface
that are critical for the capsid formation. Although the individual contribution of
most residues forming the interface to the total interaction energy can be small
acting as a cooperative effect, a few residues seem to stand out in the crowd,
implying that there could be specific signals proteins use in order to correctly
form functional macromolecular structures with a particular morphology.

This work is a first attempt to fully characterize the molecular mechanism
of capsid assembly of an spherical virus at atomic level using a thermodynamic
approach. Despite the fact that the statistical sampling done here can be im-
proved, there is strong evidence that a more detailed study will provide a better
understanding of the role that the so-called hot-spots play in the protein-protein
recognition and self assembly process. The same approach used here has been
employed successfully in the past to study other protein aggregation phenom-
ena. Lemkul et al. analyzed the effect of mutations in the interface of Alzheimer’s
amyloid protofibrils to asses their stability, finding that the level of hydration
around certain interface residues is crucial. The specific packing between a few
of them serves to regulate the level of hydration in the core of the protofibril
[5]. Another study by Periole et al. used a similar but more refined method-
ology to study the structural determinants of the supramolecular organization
of rhodopsin in bilayers [8]. They used a coarse-grain model to represent the



28 A. Diaz-Valle, G. Chévez-Calvillo, and M. Carrillo-Tripp

molecules in the system and defined a Virtual Bond Algorithm which improved
the statistical sampling considerably.

Using the results of this work as a proof-of-concept, we plan to implement the
computational methodologies developed in these recent works to increase the
resolution of the PMF profiles in order to better distinguish between the high
number of different variants (mutants) we want to compare to the wild type.
We believe these future observations will be crucial for designing compounds
that target capsid protein aggregates, disrupting the native interactions and
destabilizing the macromolecular assemblies, functioning as anti-virals.
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Abstract. A directed docking was performed using Cluspro between human
PDGF-BB and EGFR using specific templates obtained from PDB. Various con-
served residues were found to be involved in the docking interaction of the com-
plex by means of hydrophobic interactions and hydrogen bonds. An electrostatic
potential evaluation of the PDGF-BB-EGFR complex was also performed to vali-
date if the complex is electrostatically complementary in the binding area. Results
suggested a possible binding mechanism which could explain the in vivo evidence
of formation of heterodimeric receptors EGFR-PDGFR.

Keywords: PDGF-BB, EGFR, docking, Transactivation, interactions.

1 Introduction

The human EGF receptor (EGFR) is a transmembral glycoprotein of 1186 amino
acids [1,2], that belongs to the ErbB family 2 which consist of four members: The
epidermal growth factor receptor (EGFR, also referred to as ErbB1 or Her1),3 ErbB2
(p185Neu or Her2),4 ErbB3 (Her3)S and ErbB4 (Her4),6 all of which have been iden-
tified to be either over-expressed, amplified or altered in a wide range of human epi-
thelial tumours [3]. EGFR has a 622 amino acid extracellular region, with 4 domains
(I-IV), also known as the L1, S1, L2, and S2 domains respectively [4]. EGF binding
by EGFR occurs at Domains I and III, which share 37% amino acid identity,
while domains II and IV are homologous Cys-rich domains, denoted CR1 and CR2,
respectively [S].

The transmembrane domain IV is involved in both receptor dimerization, as EGF
binding [6]. This domain IV, includes residues 480-614 and contains a transmem-
brane domain of 23 amino acids starting at Ile-622. EGFR binding to the receptor,
activates receptor dimerisation, internalisation and autophosphorylation and down-
stream signal transduction pathways including the RAS/MAP kinase, the prosurvival
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phosphatidylinositol 3-kinase (PI-3K)/Akt, the PLCy and the JAK-STAT pathways
[7]. Aditionally, EGFR can be activated by other receptor tyrosine kinases including
insulin-like growth factor-1 receptor, adhesion molecules (e.g. E- cadherin and inte-
grins) and G-protein-coupled receptors (GPCR). Furthermore, it has been noticed that
the EGFR is able to interact with other receptors and perform transactivavion signal-
ing by virtue of the fact that it does not require binding of its ligand for tyrosine
kinase activity and dimerization [8,9].

Previous research have shown that in certain types of tumors such as glioblasto-
ma, Mul tiforme have shown overexpression of both  EGFR and PDGFR (platelet
derived growth factor) that can contribute to the malignant phenothype of glioblas-
toma [10,11]. Importantly, both EGFR and PDGF receptors have been reported to be
associated and exert its signaling via caveolin-containing membranes (caveolae) in
the presence of ligand [12]. Interestingly these authors also founded that pretreatment
of cells with EGF prevented PDGF-dependent phosphorylation of PDGF receptors
and ERK1/2 kinase activation and that cells pretreated with PDGF prevent EGF de-
pendent phosphorylation of EGF receptors and ERK1/2 kinase activation, suggesting
that both receptors are physically located in the same membrane domains and an hete-
rologous desensitization of the other receptor by sequestration of cholesterol caveolin-
containing membranes [12]. Moreover, a recent study suggested that PDGFRA,
PDGFRB, and EGFR were expressed and activated, in high levels of EGFR
expression inducing an autocrine loop activation of these receptors along with their
coactivation [13].

Furthermore, other studies have shown that the epidermal growth factor creceptor
(EGFR) may become transactivated by specific ligands of other membrane creceptors,
such as angiotensin II, carbachol, thrombin, endothelin and others [9,14]. Additionally
various researchers have shown that the EGFR becames transactivated in response to
PDGEF [9,15-17]. This last study, performed in vascular smooth muscle cells from rat
also shows the formation of PDGFBR-EGFR heterodimers, induced by PDGF-BB,
which are important for cell migration processes [9].

Taken together, these results suggest a fundamental cross talk between these
tyrosine kinase coupled receptors, in signal transduction [9]. However, at the present
moment there is no information regarding the possible interaction between the PDGF-
BB and the EGFR at the molecular level. The structural analysis of complexes
between EGFR in complex with PDGFB is unknown, due to the lack of suitable crys-
tal structure and difficulties of protein multimerization in solution [1,9,18]. In the
present study, molecular modeling, protein—protein docking simulations and docking
validation with bioinformatics tools were assessed to predict the structure of PDGF-B
and its interaction with EGFR. Furthermore, the interacting residues of the EGFR-
PDGFB complex were analyzed, suggesting the existence of a possible binding
between the PDGF-B and the EGFR, which could be of importance in a biological
contex.
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2 Materials and Methods

2.1 Data Set

The crystallized structures of PDGF-BB and EGFR, 1PDG and 3NJP respectively
[1,6,18] were obtained from the PDB at the Broohaven National Laboratory [19], the
details of which are given in Table 1. The EGFR structure was solved with < 3.3A°
resolutions and the PDGF-BB was solved with < 3.0A°. These are the best templates
for modeling the PDGF-BB and EGFR as on date.

2.2 Protein—Protein Docking

We used ClusPro’s [20] algorithm for obtaining the bound structures of EGFR
receptor with PDGF-BB. ClusPro has the option of selecting either DOT or ZDOCK
to perform rigid body docking and both are based on the fast Fourier transform (FFT)
correlation techniques [20]. We selected DOT for our work, since this selection al-
lows for the use of an static potential in the scoring function and on the surface com-
plementarity between the two structures. DOT runs on a 128A° x 128A° x 128A grid,
using a grid spacing ° of 1 A. It performs 13 000 rotations, initially obtaining over
2.7x10 10 structures and finally retaining only 20 000 structures with the best surface
complementarity scores. All the 20 000 docked structures are then filtered using dis-
tance-dependent electrostatics and an empirical potential energy. The 2000 conforma-
tions retained after filtering is clustered based on the pairwise RMSD (root mean
square deviation) and selects the best conformational structure. Finally, the represent-
ative conformation selected is refined using CHARMM minimization [21,22].
An initial set of 30 conformations were obtained, based on the coefficient weights
following the application of the formula of Kozakov et. al. 2010:

E=O-40Erep_0-40Eatl+6OOEelec+ 1 ~00EDARS

Biochemical and literature data was used to filter the docking results, using the resi-
dues on the surface of the interacting proteins as candidates, as well the experimental
information on PDGFRB-PDGFB and EGFR-EGF complexes previously reported
[1,6,18].

2.3  Docking Validation

The best structural model for the complexes EGFRa-PDGFB obtained from the dock-
ing analysis were validated using the following methods: Ramachandran plots from
Mol Probity [23], and PROCHECK [24] were employed to examine the stereochem-
ical quality of the built model. Results indicates that more than 76.7% of the residues
have phi and psi angles in the most favored regions, 21.1% in additionally allowed
regions, 1.3% in generally allowed regions and 0.8% in disallowed regions. An
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overall G-factor of —0.09 indicates a good quality of the built model. Additionally, the
residues in the disallowed regions were located outside of the binding pocket, and so,
no further action was taken to further improve the backbone folding of these residues.

2.4  Docking Interface Analysis

Protein-protein interactions were analyzed with LigPlot+ v1.4 [25], using the
DIMPLOT program for protein-protein interactions. This program shows hydrophob-
ic and hydrogens bonds interactions between proteins. Electrostatic potential surface
and interactions of the complexes were calculated and represented by using Pymol
v1.5 [26]. Electrostatic potential surface and interactions of the complexes were
calculated and represented by using Pymol v1.5 [26].

3 Results

3.1 Sequence Analysis of Human PDGF-BB and EGFR

Initially a BLAST [27] was performed in the RefSeq database to the NCBI human
PDGFB. Found 3 access numbers for human PDGFB, reported for June 2011:
CAG46606, CAG46606.1 and NP_002599.1. These correspond to the PDGF protein
to establish a sequence of 241 amino acids which is accurate to that reported by the
Uniprot database with the accession number P01127.

Meanwhile NP_002599.1 sequence corresponds to the preprotein form of PDGF-
B. This was the most recent sequence (July, 2012) reported for the PDGF-B and for
this reason, further analysis was conducted with this sequence. During maturation, the
PDGEF is a secreted protein, suffers removing its signal peptide of 20 amino acids and
2 additional regions located at the N terminus (61 amino acids) and the C terminus
(51 amino acids). The mature form of this growth factor, corresponds to the central
region of the preprotein, and has a size of 109 amino acids. EGFR sequence was ob-
tained after performing a search against the whole PDB to select the templates which
could be used to generate receptor model. Information regarding the templates are
summarized in table 1.

Table 1. Detailed information of the human EGFR and PDGFBB used in this work as a
templates

No of Molecular Source Swiss-Pro PDB ID
aminoacids weight organism accession
number
EGFR 1210 120,692 Homo sapiens Q504U8 3NJP
PDGF-BB 109 30 Homo sapiens PO1127 1PDG
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3.2  Sequence Edition of Human PDGF-BB and EGFR Templates

The crystallized structures of PDGF-BB and EGFR, 1PDG and 3NIJP respectively,
were initially edited in Pymol [26] for the elimination of redundant and unnecessary
chains, glycosylated residues and hydrogens. To validate the edited models, we used
the QMEANG from Swiss-model structure assessment tool [28,29]. QMEANG is a
composite scoring function used for the estimation of the global quality of the entire
model edited in Pymol and for the local per-residue analysis of different regions with-
in a model. The results showed a value of 0.546 for the PDGF-BB (fig. 1) and 0.696
for the modified EGFR (fig. 2). Those are relatively good scores in a scale ranging
from O to 1.

Predicted binding
site for EGF

Fig. 1. Modified structure of the EGFR (From Lu et al 2010). The four domains are shown in
roman numeration, along with the predicted site for EGF binding.

Cystein knot dimerization domain

55

Fig. 2. Modified structure of the EGFR (From Oefner et al 1992). Different PDGF-B mono-
mers are in grey and darker grey. The cysteine knot dimerization domain is shown.

3.3 PDGF-BB Docked with EGFR

Based on the output of ClusPro’s [20] algorithm, we report here that the EGFR-
PDGF complex showed a good docking behavior (fig. 3). The selected docking model
was chosen based on factors such as the area of surface contact, extent of interactions
and stability of the model. Additionally, an electrostatic potential evaluation of the
PDGF-BB-EGFR complex was performed to validate if the complex is electrostati-
cally complementary in the binding area. Our results show that the EGFR, in the
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interacting regions of domains I and III (fig. 3) has strong negative charges (+36. 616
kT/e and -36.616 kT/e; ) and might be electrostatic complementary to PDGF- BB
(+60.813 kT/e and -60.813 kT/e) due to the positive charges in the interacting region
with the EGFR (fig. 4).

3.4 Interacting Residues

The Protein-protein interactions of the solved complex are mostly hydrophobic inte-
ractions but present some hydrogen bond interactions. The residues implicated in the
complex PDGFB-EGFR are: ASN 128, SER 127, LYS 86, ASP 155, ILE 13, LEU

EGF binding site

Predicted PDGF-B binding site

Fig. 3. Structure of the docking between PDGF-BB and the EGFR. At the EGFR extracellular
domain. Predicted binding site of EGF at domain I (orange color) and the putative binding
region for PDGF-BB are shown.

Fig. 4. Electrostatic potential generated for PDGF-BB. Electrostatic scale [+58.551 kT/e and -
58.551 kT/e ] .The darked colored structure represents the positive charge, where PDGFs inte-
racts with EGFR.
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0

Fig. 5. PDGF-B binding to the EGFR. Interaction between ASN 151 (EGFR) and LYS 81
(PDGEF-B chain B). Terminal Nitrogen of the LYS 81 interacts with an oxygen of the ASN
151 by polar contact ( dotted lines) of 2.48 A.

& A

Fig. 6. PDGF-B binding to the EGFR. Interaction between TYR 42 (EGFR) and ILE 13
(PDGEF-B chain A). Terminal oxigen of the TYR 42 interacts with an hydrogen of the ILE 13
by polar contact (yellow dotted lines) of 2.3 A.

14, THR 15, TRP 40, TYR 45, ASN 151, LYS 81, ARG 125, LEU 69, TYR 101,
PHE 84. ARG 73, LYS 105, GLN 71, SER92, GLU90, ASN91, PRO82, ILE77. Re-
sults show that SER 127, ASP 155, LYS 86, LYS 81, ASN 151, GLN 71 and LYS
105 are present in the hydrogen bond formation within this complex, suggesting the
importance of both hydrophobic interactions and hydrogen bond for the binding of
PDGF-BB to EGFR. The specific interaction between ASN 151 and LYS 81 is shown
in fig. 5 and the specific interaction between TYR 42 and ILE 13 is shown in fig. 6.

4 Discussion

The main purpose of this study was to determine the complex structure of PDGF-BB
homodimer with the EGFR, based on previously reported structures. The overall
scope of these results is to consider computationally a suitable protocol for predicting
the best protein conformational structure using resolved templates from the PDB.
PDGF is a disulfide-linked dimeric protein, which is composed of two related po-
lypeptide chains A and B, expressed from different genes and assembled as homo or
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heterodimers [30]. Active PDGF exhibits multiple forms and ranges in size from 28-
35 kDa [31]. The most studied isoforms of PDGF; AA, BB and AB, have been shown
to bind with different affinities to homo- and heterodimers of their receptor gene
products, denoted a and B [18,32]. Depending on ligand configuration and the pattern
of receptor expression, different receptor dimers may form, including homodimers
and heterodimers of PDGFA-R and PDGFB-R [33].

Previous research has shown that all PDGFs have a highly conserved conserved
Cystine knot-fold growth factor domain of approximately 100 amino acids (aa),
called the PDGF/VEGF homology domain [34]. This domain, denoted the PDGF/
VEGF homology domain, is involved in forming inter- and intramolecular disulphide
bridges to form the PDGF dimers that activate the receptor [35].

PDGFs act via two RTKs (PDGFR-o and PDGFR-f) which share common domain
structures, including five extracellular immunoglobulin (Ig) loops and an intracellular
tyrosine kinase (TK) domain. This structure is shared with other receptors like
VEGFR, c-Fms, c-Kit, and FlIt3 [34]. Ligand binding promotes receptor dimeriza-
tion, which initiates signaling through various pathways became activated including:
Mitogen activated protein kinase (MAPK), PI3K phosphatidylinositol 3- kinase, PLC-
y, Src TK, and activation of transcription factors such as STATs, ELK-1, c-jun/c-fos
and NFkB [34,36].

Our results show that PDGF-B homodimer shares a large group of residues in the
interaction with EGFR (ASN 128, SER 127, LYS 86, ASP 155, ILE 13, LEU 14,
THR 15, TRP 40, ASN 151, LYS 81, ARG 125, LEU 69, TYR 101, PHE 84. ARG
73, LYS 105, GLN 71, SER92, GLU90, ASN91, PROS2, ILE77), Previous mutation-
al studies have shown that mutations in ILE 30 and ARG 27, reduce the binding
interaction between PDGF-BB and it’s receptor PDGF-bR. Furthermore, the study of
Ostman et al., [37], indicates that residues from segment 73-77, specially Arg73 and
Ile77, are involved in receptor binding. Oefner et al. [18] had also reported that posi-
tively charged amino acid residues have an important role in the binding of PDGF-BB
to its receptors, including residues from the loop III (Val78-Arg79-Lys80-Lys81)
which are conserved in the human PDGF-BB homodimers. Finally, the crystallo-
graphic structure of Oefner et al [18], recognizes an hydrophobic patch, adjacent to
loop 1, that includes Arg27, Leu38, Pro82 and Phe84 which is also conserved in the
PDGF-A sequence.

Interestingly, in the present study, we have reported ILE13, ARG73, ILE77, LYS
81, PRO82 and PHES4, as part of the binding interactions between PDGF-BB and
EGFR. These results suggests a possible conserved motif in the interaction between
PDGFB and EGFR which could be important in the binding of PDGF-BB with
other receptors such as PDGFRa, that can associate with PDGFRP and form the
heterodimeric PDGFRof.

It has been previously reported that both hydrophobic interactions and hydrogen
bonds play an important role in the recognition of the PDGFR to its ligand [35], Our
results show that both of these interactions are important for the binding interaction of
PDGEF-BB to EGFR. Importantly, both of these interactions are also important in the
interaction between EGF and its receptor [1]. It’s important to notice that many tyro-
sine kinase receptors including PDGFR or EGFR are often able to form heterodimeric
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or hybrid receptors with differential affinity for their ligands [38,39]. Regarding
EGFR, in addition to its cognate ligands, this receptor has been reported to become
activated by stimuli that do not directly interact with the EGFR ectodomain including
other RTK agonists, chemokines, cytokines GPCR ligands, and cell adhesion ele-
ments that involves important transactivation mechanisms [40]. The existence of
PDGFBR-EGFR heterodimers have been previously reported in a vascular model
from rat [9]. In it, EGFR transactivation does not require PDGFBR kinase activity,
and the disruption of this heterodimeric receptor significantly inhibited PDGF-
mediated ERK activation, which could have an important effect in biological
processes such as cell migration cell during wound healing [9,14].

Results presented in this study, shown the possibility of an interaction between
EGFR and PDGF-BB in the interacting region of the EGFR (domains I and III), by
means of conserved aminoacids from the PDGF homology domain (cysteine Knot).
Additionally, these results may be used as an output for a better understanding of the
signaling mechanism exerted by the PDGF-B in the context of human pathologies that
shown aberrant expression of the PDGF and EGF ligands and receptor such as
brain diseases or cancer. Further biological information will be needed in order to
corroborate this model and it”s regulation over cell signaling.

5 Conclusions

A directed docking was performed using Cluspro between human PDGF-BB and
EGFR using the templates 1PDG and 3NJP from PDB. Various conserved residues
were found to be involved in the docking intereaction of the complex. Additionally,
an electrostatic potential evaluation of the PDGF-BB-EGFR complex was performed
to validate if the complex is electrostatically complementary in the binding area.
Results suggested a possible binding mechanism which could explain the in vivo
evidence of formation of heterodimeric receptors EGFR-PDGFRB.
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Abstract. This paper presents e-clouds as a tool to support biodiversity decision
making, offering a Software as a Service (SaaS) paradigm to execute computing
and technic intensive applications such as species distribution models. But mere
access to these tools is not enough if usability and economy are not aligned with
users interests. This article presents a friendly interface hiding all the complexi-
ties of using a public cloud infrastructure, containing an application supported
by expert researchers, and an architecture behind the scenes that minimizes the
cost of using such a computational and technical infrastructure, what results in a
very attractive option for researchers and other stakeholders to get the most out
of public clouds for their tasks.

Keywords: Biodiversity Conservation, Spatial analysis, e-clouds, SaaS.

1 Introduction

The development of geographic information systems, the availability of data, both
remote sensing and species records, and the improvements of modeling techniques
has resulted in the use of spatial analyses such as species distribution modeling to
support conservation decision making. Species distribution modeling is a theoretical
and methodological approach that uses different mathematical techniques such as
general linear models, artificial networks or machine learning, to develop an envi-
ronmental existing niche for a certain species and project it on a geographical space,
obtaining as output a map of the potential distribution areas for a particular species.
Explicit geographical information about the presence or potential presence of a spe-
cies have been used in many applications concerning biodiversity conservation, such
as invasive species risk [1], identification and evaluation of conservation areas [2] and
climate change [3], besides others.

Species distribution models use two types of information: environmental informa-
tion that includes topography and climate, and biological information based mainly on
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species records. Both environmental and biological information has increased in
amount and availability imposing digital storage necessities and infrastructure frame-
work that can mobilize and integrate diverse types of data [4].

In Colombia many of the governmental institutions that need to make conservation
decisions, or small regional academic universities, lack the human capital or comput-
ing infrastructure to develop species distribution models. This situation imposes a
challenge for a country rich in biodiversity that needs to take urgent conservation
actions.

Computing and data intensive applications have been traditionally executed in
HPC (High Performance Computing) infrastructure, as cluster and grid computing,
allowing researchers to take advantage of tens of thousands of dedicated servers to
execute application tasks. Although this infrastructure can provide many benefits to
large research groups, when small and medium research groups try to use them, they
often face the following constraints: (1) the total cost of infrastructure ownership is
high; (2) executing applications may involve complex processes related to IT man-
agement; (3) there are different models to parallelize the execution of applications and
in many cases parallelization models require complex configurations; (4) researchers
require broad computing capabilities during peak periods and results can take weeks
or months to be generated.

At the business level, the Software as a Service (SaaS) model, allows businesses to
adopt ready-to-use applications, abstracting problems associated with the installation,
configuration, monitoring, management and updating of applications. We present an
e-Cloud solution that allows the delivery of scientific applications under the Software
as a Service (SaaS) model, which opens opportunities for research groups and deci-
sion makers with high computation requirements to develop biodiversity spatial anal-
ysis, such as species distribution modeling, in an easy, fast and cheap way, without
needing to buy and support big computing infrastructure.

2 Materials and Methods

This proposal is based on the computing necessities of the Humboldt Institute in order
to improve its capacity to process and make public the research done in species distri-
bution modeling. The methodological design is proposed by the Systems and Compu-
ting Engineering Department of the Universidad de Los Andes. The aim of this
proposal is to offer the country a service with high scientific quality and easy accessi-
bility that allows information and analysis capacities to support decision making in
biodiversity conservation.

The Humboldt Institute has proceeded with species distribution modeling as
follows: species records are download from GBIF, a taxonomic and geographic veri-
fication process takes place; records that passed the filters are incorporated into the
distribution modeling using WorldClim Database [5] an MaxEnt [6]. Procedures were
written in R code in order to dispose of a script ready to configure on e-Clouds.

e-Clouds was designed to permit researchers to access their private workspace
through a web portal, each researcher can manage submissions of new jobs, the
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upload and download of data, the monitoring of jobs in execution and cost reports
associated to the used computing resources. If a user wants to execute a set of jobs of
a scientific application, he/she selects the application, enters the jobs parameters
(numbers, strings and files), selects the virtual machines required to execute the jobs,
and finally accepts the estimated cost for the execution of the jobs. e-Clouds begin
with the execution of the jobs in a transparent way on a public cloud, computing in-
frastructure using as much computing resources as needed. During job executions,
researchers can monitor the execution time and costs of each job and once the jobs
have finished, researchers can download the results.

Behind the scenes, e-Clouds uses the computing resources provided by a public
cloud computing provider. e-Clouds architecture has many scalable components to
allow that it can be used by many researchers at the same time. e-Clouds is composed
of different components, including a resource manager designed to operate in cloud
infrastructure, a relational database, an application repository, a scalable data reposi-
tory (for researchers), a repository of virtual machines, and a repository to store the
agent executed on the virtual servers of the public cloud infrastructure to allow that
applications can be installed on-demand. e-Clouds was designed to guarantee the
security and privacy of the data stored by researchers. All of these components are
hidden to researchers but they do the job allowing researchers to use large computing
capacities on-demand without the need of maintain complex configurations and appli-
cations and paying only by the resources they consumed.

Besides the services provided to researchers, e-Clouds has an administration web
portal used by the team responsible for operating and managing e-Clouds. Through
this portal the management team can monitor the resources consumed by all of the
researchers, the costs associated to the resources consumed on the public cloud infra-
structure, the audit of all operations performed by researchers and the management of
quotes of resources that can be used by researchers. This web portal also allows creat-
ing, testing and publishing new scientific applications in the marketplace.

3 Results

e-Clouds was developed using the Ruby on Rails (RoR) framework and the Post-
greSQL database engine. The e-Clouds Web portal is being executed on the Heroku
cloud Platform and Amazon Web Services (AWS) cloud infrastructure. The resource
manager was developed using Ruby and it is executed on a virtual server in AWS.
Jobs sent by researchers are executed on AWS using scalable services such as EC2,
S3 y SQS. The agent installed on each virtual server that allows the on-demand instal-
lation of scientific applications was developed in Ruby. Currently researchers can
access e-Clouds doing a previous authorization step. A requirement for the execution
of jobs is that researchers use an amount of credit approved by the e-Clouds team to
do the first tests with e-Clouds. Then the researchers need to pay the consumed re-
sources. In the near future the goal is that any researcher can access e-Clouds and
pays by using his/her credit card or the credit approved by his/her research group.

The R script from the Humboldt Institute has been set and displayed in e-Clouds
and is ready to make species distribution models. Once you run data in the application
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and set the parameters, the output will be a distribution map for each species in the
database. e-Clouds allows the execution of Bag of Task (BoT) applications and during
the next months new scientific applications related to biodiversity conservation will
be published on e-Clouds to allow that researchers can access a large number of
ready-to-use applications. We will continue working in different areas such as: the
development of a platform that allows researchers to publish new applications to
e-Clouds using a self-publishing portal; to support the execution of parallel applica-
tions such as MPI; to improve the Graphical User Interfaces provided to researchers,
focusing on providing the best and easy to us experience; and to execute large
amounts of jobs to test the performance of e-Clouds with larger computing workloads.

4 Discussion and Conclusions

This paper presents a proposal to create a SaaS marketplace for scientific application
(scientific SaaS). The SaaS marketplace, called e-Clouds, is built on a public TaaS
infrastructure, allowing researchers of medium and small groups to access ready-to-
use scientific applications which can be used on-demand whenever they need them,
without having to incur high TCO costs and complex IT tasks, and having technical
and scientific support about the applications used. e-Clouds allows that jobs, applica-
tions and data can be easily managed by researchers and the e-Clouds team. The first
implementation shows that e-Clouds may be easily extended to include new applica-
tions and more researchers, which will be reflected in new research results.

Some analyses, such as The Magellan report [7], have shown that cloud computing
is a viable model for executing MTC and MPI scientific applications, where small or
medium groups without large or optimized cluster or grid infrastructure can adopt
cloud computing to execute scientific workload in a cost effective manner. The main
challenges for running scientific applications and workflows in the cloud involve:
heterogeneous resource management; cost-effective executions; installation, configu-
ration and management of scientific applications in virtual machine images; data
management; performance and security of cloud infrastructure; and tools to facilitate
executing the applications, because clouds require significant configuration and ad-
ministration tasks [7].

Different efforts have been developed to facilitate the use and execution of scientif-
ic applications in the cloud [8], but management and maintenance of an image per
application are complex in these options, others [9] allows researchers to download
and install preconfigured virtual machines with scientific applications in their desk-
top, but researchers can only can take advantage of the resources of a single desktop
computer.

Different projects have analyzed and executed migration tests of legacy cluster,
grid applications or workflows to cloud environments for different scientific fields
[10], [11], and [12], and Projects such as [13] have developed different approaches
to integrate traditional grid infrastructures with on-demand cloud services. Other
projects have incorporated cloud features (auto-scaling, on-demand access, pay-per-
use, etc.) to grid infrastructure [14].
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The above results show that throughout the next years, cloud computing will be
adopted by a large number of scientific groups as current cloud providers will im-
prove their infrastructure to support scientific workloads. However, in all existing
options, researchers executing scientific workloads need to know important IT tasks.
Thus if non-IT researchers would like to use cloud options they face similar problems
than those found in a grid/cluster infrastructure.

At business level, SaaS marketplaces such as ZOHO [15], SuccesssFactors [16],
among many others, allow businesses of all sizes to access complex and ready-to-use
cloud enterprise applications (with low or non-initial configuration efforts). We pro-
pose to adopt the same model of business SaaS marketplaces in the scientific field,
where central cloud providers or research groups configure and maintain complex and
commonly-used applications and offer them to a high number of researchers, on-
demand, very fast and at a low cost. This issue is the main motivation of this article
whose main goal is to provide new opportunities to small and medium research groups.

Some commercial scientific SaaS options such as Cyclone [17] and Cloud Num-
bers [18] are offering scientific SaaS applications, built on private or public IaaS
infrastructure, which can be easily used by researchers of different fields. In contrast
to these commercial SaaS offers, e-Clouds is conceived as an open-source SaaS mar-
ketplace that is maintained by specialized research groups (initially Humboldt Insti-
tute) that dedicate IT and non-IT researchers of different fields to maintain the
e-Clouds SaaS option. Small and medium research groups use e-Clouds to execute
applications on public cloud IaaS infrastructure. e-Clouds users only will have to pay
the resources consumed of the public IaaS, without incurring extra costs by the use of
e-Clouds services.

Finally e-clouds can be incorporated into proposed frameworks for species distri-
bution data management and analysis currently under implementation [4], allowing
issues about upload and storage data, workspace for user, automated data integration
and multiples applications for data analysis be dealt with.
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Abstract. Pseudomonas aeruginosa is a bacterium resistant to a large number of
antibiotics and disinfectants. Since the antigens are responsible for producing
this resistance, and most of these are proteins, the objective of this work was
to predict by computational means the 3D structure and function of PA2481
protein, determining whether is involved in the antibiotic resistance of
this bacterium. In order to do this, the primary structure was analyzed
computationally by using servers PROSITE, PFAM, BLAST, PROTPARAM,
GLOBPLOT, and PROTSCALE. The secondary structure was obtained by the
consensus of algorithms SOPM, PREDATOR, DPM, DSC, and GOR4. The 3D
structure was predicted with the I-TASSER server and its stereochemical
conformation was evaluated with the STRUCTURE ASSESSMENT tool. The
final model was visualized with PyMol program. As a result, the 3D structure of
PA2481 is proposed according to its stereochemical conformation; two domains
are identified as cytochrome c. The function of the protein may be related to
electron transport and proton pumping to generate ATP in Pseudomonas
aeruginosa. These results allow a better understanding of the role this protein
plays in the physiology of this bacterium.

Keywords: hypothetical protein, cystic fibrosis, external otitis, structural
modeling, PA2481, Pseudomonas aeruginosa.

1 Introduction

Pseudomonas aeruginosa is a Gram-negative bacterium characterized by its
environmental versatility, growing in soil, marshes and coastal marine habitats,
including plant and animal tissues [1]. Because of its resistance to antibiotics and
disinfectants, P. aeruginosa is a bacterium that is characterized as a major opportunistic
pathogen in humans, causing serious complications caused by infections in patients
particularly susceptible like people with immune system deficiencies, victims of skin
burns, catheterized patients who suffer urinary tract infections and patients with
respirators, causing nosocomial pneumonia. It is also the predominant cause of
morbidity and mortality in patients with cystic fibrosis colonizing the lungs [2].
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The structural genomics field determines the three dimensional structure of all
proteins of a given organism by experimental methods such as X-ray crystallography,
nuclear magnetic resonance spectroscopy, or by computational approaches such as
homology modeling. This raises new challenges in structural bioinformatics, focused
on determining protein function from its 3D structure. At present there are plenty of
genome sequencing projects, which are producing linear sequences of amino acids
that are stored in data bases, however, for an understanding of the biological function,
knowledge of the structure and function is required [3].

The ultimate goal of structural genomics is to contribute to the organization
principles of the structure of proteins in biology and medicine through functional
annotation [4] and the application of protein structure such as virtual drug screening
[5], whereas bioinformatic tools play a crucial role in the evaluation and
classification of new structural data obtained, and also benefit directly from the data
stream generated by structural genomics projects, resulting in improved algorithms,
software and databases [6]. On the other hand, functional genomics makes use of the
vast richness of data produced by genome sequencing projects to describe functions
and interactions of genes and proteins. Its goal is to discover the biological function of
individual genes and how groups of genes and their products work together in health
and disease [7]. During the last decades many complete genomes of several bacteria,
archea, and eukaryotes have been sequenced. Stover et al [2], described the complete
genome sequence of P. aeruginosa strain PAO1, which was noted for its diverse
metabolic capacity and large size with 6.3 million base pairs, being the largest
bacterial genome sequenced, however, about 30 to 40% of the genes have not been
assigned a function. Furthermore, in studies of gene annotation, a large fraction of
open reading frames are labeled as conserved hypothetical proteins and many of these
hypothetical proteins are found in more than one bacterial species [8].To assign
functions to novel proteins, homology based on gene annotations has been the
standard during the last years, as it infers molecular characteristics through transfer of
information of experimentally characterized proteins [9].

Knowing the complete genome sequence including hypothetical proteins, together
with encoding processes, provide a lot of information to the discovery and exploitation
of new targets for antibiotics, and hope for the development of more effective strategies
for the treatment of threatening opportunistic infections caused by P. aeruginosa in
humans [2]. Therefore, in this study the prediction of the three dimensional structure is
assessed, and a functional approximation of hypothetical protein PA2481 of
Pseudomonas aeruginosa PAOLI is performed through various bioinformatic tools and
software, to determine whether it is involved in the antibiotic resistance of this
microorganism, in order to better understand the physiology of this bacterium.

2 Materials and Methods

2.1 Computational Analysis of the Primary Structure of PA2481

Sequence analysis of PA2481 of 291 amino acid residues with unknown function and
structure were performed using various bioinformatic tools and databases available on
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the network. The sequence of the hypothetical protein, PA2481 (Acc. No.
AAGO05869.1), was obtained through the GenBank at the National Center for
Biotechnology Information (NCBI) [10]. A similarity search with other reported
sequences was performed using BLAST [11] available in NCBI.

Since proteins are generally composed of one or more functional regions
commonly known as domains, and the identification of these allow to infer their
possible function, the prediction of families, motifs, domains and functional sites was
made by reference to matches found in the database PROSITE [12] from the ExPASy
bioinformatics resource portal [13] and the database of protein families PFAM [14] of
England Trust Sanger Institute. These databases represent protein families by multiple
sequence alignments and hidden Markov models. Additionally, an alignment with
proteins of known structure in PDB (http://www.rcsb.org/pdb/home/home.do) was
performed to determine potential homologues with known structure and function.

For the physicochemical characterization of the protein, the isoelectric point,
molecular weight, extinction coefficient [15], instability index [16], aliphatic index
[17] and overall average of hydropathy [18] were determined by the PROTPARAM
tool [19] from the ExPASy bioinformatics resource portal (http://expasy.org/tools),
which performs calculations based on the amino acid composition and the N-terminal
residue. Regarding the hydrophobicity analysis, the PROTSCALE tool and the Kyte
and Doolittle algorithm from the ExPasy Proteomic tools (http://expasy.org/tools)
were used based on the physical and chemical properties of the amino acids of the
protein. The prediction of globular and disordered regions or nonstructural regions of
the protein was determined with GLOBPLOT [20].

2.2 Secondary Structure Prediction

The server NSP@ [21] was used to predict the secondary structure of hypothetical
protein PA2481, where the consensus of five algorithms was used, within which two
approaches were selected relying on the use of probability parameters determined by
the relative frequencies of occurrence of each amino acid in each type of secondary
structure (SOPM and PREDATOR) and three methods based on Bayesian inference
probability (GOR4, DPM and DSC).

2.3  Three-Dimensional Structure Prediction

The three dimensional structure of hypothetical protein PA2481 was predicted with
the ITASSER algorithm [22]. 3D models were built from multiple alignments of
protein sequences with known structure and function. Model evaluation was
performed by means of the tool "structure assessment” of SWISSMODEL [23],
determining the correct geometric conformation of the protein by stereochemical
analysis presented in the Ramachandran plot. The final model was visualized with
PyMol (http://www.pymol.org).
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3 Results and Discussion

3.1 Computational Analysis of the Primary Structure of PA2481

When performing local alignment of sequences with BLAST, six proteins were
identified with 99% and 98% similar amino acid sequence to the sequence of PA2481
(Table 1). Since the identity of each protein is based on the specific order in each of
its amino acids [24], the identity percentage of the PA2481 protein with each of the
six identified proteins, infers that these are probably homologous, almost identical in
their 3D structure and therefore in their function. Given that proteins are hypothetical,
they do not have a defined structure and function despite having annotations in the
NCBI regarding conserved domains corresponding to cytochrome c, which is a good
indication to predict its possible biological function.

Regarding the prediction of families, motifs, domains, and functional sites, the
results obtained out of the PROSITE and PFAM databases from the amino acid
sequence of the PA2481 protein (Table 2) agree that there are two domains
corresponding to cytochrome c superfamily, where the highest score domain is
between residues 165 and 250. In addition, two sites of covalent binding to the heme
group were found in the residues (178 y 181) y (70 y 73), and one axial ligand
binding (iron for this protein) in the residues 182 and 74 respectively in each domain,
common characteristic of c-type cytochromes, which have covalent binding to the
heme group in one or more motifs Cys-XX-Cys-H [25]. Furthermore, the inclusion of
these heme groups is a requirement for the oxidase assembly [26]. The PFAM server
presented significant overlaps with the cytochrome c oxidase, cbb3 type, subunit III,
which is corroborated by performing BLAST sequence alignment using only proteins
of known structure deposited in the PDB, wherein the sequence that obtained the best
alignment with a score of 37.4, E-value of 0.008 and 50% identity, was precisely the
chain c of the structure of the cytochrome c oxidase cbb3, sequence identified with
3MK?7_C in PDB. These results indicate that the function of the hypothetical protein
PA2481 could be related to the electron transfer and proton pumping in Pseudomonas
aeruginosa to generate ATP, as the cytochrome c¢ oxidase cbb3 fulfills these functions
in bacteria and mitochondria [27].

In proteins belonging to the family of cytochrome c, the heme group is covalently
attached by thioether bonds to two conserved cysteine residues located in the
cytochrome c center. Cytochrome c¢ play an important role in the electron transfer
[28]; in addition, in the centers of the Cytochrome c are also active sites of many
enzymes that have a significant function in eukaryotic cell apoptosis [29].In the
known structures of c-type Cytochromes, there are about 6 classes that vary in their
folds [30].

The species of the genus Pseudomonas were traditionally considered non-
fermenting organisms with aerobic respiration. The elements involved in breathing in
these species comprise a pool of 17 respiratory dehydrogenases responsible for the
passage of electrons from the coenzyme to the quinones. P. aeruginosa has five
terminal oxidases that catalyze the reduction of oxygen in water: three of them are
cytochrome c oxidase (Cbb3-1, Cbb3-2, and Aa3), whereas the remaining two
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Cytochrome bo3 (Cyo) and insensitive oxidase to cyanide, are quinol oxidases.
Diverse terminal oxidases have different affinity for oxygen and capacity for pumping
protons [31], as might be the case of the PA2481 protein.

The physicochemical properties obtained from PROTPARAM tool (Table 3)
allowed to determine the molecular weight of PA2481 that coincides with the
molecular weight of the chain c¢ of the cytochrome c, oxidase cbb3, subunit III,
reported by Zufferey [26] which is 31 kDa. The Isoelectric point is where positive and
negative charges are equal annulling the existence of motion in an electric field,
representing the pH of the PA2481 protein, which could present a minimum solubility
in experimental tests providing isolation in an electric field [32]. Regarding the life
time of PA2481, this refers to the time (in vitro) that takes for a protein to disappear
once it is synthesized by the cell. According to the lifetime of the PA2481 protein, it
can be determined that the N-terminal residue corresponds to methionine, serine or
alanine, threonine, valine or lysine, because these amino acids are specific for proteins
with lifetime greater than 20 hours, since it has been shown that the last amino acid in
the chain determines the survival of the protein [33]. N-terminal residue can also be
determined experimentally to be able to know exactly which one of the above-
mentioned amino acids is the N terminal [34].

Aliphatic index determines the relative volume occupied by aliphatic side chains,
where the proteins with a high aliphatic index, such as the PA2481 protein, tend to be
more thermostable. As for the overall average of hydropathy for PA2481, this
indicates the ability of the protein to establish interaction with water, suggesting that
it may be highly hydrated in aqueous media, since the lower this value the greater
possibility of such interaction. This measure is based on the amount of energy (kg /
mol) that is used for transferring a segment of sequence of defined length from a
hydrophobic environment to a hydrophilic environment [35].

Results from PROTSCALE (Figure 1) identified hydrophobic and hydrophilic
regions of the PA2481 protein, showing the score based on the residue. The highest
peaks indicate hydrophobic regions and the lowest, near -2, indicate hydrophilic
regions. Using a window size 9, it was determined that PA2481 is a highly
hydrophilic protein, meaning that most of its structure is in contact with an aqueous
environment, which coincides with the results of hydropathy overall average. PA2481
also has three hydrophobic regions that could be in contact with the inside of the cell
membrane.

Regions, where there are low levels of hydrophobic amino acids with long
stretches of hydrophilic residues but with high net charge and with neutral pH, are
theoretically associated with lack of compaction of the proteins under normal
physiological conditions resulting in structurally disordered native structures [36]. It
is known that disordered segments of proteins contain important functional sites
predicted as linear motifs [36]. The disordered regions in the PA2481 protein were
analyzed to predict their behavior in solution and identify regions that may be
functionally important. The prediction of globular domains and disordered regions of
the protein was performed with GLOBPLOT which allows the prediction of structural
domains and is not limited by the search for homologous sequences known
structurally [37]. Disordered regions revealed by GLOBPLOT (Figure 2) show 7
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regions with intrinsic disorders between amino acid position 1-7, 24-40, 119-123,
145-165, 201-206, 225-236 and 251-257, which are possibly involved in important
functions of Pseudomonas aeruginosa. In addition, 2 of the 7 disordered regions
(residues 201-206 and 225-236) are in the domain of cytochrome oxidase cbb3
revealed in PFAM results (Table 2), which confirms the importance of this domain.

3.2  Secondary Structure Prediction

The secondary structure prediction was performed with the server NPSA, which gives
the results based on a consensus of several algorithms (SOPM, PREDATOR GORIV,
DSC and DPM), since the quality of the prediction of the secondary structure may be
better if it is done by consensus-based classifications to obtain a more reliable
prediction than using only one method [38]. PREDATOR and SOPM algorithms are
based on the conditional probability that a given amino acid becomes part of a
secondary structure considering that adjacent amino acids acquire the same structure,
while the algorithms GORIV, DSC, and DPM use training sets whose elements are
solved structures to identify common motif sequences associated with particular
arrangements of secondary structures [39].

According to the above, PA2481 secondary structure (Figure 3) revealed the
existence of eight a helices between amino acid residues: 5-14, 42-57, 104-113, 129-
141, 171-179, 215 - 222, 239-247 and 263-269 represented with 29.90%;11 loops
between amino acids 11: 17-41, 57-62, 65-94, 118-128, 142-165, 182-189, 197-213,
225 -238, 248-261, 270-276 and 278-284 with 60.82%; and extended strands
represented with only 4.12%. The prevalence of loop conformation makes these
molecules more ductile and it can be explained by the functional need to easily
establish interactions with proteins [40].

3.3 Three Dimensional Structure Prediction

The prediction of the three dimensional structure of the PA2481 protein was performed
using the I-TASSER server, which is a unified platform for automated prediction of the
structure and function of proteins. The three dimensional structure of the PA2481
protein (Figure 4), was determined by the homology modeling method, which uses
template proteins derived from sequence alignments of known structure in PDB.
Validation criteria of the three dimensional structure of a stable protein, depend on
stereochemical parameters corresponding to torsion angles which determine its folding.
Since the allowable range of angles within a structure is very restrictive, variations in
the angle of torsion are very few and have made possible the identification of angles
which allow an approximation to the probability that the structural conformation of the
protein is correct [41].

As stated before, the PA2481 three-dimensional model validation was performed
through evaluation using the "structure assessment” of SWISSMODEL which
essentially fulfilled stereochemical parameters of a stable structure with 204 (86.1%)
residues in the most favorable regions, 30 (12.7%) residues in additional permitted
regions, 2 (0.8%) residues in generously allowed regions and only one (0.4%) residue
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is located in disallowed regions (Figure 5). Sites where there is greater probability
that the angles that form the protein structure are possible correspond to the most
favorable regions and to those additionally permitted while generously allowed and
disallowed regions correspond to sites that are less likely to approach the correct
angle. Analyzing the results of the evaluation, it is possible to deduce that the model
provides a good approximation to the actual structure of the PA2481 protein, the
model also largely coincides with the secondary structure predicted above.

4 Conclusions

The predicted three-dimensional model is a good approach to the possible real
structure of protein PA2481, as it coincides mostly with the predicted secondary
structure and also its correct conformation was confirmed through geometric
evaluation (Graphic Ramachandran). Through different bioinformatics tools used in
the present study, it was determined that the hypothetical protein PA2481 of
Pseudomonas aeruginosa PAOI belongs to the superfamily of cytochrome c, showing
the most significant characteristics of this type of proteins such as the two sites of
covalent binding to the heme group. This indicates that PA2481 possibly participates
in biological processes involved in cellular metabolism, of oxidation-reduction, in the
electron transfer, and in the generation of metabolites and energy precursors,
contributing to the mechanisms of antibiotic resistance of the bacteria, by pumping
substances to the exterior, which requires ATP, or by redox processes leading to their
degradation.
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Abstract. Flux Balance Analysis (FBA) is a technique that allows estimation of
metabolic fluxes in established conditions, focusing the flux determination as an
optimization problem. For this reason, it is important to use an appropiate
objective function in order to adjust estimations of FBA with the real behaviour
of the cell. The aim of this work was to examine the effect of a set of input data
fluxes (among five diferent sets) on the accuracy of predictions obtained with
FBA with application in seven different objective functions. In this study,
Saccharomyces cerevisiae was selected as model microorganism, and its
metabolism was represented at genomic scale using the model iMM904.
Accuracy of obtained predictions was evaluated and compared with eight set of
experimental data. Results showed that the objective function representing in a
better way the cellular behaviour depends on the set of fluxes used as input
data.

Keywords: Flux Balance Analysis, input data, objective functions, estimation
accuracy.

1 Introduction

Flux Balance Analysis (FBA) is a technique of mathematical modeling, which allows
determining a distribution of fluxes in a steady state through maximization of a sup-
posed objective function [1]. Obtaining of a suited estimation by using of FBA re-
quires a good metabolic model, a set of adjusted restrictions to real conditions and an
objective function that generates realistic results. In other words, a mathematical func-
tion should model a cellular objective [1-5]. It also requires a set of input data that
allows a feasible region for the model data [6]. Nevertheless, both quality of the ob-
tained estimation and more appropriate objective function can depend on the number
of fluxes used as input data in the FBA and chosen fluxes.

Different set of input data can result interesting for getting distinct objective in the
cellular modeling. If it is wanted to analyze a cell as a biological system, the set of
input data will consist probably of all uptake metabolic fluxes. On the other hand, if it
is needed to predict production of secondary metabolites in a continuous culture,
maybe it is necessary to add the specific growth rate to the input data, because this
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will be controlled by both mode of design and operation of the chemostat, and so on.
From this way, it is necessary to broaden the searching for appropriate cellular objec-
tives to conditions with different set of input data.

The aim of the present study was to explore the possible relationship between the
set of selected data as input data in the application of FBA and the best objective
function in this technique (that is, the one that allows lower errors in the estimation of
exchange fluxes and specific growth rate). Therefore, based on sets of known experi-
mental data, we compared the performance of different objective functions in the
FBA varying input data and using the rest of measured fluxes for the evaluation of the
quality of the estimations.

2 Data and Methods

We decided to use the yeast Saccharomyces cerevisiae as cell model, because is one
of the most important microorganism for biotechnological applications. For the cell
modeling, we selected the iMM904 model [7], which is a model at genomic scale and
that includes 1228 metabolites in 1577 reactions with eight cell compartments.

As experimental data for carrying out evaluation of the performance of objective
functions, we selected two dataset from continuous cultures. The first dataset was
obtained from a number of aerobic experiments with u = 0,1 h™' but with different
oxygen uptake rates [8], and the second one was taken from anaerobic culture with
four distinct specific growth rates [9]. These two dataset do not represent all different
environmental conditions and growth that can be found. However, they attempt a
range of conditions broad enough to obtain some conclusions from them, considering
the objectives of the present study.

Data of aerobic growth contain measurements of both glucose and oxygen uptakes,
production of ethanol, glycerol and carbon dioxide, and growth rate. The experimen-
tal configurations differ in the O, inlet percentages to the cell culture, being 0,5%,
1,0%, 2,8% y 20,9% of saturation of O, [8]. On the other hand, anaerobic experiments
include measurements of substrate and oxygen uptake, and production of ethanol,
glycerol, acetate, succinate, private and carbon dioxide, and specific growth rate ().
The experiments were carried out with different p (0,1, 0,2, 0,3 and 0,4 h'l) [9].

Experimental data were classified in two categories: (i) the values used as equality
restrictions in the FBA optimization problem were named ‘input data’, and (ii) the
rest of fluxes were used in order to compare predictions obtained by FBA with expe-
rimental data, and named °‘output data’. Different categories of input data were
defined in order to determine if distinct initial conditions cause differences in the
objective functions necessary to define cellular modeling. The categories were the
following: uptake, uptake and p, uptake and production, production and p, and pro-
duction. Each category makes reference to those fluxes that were taken as input data.

As objective functions were taken a set of representations of cellular objective that
have been proposed in distinct previous studies on comparison of performance and
generation of objective functions in FBA [3-4], [10-11]. The selected functions were
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(I) maximization of biomass production, (II) minimization of glucose uptake, (IIT)
minimization of NADH and NADPH in cytosol, (IV) maximization of biomass
production plus minimization of carbon dioxide production, (V) maximization of
biomass production plus minimization of NADH production in cytosol, (VI) maximi-
zation of biomass production plus minimization of NADH production in cytosol plus
minimization of NADH and NADPH uptake in mitochondria, and (VII) minimization
of ATP consumption in cytosol plus maximization of ATP transport from mitochon-
dria to cytosol. By shortness, in Fig. 1 y Fig. 2 is kept roman numeration shown for
objective functions.

The accuracy of estimations was evaluated with the error percentage on the estima-
tion of the specific growth rate, and named Biomass error (see equation (1)), while the
error percentage on the estimation of exchange fluxes that were experimentally meas-
ured, but not used as input data, were named Fluxes error (see equation (2)).

Biomass error = (@) *100 (1)
exp

Fluxes error = (”vexf’;ve“”) *100 )
[Fexnll

In the equations (1) and (2), the subscript “est” represents the estimations, and the
subscript “exp” represents experimental data. In some categories of input data it was
no possible to compute both errors, because of use of p as input data, or of all ex-
change fluxes. Similarly, some objective functions do not appear in some Figures; this
happens when some objective cannot be applied to some category of input data (for
instance, maximization of biomass production cannot be used if u is among the input
data). It is important to note that sign Biomass error indicates if FBA overestimated
(negative sign) or underestimate (positive sign) the specific growth rate of the cell.

3 Results and Discussion

In Fig. 1 are presented results obtained by simulation of aerobic experiments. For
aerobic continuous cultures at low growth rates, it was found that among compared
functions, maximization of biomass (function I) presents the lower errors using as
input data the set ‘uptake’, while ‘minimization of glucose uptake’ (function II)
showed better results using as input data ‘production’ and ‘production and p’. The
function VII was clearly the second better in the category ‘production’. Strangely,
maximization of biomass (function I) gave worst estimations if only metabolite excre-
tion fluxes are used as input data (that is, category ‘production’). In the remaining
category, ‘uptake and pu’, function VI showed the best performance.

The results for the anaerobic experiments are showed in Fig. 2. Again, maximiza-
tion of biomass production (function I) is one of the best objective functions in the
categories ‘uptake’ and ‘uptake and production’; however, in the first category the
function V gave slightly better estimations, and in the second with the functions IV
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Fig. 1. Error percentages of the estimations obtained with FBA in aerobic growth conditions.
Roman numbers represent seven different objective functions tested (See Data and Methods).
The different panels show the obtained errors using the following input data: (A) uptake fluxes,
(B) specific growth rate and uptake fluxes, (C) uptake and production fluxes, (D) specific
growth rate and production, and (E) production fluxes.

and VII were obtained similar errors. In this case, with the function VII was obtained
the best estimation for the category ‘uptake and p’. In the categories ‘production’ and
‘production and p’, again the best function was the minimization of the glucose up-
take (function II). In both situations, the function VII reached the second place on the
quality of estimations.
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Fig. 2. Error percentages of the estimations obtained with FBA in anaerobic growth conditions.
Roman numbers represent seven different objective functions tested (See Data and Methods).
The different panels show the obtained errors using the following input data: (A) uptake fluxes,
(B) specific growth rate and uptake fluxes, (C) uptake and production fluxes, (D) specific
growth rate and production, and (E) production fluxes.

4 Conclusions

The results of this study indicate that the best objective function for representing the
cellular behavior in FBA depends on the set of fluxes used as input data. Therefore,
depending on the objective of the application of FBA (that is, according to the expe-
rimental condition to be represented, or the objective to be reached with the model-
ing) the objective function can be changed, being important to carry out a more
detailed study of this problem, including more experimental data and different cell
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conditions (among them, experiments of growth cell under batch conditions focusing
on exponential phase), and using of a wide spectrum of different objective functions
proposed for the analysis of cell modeling.
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Abstract. Currently, tropical diseases are a major research objective in biomed-
ical sciences due to the overall impact on vulnerable populations ignored by
pharmaceutical companies. For that reason, the search for new therapeutic
treatments is essential in the fight against tropical parasites such as Leishmania
spp. The proposed approach will involve collecting the set of kinases from both
the parasite and other organisms (except human), attempting to identify com-
pounds and approved drugs, which are selective to the parasite, based on in
silico methodologies. ChEMBL, Therapeutic Target Database (TTD) and
DrugBank were used as sources for a list of compounds and kinase drug targets,
which were represented using fingerprints based on patterns detected in the pro-
tein sequence, and a set of descriptors based on physic-chemical properties of
the catalytic domains. The enzymes were used as a training set for a Support
Vector Machine in conjunction with Feature Selection techniques, looking to
predict druggable kinases, found in five sequenced Leishmania species. Follow-
ing the target selection, a list of compounds was inferred and filtered according
to some cheminformatics protocols. Finally, to support the predictions, some
Leishmania kinases and their associated compounds were 3D modeled, and
docked to each other according to a consensus docking schema based on the
open packages AutoDock 4, AutoDockVina and DOCK.

Keywords: Bioinformatics, Docking, Machine Learning, Leishmania, Kinases.

Background

The tropical disease called Leishmaniasis is caused by at least 20 species of the
protozoan parasite Leishmania, and is classified generally in three clinical forms:
visceral, cutaneous and mucocutaneous. This disease is a major health problem in
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approximately 98 countries, affecting 12 million people worldwide [1]. Currently the
treatment of this Neglected Tropical Disease (NTD) is focused in chemotherapy strat-
egies. Nevertheless, the number of drug alternatives is very limited, with the disad-
vantage of several adverse effects ranging from mild to severe [2]. In Colombia there
are reports mentioning treatment failures based on antimonial therapies and other
therapeutical alternatives like Miltefosine, Paromomycin or Sitamaquine[3-4]. For all
the reasons above, one important task nowadays is to find new effective treatments
against tropical diseases like leishmaniasis. One way is through computational me-
thodologies, using as input the vast amount of molecular information derived from the
sequencing of a diverse range pathogen genomes.

One accepted and widely used approach is based on the application of predictive
models, using as input different features provided by biological or chemical datasets.
To execute such kind of models on the pharmaceutical field, is important to take into
account which molecular entities are the most likeable to be potential therapeutic
targets or treatments. With regard to the targets, one of the most popular and studied
protein families in drug discovery are the kinases. For that reason, there is a large
amount of data available on this family of enzymes, which could be used to create and
execute the aforementioned computational models [5]. In Leishmania, there are re-
ports about a set of these proteins that belongs only to this parasite, and could be ex-
ploited as molecular targets [6]. In addition, homology studies have been conducted
between Leishmania kinases and human kinases, looking to detect substantial differ-
ences among them [7].

At the end, all these facts have increased the interest of certain academic and in-
dustrial groups to identify approved and experimental kinase inhibitors with potential
anti-Leishmania activity profile. For that reason, we have proposed a Machine Learn-
ing approach, which aims to detect druggable kinases in different Leishmania species,
according to kinase targets reported in different species, except human. After that, a
list of inhibitors with potential action against the parasite was associated, avoiding
connections with human kinases that could influence in adverse effects. In addition,
some Molecular Docking protocols were executed based on some Leishmania kinases
protein models. The results allowed us to prioritize the most viable compounds for
posterior experimental validations.

2 Methods

2.1 Data Extraction

Interactions between drugs or compounds against kinases (except human) were ex-
tracted from three different sources: DrugBank (version 3.0) [8], TTD (version 4.3.02)
[9] and ChEMBL (version 14) [10]. The first two databases were used only to extract
approved drug data with validated pharmacological action. The compounds were ex-
tracted from the ChEMBL database, which contains experimental binding affinity
measures such as IC50, Ki, EC50 and inhibition percentages. In addition, only interac-
tions with a confidence score greater than 0.7 (from a 0 to 1 scale) were selected.

After the extraction process, the positive and negative training sets were estab-
lished. The criteria for inclusion in the positive kinases set were, as follows: standard
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concentration and constant values (IC50, EC50 and Ki) less than 1uM, and inhibition
percentages greater or equal than 70%. For the negative set, the criteria were concen-
tration and constant values greater than 10uM and inhibition percentages lower than
30%. Additionally, in order to complement the negative set, all the kinases without
compounds associated in the databases, and with an identity value lower than 60%
against the positive set were included. The sequence alignments were performed us-
ing the BLAST algorithm [11]. Finally a group of reviewed and predicted Leishmania
kinases were obtained from the UniProt database, looking to test the predictive model.

2.2 Model Set Up and Performance

With the training group established, a 70-30 learning protocol was performed. 70% of
the data was implemented to exclusively train the classifier, and the remaining 30% to
test the predictive capabilities of the model. A Support Vector Machine together with
the Recursive Feature Elimination techniques was configured, using as features both,
descriptors and fingerprints extracted from the amino acid sequences of the selected
kinases. The Machine Learning (M.L) models were tested within the WEKA package
[12] under the Linux Operative System. At the end, some metrics were taken into
account (accuracy, precision, recall), looking to approve the model performance for
subsequent predictions.

2.3  Leishmania Kinase Targets and Associated Compounds Selection

All the Leishmania spp. kinases extracted from UniProt were submitted to the chosen
model, using as features the data stored in their amino acid sequences. Consequently,
a group of potential kinase targets was selected based on the predicted classes. The
parasite kinases chosen were aligned against the kinases used in the positive training
group through BLAST protocols. Those with the higher identity percentages were
related to each other to infer subsequently potentially active compounds, using a tran-
sitivity criterion between the original target and the parasite kinase. Nevertheless, a
thorough search of the Ensembl database [13] and the OrthoMCL database [14] was
carried out, looking to select only the other organism kinases and Leishmania kinases
that do not report orthologue with the human host respectively.

With regard to the compounds, an initial list was filtered based on a set of chemin-
formatics strategies. Initially, all the compounds with favorable interactions against
human kinases were dismissed. Then a substructure search through the RDKit che-
moinformatics libraries (version 2012-09) was performed, using as input toxic frag-
ments reported in the PAINS dataset [15]. Finally, the commercial availability of the
compounds was verified based on information stored in the ZINC database [16].

2.4  Molecular Docking of Some Predicted Leishmania Kinase Targets

After the selection process, some of the parasite kinase structures were modeled using
the Modeller package, or looking directly into the ModBase database [17]. Further-
more, different evaluations per model were executed, based on statistics such as the
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RMSD C-alpha between the models and their templates, the identity percentage and
the z-DOPE curves generated residue per residue. In addition, for each modeled ki-
nase, a comparison against the template structure was done with the aim to identify
key residues involved in the potential active site or ligand binding site.

All the molecules were subsequently prepared for Docking through the AutoDock
Tools software. After that, three different docking protocols: AutoDock 4 [18], Auto-
DockVina [19] and DOCK [20] were implemented, looking to test different score
functions and search algorithms, with the aim to obtain a consensus result per protein.
According to the results, a list of priority compounds was selected for posterior expe-
rimental validations.

3 Results and Discussion

3.1 Machine Learning Set Up and Execution

According to the protocol, a significant number of interactions between kinases from
other organisms (except human) and small molecules were extracted. After that, based
on bioactivity values and reliability scores, a total of 98 and 49 kinases were used as
positive and negative training sets for the predictive model respectively.

After the training set up, two machine learning configurations were applied: Sup-
port Vector Machines with and without Feature Selection Techniques. Specifically,
the Recursive Feature Elimination Technique through Cross Validations (RFECV)
was implemented as the Feature selection technique, looking to improve the classifi-
cation capabilities of the model. Based on this strategy, the Table 1 describes the re-
sults obtained for the training set (70% of the original data) and the testing set (the
remaining data set).

Table 1. Machine learning statistical results

Machine Learning Train Acc. Test Acc. Train Pre. Test Pre. Train Rec. Test Rec.
SVM 1.00 0.75 1.00 0.74 1.00 0.97
SVM + RFECV 1.00 0.94 1.00 0.95 1.00 1.00

Acc: Accuracy. Pre: Precision. Rec: Recall. Train: Training set. Test: Testing set.

According to Table 1, the performance of the Support Vector Machine with and
without feature selection reported optimal results in the training set for all the metrics
used. Nevertheless, the performance on the testing set changed considerably when no
relevant features were eliminated. Using RFECV, the accuracy reached levels close to
95%, fact that was crucial for posterior predictions using the Leishmania Kinases.

3.2  Predictions on the Leishmania Spp. Kinases

After the predictions, 504 potential kinase targets were classified as positives. That
means these kinases have more probability to be druggable, and potentially could be
inhibited by one or more compounds which are associated to the kinases used on the
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positive training set. To avoid as most as possible side effects, the orthologue filter
(respect to the human enzymes) let a reduced list of 446 exclusive parasite targets.
Furthermore, this number was reduced using filters based on the list of compounds
associated to the selected targets. For that purpose, selecting compounds without toxic
substructures, and leaving only compounds that can be purchased from approved
vendors was the applied strategy. Consequently, we get a list of 46 compounds related
with 10 exclusive Leishmania spp. potential targets. The list of selected kinases is
detailed in Table 2.

Table 2. List of Leishmania kinases selected as potential targets

UniProtID GeneDB ID Specie
A4H3W3 LbrM.04.0480 L. braziliensis
A4HS38 Lind.04.0420 L. infantum
A41AU7 LinJ.35.0480 L. infantum
E9ANH1 LmxM.11.0250 L. mexicana
E9ARY8 LmxM.19.0360 L. mexicana
E9B936 LdbPK.070410 L. donovani
E9BE32 LdbPK.190360 L. donovani
E9BLD1 LdbPK.300370 L. donovani
Q4QEB9 LmjF.17.0670 L. major
Q4QH55 LmjF.11.0250 L. major

Most of the kinases detected are putative protein kinases and some of them are
classified as serine/threonine kinases. Nevertheless, one of the detected kinases (Uni-
Prot:E9BLD1) is a putative MAP kinase, which according to external sources
(KEGG, literature) could be implicated as an element of the leishmaniasis infectious
process [21].

3.3  Molecular Docking Protocols Results

Looking to prioritize the detected compounds, some of the predicted Leishmania ki-
nase targets were modeled with the aim of using their 3D structures for Molecular
Docking simulations. At the end only 3 protein kinases were successfully modeled
based on different evaluations measures such as significant identity percentages and
energy profiles curves (DOPE) suitable for in silico validations [22]. In addition, for
selecting the pockets inside the protein with more probability of being binding or
active sites, different key residues that would be involved in the conformation of
those pockets were identified per each protein (Fig. 1).

Moreover, other preparations were implemented on the structures to facilitate po-
tential computational interactions between the proteins and their compounds, using
the three Docking protocols chosen in this work. After the simulations, the overall
results were compared. For that purpose, all the Docking scores were normalized (0 to
1 scale), with the aim to recognize those compounds with higher affinities. As an
example, the Docking results comparison of one parasite modeled kinase (Uni-
Prot:E9BLD1) against their 9 associated compounds (named as N1 to N9) are shown
in Fig. 2.
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Fig. 1. Detection of potential active sites within the Leishmania modeled kinases. First the
protein structure used as template was analyzed, looking to detect which residues are responsi-
ble for interacting with the ligand (A). Then a pairwise alignment was done between each
Leishmania protein and its template, looking to detect if key residues observed before are con-
served in the parasite sequence (B). Finally a box or sphere search space was created, using as
centroid the coordinates of any of the previous residues detected (C).
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Fig. 2. Performance comparison of three Docking software using the Leishmania protein kinase
(UniProt:E9BLD1)

According to the consensus score, the compounds with highest affinities tend to
maintain this behavior within all the protocols, especially N8. Nevertheless, some
others changed significantly their final results from one algorithm to another. This
depends largely on the Docking packages internal differences such as the protocols
used for scoring the interactions and optimizing the better ligand poses. At the end, a
list of compounds per protein was selected based on the higher consensus scores.

4 Conclusion

In computational drug discovery is necessary the continuous addition of new functio-
nalities, capable to support in a more reliable way predictions about new treatments
alternatives. Specifically, in the field of Neglected Tropical Diseases is recommended
the inclusion of additional tools, with the aim to overpass current treatment inconve-
niences such as adverse side effects or parasite resistance. The combination of
machine learning methodologies with classic computational protocols based on ortho-
logue detection and structural simulations, allowed us to include deeper levels of
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complexity with regard to select druggable proteins based on inherent physic-
chemical properties, and consequently associate potential leishmanicidal compounds.

Nevertheless, is mandatory the use of posterior experimental validations, looking

to support the current results and open the possibilities to apply these kind of proto-
cols in other diseases.
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Abstract. The prediction of subcellular location aims to understand
the biological processes being carried out within the cell. Here, a fea-
ture representation methodology is proposed to identify subcellular lo-
cations in gram-positive bacteria. Regarding this, each considered class
is employed to train a hidden Markov model, and the probability of a
sequence of amino acids, being generated by each of the trained models
is employed as a feature in further classification stage. Our proposal is
tested on a well known database, containing amino acids sequences of
bacteria. For concrete testing, a percentage of less than 80% identity is
studied, using a multi-label Support Vector Machines with soft margin
classifier. Attained results show that our approach improves issues raised
in PfamFeat. Moreover, it seems to be an appropriate tool for predicting
subcellular location proteins.

Keywords: HMM, Multiclass SVM, Protein, Subcellular Localization.

1 Introduction

One of the biggest challenges in the field of bioinformatics has been the pre-
diction of subcellular localizations of proteins, because of the increased interest
for studying sequenced genomic data. For instance, computational analysis of
protein sequences in bacterial level allows to develop new drugs. Additionally,
the emergence of new sequencing techniques have led to the need for seeking
prediction systems that provide the ability to analyze data in a massive way.
Since the location of known proteins can be determined by their role in
the cell [I], protein prediction systems based on function analysis have been
proposed, such as: CELLO, PSORT-B, PSORT, SubLoc, and PfamFeat [2H5].
CELLO uses four types of sequence coding schemes: the amino acid, the di-
peptide, the partitioned amino acid, and the sequence composition based on the
physico-chemical properties of amino acids. CELLO takes place locally while
using hidden Markov Models (HMM) to analyze the dynamics of each sequence.
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PSORT examines the owners protein for the amino acid composition. However,
PSORT requires many modules, each of them based on different prediction tools,
yielding a very complex system. SubLoc is based on an array of profiles, which
are predicted previously to improve the estimation of subcellular localization
of proteins. Finally, PfamFeat, which is based on Pfam adaptations, is applied
for predicting subcellular localizations of proteins. Nonetheless, since PfamFeat
is based on Pfam, it could lead to an unstable system performance when the
standard Pfam models are not enough to represent specific classes of interest.

This paper presents a HMM-based feature representation methodology for
predicting subcellular localization of Gram-Positive bacterial proteins. In the
proposed approach, input protein sequences are represented by its inferred gen-
eration probability values given a set of one-sequence trained HMMs. The aim
of such approach is to enhance, as well as possible, the dynamic relationships
into the provided data, while dealing with variable length sequences. The set of
considered bacterial Gram-Positive proteins corresponds to Celwall, Cytoplas-
mic, Cytoplasmic membrane, and Extracellular. Afterwards, the classification
problem is boarded from a proposal based on Multi-class Support Vector Ma-
chine, which unlike most of the SVM multi-class approaches that are based on
multiple independent binary classification tasks, it considers a notion of margin
that yields a direct method for training multi-class predictors [6].

The remainder of this paper is organized as follows. In section II is specified
each of the materials and methods used in the development of the work. Section
IIT describes the experimental set-up. Section IV shows the obtained results and
the discussion. Finally, in section V the conclusions of the work are presented.

2 Materials and Methods

First, the proposed HMM based feature representation (characterization) scheme
is described, which is employed to analyze protein sequences. Then, given such
feature representation space, a multi-class SVM classifier is presented to deal
properly with the HMM based highlighted data dynamics.

2.1 Hidden Markov Models Based Feature Representation

HMMs are double stochastic models, composed of a hidden layer 6 leading the
evolution, along a given axis, of stochastic features on an observable layer, noted
as . In the discrete case, a HMM is made up of a set of S states 6 = {01,--- ,0s},
associated with a set of K possible observations regarded as the representation
symbols. Denoted as A = {m, A, B}, the model parameters include: (i) an initial
state probability 7 with elements {7 (0;) € R[0,1]}, describing the distribution
over the initial state set; (i) a transition matrix A € RS> with elements a;; €
R*, ¢, j € [1,5] for the transition probability from node i to node j; and (iii)
an observation matrix B € RS*X with elements {b;, € [0,1]} referring the
probability of each observed symbol k € [1, K], given that the system remains
at the state @ [7].
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Within the considered framework, the commonly employed statistical method
used for fitting a stochastic model is the Maximum Likelihood Estimation (MLE),
which is grounded upon the following objective function of evaluation:

FO) = Eflog p(X,|A) : Vn} (1)

where p(X,|)) is the likelihood of the observed sequence X,,, being generated
by the model \. Forward-backward algorithm is employed for computing the
log p(X|\) term. Since each protein sequence fits a different HMM, the total set
of HMM parameters comprises N models, {\,, : n € [1, N|}, with \,, denoting
the respective parameter set for the sequence n.

2.2 SVM Based Multi-class Classifier

After evaluating all the N sequences using the above mentioned HMM repre-
sentation models, a feature representation matrix Z € X C R¥*N is obtained,
where each column vector z,, is an input sample. From such matrix, and given
the label vector y € ¥ C RV*! with y,, € [1,2,...N¢], being N¢ the number of
classes, a multi-class SVM classifier is used to predict each sample label. Thus,
traditional SVM optimization problem can be written as

1 9
min 5 |w|*+C E én, (2)
-

subject to yn(w'z, +0) > 1 —¢, and &, > 1, being &, a slack variable, w
is a projection vector, b is a bias term, and C is a regularization parameter.
Based on the so-called "kernel trick”, equation () can be treated as a quadratic
problem [8]. Now, inspired by [6], the SVM multi-class classifier can be written
as a function H : X — ) that maps an instance z,, to an element y,,, where H
is estimated by

Hu(z) = argméx {M,z} (3)

where M, € RNex" The value of the inner-product of the r-th row of M
with the instance z is named the confidence and the similarity score for the r
class. Therefore, according to (B]), the predicted label is the index of the row
attaining the highest similarity score with z. To solve [), a misclassification
error is defined with a piecewise linear bound, and afterwards, based on the
kernel trick, a quadratic problem is formulated (see [6] for details).

3 Experimental Set-Up and Results

The general scheme of the proposed prediction system is presented through a flow
diagram based on three main components: database, characterization (feature
representation), and classification. Fig. [[lshows the flowchart of the work, which
presents each of the main system components. Datasets are represented by ovals
and the computational processes by rectangles.
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Fig. 1. Proposed prediction system general scheme

3.1 Database

In order to test the described approach, the well known "PSORTDb v.3.0
Gram-positive sequences” dataset is used. Thus, our data is build by the
local feature descriptor of Gram-Positives, choosing them as proposed in [9].
Additionally, to avoid over fitting problems, an identity filter is conducted with
an 80 % identity cut-off between training and testing sets. Note that latter pro-
cedure was done with CD-HIT software [10]. Therefore, the dataset is composed
of a total of 1729 sequences, distributed as follows: 80 of Celwall, 708 of Cyto-
plasmic, 674 of Cytoplasmic membrane, and 267 of Extracellular. Each class is
made up of both prototype and represented sequence, with a 70 % and 30 % of
the sequences, respectively.

3.2 Characterization

In order to represent the protein sequence, the proposed HMM based feature
representation framework is used. Particularly, 70 % of the sequences are selected
as mentioned above for generating the models. In this regard, a random initiation
and a maximum verisimilitude estimation (MLE) are employed for training each
HMM. Parameter tuning of the number of states, .S, is carried out by using
the Bayesian information criterion (BIC) from 5 to 12 states, with 4 repetitions
for each configuration, such that the larger the number of states, the larger the
penalty (regularization) term. The aim of BIC is to find the largest likelihood
model while avoiding over fitting. Finally, forward-backward algorithm is used
to calculate the probability of each data stream being generated by each of the
trained models.

3.3 Classification

The classification of the models are performed through SVM based multi-class
classifier. The 30 % of the sequences selected to represent the data set are em-
ployed using a 10 - fold cross-validation scheme, using a linear kernel. The regu-
larization parameter C' is tuned by heuristic search in a mesh grid from 1 to 1000,
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with a step of 1 unit, this process was used for both characterization method-
ologies, HMM and PfamFeat. In this case, the maximization of geometric mean
between sensitivity and specificity is used as cost function.

S, = nrp Sp — nTN Gy = \/SnSp (4)

nrp+nrN nFp+nrTN

4 Results and Discussion

For the sake of comparison, the same classification scheme was employed for both
characterization methodologies, proposed HMM and PfamFeat. Multiclass kernel
SVM system was used because it is a classification system robust, commonly used
in pattern recognition applications, which is available atl]. Obtained classification
results for 10-fold cross-validation framework are presented in Table[I] in terms
of average class specificity, sensitivity and geometric mean, along with their
respective standard desviation.

Table 1. Results for the Gram-positive dataset

Class HMM Pfamfeat

Sp% Sn% Gm% Sp% Sn% Gn%
Cellwall 93.7 £5.9 87.1 £ 12.5 90.2 + 8.3 88.0 £+ 30.4 19.7 + 19.1 35.5 + 22.5
Cytoplasmic 87.6 £ 9.9 58.0 £ 14.5 70.5 + 8.0 72.0 &+ 3.4 37.7 £ 59.0 51.9 + 3.8
Cytoplasmic Membrane 80.1 £+ 7.2 57.1 + 29.1 65.6 £ 17.0 72.2 + 3.8 37.1 &+ 4.7 51.6 + 3.1
Extracellular 84.1 +10.9 66.8 + 16.9 74.0 £ 5.0 785 £ 3.8 40.7 £ 7.3 56.3 + 4.9

From Table[T] it is clear that the proposed HMM-based methodology outper-
forms the prediction results of PfamFeat. The above implies that, own design
of class models is more efficient than use models already identified of protein
families, as the pfam database. Because, not always able to represent so reli-
able information about new classes. on the other hand the HMM representation
described effectively dynamics of the sequence.

5 Conclusions and Future Work

In this paper, an analysis about the prediction of Subcellular localizations of
Gram-Positive proteins was carried out and a new sequence representation us-
ing hidden Markov models was introduced. Obtained classification results, using
a Multiclass SVM, show a better performance of proposed approach than the
PfamFeat baseline results. Therefore, the HMM are more adequate for repre-
senting sequences than those already identified in Pfam. As future work, relevant
regions of protein families will be employed to build the HMM representation

! mttp://svmlight.joachims.org/svm_multiclass.html
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alming to improve the performance of the system with respect to sensitivity. It is
also interesting to validate the proposed scheme on other taxonomic categories.
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This work addresses the problem of predicting protein subcellular locations within cells
from confocal images, which is a key issue to reveal information about cell function. The
Human Protein Atlas (HPA) is a world-scale project addressed at proteomics research.
The HPA stores immunohistological and immunofluorescence images from most human
tissues. This paper concentrates on the problem of analyzing HPA immunofluorescence
images from immunohistochemically stained tissues and cells to automatically identify
the subcellular location of particular proteins expression. This problem has been pre-
viously tackled using computer vision methods which train classification models able
to discriminate subcellular locations based on particular visual features extracted form
images. One of the challenges of applying this approach is the high computational cost
of training the computer vision models, which includes the cost of visual feature extrac-
tion from multichannel images, classifier training and evaluation, and parameter tuning.
This work addresses this challenging problem using a high-throughput computer-vision
approach by (1) learning a visual dictionary of the image collection for representing
visual content through a bag-of-features histogram image representation, (2) using su-
pervised learning process to predict subcellular locations of proteins and (3) developing
a software framework to seamlessly develop machine learning algorithms for computer
vision and harness computing power for those processes.

1 Introduction

The goal of this work is to automatically find the location of protein expression in
immunoflorescence images of immunohistochemically stained tissues and cells. This
images come from the Human Protein Atlas (HPA, [www.proteinatlas.org), which
is a comprehensive database that provides the protein expression profiles for a large
number of human proteins, presented as immunohistological and immunofluorescence
images from most human tissues [[13l14]. This database includes more than 5 million
images of immunohistochemically stained tissues and cells, based on 6,122 antibodies,
which represents 5,011 human proteins encoded by approximately 25% of the human
genome. Recently, the HPA was extended including confocal immunofluorescence im-
ages from cultured cells [1)2]. These set of images comprises 5,915 gray scale images of
1728 x 1728 pixels with four channels, three reference channels with well known dyes
(nucleus, endoplasmic reticulum (ER) and cytoskeleton) and the last channel contains
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the expression of the target protein, leading to 23,660 total images occupying 66 GB
of storage. These immunofluorescence images show subcellular locations, visually and
manually annotated by experts, for thousands of proteins. Within such collections, the
combinatorial explosion of data from different cell lines and proteins requires increas-
ingly larger computational resources to extract and discover useful knowledge.

Traditionally the image based subcellular location approaches has been to explore a
huge number of visual feature descriptors to describe visual content of confocal images
and train a classifier to predict which subcellular locations are expressed by the proteins,
through ad-hoc techniques to use the available computing resources [443L6I11110/718].
In contrast, this work addresses this challenging problem using a high-throughput
computer-vision approach by developing a distributed computing framework to seam-
lessly develop learned image representation and machine learning algorithms to harness
computing power and ease image based location proteomics research workflow. This
work is related to a new emerging research area called bioimage informatics [[15/12],
which comprises image processing, data mining and database visualization, extraction,
searching, comparison and management of biomedical knowledge inside massive image
collections.

2 Materials and Methods

We used a set of confocal fluorescence images from the HPA comprising image fields
with three standard dyes used in fluorescence images to highlight three kinds of cell
organelles (nucleus, endoplasmic reticulum and cytoskeleton) and a fourth image chan-
nel with the protein expression profile [9]. We adopted a parameter exploration strategy
for the entire experimental cycle to build bag-of-features image representations and
perform supervised learning processes through different cross-validation modalities. A
framework for large-scale machine learning was also built to efficiently use the required
distributed computing resources in our experiments, based on Big Data techniques. The
performance measures used were average overall accuracy from confusion matrices and
efficiency measures for the computing resources.

2.1 Automatic Image Based Subcellular Location

The paper proposes a two-phases method: first, the confocal fluorescence images are
represented by a state-of-the-art method used in computer vision known as Bag of Fea-
tures; second, the automatic subcellular location is performed by a straightforward prob-
abilistic classifier known as Naive Bayes. These two phases are implemented within our
own distributed computing framework.

Bag of Features (BOF) Representation of Confocal Fluorescence Images. BOF rep-
resent the visual content of a given image in terms of the occurrence of a set of fun-
damental, and learned, visual patterns/words (a.k.a. visual dictionary) as a histogram.
Figure [Tl depicts the overall BOF scheme and its corresponding stages: 1) visual words
extraction and description, 2) visual dictionary learning, and 4) histogram image
representation.
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Confocal immunofluorescence images 1) Visual words extraction and description

PLO=ALD e WLNEALY B WLIEALY Bda

3) BOF histogram image representation

Fig. 1. Overall scheme of BOF approach for confocal fluorescence image representation. Adapted
from [3]).

Visual words extraction and description: The patches were extracted for each im-
age from a regular image partition of 16x16 pixels without overlapping. Each patch is
represented by the discrete cosine transform (DCT) coefficients as visual descriptor to
capture the local texture patterns.

Visual dictionary learning: This stage builds a k-word visual dictionary using k-
means clustering algorithm over a sample of visual word descriptors of the previous
stage taken randomly from the whole image collection.

Histogram image representation: Finally, each image is represented by a k-bin his-
togram, capturing the frequency of occurrence of each visual codeword in the image.

Subcellular Location Using Naive Bayes Classifier. In this work the problem of find-
ing the subcellular location of a particular protein is approached as a binary classifica-
tion problem where a classification model is built for each subcellular location in the
dataset. Classification is performed using a maximum-a-posteriori (MAP) strategy as
follows:

C + argmax P(C = ¢;|W),
L‘jE{O,l}

where C = 1 indicates that the protein is present in a particular subcellular location and
W = (Wy,...,W,) is the BOF representation of the corresponding image. The posterior
probability P(C = c;|W) is estimated using a naive Bayes approach where features,
BOF histogram bins, are considered as independent:

P(C=c;|W) =P(C=c))[[PWIC=c;)
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2.2 Distributed Image Analysis Framework

The Big Image Data Analysis Toolkit (BIGS). BIGS is a software framework de-
signed at enabling machine learning based Big Data analytics over distributed comput-
ing resources. BIGS was conceived to address two main issues encountered when using
Hadoop based technologies. First, the map-reduce computing model does not fit well
many machine learning algorithms which are iterative of the input dataset (KMeans,
gradient descent, etc.). Second, Hadoop configuration requires a significant amount of
human effort and skill which is not always available in small/medium research environ-
ments, even if they have access to limited computing resources that could suffice for
their experimental needs.

BIGS promotes opportunistic, data locality aware computing through (1) a data par-
tition iterative programming model (as shown in Figure 2)). (2) users assembling image
processing jobs by pipelining machine learning algorithms over streams of data, (3)
BIGS workers are software agents deployed over the actual distributed computing re-
sources in charge of resolving the computing load, (4) a NoSQL storage model with a
reference NoSQL central database, (5) removing the need of a central control node so
that workers contain the logic to coordinate their work through the reference NoSQL
database, (6) simple and opportunistic deployment model for workers, requiring only
connectivity to the reference NoSQL database, (7) redundant data replication through-
out workers, (8) a two level data caching in workers in memory and disk, (9) a set of
strategies for workers for data access so that users can enforce data locality aware com-
puting or only-in-memory computing; and (10) a set of APIs through which BIGS can
be extended with new algorithms, storage and data import modules. More information
can be found at http://www.3igs.org.

(a)

(b)

bigs load.files imgs 4 /tmp/files
bigs distribute.dataset imgs 2

bigs job.submit bagoffeatures.job
bigs web > inspect results w/ browser
bigs validation.summary 3

VVVVY

(c) # FIRST STAGE: Patch Sampling and Feature Extraction
AGGREGATE STATE stage.0l.proc: bigs.modules.fe.ROIsFeatureExtraction
stage.0l.roiAlgorithm: RegularGridPatchExtractor
stage.01.feAlgorithm: GrayHistogram
stage.0l.RegularGridPatchExtractor.blockSize: 64
stage.0l.RegularGridPatchExtractor.stepSize: 64
stage.0l.input.table: imgs

stage.0l.output.table: vectors

INIT STATE
s ! 3
AGGREGATE STATE

worker 1 worker 2 worker n

# SECOND STAGE: CodeBook Construction
stage.02.proc: bigs.modules.learning.KMeans
stage.02.KMeans.kValue: 20:30
stage.02.KMeans.minChangePercentage: 0.1

stage.02.input.table: vectors

Fig. 2. (a) BIGS computing model, (b) user session, (c) example job definition
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Usage. Exprimenters use BIGS by (1) launching workers over the available computing
resources, (2) loading the dataset to be processed in the reference NoSQL database, (3)
optionally distributing the dataset partitions into the existing workers and (4) defining
their data processing pipelines into a job definition file and submitting it for workers
to start taking over and executing its operations. BIGS exposes its functionality mainly
through a shell command line interface, through which workers can easily be launched
over computing resources (bigs worker) or also through Java Web Start for the less
experienced users. Figure 2] also shows (b) a user session loading and distributing data
redundantly (two copies of each partition would be replicated in different workers)
, submitting a job and inspecting the results; and (c) an example job definition file
composed of two stages, the first one extracting patches and features vectors from input
images and the second one performing a KMeans on the features vectors extracted in
the first phase.

Note as well how job definitions may include parameter explorations (in this case,
KMeans with 20 or 30 centroids). BIGS will handle such exploration by creating two
parallel pipelines of operations which can be taken over in parallel if there are enough
workers. Job definition files are the primary user interface element with BIGS. Through
them, users express declaratively their data processing pipelines and parameter explo-
rations and rely on BIGS for their parallel execution through the available workers. This
enables an agile experimental life cycle where users tune up their job definition files and
submit them for parallel execution with virtually no sysadmin logistics through a com-
mand cycle such as in Figure 2l(b).

Additionally, users can tune workers memory and disk cache sizes according to their
datasets so that computing could even take place using only in-memory data in cases
where datasets fit into the aggregated memory of the workers available.

3 Results

Preliminary results show that our high-throughput computer-vision based approach
rapidly obtains classification performance measures comparable to those in the liter-
ature through an agile and easy to use experimental life cycle. This enhances the re-
searcher’s capabilities for scientific discovery in location proteomics based on confocal
images through easily developing distributed machine learning algorithms and harness-
ing distributed computing power for computer vision processes.

4 Discussion and Conclusion

Automatic methods to determine subcellular location of proteins through exploring
increasingly larger confocal image databases are increasingly crucial for human pro-
teomics research. This work shows how automatic image analysis processes demanding
large amounts of computational resources can be seamlessly integrated within image-
based location proteomics experiments, enabling researchers to focus on their knowl-
edge discovery processes in the field.



82

R. Ramos-Pollan et al.

Acknowledgments. This work has been supported by Colciencias through the project
“Anotacion Automadtica y Recuperacién por Contenido de Imagenes Radioldgicas us-
ando Semantica Latente’’ (number 110152128803).

References

10.

12.

13.

15.

. Barbe, L., Lundberg, E., Oksvold, P.: Toward a confocal subcellular atlas of the human pro-

teome. Molecular & Cellular ... (2008)

. Berglund, L., Bjorling, E., Oksvold, P., Fagerberg, L., Asplund, A., Al-Khalili Szigyarto,

C., Persson, A., Ottosson, J., Wernérus, H., Nilsson, P., et al.: A genecentric Human Protein
Atlas for expression profiles based on antibodies. Molecular & Cellular Proteomics 7(10),
2019 (2008)

. Boland, M.V, Murphy, R.F.: A neural network classifier capable of recognizing the patterns

of all major subcellular structures in fluorescence microscope images of HeLa cells. Bioin-
formatics 17(12), 1213-1223 (2001)

. Chen, X., Velliste, M.: Automated interpretation of subcellular patterns in fluorescence mi-

croscope images for location proteomics. Cytometry 69A, 631-640

. Cruz-Roa, A., Caicedo, J.C., Gonzdlez, F.A.: Visual pattern mining in histology image collec-

tions using bag of features. Journal Artificial Intelligence in Medicine 52(2), 91-106 (2011)

. Hamilton, N.A., Teasdale, R.D.: Visualizing and clustering high throughput sub-cellular lo-

calization imaging. BMC Bioinformatics 9, 81 (2008)

. Hamilton, N.A., Pantelic, R.S.: Fast automated cell phenotype image classification. BMC

...(2007)

. Li, J., Murphy, R.F., Cohen, W.W., Kovacevic, J.: Automated Learning of Subcellular Loca-

tion Patterns in Confocal Fluorescence Images from Human Protein Atlas (2012)

. Li, J., Newberg, J.Y., Uhlén, M., Lundberg, E., Murphy, R.F.: Automated Analysis and Re-

annotation of Subcellular Locations in Confocal Images from the Human Protein Atlas. PloS
One (2012)

Lin, Y.-S., Huang, Y.-H., Lin, C.-C., Hsu, C.-N.: Feature space transformation for semi-
supervised learning for protein subcellular localization in fluorescence microscopy images.
In: Proceedings of the Sixth IEEE International Conference on Symposium on Biomedical
Imaging: From Nano to Macro, ISBI 2009, Piscataway, NJ, USA, pp. 414-417. IEEE Press
(2009)

. Newberg, J.Y., Li, J., Rao, A.: Automated analysis of human protein atlas immunofluores-

cence images. ...Imaging: From Nano . .. (2009)

Peng, H.: Bioimage informatics: a new area of engineering biology. Bioinformatics 24(17),
1827-1836 (2008)

Persson, A., Hober, S., Uhlen, M.: A human protein atlas based on antibody proteomics.
Current Opinion in Molecular Therapeutics 8(3), 185 (2006)

. Pontén, F., Schwenk, J.M.: The Human Protein Atlas as a proteomic resource for biomarker

discovery. Journal of Internal ... (2011)
Jason, R., Swedlow, 1.G.: Goldberg, and Kevin W. Eliceiri. Bioimage informatics for experi-
mental biology*. Annual Review of Biophysics 38(1), 327-346 (2009), PMID: 19416072



Measuring Complexity in an Aquatic Ecosystem

Nelson Fernandez!?2 and Carlos Gershenson®*
! Laboratorio de Hidroinformética, Facultad de Ciencias Bésicas,
Univesidad de Pamplona, Colombia
nfernandez@unipamplona.edu.co
http://unipamplona.academia.edu/NelsonFernandez
2 Centro de Micro-electrénica y Sistemas Distribuidos,
Universidad de los Andes, Mérida, Venezuela
3 Departamento de Ciencias de la Computacién,
Instituto de Investigaciones en Matemadticas Aplicadas y en Sistemas,
Universidad Nacional Auténoma de México
cgg@unam.mx
http://turing.iimas.unam.mx/~cgg
4 Centro de Ciencias de la Complejidad,
Universidad Nacional Auténoma de México

Abstract. We apply formal measures of emergence, self-organization,
homeostasis, autopoiesis and complexity to an aquatic ecosystem; in par-
ticular to the physiochemical component of an Arctic lake. These mea-
sures are based on information theory. Variables with an homogeneous
distribution have higher values of emergence, while variables with a more
heterogeneous distribution have a higher self-organization. Variables with
a high complexity reflect a balance between change (emergence) and reg-
ularity /order (self-organization). In addition, homeostasis values coincide
with the variation of the winter and summer seasons. Autopoiesis values
show a higher degree of independence of biological components over their
environment. Our approach shows how the ecological dynamics can be
described in terms of information.

Keywords: Complex Systems, Information Theory, Complexity, Self-
organization, Emergence, Homeostasis, Autopoiesis.

1 Introduction

Water bodies have always been relevant. In particular, lakes provide a broad
source of water, food, and recreation. Arctic lakes are one of the most vulnerable
aquatic ecosystems on the planet since they are changing rapidly, due to the
effects of global warming.

The water column (limnetic zone) of an Arctic lake is well-mixed; this means
that there are no layers with different temperatures. During winter, the surface
of the lake is ice covered. During summer, ice melts and the water flow and evap-
oration increase. Consequently, the two climatic periods (winter and summer)
in the Arctic region cause a typical hydrologic behavior in lakes. This behavior
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influences the physiochemical subsystem of the lake. One or more components
or subsystems can be an assessment for the Arctic lakes dynamics, for example:
physiochemical, limiting nutrients and photosynthetic biomass for the planktonic
and benthic zones.

In recent years, the scientific study of complexity in ecological systems, in-
cluding lakes, has increased the understanding of a broad range of phenomena,
such as diversity, abundance, and hierarchical structure [6]. It is important to
consider that lakes exhibit properties like emergence, self-organization, and life.
Lake dynamics generate novel information from the relevant interactions among
components. Interactions determine the future of systems and their complex be-
havior. Novel information limits predictability, as it is not included in initial or
boundary conditions. It can be said that this novel information is emergent since
it is not in the components, but produced by their interactions. Interactions can
also be used by components to self-organize, i.e. produce a global pattern from
local dynamics. The balance between change (chaos) and stability (order) states
has been proposed as a characteristic of complexity [5/4]. Since more chaotic sys-
tems produce more information (emergence) and more stable systems are more
organized, complexity can be defined as the balance between emergence and
self-organization. In addition, there are two properties that support the above
processes: homeostasis refers to regularity of states in the system and autopoiesis
that reflects autonomy.

Recently, abstract measures of emergence, self-organization, complexity,
homeostasis and autopoiesis based on information theory have been proposed
[21], with the purpose of clarifying their meaning with formal definitions. In
this work, we apply these measures to an aquatic ecosystem. The aim of this
application to an Arctic lake is to clarify the ecological meaning of these notions,
and to show how the ecological dynamics can be described in terms of informa-
tion. With this approach, the complexity in biological and ecological systems
can be studied.

In the next section, we present a brief explanation of measures of self-
organization, emergence, complexity, homeostasis, autopoiesis. Section [3 de-
scribes our experiments and results with the Arctic lake, which illustrate the
usefulness of the proposed measures, closing with conclusions in Sectionfdl

2 Measures

Emergence refers to properties of a phenomenon that are present in one descrip-
tion and were not in another description. In other words, there is emergence in
a phenomenon information is produced. Shannon [9] proposed a quantity which
measures how much information was produced by a process. Therefore, we can say
that the emergence is the same as the Shannon’s information I = —K > p; log p;
where K is a positive constant and p; is the probability of a symbol from a finite
alphabet from appearing in a string. Thus £ = I.

Self-organization has been correlated with an increase in order, i.e. a reduc-
tion of entropy [3]. If emergence implies an increase of information, which is
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analogous to entropy and disorder, self-organization should be anti-correlated
with emergence. We propose as the measure S=1—-1=1—F.

We can define complexity C' as the balance between change (chaos) and sta-
bility (order). We can use emergence and self-organization which respectvely
measure that. Hence we propose: C = 4 - E - S. The constant 4 is added to
normalize the measure to [0, 1].

For homeostasis H, we are interested on how all variables of a system change
or not in time. A useful function for comparing strings of equal length is the Ham-
ming distance. The normalized Hamming distance d measures the percentage of
different symbols in two strings X and X’. Thus, 1 — d indicates how similar two
strings are. To measure H, we take the average of these state similarities.

As it has been proposed, adaptive systems require a high C' in order to be able
to cope with changes of its environment while at the same time maintaining their
integrity [0l4]. X can represent the trajectories of the variables of a system and Y’
can represent the trajectories of the variables of the environment of the system.
If X has a high F, then it would not be able to produce its own information.
With a high S, X would not be able to adapt to changes in Y. We propose
A= gg; , so that higher values of A indicate a higher C' of a system relative to
their environment.

Details of these measures can be found in [IJ.

3 Results

The data from an Arctic lake model used in this section was obtained using The
Aquatic Ecosystem Simulator [8]. Table 1 shows the variables and daily data
we obtained from the Arctic lake simulation. The model used is deterministic,
so there is no variation in different simulation runs. There are a higher disper-
sion for variables such as temperature (T') and light (L) at the three zones of
the Arctic lake (surface=S, planktonic=P and benthic=B; Inflow and outflow
(1&0), retention time (RT') and evaporation (Ev) also have a high dispersion,
FEv being the variable with the highest dispersion.

3.1 Emergence, Self-organization, and Complexity

Figure[shows the values of E, S, and C of the physiochemical subsyste. Vari-
ables with a high complexity C € [0.8, 1] reflect a balance between change/chaos
(E) and regularity/order (S). This is the case of benthic and planktonic pH
(BpH; PpH), I&O (Inflow and Outflow) and RT (Retention Time). For vari-
ables with high emergencies (E > 0.92), like Inflow Conductivity (ICd) and
Zone Mixing (ZM), their change in time is constant; a necessary condition for
exhibiting chaos. For the rest of the variables, self-organization values are low
(S < 0.32), reflecting low regularity. It is interesting to notice that in this system
there are no variables with a high S nor low E.

! The variables were normalized to base 10 using the method described in [I].
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Table 1. Physiochemical variables considered in the Arctic lake model

Variable Units Acronym Max Min Median Mean std. dev.
Surface Light MJ/m2/day SL 30 1 5.1 11.06  11.27
Planktonic Ligth MJ/m2/day PL 282 1 4.9 10.46  10.57
Benthic Light MJ/m2/day BL 249 09 4.7 9.34 9.33
Surface Temperature Deg C ST 86 0 1.5 3.04 3.34
Planktonic Temperature Deg C pPT 81 05 14 3.1 2.94
Benthic Temperature Deg C BT 76 16 2 3.5 2.29
Inflow and Outflow m3/sec 1&0 139 58 5.8 8.44 3.34
Retention Time days RT 100  41.7 99.8 78.75  25.7
Evaporation m3/day Ev 14325 0 2436.4  5065.94 5573.99
Zone Mixing %/ day ZM 55 45 50 50 3.54
Inflow Conductivity uS/cm 1Cd 427  370.8 391.4 396.96 17.29
Planktonic Conductivity uS/cm PCd 650.1 547.6 567.1 585.25 38.55
Benthic Conductivity — uS/cm BCd 668.4 560.7 580.4 600.32 40.84
Surface Oxygen mg/litre S0O2 145 11.7 13.9 13.46 1.12
Planktonic Oxygen mg/litre PO2 13.1 105 12.6 12.15  1.02
Benthic Oxygen mg/litte ~ BO2 13 94 125 11.62 151
Sediment Oxygen mg/litre SdO2 129 83 124 11.1 2.02
Inflow pH ph Units IpH 64 6 6.2 6.2 0.15
Planktonic pH ph Units PpH 6.7 6..40 6.6 6.57 0.09
Benthic pH ph Units BpH 66 64 6.5 6.52 0.07

Since E,S,C € [0, 1], these measures can be categorized into five categories
described on the basis of an adjective, a range value, and a color. The categories
are: Very Low € [0,0,2]: red (dark gray in grayscale), Low € (0.2,0.4]: orange
(mid gray), Fair € (0.4,0,6]: yellow (almost white), High € (0.6,0.8]: green
(light gray) and Very High € (0.8,1]: blue (almost black). This categorization is
inspired on the Colombian water pollution indices. These indices were proposed
by [7].

We can divide the variables in the following complexity categories:

Very High Complexity. C' € [0.8,1]. The following variables balance S and
E: benthic and planktonic pH (BpH, PpH), inflow and outflow (I&O), and
retention time (RT). It is remarkable that the increasing of the hydrological
regime during summer is related in an inverse way with the dissolved oxygen
(S02; BO3). It means that an increased flow causes oxygen depletion. Benthic
Oxygen (BO3) and Inflow Ph (IpH) show the lowest levels of the category.
Between both, there is a negative correlation: a doubling of IpH is associated
with a decline of BO5 in 40 percent.

High Complexity. C' € [0.6,0.8). This group includes 11 of the 21 variables
and has a high F and a low S. These 11 variables that showed more chaotic
than ordered states are highly influenced by the solar radiation that defines the
winter and summer seasons, as well as the hydrological cycle. These variables
were: Oxygen (PO3z, SO,); surface, planktonic and benthic temperature (ST,
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Fig.1. E, S, and C of physiochemical variables of the Arctic lake model and daily
variations of homeostasis H during a simulated year.

PT, BT); conductivity (ICd, PCd, BCd); planktonic and benthic light (PL,
BL); and evaporation (Ev).

Very Low Complexity. C € [0,0.2). In this group, E is high, and S is very low.
This category includes the inflow conductivity (/Cd) and water mixing variance
(ZM). Both are correlated.

3.2 Homeostasis

The homeostasis was calculated by comparing the variation of all variables, rep-
resenting the state of the Arctic subsystem every day. The timescale is very
important, because H can vary considerably if we compare states every minute
or every month. The h values have a mean (H) of 0.957 and a standard devia-
tion of 0.065. The minimum h is 0.60 and the maximum A is 1.0. In an annual
cycle, homeostasis shows four different patterns, as shown in Figure [II which
correspond with the seasonal variations between winter and summer. These four
periods show scattered values of homeostasis as the result of transitions between
winter and summer and winter back again.

3.3 Autopoiesis

Autopoiesis was measured for three components (subsystems) at the planktonic
and benthic zones of the Arctic lake. These were physiochemical (PC), limiting
nutrients (LN) and biomass (BM). They include the variables and organisms
related in Table 2] where the averaged C of the variables is shown.
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Table 2. Variables and organisms used for calculating autopoiesis

Component Planktonic zone C  Benthic zone C
Physiochemical Light, Temperature, Con- 0.771Light, Temperature, 0.861
ductivity, Oxygen, pH Conductivity, Oxygen,
Sediment Oxygen, pH
Limiting Nu- Silicates, Nitrates, Phos- 0.382Silicates, Nitrates, 0.338
trients phates, Carbon Dioxide Phosphates, Carbon
Dioxide
Biomass Diatoms, Cyanobacteria, 0.937Diatoms, Cyanobacte- 0.951
Green Algae, Chlorophyta ria, Green Algae

Figure [21 shows the autopoiesis of the two biomass subsystems compared with
the LN and PC'. All A values are greater than one. That means that the variables
related to living systems have a greater complexity than the variables related
to their environment. While we can say that some PC and LN variables have
different effects on the planktonic and benthic biomass, we can also estimate
that planktonic and benthic biomass are more autonomous compared to their
physiochemical and nutrient environments. The very high values of C' of biomass
imply that these living systems can adapt to the changes of their environments
because of the balance between E and S that they have.

PB/LN and PB/PC

Autopoiesis
15 2.0 25

1.0

0.0

Planktonic Zone Benthic Zone

Lake Zone

Fig. 2. A of biomass depending on limiting nutrients and physiochemical components

4 Conclusions

Measuring the complexity of ecological systems has a high potential. Current
approaches focus on specific properties of ecosystems. With a general measure,
different ecosystems can be compared at different scales, increasing our under-
standing of ecosystems and complexity itself.

We applied measures of emergence, self-organization, complexity, homeosta-
sis, and autopoiesis based on information theory to an aquatic ecosystem. The
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generality and usefulness of the proposed measures will be evaluated gradually,
as these are applied to different ecological systems. The potential benefits of gen-
eral measures as the ones proposed here are manifold. Even if with time more
appropriate measures are found, aiming at the goal of finding general measures
which can characterize complexity, emergence, self-organization, homeostasis,
autopoiesis, and related concepts for any observable ecosystem is a necessary
step to make.
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Abstract. Antimicrobial peptides are alternatives to inhibit biofilm formation,
which is mediated by ica ADBC and regulated by IcaR, as a mechanisms of
virulence of S. epidermidis involved in hospital-acquired infections. Peptides
with biological activity analog to the IcaR protein were designed using the
prediction program Antibp; their chemical synthesis was carried out by No-
Fmoc and the peptides were purified and characterized by RP-HPLC and
MALDI-TOF. Red cells were used to determine their hemolytic activity.
Peptides named IR1, IR2 and IR3, derived from IcaR, were characterized with a
high degree of purity; their hemolytic activity was found to be less than 6 % and
they were postulated as candidates with analog activity to the native IcaR
repressor against the biofilm formation of S. epidermidis. Their low hemolytic
potential, allow them to be use in future in vitro trials for therapeutic use.

Keywords: cationic peptides, antibiofilm activity, IcaR, S. epidermidis.

1 Introduction

Antimicrobial peptides are nowadays considered an important part in clinical strategy,
since they inhibit bacterial biofilm formation. Bacterial biofilms are resistant to most
of the commonly available antibacterial agents [1, 2]. Staphylococcus epidermidis,
known as a leading cause of sepsis in newborns, produces a polysaccharide
intercellular adhesion (PIA) which in the presence of glucose favors biofilm
formation [3]. Biofilm synthesis is mediated by ica ADBC operon and a negative
regulator gen, icaR, with a helix-turn-helix (HTH) structural motif [4]. According to
the simulation carried out in the SRING server (http://string.embl.de/newstring_

cgi/show_input_page.pl?Userld=IskHIN1aPbTO&sessionld=x6NILBgnr2_m) of the
IcaR with other proteins, the mechanism of action oflcaR and the antimicrobial
peptides could unstabilize the biofilm or act on the bacterial cell walls or membranes
by polarizing them [5]. Due to the need that exists to meet the demands of effective
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antibiofilm therapy, cationic compounds such as peptides, could be promising
candidates for development of antimicrobial agents. Their principal mechanism of
action is thought to be either by t he disruption of the cytoplasmic membrane, which
kills bacteria swiftly and thoroughly,or by inhibiting the biofilm formation, hence this
antimicrobial peptides capability to intervene in the mechanisms of virulence
involved in hospital-acquired infections associated with S. epidermidis.

2 Materials and Methods

2.1  Design of Peptides

Using the Antibp Server(http://www.imtech.res.in/raghava/antibp/) [1] and the
original reported sequence for IcaR, a peptide named IR1 was designed. The original
peptide sequence was modified and peptide parameters were recalculated utilizing
The Antimicrobial Peptide Database (APD), which contains up to 2221 antimicrobial
peptides(http://aps.unmc.edu/AP/main.php) [2], for the purpose of increasing the
antimicrobial score of two new additional peptides to be synthesized, named IR2 and
IR3. In order to improve the accuracy of secondary structure predictions, the
following bioinformatic tools were used: GOR(http://gor.bb.iastate.edu/cdm/),
Fragment Database Mining (FDM), GOR V, PSIPRED (http://bioinf.cs.ucl.ac.uk/
psipred/submit) and HelicalWheel [7]. The latter was employed to confirm the
amphiphile configuration of the peptides [8].

2.2 Synthesis, Purification and Characterization of Peptides

The peptides 1IR1, IR2 and 1IR3 were synthesized by Fmoc
(9-fluorenylmethoxycarbonyl) solid-phase chemistry using a Rink amide resin;
method previously described by Merrifield and modified by HoughtenSarin [5]. The
crude peptides were purified by RP-HPLC (L7400 LaChrom Merck Hitachi) using a
Waters RP-18 (5 um) column. The purity of the synthetic peptides was confirmed by
mass spectrometry (AutoflexBrukerDaltonicsMaldi-Tof) and they were analyzed in a
circular dichroismspectropolarimeter in order to predict their predominant secondary
structure [9].

2.3  Hemolytic Activity

Hemolytic activity of the peptides was determined using red blood cells (RBCs),0-Rh
positive. The determination was carried out as follows: 8 serial dilutions of a 50pug/uL
solution of each peptide were prepared in two sets. Negative controls: insulin (non-
hemolytic peptide) and RBCsin a physiological saline solution; positive control:
RBCs in distillated water. The results from the trials in a MS Excel Worksheet were
analyzed with the GraphPad Prism 5.0 Trial Version® program(LA Jolla, CA,
USA).Average hemolytic concentration was determined (CHsy), which is the
concentration of the peptide that produced 50 % of hemolysis of RBCsin suspension
[10].
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3 Results and Discussion

3.1  Selection and Synthesis of Peptides

Using the prediction program Antibp Server, antimicrobial peptides based on the IcaR
sequence were designed, in which peptide IR1 (TLDDISKSVNIKKAS) was found to
be the one with the highest antimicrobial score possible, and from which peptides IR2
(TLIDKLKSVGRKKAK) and IR3 (TLIDKLKSKGRKKAS) were obtained by
structural modification. Furthermore, it was intended for the peptides to have a more
helical and anphiphilic structure, in order to favor the interaction between these
peptides and the charged components of the bacterial membrane to obtain a higher net
charge, visualized by Helical Wheel. To this respect, it is intended for the residues to
have a very similar disposition to that shown in Fig. 1.

} ICAR  m— icaA = icaD : icaB 3 icaC _|

TLDDISKSVNIKKAS

Fig. 1. Peptide-binding site on icaR-ADBC of Staphylococcus epidermidis and Helical
Structure Prediction of IR1. A)Peptide-binding site. B)Helical Structure Prediction.

Characterization of the peptides shows that IR1 has an isoelectric point (IP) of 9.81
and a positive charge of +1 and peptides IR2 y IR3 have an IP of 11,0 and a positive
charge of +5, which is the confirmation of the basic characterization of the
synthesized peptides. The antimicrobial activity score for each one of the peptides
were found to be 0.930, 3.057 and 3.426 respectively. The chromatographic technic
employed shows that the peptides have a degree of purity of more than 90 %, and the
mass spectrophotometric analysis MALDI-TOF confirmed the correct molecular
weight compared to the ones calculated theoretically (data not shown).

3.2  Hemolytic Activity

The hemolysis assay demonstrated that these peptides have a low ability to lyse red
blood cells. The hemolytic activity of the peptides, at the evaluated concentrations,
were found to be between 1,83% and 6,60%, with CHj, calculated with a superior
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value of the maximum concentration used in the test. The best result of the trials was
found for IR3, showing a CHj, similar to that of the insulin, peptide known to be non-
hemolytic. A hemolytic activity of less than 6 % is evidence of reliability for the use
of these peptides for in vitro trials. These findings would allow them to be used as
active molecules or substances in the antimicrobial therapy and specifically
as antibiofilm agents to be used as a possible medical treatment in human beings.
High hemolytic activity of some peptides prevents their use from therapeutic
treatment, evidencing the need for improvements in peptide design processes aiming
to minimize this effect.

4 Conclusions

Antibacterial peptides emerge as an alternative for multi-drug resistant bacteria,
partially due to biofilm formation which either causes a decrease in absorption of
antibiotics or prevalence of infection. The antibiofilm effect of the peptides designed
in this paper is a consequence of the aminoacid sequence, size, structure, cationic
amphiphilic configuration, and the helical degree that increases the stability and
peptide-binding potential to the bacterial membrane.

Reducing the hemolytic potential of peptides allows them to be considered not only
as “nonspecific comparative antimicrobial peptides” but part of the active molecules
and substances universally used in therapeutic treatments.

Therefore, and taking into account the antimicrobial score, low hemolytic activity
for these peptides and their analog activity to the negative regulation of the native
IcaR repressor; peptides IR1, IR2 and IR3 can be postulated as candidate molecules
for new designs of pharmaceutical substances against the biofilm formation of S.
epidermidis.
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Abstract. The genomic sequences concatenations are the most used tool for
phylogenetic studies; such arrangements are characterized by eliminating all
gaps arising in the process of alignment to improve phylogenetic constructions.
However, no studies dedicated to the analysis of the concatenations with gaps,
as these regions represent genetic transformation events that are crucial evolu-
tionary events. For the concatenation analysis, nucleotide sequences of 11 spe-
cies of the genus Fusarium, were experimentally obtained. For each species we
used sequences of 10 amplicons, corresponding to 10 genic regions. Later
several permutations were generated, concerning the order of the sequences, to
observe topologies changes on the resulting trees with minimal changes in the
"Head to Tail" arrangements. Multiple alignment of the DNA sequences, were
performed using the ClustalW algorithm. Subsequently a feasibility analysis of
sequences for phylogenetic analysis method was generated based on the likelih-
ood-mapping tool using the Tree-puzzle-5.2 program. From this analysis, mole-
cular inferences from trees were made using MEGAS software, through a
Neighbor-Joining distance method with 1000 bootstrap replicates, to support
the resulting trees. We observed that there is variation level in the trees using
“Head to Tail" arrays, which prevents showing the uniformity of the resulting
cluster, keeping alignment gaps regardless of the order of the array. So far, the
results obtained indicate that the "Head to Tail" arrangements are subject to the
order of the genomic sequences that comprise it, and they are susceptible to
possessing a sequence difference relative to another; i.e., the input of a single
species whose "Head to Tail" arrangement possesses a range of major change,
in comparison to the others in terms of concatenated with gaps included, gene-
rates a considerable change in the output of the resulting tree.

Keywords: Neighbor-Joining, ClustalW, Fusarium, Distance method, concate-
nations.
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1 Introduction

Currently, the method to construct phylogenetic trees regardless of the construction
algorithm, is based on the global alignment of sequences with slight variations over
time, such generated "head to tail" arrangements produce concatenated sequences
which eliminates gaps, are therefore considered null information and therefore alters
the final results [1].

This concatenated method without gaps is mathematically feasible, then the result-
ing tree topologies, regardless of the order of "Head to Tail" arrangement tend to re-
main intact [2], but it should be remembered that gaps are defined as possible events
of genetic transformation of the sequences sometimes in the evolutionary history of
the organisms studied [3] so as to eliminate such "non-data", is to remove information
from a biological evolution [4]. This paper analyzes how gaps alter the results of the
final topologies of the trees changing orders in various "Head to Tail" arrangements
to determine how much this type of biological information comes in contrast to the
mathematical analysis and bioinformatics.

2 Materials and Methods

Obtaining of sequences. Gene sequences were obtained from 11 species belonging to
the genus Fusarium in Plant Biotechnology Laboratory of Nueva Granada Military
University, the species used as a model for phylogenetic analysis were: Fusarium
avenaceum, Fusarium culmorum, Fusarium equiseti, Fusarium foetens, Fusarium
graminearum, Fusarium oxysporum, Fusarium proliferatum, Fusarium solani, Fusa-
rium sporotrichioides, Fusarium subglutinans and Fusarium verticillioides. The am-
plified regions belong to the next genes: B-tubulin (Bt), Elongation Factor 1a (EF),
Cytochrome Oxidase (AHy), Ribosomal Intergenic Spacer region (ITS), Histone 3
and Histone 4 (H3 and H4), and genic regions were used: (Btla [5] 5' TTC CCC CGT
CTC CAC TTC TTC ATG3'/Btlb[5] 55GAC GAG ATC GTT CAT GTT GAA
CTC3'"), (Bt2a [5] 5'GGT AAC CAA ATC GGT GCT GCT TTC3'/Bt2b [5] 5'ACC
CTC AGT GTA GTG ACC CTT GGC3'), (EF-1H [6] 5'ATG GGT AAG GAA GAC
AAG AC3'/EF-2T [6] 55GGA AGT ACC AGT GAT CAT GTT3"), (AHyFuF [7]
5'CTT AGT GGG CCA GGA GTT CAA TA3/AHyFuR [7] 5'ACC TCA GGG TGT
CCG AAG AAT3"), (ITSFuF [8] 5'CAA CTC CCA AAC CCC TGT GA3/ITSFuR
[8]1 5'GCG ACG ATT ACC AGT AAC GA3'; ITS-1 [8] 5STCC GTA GGT GAA CCT
GCG G3'/ITS-2 [8] 5'GCT GCG TTC TTC ATC GAT GC3'; ITS-1 [8] 5'TCC GTA
GGT GAA CCT GCG G3'/1TS-4 [8] 5STCC TCC GCT TAT TGA TAT GC3'; ITS-4
[8] 5TCC TCC GCT TAT TGA TAT GC3'/ITS-5 [8] 55GGA AGT AAA AGT CGT
AAC AAG G3'), (H3-1a [5] 5'ACT AAG CAG ACC GCC CGC AGG3'/H3-1b [5]
5'GCG GGC GAG CTG GAT GTC CTT3'), (H4-1a [5] 5GCT ATC CGC CGT CTC
GCT3'/H4-1b [5] 5'GGT ACG GCC CTG GCG CTT3'"). The alignment was done
using the ClustalW algorithm [9].
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A priori and a posteriori analysis. With the aligned sequences, several “head to tail”
arrangements were performed, in such way that each resulting concatenated possessed
the gaps corresponding to the alignment carried out individually, did not align the
new concatenated sequences because of lost information about gene transformation
events [4].

The a priori analysis of the sequences was performed using concatenated likelih-
ood-mapping method analysis [10]. To do this we used the Tree-puzzle-5.2 program
[11], this analysis was performed for sequences whose "Head to Tail" arrangement
varied less than two changes in the order of the sequences to establish the behavior of
the results with the minimal changes.

A posteriori analysis was based on the distance tree construction with Neighbor-
Joining algorithm [12] using the MEGAS software [13] with 1000 bootstrap replicates
for statistical support [14]. Each tree was constructed using the concatenated obtained
on a priori analysis based on the values given by the Bootstrap process.

3 Results and Discussion

Phylogenetic analysis a priori. The arrangements "Head to Tail" used for a priori
and a posteriori analysis consisted of an arrangement whose order of the sequences
produced by the pooling of amplicons belonging to the same gene, such that the re-
sulting concatenated outside binding sequences of the same gene and not amplicons
dispersed in the array. A second arrangement "head to tail" consisted in the change of
the order of amplicons corresponding to sequences of B-tubulin (Btla/Btlb and
Bt2a/Bt2b) which determined how the results varied with the introduction of varia-
tions like other sequences.

Analyzing the sequences using the Likelihood-mapping analysis, showed that even
with gaps the trees possess a prediction percentage sustainable for predicting a tree-
type topology and not for inconsistent as intermediate topology or star topology-type
[15]. The first order of arrangement "Head to Tail" corresponded to the amplicons
Btla/Btlb, Bt2a/Bt2b, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b,
ITS FuR/ITS FuF, ITS-1/ITS-2, ITS-1/ITS-4, ITS-4/ITS-5 according to the analysis
reflected in the form of the triangle diagram based on probabilities for 7 basins [10],
[15] (Fig. 1), shows that the sum of the probabilities of obtaining a topology defined
is 97.6%, indicating that the alignment of the sequences having the characteristics
necessary for phylogenetic analysis [15] (Fig. 1a).

The second order of arrangement "Head to Tail" corresponded to the amplicons
Bt2a/Bt2b, Btla/Btlb, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b,
ITS FuR/ITS FuF, ITS-1/ITS-2, ITS-1/I1TS-4, ITS-4/ITS-5 (the difference with the
first one is the order of Btl and Bt2 amplicons) and formulating the same analysis to
the previous concatenated sequence, the result of the sum of the probabilities of ob-
taining one of the three topologies based in quartets analysis (n/4) [9], [14] (Fig. 1b),
was 97.9%, which indicates that both arrangements "head to tail" are feasible to gen-
erate phylogenetic analyzes.
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28.8%

Fig. 1. scheme of the likelihood-mapping analysis obtained with the software Tree-puzzle-5.2,
a) Analysis of concatenated comprising the sequences Btla/Btlb, Bt2a/Bt2b, Ahy-
FuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b, ITS FuR/TS FuF, ITS-1/1TS-2,
ITS-1/ITS-4, ITS-4/ITS-5; b) Analysis of concatenated comprising the sequences Bt2a/Bt2b
Btla/Btlb, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b, ITS FuR/ITS FuF,
ITS-1/1TS-2, ITS-1/ITS-4, ITS-4/ITS-5. The central triangle is the probability of obtaining a
star-type topology, the rectangles correspond to the probability for intermediate topology of the
corners that are fully resolved topologies for analyzing quartets (n/4), where n is the number of
sequences aligned.

In Fig.1. can be seen, as despite getting a sum of probabilities, that favors fully
resolved topologies for both sequences do not exist a probability that favors one of
the topologies given by the study of quartets that defines the topology most likely
(101, [15].

Phylogenetic analysis a posteriori. Building distance trees was done using MEGAS,
to use the neighbor-joining algorithm with a Bootstap of 1000 replicates. The result-
ing trees were completely different from each other. The tree corresponding to the
arrangement Btla/Btlb, Bt2a/Bt2b, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b,
H4-1a/H4-1b, ITS FuR/ITS FuF, ITS-1/ITS-2, ITS-1/1TS-4, ITS-4/ITS-5 has a topol-
ogy more robust, sustained by Bootstrap values (Fig. 2a), in relation to distance tree
generated using the second arrangement "Head to Tail" to the order of the sequences
Bt2a/Bt2b, Btla/Btlb, AhyFuF/AHyFuR, EF-1H/EF-2T, H3-1a/H3-1b, H4-1a/H4-1b,
ITS FuR/ATS FuF, ITS-1/1TS-2, ITS-1/ITS-4, ITS-4/ITS-5 (Fig. 2b), indicating that
the order according to which it generates a concatenated sequence containing gaps, is
considerably susceptible to change in the order of the sequences that make up an ar-
rangement preventing the formation of reported clusters [16], [17].

As can be seen in Fig. 2, the trees do not have a topology supported by bootstrap
values and the clusters were inconsistent regarding previous reports for evolutionary
relationships of the genus Fusarium species [14], [16], [17] . This is because the like-
lihood-mapping analysis was performed to validate the use of the sequences in a
phylogenetic analysis, but not to give carriers to the internal branches of the trees
[10], [15], therefore considered valid sequences for phylogenetic analyzes, although
the concatenated sequences are susceptible to generate different results depending on
the arrangement that compose.
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Fig. 2. Evolutionary histories inferred from Neighbor-Joining algorithm, a) tree generated using
the arrangement mentioned in Fig. 1a, b) tree generated using the arrangement mentioned in
Fig. 1b, Bootstrap consensus tree from 1000 replicates analyzing 3274 positions, reference
species (F. solaniand F. equiseti) shown with an asterisk (¥).

4 Conclusions

The aligned sequences containing gaps, biologically related to the hypothesis of
genetic transformation events, are crucial in the evolutionary process [4], but these
gaps, are excluded in phylogenetic analyzes altering the possible biological interpreta-
tions [1]. With the results is established that concatenated sequences that maintain
alignment gaps are valid for phylogenetic analyzes, but do not possess the necessary
mathematical support to generate specific topologies and well established to support
evolutionary relationships of the genus Fusarium reported in previous studies [16],
[17].
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Abstract. An application has been developed for automatic segmen-
tation of Potyvirus polyproteins through stochastic models of Pattern
Recognition. These models usually find the correct location of the cleav-
age site but also suggest other possible locations called false positives.
For reducing the number of false positives, we evaluated three methods.
The first is to shrink the search range skipping portions of polyprotein
with low probability of containing the cleavage site. In the second and
third approach, we use a measure to rank candidate locations in order
to maximize the ranking of the correct cleavage site. Here we evaluate
probability emitted by Hidden Markov Models (HMM) and Minimum
Editing Distance (MED) as measure alternatives. Our results indicate
that HMM probability is a better quality measure of a candidate location
than MED. This probability is useful to eliminate most of false positive.
Besides, it allows to quantify the quality of an automatic segmentation.

1 Introduction

The viruses of the family Potyviridae are single stranded RNA having a se-
quence that contains a single ORF that encodes a polyprotein. This polyprotein
is processed by three virus-encoded proteinases to form ten mature proteins [I]
called: P1, HC-Pro, P3, 6K1, CI, 6K2, VPg, NIa, NIb, CP. The places where a
polyprotein is cut to originate mature proteins are called cleavage sites.

The prediction of cleavage sites allows the isolation of specific segments, the
annotation of new sequences, and the comparison of all these findings with ex-
isting databases such as GenBank and PDB. Our previus work has focused on
the evaluation of multiple modeling techniques to build an automatic segmenta-
tion tool that can predict cleavage site using information from primary structure
only.

We have developed an automatic segmentation system based on Hidden
Markov Models (HMM) [], which commonly suggests several possible options
for the location of a cleavage site. The purpose of this article is to show how to
decrease the number of false positives, maximizing the ability to select the right
location for each site. First, we briefly describe the segmentation system. Then,
three independent approaches to reduce false positives and distinguish them of
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the real site are presented. Afterwards, we introduce experimental results of ap-
plying each method and an analysis of them. Finally, we propose the conclusions
of this work.

2 Segmentation System

The proposed segmentation system takes as input an unsegmented polyprotein
of Potyvirus for which we want to find their cleavage sites. The expected output
of the system is a collection of tuples showing the locations of cleavage sites and
their names.

There are two stages for the segmentation system: training-time and run-
time. Training-time corresponds to the stage where the system is still under
construction, the parameters of their internal models are being estimated. Run-
time corresponds to the stage when the segmentation system has been assembled
and is ready for use segmenting polyproteins.

Our automatic segmentation software is built using multiple classifiers based
on HMM. We assemble a classifier for each of the nine cleavage sites recognized in
Potyviruses. Each classifier is used to determine the sites in amino acid sequence
with high probability to be cleavage sites. Each classifier consists of several HMM
and a voting system to decide if a given location is a suitable cleavage site.

We construct two datasets: the training dataset: which is used to train the
HMM, and testing dataset: which is used to measure the generalization ability
achieved by the trained models. The HMM are trained using the parameter
estimation algorithm Baum-Welch [5].

In order to segment a complete polyprotein at runtime, we must slide a window
across the sequence to get all samples from it. Then, samples are evaluated one by
one through the classifiers and thus we obtain samples having high probability of
containing the cleavage site. The location of the samples in the original sequence
indicates the location of potential cleavage sites predicted by the classifier.

3 Methods

Because the prediction system can propose multiple locations for the same cleav-
age site, we propose three heuristics to discard false positive keeping the most
probable locations of the actual site. We try several approaches using available in-
formation about tagged sequences: statistical information, distance measurement
and probability. The rest of the section describes the most promising approaches.

3.1 Search Range Stretching

Since the order of appearance of the segments in the polyprotein is usually the
same, each cleavage site typically appears in a specific region of the sequence.
Therefore, it is possible to restrict the search range for each site saving computing
time and removing some false positives.
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Table 1. Minimum and maximum location for each cleavage site found into tagged
sequences. Computed initial and final location of the resulting search range.

Cleavage Site Minimun Maximum Initial Position Final Position

P1—HC-Pro 211 745 137 819
HC-Pro—P3 652 1147 621 1178
P3—6K1 704 1499 648 1555
6K1—CI 1065 1551 965 1651
CI—6K2 1386 2194 1248 2296
6K2—VPg 1572 2247 1549 2270
VPg—NIa-Pro 1806 2439 1783 2462
NIa-Pro—NIb 2147 2682 2124 2732
NIb—CP 2534 3203 2482 END

We extract the real location of cleavage sites for 445 tagged sequences. Then,
we calculate the minimum and maximum location for each cleavage site (see
Table [[) and the length of each segment. We calculate the average length and
standard deviation of the length for each segment. Based on these informations
we establish a search range using the minimum and maximum locations. To
reduce the probability that the correct cleavage site gets excluded, we broaden
the search range subtracting the standard deviation from minimum location
to obtain a new minimum value. Similarly, we add the standard deviation to
maximum location to obtain a new maximum value. Resulting search ranges are
presented in Table [Tl

3.2 Output Sorting by Minimum Editing Distance

The Minimum Editing Distance (MED) [6] algorithm measures a distance be-
tween the candidate sample and the most common pattern for the cleavage site
called the reference sample. There is a reference sample for each cleavage site.
For example, if we seek the cleavage site P1—HC-Pro, we must compare all
candidate windows with the reference sample. Because the samples compared
have the same length, the penalty in the MED algorithm comes mainly from the
substitution component. However, there are substitutions between amino acids
that can be penalized less severely than others. The amino acids are classified
in different groups according to the properties of their side chain. One amino
acid may belong to several amino acid groups. Therefore, the criteria for deter-
mining the penalty of the distance measure is based on the number of common
groups between candidate sequence and the corresponding reference sample. If
the number common groups is 0, the penalty is 1. If there is 1 group in common,
the penalty is 0.5. Otherwise, if number common groups is greater than 1, then
penalty is found as 0.5 — O'S" where n indicates the amount of common groups.
This criterion is used to sort candidates with respect to their distance to the
reference. A short distance is understood as a high confidence on the candidate.
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So we can sort candidates in ascendent order and the first candidate is assumed
to be the best.

3.3 Output Sorting by HMM Probability

This approach is based in a feature of our classifiers based on HMM, they com-
pute the probability of the existence of a cleavage site in a given sample. So, this
probability may be used to compare candidates. A high probability of acceptance
means a high confidence on the candidate. Sorting candidates in descending or-
der, the first one should be the best.

4 Results

To compare the effectiveness of sorting orders, we applied both measures: distance
and probability to the segmentation of 445 complete polyproteins. The segmen-
tation system produces a list of candidate locations for each cleavage sites. Those
lists are ordered with both criteria. Then, we search the real location for each site
in each sequence, since the actual location appears in the candidates list almost
always. Figure [Il and figure 2l shows the result of this task for one sequence. In
figure[l distance is the ordering criterion, and probability in figure[2l We can see
that the length of candidates lists is variable. Besides, according to the ordering
criterion the real location may be next to the top or far of it.

Sorting by HMM probability

Position P1/HC-PRO HC-PRO/P3 P3/6K1 6K1/Cl CI/6K2 6K2/VPG VPG/Nia-Pro Nia-Pro/Nib Nib/CP

1 28 2807
2. 453 876 1164 1330 1513 2044 2250 20
3. 456 1117 1166 1401 1517 2045

4. 642 1140 1167 1715 | 1519 2047 2292 305
5. 767 1169 1774 1853 2048 2255 2806
6. 1165 1436 1854 2043 2290 2808
7. / 1855 2050 2291 2809
8. ’/ 1518 2046 2288 2804
9. Real Location 1516 2293 2811

Candidates List 2812

Fig. 1. Results of candidate list sorting by HMM probability

Once a real location is found, we consider its position in the ordered list as a
measure of the effectiveness of the ordering criteria and as a bound to the number
of false positive that we must maintain to avoid discarding the real location.

Given a cleavage site, we calculate the fairest position of the real location in
the ordered candidates list for each sequence. This number is an upper bound of
the number of candidates we should not eliminate in order to guarantee that we
will not eliminate the real location. Table 2] shows these bounds calculated from
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Sorting by MED
Position P1/HC-PRO HC-PRO/P3 P3/6K1 6K1/Cl CI/6K2 6K2/VPG VPG/Nia-Pro
1 309 453 876 1164 1330 | 1513 2044
2 288 456 (a119) 1166 1401 | 1517 2045
3 302 642 1117 g 1519 2047
a 8 6 1140 1853 2048
5 (308) (66) 1169 1774 | 1854 2043
6 ‘ 1165 1436 050
: /[ Gass
8 ; / 1518 2046
9 . 1516
Real Location Candidates List

Nia-Pro/Nib

2289
2250
2253
2255
2291
2288
2293

Fig. 2. Results of candidate list sorting by Minimum Editing Distance
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Nib/CP

2807
2803
2805
2806

208

2809
2804
2811
2812

lists ordered with each criterion. Notice that probability ordering leads to shorter
candidate lists which containing the actual location. It means that probability
is a good measure to distinguish a good candidate from a false positive. In order
to evaluate more tightly this hypothesis, we count how many times the actual
location equals a given element into sorted candidates list using our sequence

set. Table [3] shows the results obtained.

Notice that more than 90% of the cleavage sites are predicted into the three
first options in candidates list, it allows to present to biologists a few possibilities

highly probable for the location of the cleavage site.

Table 2. Maximum position for each actual cleavage site and criterion into
sorted list of candidates. S1:P1—HC-Pro, S2:HC-Pro—P3, S3:P3—6K1, S4:6K1—CI,
S5:C1—6K2, S6:6K2—VPg, S7:VPg—NIa-Pro, S8:NIa-Pro—NIb, S9:NTb—CP.

Criteria S1 S2 S3 S4 S5 S6 S7 S8 S9
Minimum Editing Distance 19 6 8 8 7 19 15 41 43
Probability 6 5 3 5 5 5 10 16 27

Table 3. Match count for each position of candidate list using average probability
from HMM classifiers. Columns means cleavage sites. Rows represent index into candi-
date list. S1:P1—HC-Pro, S2:HC-Pro—P3, S3:P3—6K1, S4:6K1—CI, S5:CI—6K2,

S6:6K2—VPg, S7:VPg—NIa-Pro, S8:Nla-Pro—NIb, S9:NIb—CP.

Positions S1 S2 S3 S4 S5 S6 S7 S8 S9
1 358 416 420 410 419 404 221 324 208

2 16 10 4 7 4 11 149 80 185
3 22 31 4 1 26 3 5
4 2 1 31 1 4 3 6
5 1 2 1 1 2 7 8
6 1 6 1 9
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The tables [2 and Bl show that probability is not only a good criterion for
ordering of candidates but also a measure that allows to discover the real location
among other candidates. Even in cases where the best probability candidate does
not match with the real location, candidate usually is near to the actual position.
We use these results to suggest to biologists the most confident segmentation,
choosing the first element of the candidate list for each site and putting them
together.

5 Conclusions

Bounding of searching ranges saves computational cost and limits the number
of false positives. Besides, using a measure of the quality of candidate locations
allows to trim most of false positive without eliminate the real location from
the list. Probability of acceptance is a very accurate criterion and it allows not
only to purge candidates lists but also to propose a high quality automatic
segmentation for a polyprotein.

Finally, the product of the probabilities of each prediction in the segmentation
is a quantitative measure of the quality of the segmentation as a whole. This
additional information may be useful to biologists when using the segmentation
system.
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Ciencia, Tecnologia e Innovacién de Colombia (COLCIENCIAS) under grant
project code 1251-521-28290.

References

1. Nicolas, O., Laliberté, J.F.: The complete nucleotide sequence of turnip mosaic
potyvirus rna. Journal of General Virology 73(Pt 11), 2785-2793 (1992)

2. von Heijne, G.: Patterns of amino acids near signal-sequence cleavage sites. Eur. J.
Biochem. 133(1), 17-21 (1983); PubMed: 6852022

3. Li, B.Q., Cai, Y.D., Feng, K.Y., Zhao, G.J.: Prediction of protein cleav-
age site with feature selection by random forest. PLoS ONE 7(9), 45854
(2012) doi:10.1371 /journal.pone.0045854, PubMed  Central:PM(C3445488,
PubMed:23029276

4. Rabiner, L.: A tutorial on hidden markov models and selected applications in speech
recognition. Proceedings of the IEEE 77(2), 257-286 (1989)

5. Baum, L.E., Petrie, T., Soules, G., Weiss, N.: A Maximization Technique Occurring
in the Statistical Analysis of Probabilistic Functions of Markov Chains. The Annals
of Mathematical Statistics 41(1), 164-171 (1970)

6. Wagner, R.A., Fischer, M.J.: The string-to-string correction problem. J. ACM 21(1),
168-173 (1974)



Photosynthesis Thermodynamic Efficiency Facing
Climate Change

Victor Alonso Lépez-Agudelo, Julidn Cerén-Figueroa, and Daniel Barragan

Escuela de Quimica, Facultad de Ciencias, Universidad Nacional de Colombia,
Bloque 16 Oficina 413, Calle 59A No 63-20, Medellin, Colombia
viclopezag@gmail.com, dalbarraganr@unal.edu.co

Abstract. A mathematical model that describes the oscillatory dynamic expe-
rimentally observed in the volumetric flows of CO,/O, during photosynthesis is
used in order to study the response of the photosynthetic process to changes in
the external temperature. The model allows modeling steady, oscillatory and
damped transitions between states, in relation the flows of matter and the sub-
strate concentrations, but in order to study the effect of temperature, we added
the energy balance equation to the model and we took the entire photosynthetic
process to the scale of a reactor chloroplast. Variation in external temperature is
carried out in different ways and. in order to analyze the photosynthetic model’s
response to thermal changes; we choose the variation in the generation of en-
tropy as the second law criteria. Results show that entropy generated during the
heating process is specific to the way it’s carried out and that the system reacts
more efficiently in response to a Fourier heating.

Keywords: photosynthesis, entropy production, climate change.

1 Introduction

Plants can carry out photosynthesis at wide temperature intervals, for example be-
tween 0°C and 30°C for plants adapted to cold temperatures [1] and between 15°C
and 45°C for plants in arid environments such as deserts [2]. However, for most of the
biomass available in our planet, optimal temperature for the photosynthetic process is
between 20 and 35 Celsius. The photosynthesis efficiency is affected by the saturation
of sunlight, the composition of atmospheric gases and temperature [3]. Climate
change and gases from greenhouse effect are considered destabilizing factors for eco-
systems with adverse future consequences over diversity and the available biomass
[4-5]. Facing the complexity of photosynthesis, an experimental work is carrying out
with the purpose of understanding the main regulatory steps of this process in C3 and
C4 type of plants at a molecular level, in order to be able to design alternatives that
counter adverse external processes that affect the plant’s photosynthetic performance,
as has been suggested for the catalytic activity of RuBisCO enzyme through genetic
modifications [6]. Temperature is a control parameter of productivity and distribution
of the photosynthetic organisms in our planet, which affects the assimilation capacity
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of RuBisCO in plants, electron transport chain and the metabolic capacity of the Cal-
vin’s cycle, and regeneration of inorganic phosphate [7], these steps are determinant
for the distribution, quantity and quality of the biomass. Parallel to the experimental
work carried out in the study of the effect of temperature in photosynthesis [8-9], it is
important to work with mathematical models in order to contribute to the understand-
ing of kinetic, dynamic and energetic aspects of the process [10-13].

In this work, we used a simplified model proposed by Dubinsky et al. [14] to study
the photosynthesis’ response to external changes in temperature in an interval be-
tween 298,15 K and 313,15 K carried out in different ways: isothermal change , linear
heating, Fourier heating and periodical variation. In order to analyze the processes’
response, we used as second law criteria the rate of generation of entropy due to irre-
versible processes that take place during photosynthesis [15-16], for this purpose, we
added the energy balance equation to the mathematical model and scaled the entire
process to the level of a reactor chloroplast in which processes of mass transfer, flow
of heat and enzymatic reactions take place.

2 Model of Photosynthetic Oscillations

The model used is proposed by Dubinsky (2010) [14], which is mainly based on
Roussel et al’s [17] the experimental results, which prove the real existence of an
oscillatory regime in Nicotiana Tabacuma leaves in dark phase of photosynthesis,
specifically in the coupling between the process of CO, assimilation and photorespira-
tion where RuBisCO enzyme acts as a switch between the two processes. This model
allows studying different dynamic states of photosynthesis and includes only the step
of CO, assimilation of the enzyme RuBisCO, an outflow and the subsequent con-
sumption of sugars. The model equations are (Eq. 1-2),

dx/dt = (1/5)chC = Voue (X/ (X + Kout)) (1)
dC/dt = =k XC + ky(C; — C) 2)

where X and C represent the molar concentration of carbohydrates and CO, respec-
tively, V,,: is the maximum rate of consumption of sugars, K,,; is Michaelis-
Menten’s constant of the pseudo enzyme that models the total consumption of sugars,
ky is CO, diffusion coefficient from the external medium to the chloroplast, Ci is
CO, concentration in the external medium and k. is the kinetic constant of the CO,
assimilation reaction (carboxylation of ribulose 1,5-biphosphate - RuBP -).

3 Methods

To include the effect of temperature on the model, the chloroplast is considered as an
idealized open reactor, at constant volume, wherein the photosynthesis processes
takes place as a mixture of homogenous reaction in liquid phase and with constant
agitation, exchange of matter and energy through the walls, as shown in Fig.1. In
order to include the energy balance in the reactor chloroplast, we considered enthalpy
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changes due to flow of CO,, exergonic changes of RuBisCO reaction enthalpy
(A H = —21.3k]/mol) enthalpy of enzyme-substrate binding (A,H = —56.5kJ/
mol) and protonation enthalpy (A,H = —30 kJ/mol); whereas for transfer of energy
through the walls, Newton’s law of cooling was used. The energy balance that in-
volves all terms previously mentioned is shown in (Eq. 3),

pVe,(dT/dt) = —=F%(X Cicpi)(T = T — Q + (= XN (A H; + DpH; + A H)R)V - (3)

The heat transfer coefficient, U, is taken as control parameter of the dynamic of the
process. Temperature modifies the reaction kinetics by means of the kinetic constants
k. and V,,, , which we consider to follow Arrhenius law as follows: k. (T) =
keo exp((Ea/R)Y(A/T° = 1/T)) . Voue(T) = Voueoexp (Ea/R)Y(1/T° = 1/T)) ,
where T is the reference temperature for the initial value of constant k. y V,,;. The
effect of the variation of the external temperature on the photosynthesis model is eva-
luated by means of different temperature profiles in variable T* of (Eq. 3), these vari-
ations are expressed as temperature functions, with lineal, exponential or Fourier’s
profiles, and periodic temperature values between 298 and 313 K. Functions used in
order to model heat profiles or external temperature are: (a) linear: T*(t) =
0.1136 t + 276.075, (b) Fourier:T*(t) = 313 4+ (209.65 — 313)exp(—0.01t) and
(c) sinusoidal: T*(t) = —=7.5C0S(m/12(t — 1)) + 305.65. To study the model’s
response to changes in the external temperature through the second law of thermody-
namics, it is necessary to use the formalism of thermodynamics of non-equilibrium
processes in order to calculate the rate of generation of entropy of the different stages
of photosynthesis [15,16]: heat transfer (dSpeq:/dt) and mass transport (dSss/dt)
(Eq. 4-5), for Dubinsky et al’s model,

dSpeqe/dt = UA((T — T*)*/TT*) 4)
dSmass/dt = R[kq(Ci — C)]In (C) o)

Global generation of entropy in the photosynthesis model is the sum of the contribu-
tions of each irreversible process, 0 = dSpeq:/dt + dSiass/dt, and it is evaluated in
relation to the external temperature, and taking the coefficient of heat transfer, U, as
the control reference will allow us to analyze the answer of photosynthesis with ther-
modynamic efficiency criteria. Average generation of global enthalpy and by heat
transport for oscillatory states is calculated using the equation: < o >= (1/

T) fOtT(dSi /dat)dt, with T being oscillation period. Values of the equation’s para-

meters (Eq. 1-2) were taken from [14] for Dubinsky’s model, and the rest of the pa-
rameters of (Eq. 3) were estimated and adjusted to the scale of a reactor chloroplast,

as follows: C;=10uM , kq=255"", Koy = 025uM , Voyeo = 5SuMs™"
keo= 15uMs='* , Ea= &3{” , A=188x10"3m? , V =4.18x10"1m3 ,

mo

Cp = 7.5k /molK, C,; = 0.037k]/molK, p = 6.5x10*mol/m>. The initial tem-
perature of the system is 302 K.
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/N Chloroplast Reactor

Fig. 1. Schematic representation of photosynthesis in an open reactor chloroplast

4 Results

Fig 2 shows the variation of the entropy generated in relation to the external tempera-
ture for two values of the coefficient of heat transfer U. These values of U were chosen
based on a previous analysis of the model’s time series, and they are characterized by
taking the system to dynamic states of sustained (U=10 W/m’K) and damped (U=40
W/m’K) oscillations. Fig 2. shows the existence of a maximum that concurs with the
transition of the dynamic range from states of damped to sustained oscillations which
indicates in both cases that the external temperature favors the system’s sustained os-
cillatory dynamic of the photosynthetic system, furthermore, it can be noted that this
oscillatory dynamic is characterized by presenting low levels of global generation of
entropy, which indicates a better use in photosynthesis’s energetic processes.
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Fig. 2. Global generation of entropy in relation to isothermal increase of external temperature
evaluated to two values of the parameter U: 10 W/m?K and 40 W/m’K

Fig. 3(a-c), show the effect of different heating profiles over the system, starting
from a value of constant external temperature of 298K, a state characterized by the
presence of a dynamic of damped oscillations for the flows of CO,/O,, with a U=38
W/m’K. The evaluation interval of the linear and periodic heating profile was the
same (193 — 325 seconds), whereas for Fourier’s heating profile it was (193-1223.9
seconds), both intervals allow a variation of the external temperature from 298 K to
313 K. A transition or change of dynamic regime, from steady states to sustained
oscillations in the point where external temperature is approximately 301K always
takes place in these evaluation intervals of each heating profile. For the generation of
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entropy due to heat transfer (grey line Fig. 3(a-c)), we can see how its average starts
decreasing as sustained oscillations begin and they increase the system’s temperature.
This effect is observed for the evaluation of the three heating profiles (Fig. 3(d)).
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Fig. 3. Effect of different heating profiles (linear, Fourier and periodic) over the efficiency of
the photosynthetic system (a), (b), (c), the dark line indicates the system’s temperature, the grey
line indicates the effect on the generation of entropy due to heat transport, the area between the
dotted vertical lines indicates the time of the profile disturbance. (d) Linear, Fourier and sinu-
soidal periodic heating.

In Fig 3 we see important differences in the corresponding value of average gener-
ation of entropy due to transfer of heat in the heating interval, with the values:
<Gpear> =3.38 kW/K (Fig. 3(a)) for linear heating, <G> =3.04 kW/K (Fig. 3(b)) for
Fourier heating, and <6,.,> =9.19 kW/K (Fig. 3(c)) for periodic heating. These values
show that facing a natural heating, such as the one described by the phenomenological
processes of heat transfer, such as Fourier’s type, the system responds with a minor in
the generation of entropy.

5 Conclusions

After using the model proposed by Dubinsky et. al. (2010) for the study of the effect
of changes in the external temperature on photosynthesis at the scale of a chloroplast,
with the purpose of modeling the global warming phenomenon, results indicate that
in relation to the increase in the external temperature, transition towards dynamic
oscillatory states helps upholding the performance of the photosynthetic process. In
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relation to fluctuating variations in the external temperature, this work indicates that,
compared to other possible heating profiles, Fourier-type heating is the one that al-
lows a better adaptation of the plant and therefore a better response of photosynthesis.
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Abstract. A cubic autocatalytic model is used in order to study thermogenesis
of a metabolic process driven by hydrolysis of ATP, with the purpose of model-
ing temperature gradients measured experimentally in living cells that carry out
the active transport of the Ca®* ion. The model was taken to the scale of a living
cell and the equation of energy balance was added in order to incorporate the
effect of temperature in the process dynamic. A second law analysis was ap-
plied in order to determine the dynamic state and the value of the bifurcation
parameters that favor efficiency of the system’s thermogenic activity. Heat
pulses generated with the model were studied in a 2-D array of 101x101 cells
with radii of 50nm each. Results show that at distances inferior to the 300 nm of
the cell with thermogenic activity, temperature gradients that range between
0.3K and 1K can be achieved, depending on the values of the bifurcation para-
meters, gradients that are in accordance with those measured experimentally.

Keywords: thermogenesis, calcium transport, ATP hydrolysis, entropy
production.

1 Introduction

Metabolism of the skeletal muscle has a determining role in the regulation of the
body’s energetic consumption when in resting state and the homeostasis of the body
temperature. There’s still uncertainty regarding the mechanism responsible of the
metabolic regulation and the thermogenic activity of the skeletal muscle, but experi-
mental evidences indicate that the catalytic cycle of Ca’*-ATPases -SERCA- plays an
important role in these processes. Skeletal muscle Ca’**-ATPases modulate free ener-
gy obtained from the hydrolysis of ATP, whether they dissipate it completely as heat,
they use it for the active transport of ions or they store it as osmotic work in the Ca’*
gradients [1,2]. Calorimetric experiments show that the amount of heat dissipated
through the SERCA Ca’*-ATPases of the skeletal muscle is function of some mem-
brane proteins and the ion gradients [2]. This thermodynamic ability of Ca’*-ATPases
-SERCA- has been with classic thermodynamics in order to estimate the temperature
gradients that can be generated during the active transport [3] and to develop a non-
equilibrium thermodynamic theory that allows understanding the phenomenological
coupling between the different processes involved: hydrolysis-synthesis of ATP,
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active transport of ions and flow of heat [4-5]. In this work we will use a dynamic
model of enzymatic hydrolysis in order to model temperature gradients that have been
measured experimentally.

2 Model with Cubic Autocatalysis

The enzymatic cubic autocatalytic model is based on Selkov's scheme proposed to
explain oscillations during glycolysis, which supposes that enzyme PFK hydrolyzes
ATP in the presence of A molecules of ADP linked to its molecular structure and obey
to the law of mass action (Eq. 1 — 3) [6],

Sf g S 5 v = klsf , V1 = k_ls (1)
S + ZP L d 3P H v, = szPz , V_p = k_2P3 (2)
P & Pf; U3 = k3 P , V3 = k3Pf (3)

where SSATP, P=ADP, Syand P; are the concentrations of the inflow reactants. In the
system that is being modeled, the enzyme, a cubic autocatalytic hydrolysis is carried
out, S + 2P < 3P, in aregion of the intracellular space with permanent availability
of reactants S; and Py which are administered at constant rate with kinetic constants
k; y k; respectively. Species S and P exit the system towards the intracellular space at
a rate determined by kinetic constants k_; and k_; respectively. A schematic representa-
tion of the model is shown in Fig.1 with the purpose of giving contexts to its mean-

ing. Hydrolysis of ATP is exergonic with a 4,H= -20.5 kJ/mol [3], this energy is
released in the system and transferred to the surroundings as heat promoting the surge
of temperature gradients. The effect of temperature in reaction kinetic is incorporated

with the following Arrhenius equation, , Mir exp (E @
kio R (TT)
ence temperature for the initial value of the constants k;,.The system’s change in
temperature is calculated from the energy balance of the interaction between the
system, the enzyme, and its surroundings, the intracellular space, so the cubic
autocatalytic model is described through the following equations (Eq. 4-6):

), where T° is the refer-

ds _

i Rl ARl PR P 4)
dp

E= UZ—U_Z—U3+U_3 (5)
ar UA . VAH

=)D+, vy ©)

In the energy balance (Eq. 6) only the reaction enthalpy of cubic autocatalysis is con-
sidered, for this reason, changes in enthalpy associated to flow of reactants and proto-
nation of the pH buffer are not taken into account.

The values of the equation's parameters (Eq. 4-6) were established for a real bio-
logical system at the scale of an only living cell, as follows: k,=8x107 ; k.,=5x107 ;
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ky=2.5x107 ; k,=2x107 ; k;=1x10" ; k5=9x10° ; E,;=2x10* J mol" ; E, ;= 25x10° J
mol” ; E,,=8x10* J mol"' ; E,,=81x10° J mol” ; E,;;=2x10" J mol" ; E, ;=25x10° J
mol™ ; m=2.908x10"" moles ; A=3.141x10"* m* ; V=5.236x10"° L ; Cp=75.31 J mol’'
K'; AHsop 93p)=-20.5 kJ mol™. The initial temperature of the intracellular space is
T°=298.15 K.

Parameters Sy and Py, and U, are control parameters that determine the dynamic
states of the process. The model with cubic autocatalysis may exhibit a wide range of
dynamic states: stable steady states, sustained oscillations and damped oscillations,
and in all of them enthalpy is dissipated. For this reason, in order to decide which
dynamic state the system must be in in order to study thermogenesis, we choose as
criteria the generation of entropy during the process of enzymatic hydrolysis. The

thermodynamic analysis is carried out by calculating generation of entropy due

to each of the following irreversible processes [7]: chemical reaction (ﬂ=

dt
Y2 _ asr Br_ _ _
RV In (U—z) (v —v_y) dt) , flow of reactants (dt = RV(U1 vfl)lnS
_me2
RV (v_3 — v3)InP ﬂ) and transfer of heat (ﬁ = UAwﬂ). The second law
dt dt TT® dt
thermodynamic efficiency of a process is maximized in the direction in which the

generation of entropy is minimized because of the irreversibilities, so the behavior of

. ds¢ _ ds, , dS
the total generation of entropy, ¢ = —t = —= —L
dt dt dt

parameters of the process allows to carry out a first approach in order to establish the
dynamic state thorough which the system takes optimal advantage of energy [8].

s, . .
+ d—tq , in relation to the control

Fig. 1. Schematic representation of the cubic autocatalytic model: from molecular to mathemat-
ical cell biology

3 Methods

The system of differential equations proposed for the model with cubic autocatalysis
(Eq. 1-3) was transformed to its reduced form by the following variable changes:

st = S/Sf’ p* = P/Sf ,T=tky ,T" = T/T' ,oF = klR;‘VSf’ the following system

of dimensionless equations was obtained (Eq. 7-10):

‘Z—i=1—as*—[>’s*p*2+yp*3 D
dp” * * * *

= Bs"pt—ypt —bp e ®)
ar* * % %2 %3

—— =0 =T)+ABsp"" —yp™) ©)

dr
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x, %2 *_ 132
o* = (ﬁS*p* - yp*3)ln B;pfg, +6’ G T*l) —{(1 —asM)ins* + (¢ — 5p*)Inp*} (10)

where the parameters of the previous equations (Eq. 7-10) are given by the following

. k k k k ks S 7
relations: @ =—=* , B =-28% y=—25¢ §==2, =232 ¢g= , 8" =
k1 k1 k1 ky Pg mCpky
UA VQ‘r'sf . .
—, A= . In (Eq. 10) the terms on the right corresponds to the generation
VRk1Sg mc,T*

of entropy by: chemical reaction, transfer of heat and the third one between brackets
to the flow of reactants. All systems of differential equations were solved numerically
using the DLSODE subroutine, in order to analyze time series and the model’s bifur-
cation diagrams as a function of parameters S, Prand U, then the generation of entro-
py was calculated and the modeling of the propagation of heat pulses was carried out.
For the analysis of the propagation of heat through space and time, a 2-D array of
101x101 cells was designed, each cell having a radii of 50nm, in a space that’s not
continual but discreet, as the Fitzhugh-Nagumo type. Initially, the whole array is at a
temperature of 298.15 K and in the cell located at the center, position (50,50), the
reaction takes place over a Von Newman type of neighborhood.

4 Results

Fig. 2 shows the diagram of bifurcations for the system of equations 7-9.
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Fig. 2. Bifurcation diagrams of the cubic autocatalytic model, for parameters: (a) Py, inflow of
ADP ; (b) S;, inflow of ATP ; (c) U, global heat transfer coefficient. p* corresponds to dimen-
sionless ADP concentration in the cell. The parameter values are: S¢=1x102 mol L™! (for (b) and
(¢)); Py=2x10 mol L™ (for (a) and (c)) and U = 0.1 mW m™ K" (for (a) and (b)).

The points of control parameters Sy, P;and U for which the system makes the tran-
sition between stable steady states and oscillations are indicated in the curves of the
figure, as follows: Fig 2(a) shows that when the parameter P, is increased, the sys-
tem switches from sustained oscillations (the two curves before the bifurcation point
show the maximum and minimum values during the oscillation and they come togeth-
er until they reach a stable value) to steady states, however, curves of Fig.2(b) and
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2(c), show that when parameters Sy and U are increased, the system makes a transi-
tion from stable steady states to sustained oscillations. Steady states close to the bifur-
cation point are reached through damped oscillations, for any of the parameters. For
this system model there is wide range of possible combinations between values of the
bifurcation parameters, this allows having a set of steady and oscillatory states with
different amplitude and frequency for each variable. With either of the two dynamic
states heat waves that propagate through a medium can be generated; however, in
order to choose one, the criteria used will be the generation of entropy due to irrevers-
ible processes. We compared generation of entropy between states in relation to the
bifurcation parameters. Fig. 3 shows the thermodynamic transition between steady
and oscillatory states for the model (Eq. 7-9) in relation to the parameter U. This re-
sult shows with second law criteria that oscillatory states are more efficient, as they
generate less entropy. Based on this result, it has been decided to model the propaga-
tion of the heat generated by the system when it is in an oscillatory state.

9,0

g0 |y seatysates banc
70
60
» 50
¥ ap
30 tory states branch
o o
20 o
o
1,0
o
00 8
00 02 04 08 08 10

U (mw m? x7)

Fig. 3. Thermodynamic transition from the stable steady states to the sustained oscillatory
states in the cubic autocatalytic model, with Sf=1.7xlO'2 mol L' and Py= 2x107 mol L. The
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Fig. 4. Thermal wave propagation triggered by the cubic autocatalytic model. The sequence of
snapshots corresponds to: (a) T=602 ; (b) 1=674; (c)t =755; (d) ©=827. The color temperature
scale is showed in (e) and, the temperature sensed at 223.6 nm to the heat source is showed in
(f). The parameter values are: Sf=1.7x10'2 mol L', Py= 2x10% mol L'Y; U=0.1 mW m? K.
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Fig. 4 shows different snapshots in time of the propagation of the heat wave gener-
ated by the hydrolysis model with cubic autocatalysis from a cell with radii of 50nm
located at the center of a 2-D array of 101x101 cells. In the dimensionless time scale,
it can be observed that there is a difference in temperature gradients (see Figure 4 (e))
between Figure 4 (a) and Figure 4 (d) which is due to a change in the intensity of the
oscillation in the model dynamics, as shown by the time series of Figure 4 (f) for a
point located at 223.6 nm below the center of the array. Depending on the values used
for the bifurcation parameters, temperature gradients between the cell located at the
center and its neighbors at less than 1000 nm can be of up to 1K.

5 Conclusions

Based on the dynamic model with cubic autocatalysis at the scale of a real cell and
with values of the parameters adjusted to physiological conditions heat waves were
modeled from the enthalpy released from ATP hydrolysis. The result constitutes a
computational evidence that supports the experimental results reported in the studies
on the origins of thermogenesis in living things and the temperature gradients present
at the cellular level [9,10], such as those measured in skeletal muscle cells.
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The cultivation of coffee is the source of income of 20 million people worldwide and
generates a million direct jobs in Colombia [1]. The country is cultivated Coffea
called Arabica that produces mild coffees, which is threatened by disease and
pest problems, such as rust and bit, climate change, loss of biodiversity, and high
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Abstract. The development of technologies for massively disclose genetic
information stored within cells generated the genomics revolution, where eve-
ryday exponentially growing databases with the description of the chemical
structure of novel genes obtained with the automated nucleic acid sequencing.
Each of these sequences is necessary to assign a function, in a process known as
gene annotation comparing information of unknown sequence with sequences
previously studied in the laboratory. This will identify candidate genes asso-
ciated with traits of interest such as disease susceptibility or resistance, adapta-
tion to the environment or animal or plant production. Given the volume of
information, it is necessary that this be presented in a structured way so that
such comparisons can be performed by computer agents quickly and it is open
to the possibility of generating new knowledge by finding features and novel re-
lationships between genes. This paper aims to present a bioinformatic applica-
tion for functional relations search of transcriptome for coffee genetic material
provided by the Coffee Investigation Center (CENICAFE), using the Bio2RDF
biological database, applying new standards for LOD (Linked Open data)
necessary to communicate effectively with other reference databases already
operating under the scheme or Semantic Web.
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production costs. One response to these challenges is the generation of new coffee
varieties that retain the best agronomic characteristics of traditional varieties, but
which incorporate genetic advantages that allow them to overcome the drawbacks
without further intervention from you growers. These advantages are represented
physically genetic genes, which are the information units that are inherited between
generations, and which chemically corresponds to nucleic acid strands that are stored
in the cell, which are known as DNA.

For the process we have used, as reference annotation databases cured, among
which stand GenBank, the database of genetic sequences, Uniprot (Universal Protein
Resource) and PDB (Protein Data Bank), which is a central repository of sequences
and functions of proteins, KEGG (Kyoto Encyclopedia of Genes and Genomes),
which assigns a metabolic pathway genes, and InterPro, a meta-search protein struc-
tures to predict these function.

The goal of Linked data on the web is that you can share data easily structured in
the same way they can share documents today. This term was coined in 2006 by Tim
Berners Lee in his research on Linked Data Web architecture. The two basic elements
that should be addressed are: using the RDF data model to publish structured data on
the web and using RDF links to reference data from different origins. Applying these
two principles can share data on the web, the common data are called Data Web or
Semantic Web. Knowledge is used to infer the SPARQL query language which is
applied to a set of triplets RDL to infer knowledge and in this case the different data-
sets used in bioinformatics reference to be found published in the WEB under the
standard LOD.

2 Linked Open Data

The Linked Open Data (LOD) is a community project in the World Wide Web Con-
sortium (W3C), which aims to expand "the network with a common data by publish-
ing various open data sets as RDF on the Web and by establishing links between data
items from different RDF data sources "[2], [3]. In this context, many biomedical
databases have been made available (an open diagram based on cloud data is available
online [4]). Many of these data sets are derived deBio2RDF, but there are also some
that were built independently. Approaches based on Semantic Web for biomedical
data integration have been proposed in some instances in recent years [5], [6], [7], [8].
In the biomedical field, a resource issue has been represented by Bio2RDF [9], a sys-
tem for integrated access to a large number of biomedical databases through Semantic
Web technologies RDF, ie for data representation and SPARQL (SPARQL Protocol
and RDF Query Language) for queries. For this purpose, many databases have been
converted to RDF by special scripts, called RDFizers, while some systems offer a
viable format information and interfaces directly related to the system. An extension
of this proposal is demonstrated in [10] and [11] which presents the portal
Chem2Bio2RDF Linked Open Data (LOD) portal for systems chemical biology aim-
ing for facilitating drug discovery. It converts about 25 different datasets on genes,
compounds, drugs, pathways, side effects, diseases and RDF triples that links to
other LOD bubbles, such Bio2RDF, LODD and DBPedia. The portal is based on D2R
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server and provides a SPARQL endpoint, but adds a few unique features such as RDF
faceted, easy to use from SPARQL query generator, MEDLINE / PubMed cross vali-
dation service, and Cytoscape visualization track. More recent efforts like [12] present
a portal that is aimed at developing community around linked biological data (LOD).
This public space offers several services and collaboration infrastructure in order to
stimulate the generation of activity in biological data consumption linked and there-
fore contributes to the implementation of the benefits of the Web of data in this area.

3 Materials and Methods

To design and implement the prototype we have used UP Open methodology as agile
approach to software development, with only fundamental content provides a simpli-
fied set of artifacts, roles, tasks and guide work from an iterative process Software
development is minimal, complete, and extensible.

The evolution of information representation methods to ontological models and
semantic followed, in many cases, an empirical process and a process lacking Formal
which evidences its life cycle, however, in recent years have been maturing some
initiatives that tends to define methodologies and specifications in the context of en-
gineering processes and software engineering knowledge to address the methodologi-
cal component of the analysis and design of ontologies. For representing the ontology,
we decided to use METHONTOLOGY [13], [14]. With the data of the coffee tran-
scriptome annotations found by the Coffee Research Center of Colombia (Cenicafe)
where to have used bioinformatics tools such as BLAST and Interproscan, the data is
processed and taken three main components in order to perform searches through
functional relationships linking through open linked data to biological databases pub-
licly available. The results of the relationships between Cenicafé annotations and the
data set of proteins Protein Data Bank (PDB), is one of the objectives of this study.
The components used in the studio are detailed in table 1.

Table 1. Data used in functional search through open linked data

Type Description

cen Index into Cenicafe used for the classification of the coffee transcriptome se-
quences, an example would be: CEN396590

protein Canonical name of the protein. The name is obtained by Interproscan eg:
HYDROXYMETHYLTRANSFERASE

pdb Link to resource Protein Data Bank, in this case used the link with

http://bio2rdf.org/pdb:1fp2 Bio2RDF through, if used directly Protein Data Bank
can access the resource http:/ / rdf.wwpdb.org/pdb/1{p2.

The information is organized in data triplets RDF (Resource Description Frame-
work) and is stored in the Sesame repository, which is a database to store content of
linked open data. The Sesame RDF repository provides an endpoint to query web
requests through GET type and / or POST, the repositories are used by sparql query
language or web services through REST-Full. The visualization of the results of
queries to the Sesame repository tool was used sgvizler (https://code.google.com/p/
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sgvizler/). Sgvizler is a tool created in javascript which in turn consists of other tools
oriented data representation sparql query results. Sgvizler is very flexible when dis-
play sparqgl query results, the types of graphs that can be generated are the location
coordinates maps, charts, bubble diagram, time lines, tables, lists.

4 Results and Discussion

The query results unfold figures through interconnected graph of the information
defined in the RDF triples stored in sesame.

One of the basic query is the search for annotations that have relation with a specif-
ic protein, in this case the search is performed with the protein aquaporin. The query
is performed in the repository of the resources associated Cenicafé through Pdb
Bio2RDF.

PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.0rg/2000/01/rdf-schema#>
PREFIX owl: <http://www.w3.0rg/2002/07/owl#>

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

PREFIX dc: <http://purl.org/dc/terms/>

PREFIX link: <http://bio2rdf.org/bio2rdf_resource:>
PREFIX cenicafe: <http://cenicafe.org/anotacion/cen/>
PREFIX recurso: http://bio2rdf.org/pdb:

SELECT ?cen ?proteina

where

{

?cen rdfs:label "aquaporin";
rdfs:label ?proteina

The results of the query are shown in Figure 1.

Received 4 rows. Drawing chart...
View query results (in new window).

* http://cenicafe.org/anotacion/cen/CEN396590

* http://cenicafe.org/anotacion/cen/CEN405007
aquaporin

* http://cenicafe.org/anotacion/cen/CEN425389

* http://cenicafe.org/anotacion/cen/CEN3397839

Fig. 1. Query result of the annotations associated with aquaporin protein
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The following result is the search for proteins containing the term kina. The result
can be seen in Figure 2.

select ?cen ?biologico ?pdb
where
{
?s rdfs:label ?biologico ;
link:linkedToFrom ?pdb;
dc:title ?cen .
filter( regex(?biologico, "kina" , "i"))

Received 7 rows. Drawing chart...
View query results (in new window).

pyrophosphokinase

= GCEN400188
» CEN405048

+ CEN414134 phosphofructokinase
= CEN398987

phospho fructokinase  » CEN425324

KINAS
PHOSPHOENOLPYRUVATE CARBOXYKINASE

* CEN405352
* CEN400579

Fig. 2. Kina Term Query

5 Conclusions

Using bioinformatics’ processes semantic standards has reached a level of maturity
that makes possible the discovery of genetic information derived from techniques of
distributed computational intelligence. The technologies used in Linked Open Data
let search for patterns, functional relationships from which the researcher will provide
new data to be interpreted. Methodologies validated using semantic management
contributed to develop an appropriate prototype for coffee semantic functional
relationships.
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Abstract. Cationic antimicrobial peptides are a family of highly ho-
mologous proteins conserved in all multicellular organisms with great
potential as broad-spectrum antibiotics. In this paper, we analyze the
stability of the 3D structure of three antimicrobial peptides reported in
CAMP database, working in solvation conditions at three pHs and three
different temperatures. We found that one of the tested peptides did
not form stable three-dimensional structure. For this reason, it is not ex-
pected a bactericidal action per se. The other peptides showed an a-helix
conformation under certain conditions evaluated.

Keywords: AMP, Antimicrobial peptides, Stability, 3D-Structure,
Molecular Dynamics.

1 Introduction

Cationic antimicrobial peptides are a high conserved family of proteins ha-
ving structural and physicochemical characteristics (charge, hydrophobicity, size,
amino acid composition, etc.), which allow its antimicrobial activity [3]. These
biological molecules are currently subject of research due to its potential use as
a new generation of broad-spectrum antibiotics, because they show a near zero
rate of resistance by bacteria [5]. These studies cover topics such as the design
and processing of known peptide sequences, in vitro bioassay and in vivo analysis
of the mechanism of action, ‘docking’ and interactions with molecular membrane
by molecular dynamics. Due to the complexity in the formation and maintenance
of the 3D structure of the peptides, which determines its antimicrobial activity
[, it is very important to predict conformation and folding of antimicrobial
peptides. In this study, we analyzed the stability of the three dimensional struc-
ture of three antimicrobial peptides under solvation conditions. For this aim, we
worked at both three pH values (5, 7 and 9) and temperatures (298K, 310K and
323K), carrying out simulations of peptides by molecular dynamics, and using
as models two antimicrobial undecapeptides with sequences KLKLs;K-NHy and
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RLKL5sRLK-NH5, which are derived from sapecin S reported by Alvares-Bravo
et al. [2], and the peptide FLPIPRPILLGLL-NH; obtained by Xuequing et al.
[9) from the venom of Vespa magnifica .

2 Materials and Methods

Three-dimensional models of peptide structures were obtained through the 3D-
JIGSAW [4] website portal by selecting the model with the lowest free energy
value (Fig. 1). The molecular dynamics simulations were processed in GRO-
MACS [6] 4.6 GPU-MPI-SP package using the OPLS force field-AA /L, confi-
gured under isothermal and isobaric conditions at salt concentrations (NaCl) of
0.13 mM. Depending on the pH to be evaluated in the computer simulation, the
amino acids were protonated or deprotonated using the application pdb2¢gmuz,
which is included in the GROMACS package. We set three stages in the sim-
ulation: energy minimization to achieve a potential energy of 1 (kJ/mol), the
temperature stabilization (NVT) - pressure (NPT) and using a simulation time
of 2ns. In order to assess the stability of the peptides, we evaluated for each
simulation at the pH and temperature conditions studied, the root mean square
deviation (RMSD) of the aligned proteins, and the progression of temperature,
pressure and density in the simulated system. All simulations were render in
trjconv program included in GROMACS package and visualized using VMD
software and Radeon HD6750 graphic card.

3 Results and Discussion

In Figure 1 are shown simulations of the three peptides stabilized at expected
isobaric and isothermal configurations.

Fig.1. Three-dimensional structures obtained by homology modeling through
3D-JIGSAW of A: Peptide with KLKLLLLKLK-NH: sequence B: Peptide with
RLKLLLLLRLK-NH; sequence C: peptide derived from the venom of Vespa magnifica
with FLPIPRPILLGLL-NH2 sequence
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The first peptide analyzed (KLKL;KLK-NH3) did not show secondary struc-
ture formation at any pH or temperature evaluated in this study (vacuum and
solvated). This effect can be explained in terms of an structural unbalance, be-
cause we obtained high deviation (0.25 £ 1.5 nm) of RMSD compared with the
original structure (Fig. 2A) at all pHs and temperatures evaluated.

KLKLLLLLKLK RLKLLLLLRLK

0.4

RMSD (nm)
°
o
T

RMSD (nm)
°
S

Time (ns)

. . . —-298K-pH 5
—-298K-pH 7

o3f- 1 -310K-pH5

~-310K-pH 9
~-323K-pH 5
—-323K-pH 7
—-323K-pH 9

RMSD (nm)
o
N

1
Time (ns)

Fig. 2. RMSD of the three antimicrobial peptides simulated at three different values
of pH and temperature.

Initially, all structures for the second peptide showed an alpha-helix formed
by the amino acids LKL-NHy with a free energy of formation of -7.12 kcal/mol.
This structure (in vacuum) was kept after the protonation or deprotonation in
all pHs studied, which indicates a conformational stability of the peptide. By
modeling at 298K and 310K, and at pH5 and pH7, the a-helix added the R
neighbor amino acid to its three dimensional structure, while simulations with
pH 9 to 298K and 323K showed a denaturation of the peptide structure. The
third modeled peptide obtained and kept (in solvation and vacuum at all pH and
temperature simulated) an a-helix structure, which was formed by the amino
acids RPILLGL-NH; with free energy of formation of -7.87 kcal/mol.
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Considering that the peptide with sequence KLKL5KLK-NH, does not form a
defined secondary structure at any temperature and pH evaluated, it is unlikely
that it can display antimicrobial activity per se. However, this depends on the
conformation that this peptide acquires during their interaction with the cell
membrane of microorganisms. Furthermore, the stability of the secondary struc-
ture of the peptide RLKL5RLK- NH; is dependent on the temperature and pH,
but it is stable at physiological conditions. The a-helix formed by amino acid
RLKL-NH; is consistent with results obtained from Alvares-Bravo et al. [2],
and the mechanism of action proposed by the same authors [I]. The secondary
structure of the third peptide seems to be more stable regardless of pH and tem-
perature than peptides derived from sapecin (3, showing RMSD values around
1.5 £+ 0.5 nm. These results are not consistent with those reported in the CAMP
database [8], where these are scored with a higher instability index (45.66) than
the other two peptides analyzed (-37.22 and 3.45).

4 Conclusions

Considering that simulations under solvation conditions of the 3D-structures
of the peptides under different pHs and temperatures are similar than in wvitro
results, we can conclude that the approximations in silico by molecular dynamics
methods provide information for a virtual screening of antibiotic peptides with
potential to be tested for antimicrobial activity in laboratory bioassays.

Finally, from results of the peptide derived from the venom of Vespa magnifica,
we could consider that the stability index given by the CAMP database would
not be a good indicator of the stability at physiological pH and temperature of
these peptides, and it is necessary to assess this parameter in a experimental
point of view.
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Abstract. The coffee rust, caused by the fungus Hemileia vastatrix, is the most
serious disease of this crop worldwide. In Colombia the pathogen causes a re-
duction in production of up to 30% in susceptible varieties of Coffea arabica, it
not controlled mild epidemics can occur and complete crop losses in strong epi-
demics. We applied genomics to study the evolution of the population of this
pathogen due to recent outbreaks of the disease in Colombia.

Sequencing was performed using 454 and Illumina technology, using DNA
and RNA of 8 and 3 isolates of H. vastatrix, respectively. With the software
CEGMA we made a first estimate of the genome size of H. vastatrix resulting
in an approximate size of 250 Mb. The hybrid assembly was performed with all
sequenced genomes given a coverage of 92% with a GC content of 32%.

Keywords: Coffee, genomics, coffee rust.

1 Introduction

Rusts are caused by a wide group of obligate fungi belonging to the phylum Basidi-
omycota. These fungi cause some of the most important diseases in economical terms
including the cereal rusts caused by different formae speciales of Puccinia graminis
[1], the poplar rust caused by Melampsora larici-populina [2] and the corn smut
caused by Ustilago maydis [3]. Coffee leaf rust, caused by the fungus Hemileia vasta-
trix, is the most limiting disease wherever coffee is cultivated. In Colombia, coffee
represents 16% of the country’s agricultural GDP and since 2008 high incidence of
coffee leaf rust in crops established with susceptible varieties has caused significant
reduction in yield, which can reach 30% [4]. Recent epidemics have been caused by
increased patterns in rainfall and it is necessary to continue monitoring for the emer-
gence of new races of the pathogen [5].

Next generation sequencing techniques like 454 and Illumina are often used to se-
quence the genomes of microorganisms and particularly of plant pathogens [1,2,3].
After cleaning and assembly processes, genome structural and functional annotations

* Corresponding author.

L.F. Castillo et al. (eds.), Advances in Computational Biology, 133
Advances in Intelligent Systems and Computing 232,
DOI: 10.1007/978-3-319-01568-2_20, © Springer International Publishing Switzerland 2014



134 M. Cristancho et al.

are performed. In addition, proteomic, transcriptomic and other information are rou-
tinely integrated into an information system. Comparisons with closely related organ-
isms give insights into the genome organization and the functional implications of all
rearrangements [6].

Plant pathologists and breeders are interested in the processes of infection by the
pathogen and the plant-pathogen interactions. Several models have tried to explain
the molecular interactions between the pathogen virulence proteins (effectors) and the
plant resistance and defense proteins [7,8]. In some cases, effector proteins secreted
by the pathogen are key factors in the infection process [9]. The products of these
genes are directed through secretory pathways, so predictions of secreted proteins by
software tools are very important in the search of pathogenicity factors.

In this study we tested software tools to assemble the H. vastatrix genome and to
predict secreted proteins. We compared different fungal genomes with the assembled
H. vastatrix genome. This is to our knowledge the first approach to sequence the H.
vastatrix genome, which might help to unravel the infection mechanisms of coffee by
this fungus.

2 Materials and Methods

Nine samples of dikaryotic urediniospores of H. vastatrix of different isolates were
collected from infected leaves, taking care of collecting spores from lesions free of
the hyperparasite Lecanicillium lecanii, the main biological control antagonist of H.
vastatrix.

The nine samples of H. vastatrix genome were sequenced by Illumina™ and
ROCHE™ 454 technologies. Reads were subjected to quality control with FastQC
(Babraham Bioinformatics, Babraham Institute). Then, they were trimmed (CLCbio
script), masked or filtered by low complexity end regions and reads shorter than 70
nucleotides were discarded. Mdust and SeqClean were used for the cleaning process.
Several assemblers were tested with different combinations of clean reads. A hybrid
assembly was performed (Illumina and 454 clean reads) using the CLC cell assembly
software (http://www.clcbio.com/). The quality of the assembly was assessed with
CLC tools and in-house R scripts.

The hybrid assembly was analyzed with MEGAN 4 [10] to assess the level of poss-
ible contamination and to perform a first approximation of the biological communities
associated to H. vastatrix on the coffee leaf. Blastx was performed with the contigs
from the hybrid assembly (396264 contigs) against the non-redundant protein data-
base at NCBI. An E-value of 1E-3 was used as a cut-off. With the aim of filtering out
putative contaminated sequences, contigs that presented similarities to reported fungal
sequences were extracted to form a reliable set of H. vastatrix genome contigs.

The reliable set of H. vastatrix genome contigs were aligned against the genomes
of related organisms by Mauve [11]. The genomes used were P. graminis, M. lari-
cis-populina and U. maydis. The Low Collinear Blocks (LCB) values were set by
visual inspection searching the best block size for each pair of alignments (largest
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coverage of both genomes). Finally, values used for LCB were: P. graminis 12154,
M. laricis-populina 10409 and U. maydis 1203.

For RNA-seq experiments, a normalized library construction was performed at
Evrogen, Moscow, Russia using Kamchatka crab duplex-specific nuclease. Illumina
genome and RNA-seq sequencing was performed at BGI, China. RNA-Seq sequences
were assembled with Trinity assembler [12]. Protein predictions were performed by
mapping transcripts of H. vastatrix to the genome assembly with TopHat [13]. Then
the mapped genome contigs were extracted. Predictions in MAKER were performed
using the Augustus gene predictor (with the Saccharomyces probability matrix). Pre-
dictions used H. vastatrix rust transcriptome, H. vastatrix genome contigs selected
and NCBI non-redundant protein database as evidences. Finally, the proteins pre-
dicted were polished, filtering out transposons with RepeatMasker (A.F.A. Smit, R.
Hubley & P. Green, RepeatMasker at http://repeatmasker.org). A final set of 14425
proteins was obtained and used for subsequent analyses. Predicted proteins were clas-
sified into secreted or non-secreted proteins. The programs SignalP 4.0 [14] and
PProwler [15] were used to predict secreted proteins. For the case of PProwler a pre-
diction probability cut-off of 0.9 was used.

A set of secreted proteins predicted in a previous study for H. vastatrix by
Fernandez et al. (2012) [16] was compared with our predictions. Shortly, a Blastn
(1E-30) was performed between our set of H. vastatrix transcripts and Fernidndez
transcript contigs with secreted prediction. Then the proteins predicted based on these
transcripts (and genome assembly) were extracted. Thus, a set of proteins that showed
similarity with the proteins predicted by Fernandez et al. (2012) as secreted proteins
was obtained. Multiple comparisons of the three sets of secreted proteins were per-
formed (SignalP, PProwler and Fernandez-Blastp).

3 Results and Discussion

We obtained 412 million short-reads from Illumina and 5.8 million reads from 454.
The quality analysis of the 454 reads showed low quality before base at position 200
(Table 1). The mean of the quality value was below 20 around base position 600 and a
bias of nucleotide composition before this position was detected. The mean read qual-
ity was good. In the case of Illumina reads, the mean quality value was above 20 for
all isolates, although some reads had low quality after base at position 95. Reads had
little bias in nucleotide composition at the beginning of the read. The mean read
quality was very high for all isolates.

The mean GC content for H. vastatrix was approximately 33%, based on the ge-
nome sequencing. The level of read duplication was low for 454 reads. Illumina reads
showed some level of duplication, approximately 20% of reads had 10 or more reads
duplicated, this probably was an artifact of sequencing and was took into account for
the read cleaning process.

Several assemblers were tested: SOAP de novo, MIRA, Velvet and CLC. Finally,
CLC assembler (CLCbio, 2012) was chosen to generate a draft assembly. We tested
different combinations of assemblies with CLC (Table 1). The best assembly with
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CLC was a hybrid of 454 and Illumina reads. As a result, 396264 contigs with a GC
content of 32% were obtained. Table 1 depicts some statistics of this assembly; 23.2%
of the paired reads mapped in the same contig. Most of unpaired reads (66.8%)
matched two different contigs (useful for scaffolding, data not shown). Most of the
contigs showed high coverage. Some contigs had coverage greater than 100X.

The most important clades represented in the Megan analysis were Fungi (31.376),
Bacteria (8.826 contigs), Viridiplantae (13.193), Metazoa (9.100) and Stramenopiles
(674) (Figure 1). Most of contigs (296.813) did not show similarity by BLAST with
any organism in NCBI nr protein database. Megan results for Illumina reads obtained
with Blastx showed that the most important clades were Fungi (12.210), Metazoa
(6.714) and Viridiplantae (4.989) and Bacteria (2295 reads). Again, most reads
(1.555.151) did not show similarity with any organism. A total of 2905 reads showed
low complexity.

Megan results for Illumina reads obtained with Blastn and showed that the
most important clades were Fungi (67.179), Metazoa (10.650), Bacteria (5.586), Viri-
diplantae (9.927) and Low complexity (2.905) reads. Again, most reads (1.493.471)
did not show similarity with any organism. Comparisons made between H. vastatrix
and P. graminis genomes showed several blocks of genome conservation, especially
in Puccinia, although some of them are short in Hemileia. Comparison with Melamp-
sora showed several blocks of conservation but less than with Puccinia. Comparison
with Ustilago maydis showed that most of its genome is present in Hemileia but with
very short blocks.

Table 1. Summary of coffee rust genome hybrid assembly. Clean reads were assembled with
the CLC assembler. Then, the same reads were mapped against the contigs assembled with
CLC.

N2 Sequences assembled 396264

Total residues assembled 333481311

Max 85126

Length | Average 841.56

N50 1590

Total 336649188

Unassembled 19788611

Assembled 316860577

Reads | Multihit 37520793
Potential pairs

Paired 78105740

Not Paired 255469308
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Fig. 1. Quality control of third hybrid assembly. Blastx was performed with the third hybrid
assembly contigs (396264) against the non-redundant protein database of NCBI. An E-value of
1E-3 was used as a cut-off following the recommendation from the Megan developers. Megan
was used to map and visualize Low Common Ancestor for every contig against NCBI tree
taxonomy. Circle size shows (in logarithmic scale) the number of contigs assigned to each
taxonomical category.

PProwler 0.90 )
SignalP

Fernandez et. al. (2012)

Fig. 2. Venn diagram of consensus secreted predicted proteins. SignalP and PProwler (0.9
probability cut-off) programs were used to predict which proteins are secreted. A set of 14445
putative proteins was used for classification into secreted or non-secreted proteins. The results
were compared with Fernandez et al. (2012) pathogenicity predicted proteins.

When the complete H. vastatrix assembly (without filtering sequences with Me-
gan) were used to Blast Puccinia spp. most contigs did not show similarity. Special
cases were the Blast of the mitochondrial genome and transcriptome of Puccinia
whose contigs had hits in almost all cases with the H. vastatrix genome. Therefore,

when only fungi contigs (filtered by MEGAN) are used, enrichment in the hits is
shown.
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Secreted proteins predictions gave as a result 659 proteins by PProwler and 775 by
SignalP method. A total of 180 proteins in our H. vastatrix set presented similarity
with secreted proteins predicted by Ferndndez et al. (2012) [16]. The Venn diagram
showed shared and unique coincidences between the three sets of data, including the
proteins extracted by comparison with Ferndndez et al. (2012). In this diagram is
shown that SignalP and PProwler methods shared 483 proteins and with Ferndndez et
al. (2012) dataset a total of 44 proteins (Figure 2).
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The Mucopolysaccharidosis IV A (MPS IV A, Morquio A disease, (MPS IV A, Mor-
quio A disease, OMIM 253000) is a lysosomal storage disease caused by the defi-
ciency or alteration of the human N-acetylgalactosamine-6-sulfate sulfatase (GALNS,
EC 3.1.6.4). GALNS hydrolyze the sulfate group present at N-acetylgalactosamine-6-
sulfate (6S-GalNAc) and galactose-6-sulfate (G6S) from the glycosaminoclycans
(GAGs) chondroitin-6-sulfate (C6S) and keratan sulfate (KS), respectively. GALNS
deficiency leads to the lysosomal accumulation of C6S and KS causing systemic
skeletal dysplasia [1, 2]. Despite of the promising preclinical and clinical results of
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Abstract. Mucopolysaccharidosis IV A (MPS IV A) is a lysosomal storage
disease produced by the deficiency of N-acetylgalactosamine-6-sulfate sulfa-
tase (GALNS), which is involved in the catabolism of keratan sulfate and
chondroitin-6-sulfate. In the present study we performed a computational
analysis of active cavity of GALNS from human and other eight species, as
well as their interaction with the natural ligands. The modeled enzymes
showed a highly conserved structure, although differences in the sizes of the
active cavity and affinity energy for the ligands were observed among the stu-
died GALNS. The results could be associated to the molecular evolution of the
catalytic cavity and differences in the complexity of the substrate produced by
the species. These results could have a significant impact towards the under-
standing of the molecular bases of MPS IV A and the development of efficient
treatment alternatives.
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enzyme replacement therapy [3] it is still necessary to explore alternatives to obtain a
more efficient and less immunogenic enzyme. Furthermore, it is also necessary to
explore new treatment alternatives, such as the use of pharmacological chaperones
that have been successfully evaluated for other lysosomal storage disorders [4]. Re-
cently, we expanded the computational analysis of human GALNS enzyme showing
the first in-silico assessment of ligand-GALNS interactions [5]. In this study was
performed a computational analysis of active cavity of GALNS in eight species as
well as their interaction with natural ligands.

2 Methods

Sequences for human GALNS (UniProtKB/Swiss-Prot P34059) and Macaca mulatta
(rhesus macaque) HOF5L7, were retrieved from Uniptrot, while for the other species,
GALNS sequences were retrieved from Genbank: Bos taurus (bovine)
NP_001193258.1, Mus musculus (mouse) AAH04002.1, Rattus norvergicus (rat)
NP_001041316.1, Canis lupus familiaris (dog) NP_001041585.1, Gallus gallus
(chicken) XP_414208.1, Oreochromis niloticus (tilapia nilotica) XP_003445750.1,
and Sus scrofa (pig) NP_999120.1. Prediction of signal peptide was performed with
SignalP 4.1 server. Multiple alignment was carried out with MUSCLE, and phyloge-
netic tree was generated by using MEGAS [6]. Prediction of tertiary structures was
done with I-TASSER Server using the tertiary structure of the human Arylsulfatase A
(ASA, PDB 1AUK), as template. PDBsum was used for proteins structure validation.
Calcium ion was added by using YASARA View v11.4.18 (YASARA Biosciences
GmbH, Vienna, Austria), constrained to Asp39, Asp40, Asp288, and Asn289 (accord-
ing to human numbering) as reported for human ASA and GALNS [7, 8]. Amino
acids within the active cavity and volume of cavity were predicted by using Com-
puted Atlas of Surface Topography of Proteins (CASTp) [9]. Structural comparison
was done using Swiss-PdbViewer v4.1. Partial charges, affinity energy and interac-
tions (H-bonds, and electrostatic and steric interactions) of GALNS with the ligands
6S-GalNAc and G6S were evaluated by using Molegro Virtual Docker v5.5 (MVD,
CLC bio, Aarhus N, Denmark).

3 Results and Discussion

The human GALNS enzyme has 522 amino acids including 26 amino acids of signal
peptide (SP), while in the other studied GALNS the size varied from 513 to 525 ami-
no acids with SPs between 18 to 27 residues. As show in Table 1, identity of the stu-
died sequences against human GALNS varied between 73% to 96%. Human GALNS
enzyme showed 310 completely conserved residues (63%) when compared against
the other studied sequences. The phylogenetic tree showed than human enzyme was
closer to Macaca mulatta and distant from Gallus gallus and Oreochromis niloticus
(Figure 1).
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Fig. 1. Phylogenetic tree of GALNS enzyme from the studied species. GALNS sequences were
aligned and Neighbor-joining phylogenetic tree was generated with a 500 bootstrap.

The active cavity of human GALNS involves 58 amino acids, with 49 residues
completely conserved among the studied sequences, and 193, A102, E112, W184,
1294, Q299, G300, Q311 and D388 showing different conservation profiles according
to the specie (Table 2). However, from these non-completely conserved amino acids,
only Alal02 in human GALNS interacts with ligands, while all the other residues are
involved in cavity architecture. Oreochromis niloticus showed the highest difference
against human sequence differing in six residues, while dog GALNS showed the low-
est difference against human GALNS, and Macaca mulatta did not show any differ-
ence with human GALNS. These results showed the high conservation of the active
cavity in GALNS enzyme, excepting Oreochromis niloticus GALNS, as previously
reported for other sulfatases [10].

Modeled 3D structures had C-score values between 0.34 to 1.28, with over 90% of
the amino acids within the two most favored regions. Structural comparison showed
that all enzymes had a RMSD lower than 1A in comparison with human GALNS
(Table 1), showing the high structural conservation of this enzyme during evolution.
The results of area and volume for the active cavity for the studied sequences are
summarized in Table 1. Chicken showed the largest area and volume values, while
pig and rhesus macaque showed the smallest ones, and human GALNS showing in-
termediate values. A clear correlation between these results and the phylogenetic tree
was not observed.

Partial charges at the active cavity were evaluated for all the studied enzymes,
showing a positive charge, which correlates with the negative charge of the native
GALNS substrates [11]. In human GALNS, residues R83, H142, H236, and K310
provide a positive charge to the cavity, which might promote the interaction with the
substrate, while residues D39, D40 and D288 provide a negative charge and are in-
volved in the interaction with the cofactor (Figure 2A). Likewise, these amino acids
were conserved among the other studied enzymes, but Lys140 (respect to human se-
quence), which was not observed in human GALNS active cavity and provided a
positive charge to the cavity in these enzymes. Ghosh, D [10] proposed for Arylsulfa-
tase C (ARSC) that Lys134, which corresponds Lys140 in human GALNS,
participates in the catalytic mechanism of the ARSC, which maybe extend to other
sulfatases. This difference between human ARSC and GALNS could be related with
the target substrate of each enzyme.
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Table 1. Summary of results for the computational analysis for the studied GALNS. Identity
and RMSD were calculated against human GALNS.

Specie Id(e(ly:}t;ty Rl(\:gD 12:3:; Act;l:fuﬁ:lty Affinity energy (kJ/mol)
area (10&3)

(A% G6S  6S-GalNAc ¥ total
Mus musculus 86% 0.71 1481.8 1663.6 -63.486 -68.119 -131.605
Canis lupus 87% 0.39 1125.9 1162 -55.806 -47.273 -103.079
R. norvergicus 85% 0.75 849.8 1526 -80.312 -94.138 -174.450
Sus scrofa 88% 0.69 522.8 732.3 -73.784 -68.318 -142.102
Bos taurus 87% 0.83 938.9 1241.9 -88.571 -108.199 -196.770
G. gallus 79% 0,38 1561.5 1699.5 -46.127 -64.603 -110.730
O. niloticus 73% 0,45 990.4 1307 -80.244 -6.730 -86.974
M. mulatta 96% 0.44 728.8 941.2 -65.635 -63.964 -129.599
Homo sapiens --- --- 1152 1244.6 -115.618 -120.104 -235.722

Table 2. Amino acids differing at the active cavity of studied GALNS enzyme. Blue and red
amino acids represent conservativeness and non-conservativeness residues changes.

Homo Macaca Canis Mus Rattus Sus Bos Gallus Oreochromis
sapiens mulatta lupus musculus norvergicus scrofa  taurus gallus niloticus
193 167 192 193 194 192 193 V83 193
A102 A76 R101 A101 A103 G101 G102 A92 A102
El12 E86 Ell1 Ell1 E113 Elll El12 D102 El112
w184 WI158 w183 W183 WI185 w183 Q184 W174 S184
1294 1268 1294 1293 1296 V294 1295 1285 M295
Q299 Q273 Q299 E299 E301 Q299 Q300 Q290 E300
G300 G274 G300 G300 G302 G300 G301 G291 S301
Q311 Q285 Q311 Q286 Q313 Q311 Q312 Q302 E312
D388 D361 D385 N388 N390 N388 N389 N375 N391

The results of molecular docking for human GALNS with the monomers G6S and
6S-GalNAc showed affinity energy of -115.618 and -120.104 kJ/mol, respectively.
Previously we identify that key amino acids for ligand-enzyme interactions for human
GALNS are Asp39, Asp40, Ser80, Cys79, Arg83, Alal02, Tyr108, His142, Cys165,
Tyrl81, His236, Asp288, Asn289, Lys310 and Ca2* [5]. For all the other studied
enzymes it was observed a lower affinity for G6S and 6S-GalNAc than that observed
with human GALNS (Table 1). The closest affinity energies to human values were
observed for Bos taurus, Rattus norvergicus and Sus scrofa, which are phylogeneti-
cally close to human. Although human and dog GALNS only differ in one residue at
the active cavity (Alal02 and Argl02, for human and dog, respectively), it was
observed a large difference in the sumatoria of affinity energies for both ligands
(-235.722 vs. -103.079 kJ/mol, for human and dog, respectively). This difference
could be associated to partial charges in dog GALNS in comparison to human
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GALNS (Figure 2B) and to the interaction of Ala211 with the carbon chain of ligands
that is not observed in human GALNS.

Currently there is not a natural animal model for MPS IV A and three genetic en-
gineered mouse models have been developed. Although these animals share some of
the histological features of MPS IVA patients, they lack of the skeletal abnormalities
observed in human patients [1, 12, 13]. The absence of bone deformities observed in
MPS IV A mice models could be due to differences in the complexity and distribution
of KS in this animals [14]. In addition, rats seem to be have more KS than mice, while
bovine and human proteoglycans are richer in KS than in mouse [12, 14]. We ob-
served a large difference in affinity energy by G6S, a constituent of KS, for human
and mouse GALNS, with values of -115.618 and -63.486 kJ/mol, respectively. How-
ever, only two amino acids differ between human and mouse GALNS (Q273/E273
and D362/N362), which were not directly involved in the ligand-enzyme interaction.
These two resides also differ in rat GALNS, but this enzyme showed a higher affinity
energy for G6S (-80.312 kJ/mol) than that observed for mouse GALNS. These results
might suggest that in mice and rats GALNS could have an additional substrate that
the observed in humans. The amino acids involved in the interaction with the sulfate
group of the ligands 6S-GalNAc and G6S are highly conserved in GALNS, although
in non-human GALNS new residues interact with the carbon chain of the ligands, and
Lys140 interacts with ligands in all the studied enzymes excepting humans.

Fig. 2. Partial charges in human (A) and dog (B) GALNS. Partial charges were generated with
MVD v5.5. Blue and red zones represent positive and negative partial charges, respectively.

4 Conclusions

These results confirm the importance of amino acids involve in the ligand-enzyme
interaction and contribute to the knowledge of the evolution of the active cavity of the
GALNS enzyme. We observed that differences in affinity energy could be associated
with the evolution of the catalytic cavity as the result in changes of substrate
complexity and differences in the composition of the proteoglycans produced by
each species [15]. These results could serve as a starting point for the design of
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recombinant enzymes with higher affinity for their substrates and in the search for
pharmacological chaperones, contributing to the development of alternative therapeutics
for MPS IVA.
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Abstract. Is presented an ensemble of predictors of genes that focuses on
improving the performance of traditional predictors when applied to
metagenomes obtained by sequencing 454 and are characterized by very short
reads. The proposed ensemble is based on the use of data mining techniques,
such as decision trees and k-means, complemented by structural information of
the sequence provided by the fractal dimension. The assembly obtained can
overcome the performance from the best ab initio predictor in a proportion of
15 to 20%.

Keywords: expert ensemble, metagenomics, gene predictor, data mining.

1 Introduction

The prediction of genes in metagenomic studies turns in a more difficult task than in
traditional genomics. The reasons behind this are originated from the impossibility to
obtain genetic material in enough quantity in environmental samples. The low cost
sequencing technologies, such as 454, typically obtains reads between 100 and 300 bp
(base pairs) of average length [1],[2]. In some cases, the complexity of the
environmental samples affects negatively the sequencing process and the reads are
very short.

Very short reads implies, less efficiency in assembly and less precision in gene
prediction. For single species sequences, gene predictors such as Glimmer[3],
Prodigal[4] and MetageneAnnotator[5], brings precision superior to 90%, in short
reads the performance decays around 50%.

Each one of the gene predictors obtains different results when is used on the same
sequences. This is because each predictor uses a different approach in the prediction
process exploiting the sequence characteristics in diverse ways. This fact gives place
to some works that try to enhance the prediction result through integrative methods,
based on the preliminary results of existing predictors[6], [7].

One of the most recognized meta — tool that combines other tools is Yacop [6].
The gene prediction tools used are Glimmer, Critica[8] and ZCURVE[9]. The
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assembly approach is based in set theory and the results are enhanced through the
union of the results of Critica with the matching results of Glimmer and ZCURVE.
The results show the improvement of the specificity and the sensitivity of the
individual predictors. The drawback of this work is that the results are principally
based on Critica and therefore the predictions are homologous genes principally. In
metagenomic projects, is usual that the objectives of gene prediction are the finding
of novel genes.

Consorf[10] is another meta — tool that try to carry out an analogous approach to
YACOP. The approach is two way, in the first a homology gene prediction is
developed using the FASTX[11] algorithm; in the other the ab initio gene predictors
GeneMark[12], Glimmer and GeneMark.hmm[13] are used and the consensus gene
prediction are considered as possible genes. Finally, the representative predicted
genes are determined through pair wise alignment against a protein library. This
approach shows the same drawbacks of YACOP for metagenomic projects.

Expert Combination (ensemble) has often shown that it can improve the
performance of the individual expert algorithms. [14],[15]. In accordance with the
above, and considering the drawbacks of the existing predictors an meta — tools, we
have developed an ensemble of gene predictors that enhances the results of each
predictor, using an approach based on data mining and taking advantage of the fractal
dimension of the sequence.

The rest of the document is organized as follows. Section 2 describes the assembly
and the algorithms used and the synthetic dataset created for this work. Section 3
describes the prediction result of the assembly and those of the individual predictors.
In the final section all the work is revised and discussed.

2 Materials and Methods

The proposed assembly is based on the use of data mining techniques, such as
decision trees and k-means, complemented by structural information of the sequence
provided by the fractal dimension.

This section describes the data used, the preliminary work and the new meta
predictor of genes for short meta genomic reads.

2.1 Datasets

In order to make the training and testing process relevant for metagemomic projects,
we constructed several datasets. These datasets were synthetically constructed
using the Metasim tool [16], that simulates sequencing using some technologies
such as 454. The reference genomes were those corresponding to the taxonomy
of the Figure 1. On each dataset were simulated 400.000 reads with average
length of 180 bp, belonging to 973 complete genomes available at NCBI
(ftp://ftp.ncbi.nlm.nih.gov/genomes/Bacteria/all.fna.tar.gz, visited: April 2011). The
total base pairs were 76.3 Mbp.
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Fig. 1. Taxonomy used for dataset construction

2.2  Ab Initio Gene Predictors

Below are described three ab-initio gene predictors, selected from a more extensive
and exhaustive list for its free licensing and standalone installations on local
machines, besides of good performance as reported in literature.

Prodigal is a search algorithm using a “trial and error” approach[4]. With the
building of a set of curated genomes, general rules were determined about the nature
of the prokaryotic genes. With this information, Prodigal is able to learn all the
necessary properties about input organism and build a complete training profile.
Prodigal automatically determines a set of genes called "real" about the training.
Analyzing content codons, and applying metrics, the algorithm builds an overall score
for each gene.

Metagene is a prokaryote genes searcher[5]. It can predict a range of prokaryotic
genes from fragmented genomic sequences. The prediction is made in two steps, first
the possible ORFs are extracted from a sequence and these are marked for their
lengths and base compositions, then an optimal combination of ORFs is calculated
using the orientation markers and the lengths nearness, in addition to the markers that
every ORF have.
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Glimmer (Gene Locator and Interpolated Markov ModellER) is a program that
seeks genes in microbian DNA, principally bacteria, archaea and viruses [3]. Glimmer
uses the Markov’s interpolation model to identify and distinguish regions of non-
coding DNA. Glimmer reduces rates of false positives significantly.

2.3  Preliminary Work

With the purpose of obtain a preliminary starting point, some traditional expert
ensemble assays were made. The quality measures used to compare the behavior of
each predictor / metapredictor, were sensitivity (proportion of genes correctly
predicted over the total of genes), specificity (proportion of non-coding reads
correctly predicted), accuracy (proportion of genes and non-coding reads correctly
predicted), true positives rate (TPR) (proportion of genes correctly predicted over the
total of genes predicted) and the quantity of unclassified reads. This last is greater
than zero when the ensemble is unable to make a prediction. The first assay
(Ensemble 1) was for consensus of the three ab-initio predictors (there is prediction if
they all agree), the quality measures shows just a slight increment in accuracy
compared to the ab-initio predictors (see Table 1), as expected [17]. A major
drawback of this approach is the high quantity of unclassified reads (around 70%).
The second assay (Ensemble 2) was made through majority vote (if two or more
predictors agree there is prediction), the sensitivity was better than in consensus and
the accuracy was similar, but the performance is lower than the individual predictors.
The third assay (Ensemble 3) is the result of combining Prodigal and Metagene
Annotator for genes and Glimmer for non-coding reads, this was proposed from the
better sensitivity performance of the first two, and the specificity of Glimmer. This
approach outperforms in sensitivity the individual predictors with the drawbacks of
lowering the specificity and left 36000 reads unclassified. The last assay (Ensemble 4)
combines the majority vote for genes and Glimmer for non-coding reads, this
approach outperforms all other.

It's remarkable the very similar performance of the TPR for all predictors, the
values around 0.5 shows a tendency to do incorrect prediction of genes in half of
the cases. This is an issue to consider, as the number of false predicted genes affects
the development of post gene prediction work.

2.4  Assembly Using Data Mining

The best ensemble (Table 1) in sensitivity is the worst in TPR and specificity, this
shows tendency to over predict non-coding reads as genes. A significant improvement
in prediction should avoid this, while improving sensitivity and accuracy. The little
success of the preliminary work indicates the need for a less heuristic, which try to
exploit the characteristics of the individual predictors and this is provided by the
machine learning. Data mining techniques, such clustering and classification, brings
learning machine capabilities. Through experimentation it was found that techniques
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such as k-means and decision trees, by themselves failed to obtain a significant
improvement in the behavior of the ensemble. For this, additional structural features,
such as fractal dimension and length of the sequence of nucleotides were used.

Table 1. Quality measures for single predictors and traditional ensembles

Predictor Sensitivity  Specificity Accuracy TPR Unclassified
Glimmer 0.38699 0.6043 0.50069 0.47123 0

Metagene 0.67571 0.34359 0.50194 0.48402 0

Annotator

Prodigal 0.69599 0.32581 0.50231 0.48473 0

Ensemble 1  0.65655 0.36401 0.50341 0.48445 274353
Ensemble 2 0.66039 0.35916 0.50278 0.48429 1

Ensemble 3  0.72118 0.29169 0.49776 0.48429 36012
Ensemble 4  0.74468 0.26391 0.49313 0.47968 0

The training and testing sets for machine learning are constructed from the
predictions results of Glimmer, Metagene and Prodigal, for the dataset described
above, and then the fractal dimension [18] and the length of each read is added. This
minable view is used for clustering with the k-means algorithm, the learned groups
(number of clusters were obtained by successive refinements) shows some interesting
characteristics (Table 2). Two of the five groups (cluster 0 and 2) are free of grouping
error, i.e. only were grouped together genes or non-coding reads. The other three
groups have mixed readings, and for this reason the ambiguity is resolved using a
decision tree that refines prediction results for these groups.

Table 2. Optimal clusters algorithm k-means

Attribute Cluster 0 Cluster 1 Cluster 2 Cluster 3  Cluster 4

METAGENE True False True False False
PRODIGAL  True False True False False
GLIMMER False True False True False
LENGTH 0.4004 0.1677 0.4228 0.5494 0.3222
HFD 0.3605 0.3597 0.3585 0.3387 0.3657
REALGENE False False True False True

As result of the refinement through the decision tree, if a read is placed at cluster 1
and Glimmer classified it as non-coding the tree keeps this prediction, in other case
the length acts as decision variable. In the cluster 3 the majority of Metagene and
Prodigal define the rule of the decision tree. The cluster 4, results in the more
complex grouping and the difficult of prediction is improved through combination of
the normalized length and fractal dimension of the read.
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3 Results

The assembly obtained can overcome the performance from the best single in a
proportion of 15 to 20%. The training and testing of the proposed strategy was
performed with a synthetic dataset that simulates the sequencing 454 and considers
about 1,000 genomes of organisms. The assembly is deployed on the Web portal
interface provided by the Django Framework. The tool was named Fractal PGMG
Assembly.

The sensitivity of the tool (0.809941), measured on a different dataset of that used
for training, was higher than that reported in Table 1 for other tools. This means that
this approach is better recognizing reads with real genes in it. The drawback was the
TPR (0.483312), similar to the other tools, therefore the tool was unable to reduce the
proportion of reads with non-coding sequences erroneously identified.

4 Discussion

The accuracy of ab initio gene predictors traditionally used in metagenomic sequences
is negatively affected when these are very short. The reason behind this behavior lies
in a higher probability of obtain incomplete genes in the sequencing process, making
the prediction more difficult than in single organism sequences.

For complete genomes most of the predictors can reach accuracy near to 100%, but
the same predictors decay in behavior when the metagenome is more complex and the
sequencing process just obtains short reads that are difficult to assembly in more large
sequences.

The gene predictors selected for this work show different behavior. While Glimmer
is more accurate identifying non-coding sequences, Metagene and Prodigal are for
identify sequences with genes in it, but with many inconsistent predictions. In front of
the disparity of results in the set of predictors, traditional techniques for expert
ensemble like majority vote and consensus are inefficient to improve the gene
prediction process.

For the short reads in the datasets constructed the combination of data mining
techniques and fractal dimension achieve an improvement on the gene prediction,
reducing the quantity of sequences with genes no identified for individual predictors.

5 Conclusions

In gene prediction of metagenomic sequences, the systematic combination of ab
initio techniques enhances the identification of reads with genes in it. Our approach
shows that the ensemble of predictors and structural measures of the sequence can be
raised through the combination of data mining techniques, such as clustering and
classification.
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On the other hand, the fractal dimension was decisive for the predictors ensemble.
The decision tree implemented has rules that make use of this measure as decision
criteria and classify a sequence as coding or non-coding.

The future work of our group is focused in the enhancement of the TPR of the
ensemble, emphasizing in the cluster assignment of the sequence. Additionally, we
are planning to develop a generic tool that make easy to implement meta-predictors
using the datasets and predictors that the researcher consider more convenient in any
metagenomic project to develop.
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Abstract. In the last decades, antibiotic resistance of pathogenic mi-
croorganisms constitutes a great problem of public health at global level.
Multidrug-resistant bacteria cannot be controlled with the existing medi-
cations causing thousands of deaths every year. In the fight against these
bacteria, antimicrobial peptides have appeared as a promising solution as
therapeutic agents against pathogens. For this reason, rational design of
these chemical compounds have been explored by the scientific commu-
nity in order to achieve significant improvements that could lead to the
discovery of new antibacterial medicine. In this sense, the present work
proposes the use of the p-spectrum kernel with support vector machines
to classify antimicrobial peptides, thus considering only the information
of the order of the amino acids inside the peptide sequences. The results
were satisfactory and suggest that this information should be considered
in the rational design of antimicrobial peptides.

Keywords: antimicrobial peptides, kernel methods, support vector
machines.

1 Introduction

Nowadays, there are multiple microorganisms that are becoming resistant to the
existing medications. Among them, the multidrug-resistant bacteria kill thou-
sands of people across the globe every year, which represents an extreme risk for
the humanity. Only in the United States the situation is becoming critical. More
than 40 states have been affected with at least one patient infected with CRE
(carbapenem-resistant Enterobacteriaceae) bacteria. The picture is disturbing
considering that current medications can no control the infections caused by
these super bacteria.

On the other hand, each year in the United Kingdom die about 2,500 patients
by bloodstream infections caused by multidrug resistant bacteria. The major
concern is that the available medication can no kill these organisms and the
pharmaceutical industry is not so much interested in antimicrobial medicine
developments.

L.F. Castillo et al. (eds.), Advances in Computational Biology, 155
Advances in Intelligent Systems and Computing 232,
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The situation is even worse in developing countries where the majority of
bacterial infections are treated empirically, because it difficult to identify the
pathogen, and even more, the lack of methods to determine the susceptibility of
the bacteria causing the infection [I].

In the fight against antimicrobial resistance, specially by bacteria, antimi-
crobial peptides (AMPs) seems to be a promising solution due to the broad
spectrum of biological activity, the high mortality rate of pathogens and the low
propensity to produce resistance in bacteria [2,3]. These chemical compounds
also present interesting biological activities of great interest in medicine, such as
immunoregulatory [4], antiinflamatory [3,[5], antitumoral and anticancer activ-
ity [4]. However, these peptides present some drawbacks that make difficult their
commercial use, such as liability to proteases, possible toxicity at systemic level,
high cost of production, possibility to develop allergies, among others [213]5].

For this reason, the scientific community has been using computational tools
to design new AMPs that present enhanced antimicrobial activity, lower toxi-
city to human cells and a small number of amino acids in their sequences. In
general, these in silico models have been developed in three scenarios: improve-
ment of the existing peptides, prediction of important peptide characteristics
and classification processes of these chemical compounds

The majority of studies related to the classification of AMPs have used QSAR
techniques and learning machines [6l[7]. In this work, we proposed that the order
of the amino acids in peptides gives enough information to classify antimicrobial
peptides. In this sense, the present work proposes the use of the p-spectrum
kernel with support vector machines (SVM) to classify these peptides. The ob-
tained results showed that the order of the amino acids in a peptide is an impor-
tant feature to take into account in the classification processes of antimicrobial
peptides.

2 Materials and Methods

2.1 Kernel Methods

In multiple situations, the classification problems present data that cannot be
differentiated with linear relations. In these cases, the usage of kernel methods
allows to perform a linear classification process by the mapping of the data into
an N-dimensional space of order N bigger than the order of the initial space.
This can be done because usually the data in this new space, called feature space,
is linearly separable [g].

In the kernel methods, there are two important elements: the kernel function
and the kernel matrix. The kernel function is defined by () [9]

k(x,2) = (¢ (x),0(2)) . (1)

where x, z are elements of any set and their image ¢(x) is a vector in R". This
kernel function is used to obtain the kernel matrix, defined in (2), that contains
the inner product of all pairs of data points in the feature space [9].



Classification of Antimicrobial Peptides 157

Kij=(¢(x:),0(x;)) = k(xi,%x;). (2)

where x;, x; are elements of any set and their image ¢(x;), is a vector in RV
and K; ; is the element in the row ¢ and column j of the kernel matrix. It is
important to mention that the kernel function calculates the inner product of
the images of two elements in the feature space without explicitly computing the
mapping of these elements.

The selection of the kernel function should consider the type of the input
data, and the selection of the learning algorithm depends of the process that
is required: classification, prediction or clustering. One of the algorithms used
in classification processes is support vector machines [9], which was selected in
this study as the learning algorithm used in the classification of antimicrobial
peptides.

Moreover, the p-spectrum kernel was used in order to determine if a classifi-
cation process of the different types of peptides could be performed considering
only the order of the amino acids in the peptide without any physicochemical
information.

2.2 p-spectrum Kernel

For a sequence S, its spectrum of order p corresponds to the histogram of all
their contiguous substrings of length p. The kernel based on this spectrum, allows
the comparison between two sequences, calculating the number of substrings of
length p they have in common [9].

In this work the p-spectrum was calculated using an adaptation of the p-
spectrum recursion algorithm defined in [9]. The algorithm was modified with
the function isFqual and in the superior limit of the sum as shown in (B]).

[s|=p+1 [t|—p+1

kp(s,t) = Z Z isEqual(s(i:i+p—1),t(j:5+p—1)) (3)

where k,(s,t) is the p-spectrum for sequences s and ¢, |s| is the length of the
sequence s, s(i : i + p — 1) is the subsequence of s that starts in position ¢ and
ends in position ¢ + p — 1 and isEqual(a, b) is the function defined by ()

(4)

) lif a=0b

isBqual(a,b) = {O otherwise
A graphical representation of the creation of one antimicrobial peptides classifier
using p-spectrum kernel and support vector machines is shown in Fig. [l The
first step consists in the creation of the kernel matrix, followed by the calculation
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Fig. 1. General Diagram for the creation of the antimicrobial peptides classifier using
the p-spectrum kernel

of the pattern function through the application of the learning algorithm, which
in this work is support vector machines.

3 Results and Discussion

In this work, an antimicrobial peptide classifier was designed and created using
only the information given by the p-spectrum kernel with p = 3, which it is
different to majority of studies used in the classification of antimicrobial peptides,
where QSAR techniques have been used for this aim [6l[7,[10]. Additionally, most
of these methodologies have used an unbalanced dataset, while in this work we
applied a random subsampling in order to obtain a balanced dataset.

The first step comprises the random subsampling of 600 antimicrobial pep-
tides from the Antimicrobial Peptides Database (APD) [I1] and 600 non-antimi-
crobial peptides from the negative dataset created by Wang et al. in [I0]. In this
sense, the initial dataset is composed by 1200 peptides sequences that will be
used in the creation of 10 antimicrobial peptides classifiers using the 10-fold
cross-validation technique. For each one of the 10 classifiers should be calculated
a kernel matrix and then the libraries of LIBSVM [I2] are used in order to obtain
the pattern function using support vector machines, with the parameters values:
c=1and v =0.07.

The mean values obtained in the 10-fold cross-validation process were: sensi-
tivity 90.67 & 5.62%, specificity 83.50 & 4.19%, false positive rate 16.50 & 4.19%,
false negative rate 9.33 + 5.62% and precision 87.08 + 0.312%.

The final antimicrobial peptides classifier is created using the 70% of the ini-
tial data for the training process, i.e. 840 peptide sequences, and the 30% for
testing (360 peptide sequences). The final antimicrobial peptides classifier cre-
ated using the 70% of the data presents the following values: sensitivity 92.78%,
specificity 83.89%, false positive rate 16.11%, false negative rate 7.22% and pre-
cision 88.33%.

For the sake of comparison a summary of the most relevant works in the
classification of antimicrobial peptides is shown in Table [I1
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Table 1. Summary of the most relevant works in classification of Antimicrobial
Peptides

Tech. - Input Val. Sn % ¢ Sp % ¢ Acc % 7 Mecc?
Work ¢ dataset Tech. ¢

b
DA [7]  2578/4011 2 - - 87.5 0.74
NNA [10] 2752/10014 1 80.23 94.59 93.31 0.7312
RF [7] 2578/4011 2 - - 93.2 0.86
SVM [13] 146/146 2 75.36 97.3 83.02 -
SVM [7] 2578/4011 2 - - 93.2 0.86
This 600/600 2 92.78 83.89 88.33 -
work

Technique: DA=Discriminant Analysis, NNA=Nearest neighbor algorithm,
RF=Random Forests, SVM=Support vector machines. * Input dataset: Number of
positive samples/Number of negative samples. ¢ Validation Technique: 1=Jackknife
test, 2= 10-fold cross-validation ¢ Sn=sensitivity. ¢ Sp=specificity. { Acc=accuracy.
9 Mcc=Matthew’s correlation coefficient.

4 Conclusions

From the obtained results it can be appreciated that the use of string kernels
allows performing a satisfactory classification process. For this reason, it is feasi-
ble that the order of the amino acids inside the peptide sequences gives enough
information to determine the presence or absence of any antimicrobial activity.

In addition, the obtained results using the 10-fold cross-validation technique
show that the classifiers created using the p-spectrum kernel are statistically
stable due to the small variation that they present in the performance measures
when the training dataset is changed.

Finally, it can be observed that the performance values obtained for the anti-
microbial peptides classifier created using the 70% of the initial data are closed
to those values obtained using the 10-fold cross validation, suggesting that the
final antimicrobial peptides classifier is statistically stable as well.

This work provides some evidence that the order of the amino acids provides
enough information to classify peptides as AMPs.
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Abstract. The Timor hybrid (TH), a natural hybrid between C. arabica and C.
canephora, is the main source of resistance to coffee leaf rust disease that has
been used as progenitor during development of most of the modern Coffea
arabica L. varieties. In this work a comparison of the introgression level of three
accessions of the TH was conducted using massive RNAseq data analysis. To
investigate the number of unigenes possibly impacted by introgression, the
characterization and quantification of genome-derived SNPs were carried out on
almost 20,000 unigenes. Overall results confirmed the CIFC1343 as the most
introgressed accession of the TH when compared to either CIFC832-1 or
CIFC832-2. Although less introgressed, the CIFC832-2 seems to be an interesting
alternative for coffee breeders because it carries additional genome introgressions
than observed for CIFC832-1. Our findings illustrate an alternative approach that
use RNAseq data for SNP identification and interpretation in a polyploid species.

Keywords: Gene introgression, genetic resources, disease resistance, gene
expression.

1 Introduction

Coffee is considered as one of the world's favorite beverages, the second most traded
commodity after oil, and one crucial to the economies of several countries particularly
in Latin-America. Only two species are responsible for commercial production:
Coffea arabica (Arabica coffees) and C. canephora (Robusta coffees). All coffee
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species are diploid, except C. arabica, which is allotetraploid (2n = 4 x = 44) and
derived from a recent (less than 50000 years ago) interspecific hybridization between
two diploid species: C. eugenioides and C. canephora. Homoeologous genomes in C.
arabica have been designated as E* and C" according to their parental origin
(Lashermes et al. 1999; Cenci et al. 2012).

Plantations of C. arabica around the world are affected by several diseases, among
them the most important is the coffee leaf rust (CLR), caused by the biotrophic fungus
Hemileia vastatrix Berk & Br, also considered as the most devastating disease for this
culture. In order to prevent spread of the disease, different breeding programs for rust
resistance were initiated in many countries since 1970. To date, the Timor hybrid
(TH), which is the result of a spontaneous cross between C. arabica and C. canephora
species, is the main source of resistance to CLR which has been used as a progenitor
during the production of most of the modern improved varieties in Latin America but
also in Africa, Asia and Oceania (Bettencourt 1981; Rodriguez et al. 2000).

Timor hybrid presents an arabica phenotype, is self-fertile, and bears a tetraploid
number of chromosomes (2n=4x=44) as C. arabica. At least five major resistance
genes (Sy5 to Sy9) have been identified in the TH accessions, all of them supposedly
coming from the Robusta side of the hybrid. From 1960, several clones and offspring
of HT accessions CIFC832-1, CIFC 832-2 and CIFC1343, among others, were
distributed to several coffee-producing countries, including Colombia, by the Centro
de Investigacao das Ferrugens do Cafeeiro (CIFC). As result, a number of
commercial varieties were produced at the end of 80’s and planted in extensive areas
of Central and South America (Rodrigues Jr et al. 2000).

Recent advances in DNA depth sequencing have made it possible to sequence
cDNA derived from cellular RNA by massively parallel sequencing technologies, a
process currently termed as RNA-seq, making possible to identify not only
transcriptome expression variations but also single nucleotide polymorphism (SNP) in
a broad range of species including coffee (Mammadov et al. 2012). SNP-based
genotypic data has been used to investigate numerous questions of evolutionary,
ecological, and conservation significance in model and non-model organisms. Thanks
to their broad genomic distribution and direct association with functional
implications, SNPs represent today an improvement over conventional markers.
Therefore, the aim of this report was to investigate the genomic relationship among
three of the most important TH accessions from the Colombian coffee germplasm,
throughout a RNAseq-based strategy. To do that we propose a new approach for
detecting genomic differences in introgression by identification (through their SNP-
content comparative analysis) of genes possibly impacted by this process in the Timor
Hybrid resource.

2 Material and Methods

2.1  Rnaseq Library Preparation and Sequence Generation

Total RNA from TH accessions: CIFC1343, CIFC 832-1 and CIFC 832-2 were
extracted from four different tissues (leaf, flower, young berry, old berry) using the
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mRNA plant mini kit (Quiagen ®) according to manufacturer’s instructions. Total
RNA quality and concentration were determined using the Eukaryote Total RNA
Nano Assay (Agilent, Santa Clara, CA) on a 2100 Bioanalyzer (Agilent). RNA library
preparation was performed using the TrueSeq RNA sample kit (Illumina, San Diego,
CA) according to manufacturer’s instructions. Prior to cluster generation, library
concentration and size were assayed using the Agilent DNA100O kit ®. Libraries
from all samples were sequenced in a single flow-cell (3 libraries per lane) on the
Ilumina HiSeq 2000 using the sequence by synthesis (SBS) technology, at the MGX
platform (Montpellier Genomix, Institut de Génomique Fonctionnelle, Montpellier
France). Final reads were single-end 75 nt, with a separate read to sequence the
sample index. Image analysis, base-calling and quality filtering were processed by
Illumina software.

2.2 Data Analysis and Detection of Differential SNPs

The overall reads were aligned using BWA (Li & Durbin 2009) against a C.
canephora expressed sequence tag (EST) assembly (with 56, 216 unigenes) as
reference transcriptome. This reference base was built using transcripts from various
tissues and Sanger as well as deep [llumina sequencing as described in Combes et al.
(2013). A maximum of four mismatched nucleotides (including gaps) between the
read and the reference transcriptome sequence was allowed. For each accession,
the unambiguously aligned sequences were then analysed for SNP discovery with the
GATK toolkit (McKenna et al. 2010; http://www.broadinstitute.org/gatk/) using the
Unified Genotyper module with default parameters to obtain SNP list and allelic data,
and the Depth Of Coverage module to get depth coverage information. Based on the
GATK outputs, quantification and comparison of SNPs were conducted using
SNiploid a dedicated web-based tool (Dereeper et al. 2011; http://sniplay.cirad.fr/cgi-
bin/sniploid.cgi). SNiPloid was used to compare inter and intra-genotypic SNPs and
to classify the unigenes carrying SNPs into different hypothetical evolution-based
categories by comparison with the observed situation in the non-introgressed
allopolyploid C. arabica (Figure 1).

In order to infer and quantify those unigenes with SNPs possibly impacted by the
introgression process, both the relative difference, RD (i.e. difference in SNP content)
and the intrinsic difference, ID (i.e. difference in SNP number) index between Caturra
(P1) and each of the TH accessions (P2), were calculated per unigene as follows: RD
= [Number of SNPs between P1 and P2/ Total number of positions exhibiting SNPs in
either P1 or P2] * 100; ID = [Number of SNPs in P1/Number of SNPs in P2] * 100.
Overall comparisons of RD and ID index between C. arabica and the TH accessions
were interpreted as changes at the nucleotide level, as result of the introgression
process into the TH genome (Figure 2). As result of this analysis, four categories of
unigenes were considered as follows: Type 0: those being considered as non-
introgressed; Type 1: unigenes with SNPs derived from introgression into E?
subgenome; Type 2: unigenes with SNPs derived from introgression into C*
subgenome; and Type 3: unigenes carrying uninterpretable SNPs, possibly associated
with local genome homogenization.



J.C. Herrera et al.

(a) Non- introgression

T/C GG TT

C

—1

Ca

(b} Introgression into C? subgenome

AIC CIG AT AIG* CIG  A/G*

—————
(P1) | Ca C 1 | —
A — — e ——
AC CIiIG AT AIC CIG AT

E? |

A/A*  C/C* AA”
]

Ea [

===
AC CIG AT

(c) Introgression into E* subgenome

& At
AC CiIG AT

(d) Homogenization into E® subgenome

Fig. 1. Possible introgression scenarios as expected to occur during natural hybridization of the
Timor hybrid resource. (a) scenario of no-introgression, as observed in C. arabica, (b)
introgression into the C* subgenome; (c) introgression into the E* subgenome; (d) genome
homogenization into the E* subgenome, as result of introgression process. For each scenario
single nucleotide substitutions are indicated by asterisk.
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Fig. 2. Pipeline showing discrimination of unigenes by the presence of SNP possibly derived
from the introgression process. Categorization of introgressed vs. non-introgressed unigenes
was carried out by analyses of RD and ID indexes calculated for each unigene (comparison
between C. arabica var. Caturra and each of the TH accessions).
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Furthermore, mapped sequence counts were used to estimate the expression level
of the different unigenes (non-introgressed as well as putatively introgressed
unigenes). Differences in gene expression between the different TH accessions were
tested using the feature-assigned fragment counts for each replicate as input to the
DESeq package (Anders and Huber, 2010). Only genes with adjusted p-values below
0.05 were considered as differentially expressed.

3 Results and Discussion

In this report we sought to estimate the number of unigenes possibly impacted by
introgression among the TH accessions throughout SNP categorization. To assess the
differences of possibly introgressed-unigenes, the transcriptome of different tissues of
the three accessions of the TH was sequenced. The mRNA-seq data allowed on one
side to detect SNP within each sample (i.e. homoeologous SNPs) and between each
TH accession and a variety of C. arabica used as standard and on the other side to
quantify transcript (either overall or homoeologous) abundance for a large number of
genes. Using this information it was possible on the one hand, to investigate the
frequency of unigenes putatively impacted by introgression and another hand, to
characterize the differentially expressed unigenes among the TH accessions.

Results showed that the total number of SNPs ranged from 175,419 in CIFC832-1
to 243,801 for CIFC832-2. These values corresponded to 93% of the total single
nucleotide polymorphisms detected in the TH (i.e. the 3 TH accessions considered
altogether). For further quantification of the introgression, only unigenes classified as
Type 1, Type 2 and Type 3 were considered. As showed in Table 1 the CIFC1343
was the most introgressed accession with 16.8 % (3438) of unigenes having SNPs
possibly originated from introgression process, while the CIFC832-1 was the less
introgressed with only 10.6 % (1486). Among the three TH accessions, around 63 %
of unigenes appeared not introgressed and for 23% of them it was not possible to infer
the origin of the observed SNPs.The Venn diagram in Figure 3 showed the unique
unigenes but also the impacted unigenes shared by the different TH accessions. The
CIFC 1343 for example, exhibited the highest number (1670) of unique unigenes than
the others (799 and 233 for CIFC832-2 and CIFC832-1, respectively).

Table 1. Comparison of type and frequency of analyzed unigenes relative to the introgression
process when comparing C. arabica var. Caturra (P1) to the different TH accessions (P2).

Comparison Total Total Freq (%) of non-  Freq (%) of Freq (%) of
Pl vs P2 analyzed informative introgressed uninterpretable  introgressed
unigenes unigenes unigenes unigenes unigenes
I T T T T T 1
CAT vs CIFC1343 30,170 20,175 (66.9 %) 60.1 229 16.8
CAT vs CIFC832-1 21,044 14,110 (67.0 %) 67.6 21.8 10.6

CAT vs CIFC832-2 28,339 19,055 (67.2 %) 62.2 23.7 142
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CIFC1343
1670
995 238
894
299 233
311
CIFC832-2 CIFC832-1

Fig. 3. Venn diagram showing the number of unique and shared unigenes (carrying SNPs
possibly as product of the introgression process) between the 3 TH accessions

This accession also shared most impacted unigenes with CIFC832-2 than it does
with CIFC832-1. It was interesting to note that 894 unigenes were common among
the different TH accessions. Although all three TH accessions were sampled under
similar field conditions, quite differences in gene expression were detected. Indeed,
final DESeq analysis showed that most of the differentially expressed unigenes (419)
were found when compared between CIFC1343 and CIFC832-2 (Figure 4). At the
contrary, less number of differentially expressed unigenes was detected between
CIFC832-1 and CIFC832-2 (78).

The CIFC1343 accession has been used intensively in development of breed
derived progenies with rust resistance in Colombia. Similarly, the CIFC832-1 and
CIFC832-2 represent the main sources for development of cultivars like IAPARS9
and CR95 in Brazil and Costa Rica, respectively (Alvarado and Castillo 1996;
Bertrand et al. 1999; Rodrigues Jr et al. 2000). All of these resources supposedly
contain different resistance genes not only for rust but for other important diseases
like the coffee berry disease, CBD (Rodrigues Jr et al. 2000). Despite its importance
for the C. arabica breeding programs, very few studies have been undertaken to
compare the genetic origin and nature of these genes. In this scenario, the RNAseq
approach as used here represents an important step toward knowledge of the nature of
the gene introgression issued from the Timor hybrid.

Overall our results pointed the fact that CICF1343 remains the most important
resource for cultivar development in Colombia because its level of gene introgression
compared to other accessions. In practical terms, this suggests that CIFC1343 would
to maintain additional introgressed genes of putative interest for future Arabica
breeding. Nevertheless, the long exposure (more than 25 years) of CIFC1343-derived
progenies to field CLR races in Colombia, obligate to think about the use of
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Fig. 4. Comparison between Timor hybrid accessions relative to the number of up-regulated
unigenes as detected by the DESeq analysis

alternative sources for rust resistance. In this sense, the CIFC832-2 accession
becomes an interesting option as source of new genes. This accession although less
introgressed, seems to involve additional (new?) introgressed fragments than
CIFC832-1. Further work is in progress to carry out precise annotation of
introgression-related genes into the TH accessions in order to identify those involved
not only on disease resistance (i.e. rust, CBD), but also on additional traits of interest
for the coffee breeders (e.g. adaptation to environmental variation, cup quality).
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Abstract. Metabolic flux analysis (MFA) is a computationally-dependent ma-
thematical framework which can be used for determining the more representa-
tive variables of a biological system; MFA can be greatly improved by means
of a sensitivity analysis (SA). In this work, we used a SA and a MFA to study
the Streptomyces clavuligerus metabolism for clavulanic acid (CA) production.
It was observed that the measured metabolic fluxes that significantly affected
the cellular system were phenylalanine, isoleucine, tyrosine and lysine. Accord-
ing to the flux distribution at two dilution rates (D), the biosynthesis of CA was
favored at low D, leading to higher values in the precursor fluxes of the tricar-
boxylic acid and urea cycles. Moreover, it was found that the flux of ornithine,
rather than the flux of arginine, affects the biosynthesis of CA, which evidences
the importance of controlling the flux of carbon through the urea cycle.

Keywords: Clavulanic acid, MFA, Streptomyces clavuligerus, B-lactamase.

1 Introduction

Streptomyces clavuligerus (S. clavuligerus) can produce a large number of compounds
among which Cephamycins and Clavulanic Acid (CA), are the most actively studied;
CA is a potent B-lactamase inhibitor used to counteract the microbial resistance created
by some pathogenic microorganisms, capable of producing -lactamase enzymes for
destroying the antibiotic [1]. By combining genetic and Metabolic Engineering (ME)
techniques, it has been possible to improve the carbon flux distribution leading to larg-
er CA production. Metabolic Flux Analysis (MFA) is a tool aiming at discerning and
optimizing the Metabolic Flux Distribution (MFD) in target organisms [2]. Some of
the more relevant works applying MFA in Streptomyces have been carried out on spe-
cies such as tenebrarius, lividans, coelicolor, clavuligerus and avermitilis [3, 4].
Concerning CA, there are relevant studies which have reported the applicability of
MFA. Kirk et al. (2000) used MFA for determining the MFD in the Central carbon
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metabolism (CCM) of S. clavuligerus, in nutrient-limited culture media [7]. By calcu-
lating the MFD, the authors proposed a strategy for feeding amino acids which pro-
moted the availability of arginine (Arg), the C5 precursor for CA biosynthesis. In a
related work, Bushell et al. (2006) found that, feeding a mixture of aspartate (Asp),
asparagine (Asn) and threonine (Thr), the fluxes toward the Arg synthesis pathway
were increased, producing a CA yield 18-fold higher [4]. Meanwhile, Daae and Ison
(1999) developed a SA method for studying metabolic responses when the cell faces
changes in environmental conditions; by using this approach, the authors were able to
analyze the effect that disturbances on measured fluxes (vy) such as the oxygen flux,
exert on the system’s MFD [5].

In this work, the batch and continuous production of CA is studied. Also, the ef-
fects of direct amino acid addition and the variation of the dilution rate (D), on the
MED, are investigated by means of a combined MFA and SA. Finally, a depiction of
the effect of individual flux variations on CA accumulation is presented.

2 Materials and Methods

2.1  Microbiological Methods and Inoculum Preparation

A lyophilizate of S. clavuligerus ATCC 27064 was activated in TSB® broth (28 °C,
36 h). The strain was kept at -80°C in Eppendortf tubes with a TSB® - 40% glycerol
medium [6]. Pre-inoculums were prepared in TSB® medium and incubated (28°C,
220 rpm) during 36 h for ensuring exponential growth (biomass content: 8 - 9 gL.™").
Fermentation assays used a Production Media (PM) denoted as “medio 2” in [6].

2.2  Bioreactor Cultures

Cultures were performed in an instrumented 3L BIOFLO 110 bioreactor (New
Brunswick), (1 L of PM, 1 vvm, 500 rpm, 28°C and pH at 6.8 +0.2). Foaming was
prevented with the early addition of 2mLL™" of Antifoam 143. Batch experiments were
conducted during 100 h. Samples were taken periodically for the determination of
biomass (X), glycerol (GLC), amino acids, phosphate, O, and CA. For starting up the
continuous mode it was first necessary to fulfill a 36h-batch culture. Two dilution
rates (D) (0.02 and 0.03 h'l) were evaluated. Steady state operation was verified by
measuring X and CA concentration at each residence time.

2.3  Analytical Methods

Samples were centrifuged (14000 rpm, 4°C, 10 min); supernatant was filtered using
0.2 um PTFE membranes and stored at -20°C until HPLC analysis (Agilent Tech.
Series 1200); recovered pellets were dried at 105°C for 4h in pre-dried Eppendorff
tubes for biomass determination. CA, amino acids and glycerol were quantified by
HPLC as in [6]. Phosphate content was determined by a colorimetric method (the
molybdenum blue method). The dynamic technique was used for calculating oxygen
consumption rate.
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2.4  Metabolic Network Abstraction

The proposed stoichiometric metabolic model comprised 60 reactions and 47 metabo-
lites present in the CCM, biosynthesis of biomass, urea cycle and CA biosynthesis.
The partially known clavams’ pathway as well as the Entner-Doudoroff and glyox-
ylate pathways (uncommon in most Streptomyces strains [4]) were not included.
Model building was based on scientific literature and on-line databases e.g. KEGG.

2.5  Metabolic Flux and Sensitivity Analysis

MFA relies on stoichiometries which impose constraints on the carbon flux through
the pathways [2]. A proper mathematical representation of the biochemical reactions
is a numerical matrix, in the form of E- v = 0 (eq. 1), (E: stoichiometric matrix; v:
vector of fluxes). This case study has an E matrix 60 x 47. Equation (1) can be re-
written considering that v is composed by measured fluxes (vy,) and calculated fluxes
(ve); re-organizing, v¢ = -[Ec ] 'IEm vm (eq. 2) is acquired as the base equation for
MFA. When solving eq. 2, lower error propagation is attained by formulating a well-
conditioned problem. If the problem is ill-conditioned, it is necessary to choose anoth-
er vector vy,. The Condition Number (CN) is an index that determines whether the
problem is well-posed or not; CN = || Ec ||| E*c || (eq. 3), (E*¢ is the pseudo-inverse
matrix). Well-conditioned problems have CNs lower than 1000. The SA is fulfilled
making a perturbation in the measured fluxes (one at a time), to assess how much the
vector of calculated fluxes varies. From (eq. 2), this perturbation can be re-written as
ver - Var = -[Ec ] 'lEm (Vmz2 - Vm1 ) (eq. 4) [5]. Rearranging, (eq. 4) becomes [dv¢ /dvy,
1 =-[Ec] 'lEm (eq. 5), which represents the sensitivity of v. to changes in vy,. For the
current case study, 28 fluxes were proposed as measured fluxes for fulfilling the SA
(GLC, O,, AC, NHy, (X), oxaloacetate (OAA), pyruvate (PYR), alpha-ketoglutarate
(aKG) and glyceraldehyde-3-phosphate (GAP), Arg, Glu, Ser, Phe, Tyr, Gln, Trp,
Val, Ala, Leu, Orn, Asn, Cys, Met, Thr, Lys, Pro, Ile and Gly). The procedure for
choosing the v, vector was: 1) several vectors v,, were proposed, 2) CNs were calcu-
lated for each proposed vector, 3) SA for each v, vector with CN lower than 1000
was evaluated, 4) the v, vector with lower sensitivity index was used for MFA. The
SA and MFA were performed using CellNetAnalyzer [7].

3 Results and Discussion

3.1 Batch and Chemostat Production of Clavulanic Acid

CA biosynthesis (batch) reached 62.3 mgL™" at 72h (Figure 1). Afterward, its concen-
tration decreased as a result of nutrient depletion, e.g. the nitrogen source; the micro-
organism overcomes such nutrient depletion by consuming CA, previously synthe-
sized. (Production/degradation of CA by S. clavuligerus take place simultaneously,
and degradation becomes dominant when CA production stops). According to Fig. 1,
at 36-42 h of cultivation the system was under Asn-limited conditions; however, there
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was no evidence of phosphate or GLC limitation. The DO was kept above 50% satu-
ration (data not shown). The maximum specific growth rate (U,,,) was 0.0685 h'l,
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Fig. 1. Batch production of clavulanic acid. (1L, 500 rpm, 28°C, 1vvm, pH 7).

For the continuous culture, data were attained (data no shown) at two D, after veri-
fying steady state operation. The productivity of CA was higher at lower D (0.02 h™),
a fact already reported [4]. It was also observed that decreasing D, the demand for
GLC, O, and Asn, increases. In addition, the amino acid synthesis rate (Phe, Trp, Ile,
Asn, Gly, Ala), in most cases, was higher at a lower D.

3.2 Sensitivity Analysis for Streptomyces clavuligerus

The sensitivity values of calculated fluxes to variations in measured fluxes (estimated
from equation 5), and the selected vector v, that resulted in the lowest CN (CN=138)
were calculated (data no shown). Considering the accumulated sensitivity, which
represents the total impact of each element of v, on v, it was observed that the meas-
ured fluxes of Phe, Ile and Tyr had the largest effect on the metabolic system, ac-
counting for about 55% of the global sensitivity. The CA flux, in turn, had the highest
sensitivity with respect to these amino acids. Similarly, when CA was considered as a
measured flux, it had the major influence on the system (accumulated sensitivity in-
dex: 77.64). This high sensitivity is related to its stoichiometry, involving around 22%
of metabolites in the whole pathway. When Asp, Glu and Asn were considered as
measured fluxes, no effect on CA production was observed.

Analyzing the individual effect of each v,, on the MFD, for perturbations in the
fluxes of Phe, Ile and Tyr, the more sensitive calculated fluxes were v4s (trans-
hydrogenation reaction), vs4, V35, and vs¢ (oxidative PP pathway). Flux vs4 corresponds
to the formation of glucose-6phosphate (G6P) from fructose-6-phosphate (F6P). G6P
was proposed by Orduiia (2000), as a sensitive indicator of nutrient limitation, even
before the microbial growth starts ceasing [8]. The sensitivity values of these fluxes
with respect to Phe, Ile and Tyr, were positive, implying that increasing Phe, Ile and
Tyr ends up raising the global flux in the oxidative PP pathway; consequently, deple-
tion of carbon, available for product generation, is promoted. For perturbations in the
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measured fluxes of Val, Ala, GLC and O,, the more sensitive calculated fluxes are the
same fluxes found for the case in which the flux of Phe was considered as measured.
The sensitivity for the flux of CA (vac), when Val was used as a measured flux, is
negative, whereas for changes in the flux of Ala the voc had a positive sensitivity.
Likewise, the calculated fluxes that showed to be more sensitive to disturbances of the
measured flux of biomass were vsy4, vis, V36 and vy4s. By increasing the flux of biomass
generation, it was possible to reach an increase in the fluxes of the PP pathway and in
the trans-hydrogenation flux. Correspondingly, the biomass flux had an inverse corre-
lation with respect to the calculated product flux, also found in [5].

3.3  Metabolic Flux Analysis in Streptomyces clavuligerus

For computing the pathway MFD, the metabolic model was solved using equation 2, at
two different D, see Figure 2. The SA results were taken into account for MFA calcula-
tions, so the vector vy, comprised the fluxes of Phe, Ile and Tyr. The most significant
fluxes obtained from the MFA, at both dilution rates, correspond to: 1) the oxidative
phosphorylation (v4;), 2) trans-hydrogenation (vy4s), 3) oxidative PP pathway (v3s), 4) the
glycolytic pathway (EMP) (vs3), 5) TCA cycle (v;s), 6) Biomass (v4) and 7) CA (v3).
Results shown in Figure 2 indicate that lower D favors the production of CA, thus re-
ducing biomass growth rate (v3,). Besides, by reducing D, higher fluxes in the glycolytic
pathway were observed, e.g. Vipg, Vpgp and vpyr. The anaplerotic flux (v¢) promotes the
metabolic activity in the TCA cycle along with the flux v;;. In addition, there is a higher
PYR consumption at higher D, which is destined for the production of X, Lys, Ile, Leu,
Ala and Val. This leads to a depletion of carbon flux towards the TCA cycle and a sub-
sequent limitation on the availability of OAA and aKG.
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The metabolite aKG is the Glu precursor which favors the synthesis of Orn; the
fluxes in this direction increased at high D. Interestingly, the calculated flux obtained
for Orn did match that for CA, at both dilution rates; therefore, for CA biosynthesis,
the Orn flux is limiting rather than Arg, since, despite of having availability of Arg
and limitation of the Orn flux (at the higher D), the CA biosynthesis was not favored.

4 Conclusions

By combining a SA and a MFA it was possible to establish how the formation rate of
different amino acids and/or other metabolic products affect the MFD for CA produc-
tion in S. clavuligerus. The SA showed that compounds such as OAA, aKG, GAP,
Arg, Orn and Asp do not affect significantly the MFD during CA production, despite
the fact of being nodal points with high connectivity in the metabolic network. For the
proposed metabolic pathway, it was found that the fluxes of Phe, Tyr and Ile are the
measured fluxes with the highest impact on the cellular system. Moreover, the calcu-
lated fluxes which are highly affected by those measured, are the fluxes involved in
NADPH generation in both, the oxidative pentose phosphate pathway and in the
trans-hydrogenation reaction. Overall, the MFA showed that for reaching high yield
in CA production, it is necessary to assure a good availability of the GAP, PEP, PYR,
OAA and Orn fluxes. By observing the complete MFD, one can infer that the CA
precursor, Orn, increased at lower dilution rate, thus improving CA biosynthesis.
High D values did also favor Asp and TCA precursors’ consumption, but not CA
production. Therefore, a feasible strategy for increasing CA biosynthesis might be
Orn supplementation. It is also crucial to explore the urea cycle, for the purpose of
understanding the role of Orn and Arg precursors and its influence on CA synthesis.
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Abstract. Metabolic flux analysis provides a quantitative description of the
degree of involvement of different pathways in cellular functionality. In this
work, the metabolic flux distribution in Saccharomyces cerevisiae was
evaluated to explaining low-yield of biomass and ethanol production.
Furthermore, strain improvement alternatives for higher ethanol yield were
proposed by means of an elementary mode analysis. Besides stoichiometric
restrictions, experimental data were used as constraints for the solution of the
LP problem. The corresponding flux distribution brought about indications on
the fate of carbon through the entire metabolic system, after glucose uptake.
The higher yield for product biosynthesis was acquired when the carbon flux
was attenuated in the pentose phosphate pathway, thus compromising important
biomass precursors. Reactions for glucose uptake and the synthesis of
glycolytic intermediate metabolites were essential for both, biomass and
product biosynthesis. This combined computational and experimental approach
rendered reliable hypothesis prone to be experimentally tested.

Keywords: Ethanol, metabolic flux analysis, Saccharomyces cerevisiae,
elementary mode analysis, Cell Net Analyzer.

1 Introduction

Cellular metabolism comprises all anabolic and catabolic reactions, responsible for
substrate conversion and energy production. Despite its complexity, the diverse
metabolic networks have certain characteristics making them subject of a systemic
analysis [1]. Conversely, the metabolic fluxes provide a reliable quantitative
description of the degree of involvement of different pathways in cellular
functionality and metabolic processes [2]. Flux Balance Analysis (FBA) allows for
the determination of the metabolic flux distribution (MFD) throughout the entire
metabolic network of an organism, by means of a stoichiometric model that describes
its metabolic capabilities [3]. For the special case of fermentative processes, the
stoichiometric balances have great importance for its understanding and improvement
studies. Flux Balance Analysis is particularly useful in connection with production
studies of important metabolites, e.g. ethanol; these studies, usually aim at directing
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as much carbon as possible towards a specific metabolic product, are importantly
favored by FBA for estimating non-measurable intra and extracellular metabolic
fluxes, maximum theoretical yields, alternatives metabolic pathways and metabolic
flux bifurcation at a metabolic node [4]. Conversely, Elementary Modes (EMs) are
considered as minimal functional units of metabolic networks that allow a balanced
operation of the network at steady-state [6]. Each stationary flux distribution of the
network can be described as a weighted combination of EMs; therefore, an optimal
flux distribution will be a linear combination of optimal EMs [7].

Ethanol is traditionally produced by anaerobic fermentation of glucose using
mainly Saccharomyces cerevisiae (S. cerevisiae). The metabolic process renders
glycerol, CO, and biomass as by-products. This work is aim at evaluating the
metabolic flux distribution in S. cerevisiae for ethanol production, to explaining low-
yield of biomass and product biosynthesis. Furthermore, strain improvement
alternatives for higher ethanol yield are proposed by means of an elementary mode
analysis (EMA). For this purpose, the Cell Net Analyzer tool, CASOP, was used [7].

2 Materials and Methods

2.1  Organism

The yeast Saccharomyces cerevisiae, Ethanol Red®, was used for this study. The
activated strain was stored at -80°C in Eppendorff tubes with 40% glycerol medium.
These tubes were used as seed for later experiments

2.2  Bioreactor Cultures

Anaerobic cultures were performed in a 5 L bioreactor, with a working volume of 2.7
L (Applikon® Technologies). Batch ethanol production was achieved at 35 °C, 150
rpm, and 5.46 pH units. Fermentation time reached 9 hours. Inoculum comprised 4
g/L activated yeast in a chemically defined medium (in [g/L]: glucose 50, peptone 20
and yeast extract 10).

2.3  Analytical Methods

Samples for extracellular metabolite determination were passed through 0.45 pm
cellulose filters. Glucose, ethanol, acetic acid and glycerol concentrations were
quantified by HPLC (Agilent 1200), as described in [8]. Biomass was assessed by the
dry weight method and Absorbance at 600 nm.

2.4  Metabolic Model, Elementary Modes and Flux Balance Analysis

The metabolic model accounted for 33 reactions and 24 metabolites, comprising
mainly the central carbon metabolism. The solution for the subsequent system
was acquired by solving the LP problem with ethanol flux as objective function.
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Experimentally measured glycerol, ethanol, acetate and glucose concentrations were
used as model constraints. The optimization problem was solved by means of the
software CellNetAnalyzer [4]. For strain improvement the CellNetAnalyzer tool,
CASOP (Computational Approach for Strain Optimization aiming at high
Productivity), was used; this computational tool relies on a stoichiometric framework
associated with the elementary mode analysis to determine the importance (®) of
individual reactions in the attainment of the highest ethanol yield, without
compromising the carbon availability for biomass precursors. The evaluated metabolic
events obey a mass proportion (y) between biomass ( y=0) and ethanol (y=1) [6].

3 Results and Discussion

3.1 Batch Production of Ethanol

Figure 1 shows the experimental data for S. cerevisiae fermentation in a time course
of 9 hours. Ethanol Red® is an industrial strain with high ethanol tolerance and easy
adaption to diverse environmental conditions. Due to its physiological characteristics,
Ethanol Red® produced low levels of biomass and high ethanol titers; substrate
consumption profile was also apposite for Ethanol Red®. The largest ethanol
accumulation was reached at the 6™ hour of batch cultures, which matched the highest
biomass production.
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Fig. 1. Batch production of ethanol using S cerevisiae. (2.71L, 150 rpm, 35°C, 1vvm, pH 5.46)

3.2  Flux Balance Analysis of Ethanol Production by S. cerevisiae

Metabolic flux distributions were attained from the solution of the LP problem, (with
ethanol flux as the objective function) using experimental constraints. For this
purpose, experimental data were taken from the exponential phase of growth, where
all cells are dividing at a constant rate, and the most favorable environmental
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conditions are reachable for the cells to execute its metabolic activity. Metabolic
fluxes, in [mmol/h], were calculated for glucose (308.86), ethanol (266.75), glycerol
(0.26) and acetic acid (40.86), and used as experimental constraints. The cellular
activity was represented by the metabolic flux distribution, constrained by
experimental data. The flux distribution yielding the largest product biosynthesis was
achieved when the carbon flux was constrained in the oxidative pentose phosphate
pathway by lessening expression levels of glucose-6-phosphate dehydrogenase; this
action would have also compromised the availability of important biomass precursors
such as ribulose-5-phosphate (R5P) and erythrose-4-phosphate (E4P). Ethanol yield
(Yp), for this flux distribution, increased 56% compared to that from experimental
data. The larger ethanol production was constrained by the carbon fate at the pyruvate
branch point. The greater Y, was attained when the carbon flux going to Acetyl
Coenzyme A (AcCoA) signified about 5% of the total carbon flux coming from
glycolysis (See Figure 3. Though the figure shows cytosolic and mitochondrial
compartments, the metabolic model did not account for compartmentalization).
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Fig. 2. Metabolic flux distribution in ethanol production: upper values correspond to
experimentally constraint FBA; lower values of flux distribution are obtained as a result of
reduced expression levels of glucose-6-phosphate dehydrogenase (reaction 2). Glucose,
glycerol and acetate fluxes were used as experimental constraints [mmol/h].
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3.3 Elementary Mode Analysis for Ethanol Production in S. cerevisiae

After running the CASOP tool, a set of importance measures for reactions in the
pathway was attained, and are showed in Figure 3. Reactions for glucose uptake and
the synthesis of glycolytic intermediate metabolites were essential for both, biomass
and product biosynthesis (w=1). A large set of reactions showed a significant
importance for biomass biosynthesis (the regeneration of NADPH in the oxidative PP
pathway, the citrate synthase and aconitase activity and the non-oxidative synthesis of
5-carbon sugars in the PP pathway); however, as mass proportion (y) tends to 1,
consistent to merely ethanol biosynthesis, their ® values did drop toward zero.
Ethanol biosynthetic reactions (R9 and R10) did display the highest importance, being
no needed for biomass production. Interestingly, an important set of reactions showed
the lower importance values for ethanol production, and suggested a wide range of
possibilities as promissory targets for genetic manipulation, aiming at attaining higher
ethanol titers. Among these, it is highlighted the catalytic activity of pyruvate
decarboxylase for favoring the synthesis of AcCoA, and/or for contributing to
pyruvate accumulation as a direct ethanol precursor; the anaplerotic pyruvate
decarboxylation which promotes the metabolic activity throughout the Krebs cycle,
by means of the intermediate metabolite oxaloacetate (OXA), can also be considered.
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Fig. 3. Reaction Importances in the S. cerevisiae metabolic network. K is a parameter adjusting
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4 Conclusions

Saccharomyces cerevisiae metabolic capabilities were successfully represented by a
stoichiometric metabolic model. The model did estimate a 56% higher ethanol
production when the carbon flux is reduced in the oxidative pentose phosphate
pathway by means of down regulating the enzyme glucose-6-phosphate de-
hydrogenase. The combined flux balance and Elementary mode analysis rendered
valuable information regarding the contribution of the different metabolic fluxes to
the highest ethanol formation, without compromising the synthesis of biomass
precursors. It was observed that only the reactions involved in transport and uptake of
glucose, as well as the synthesis of glycolytic metabolic intermediates, are essential,
and hence are necessary for both, ethanol and biomass production. The major group
of reactions that might be considered as metabolic targets are those related to the
decarboxylation of pyruvate, so as to eventually attain higher ethanol yields. This
combined computational and experimental approach contributed reliable hypothesis
prone to be experimentally tested.
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Abstract. This paper presents a new evaluation approach for aontology-based
expansion strategy proposed in previous work. In this work, the evaluation fo-
cuses on the search for Learning Object (LO) in specialized repositories. A total
of 98 user queries onthe Gene ontology, a knowledge representation largely va-
lidated by the scientific community, were used in the test. For each one, new
concepts were extracted from the ontology considering different expansion
types. The work carried out demonstrates that query expansion delivers better
results in terms of novelty and precision, independently of the expansion type.
Also, that expansion types resulting from “part-of” relationships present better
results in terms of precision and gained novelty, if compared with expansions
using “is_a” relationships.

1 Introduction

In Information Retrieval (IR), a well-formulated query has less ambiguity and more
likely to get good results. The query expansion is recommended for queries that are
not well made [1], queries expressed using a country or domain specific terminology
or in short queries in which might be more ambiguity.

Various combinations of techniques such as lexical co-occurrence, clustering,
collaborative learning, stemming and knowledge models are used in query expansion
[2]. Ontologies and thesaurus are most commonly used knowledge models in IR
tasks. Ontologies provide consistent vocabularies and world representations for clear
communication in a knowledge domain. In they, knowledge is specified through a
formal representation language based on descriptive logic, and this knowledge should
represent a consensus view of the domain.

The rest of this paper is organized as follows. Section 2 describes the main lines of
work related to knowledge model-based query expansion. Section 3 presents the
expansion strategy evaluation, emphasizing the different expansion types used.
Evaluation results in terms of novelty, precision and DCG (cumulated gain with
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discount by document rank) are presented in Section 4, and results discussion is
placed in Section 5. Finally, in Section 6, main conclusions and interest aspects for
future research are highlighted.

2 Related Work

In knowledge models-based query expansion we distinguish two kinds of approachs:
those who use knowledge models dependent of a corpus and those who uses
independent knowledge models. The first kind raises using models created from a
collection of domain documents[3], [4], [S]. Because of this, any change in the
collection means that models must be upgraded or rebuilt. In the second kind the
knowledge represented in the model is extracted from other sources, e.g., from
experience and knowledge of experts. For example, some studies use thesauri [6],[7],
[8]and other ontologies[9], [10], [11].

In summary, the proposal of query expansion will differ depending on the
following aspects:

e Expansion mechanism type. The expansion can be manual, automatic or
interactive. The approaches described above are mostly automatic or interactive.

e Ontology type. Thesaurus, dictionaries and terminologies are used instead of
formal domain ontologies.

e Relationships used for expansion. Relationships used to extract new concepts are
lexical relationships and in some cases basic ontological relationships, mainly the
relation is_a.

e Conceptual distance. Most of the approaches do not restricted the conceptual
distance. This will depend on the ontology used.

e Number of new concepts. It is common in most of approaches do not restrict the
number of new concepts. On the other hand, many strategies left to the user the
task of selecting concepts to expand.

3 Expansion Strategy Evaluation

In this paper, a evaluation of the ontology-based query expansion strategy[11] is
carried out, in order to analyze the differences in expansion results depending on the
connection type used to extract new concepts. The expansion types defined in this
Strategy are:

e Father, i.e. expansion is performedwith the father of the query, Brother, i.e.
expansion is performed with concepts that share the same father of the query and
Son, i.e. expansion is performed with concepts whose father is the query,using
relationship is_a.

e Whole, i.e. expansion is performed with concepts that contain the query and Parts,
i.e. expansion is performed with concepts that are part of the same concept that
contains the query, using relationship part_of.
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e FExact synonym, i.e. expansion is performed with conceptsthat are exact synonym
and Other synonym, i.e. expansion is performed with conceptsthat are another
synonym type,using synonym lexical relationship.

e Expansion based on domain relations. The GENE ontology models the relationship
“regulate”; from it, 2 kinds of expansions are defined: “regulated by” and
“regulates”. The first one expands with the concepts that regulate the searched
concept. The second one expands the concepts that are regulated by the searched
concept.

This paper focuses on the search for digital learning resources in specialized
repositories, in particular on the genetics knowledge area using the Gene
ontology[12]. We also used the MERLOT repository, since it has a specific collection
of over two hundred learning resources labeled in the genetics area.

The new set of test queries was extracted from the content list of 25 academic
programs of courses in the genetics area. A total of 459 unique concepts were
extracted, of which 34 were in the ontology, 64 had similar concepts and 361 did not
exist in the ontology. For each of the 98 concepts, new concepts were extracted from
the ontology considering the various types of expansion. The summary of this process
is shown in Table 1(a).

New concepts from the ontology were extracted for 86 of the 98 queries. Brother
and Son expansion types produced the highest number of concepts. Both expansion
types come from the relationship is_a.

For the 86 queries, original queries (without expansion) and expanded queries for
each expansion were performed in the repository. The results of this process are
summarized in Table 1(b). For 10 queries, no learning objects were retrieved for
either, the original query and expanded queries.

Table 1. Average of new concepts extracted (a) and LO extracted from the repository (b) for
each query and expansion type

L. Father Brother| Son Whole Parts  |Regulates Regulated|  Exact Others
Original query by synonym_| synonym
(a) - 1.2 22.1 8.4 1 4.2 1 2.7 2.5 3
(b) 4.78 1.02 6.7 1.25 3.35 4.5 3.33 0.16 0.66 0.63

In total, 748 learning objects were recovered, 463 were unique, once a LO
repeated, on average, 1.35 times for a single even in a different expansion type.

For the final relevance evaluation of all LO recovered from each query, the
evaluation set was restricted to queries that have results in different types of
expansions and involve less effort evaluation. Experts who have experience and/or
knowledge in genetics and teaching participated in the experiment. The relevance
assessment of a retrieved LO is based on the topic involved in the query and in the
content of the LO, i.e. the evaluation type is topically relevance [13]. The evaluation
question that the expert must answer in evaluating each LO recovered is: “Does the
learning object satisfies the applied query?”.

The retrieved LOs for each query, with and without expansion, were evaluated
according to 3 ordered levels of response Relevant (R) whose weight is 1.0, Partially
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Relevant (PR) whose weight is 0.5 and Not relevant (N) whose weight is 0.0.The
weight given to each response level allows to refine the estimate of the precision
metric, considering the relevance degree of the results.

Since relevance results perceived by some experts show a low level of correlation,
the data used for the analysis represent only the most correlated expert evaluations.
The relevance value of a LO is the statistic of central tendency (mode) of relevance
values given by the experts. If this is not applicable, we obtained the median of
relevance values.

4 Results

The novelty , DCG and precision metrics are calculated using the first 10 retrieved
LOs’ relevant evaluations, both for the original query and the expanded queries.The
novelty metric corresponds to the proportion of new relevant results, that is, results
that cannot be retrieved by the original query. The precision metric is the ratio
between the relevant retrieved results and the total number of retrieved results, while
the DCG metric is an improvement to the traditional precision metric, which reduces
the contribution of the accumulated relevance for lower results rankings.

Table 2. Novelty results for each query and expansion type

T128 T13 T213 T248 T34 T369 T57 X
Brother 0.600 1.000 1.000 0.667 0.817
Son 0.000 0.333 0.167
Whole 0.800 0.600 1.000 1.000 0.500 0.780
Parts 0.800 0.500 1.000 0.333 0.658
Regulates 0.800 1.000 0.900
Regulated by 0.667 0.667
Others synonym 1.000 1.000 1.000
Exact synonym 1.000 1.000

Following is a summary of the results. Regarding precision, it can be noted that
average precision for expanded queries is 0.397, with values varying between 0.13
and 0.75, and a standard deviation of 0.19. The average precision for the original
queries is 0.16, with values varying between 0.0 and 0.5, and a standard deviation of
0.181. The DCG metric presents a larger variability, with a standard deviation of
0.463.

The novelty average is 0.748, and its values are between 0.167 and 1, while its
standard deviation is 0.269 (see Table 2). The maximum possible value of 1 is
returned when the original query does not retrieve any results, so the expanded
queries yield all relevant results.

In general, the expansion types that retrieved results in the largest number of
queries are the Brother, Sons, Parts and Whole expansions, which derive from the
is_a and part_of relationships.The Exact Synonym and Other Synonym expansions,
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which derive from the Synonym relationshop, only retrieved results for the T34 cell
cycle regulation and T248 RNA modification queries. In these cases, the Exact
synonym expansion shows higher precision than the Other synonyms expansion, but
the same novelty metric.The Regulatesexpansion, derived from the regulate domain-
specific relationship , only retrieves results for two queries. In these cases, it achieves
novelty levels similar to other expansion types, but its precision results are slightly
better.

5 Discusion

The novelty metric is always greater than zero, indicating that expanded queries help
retrieve relevant LO that are different to the results retrieved by means of the original
query, regardless of the query expansion type.

Expansion strategies must be careful to avoid reducing precision results. In our
case, we obtain good novelty levels, while maintaining or even improving the preci-
sion and DCG results. Average precision is 0.283, not taking into account the original
queries T34, T213 and T248 which do not retrieve results. This result is less that the
average precision of the expanded queries, which is 0.397.

On average, the original queries are formed by two words (not considering stop-
words). Results show a high correlation (0.755) between the precision average of the
expanded queries and the number of words in the query. This confirms the premise
that shorter queries are more ambiguous and, consequently, retrieve less precise
results.

6 Conclusion

Evaluation results both complement and ratify the conclusions from the previous
strategy expansion evaluation’s results. We have demonstrated that our model can
provide expanded queries which allow accessing to relevant LO that would be inac-
cessible without query expansion. , i.e., users obtain new relevant results that would
not be retrieved by the original queries. This is specially evident in those cases where
the original query does not return any results: in these cases, all relevant results are
obtained solely through the expanded queries.

The results of our experiment results show that there are differences in expansion
queries depending of the type of relationship used to retrieve the new concepts. The
expansion types Wholeand Parts yield good novelty metrics, and in general terms,
results for expansion types derived from the part_of relationship show good levels of
accumulated novelty and precision metrics.The relevance of retrieved LO is affected,
among other factors, by the quality of the indexed resources, the repository’s ranking
algorithm, and the quality of the knowledge model used for the expansion.

Future research should establish the relationship between the query’s generality
and the expansion types that retrieve the most new and relevant results.
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Abstract. A protein’s structure is determined by its amino acid se-
quence alone. In order to describe the relation between amino acid and
corresponding structural sequences, we use an association rule mining
approach. Traditional association rule mining is not appropriate in a
sequential context. Therefore, we develop the structure FS-tree to repre-
sent subsequences and their frequencies in a sequence database, as well
as the underlying construction algorithm.

A FS-tree is a prefix tree, which stores subsequences in a compact
way. The sequential context oblige us to introduce a modification of
the support concept, the relative support which does not give too much
weight to short sequences. A 2-dimensional FS-tree for sequence pairs
over different alphabets allows to obtain rules that establish the relation
within the pairs.

Mining a 2-dimensional FS-tree of amino acid sequences and corre-
sponding secondary structures, enables us to generate rules for their re-
lation. We analyze hypothetical and observed tree size, inferring that
there are short residue sequences acting as determinants of specific sec-
ondary structures. The most important rules are related to pure structure
sequences, where rules for turn and helices exceed by far the rules for
strands, as revealed by a rule composition analysis. By cross validation
we verified that residue sequences with high propensity to specific struc-
ture sequences apply generally, independant of a specific protein sample.
These promising results motivate us to explore FS-tree related analysis
in a wider range of applications including the development of rules based
prediction algorithms.

Keywords: algorithms, association rules, data mining, prediction, pro-
tein, secondary structure, propensity.

1 Introduction

Increasingly, data mining approaches are used to analyze and predict protein
structure and function as well as interactions between proteins. Protein sec-
ondary structure analysis and prediction were initially studied by Chou and
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Fasman [1I2] and GOR [3/4], who applied mainly statistical methods to de-
termine the propensity of a group of 1-3 amino acids for a specific secondary
structure. The propensity approach was extended to longer sequences[d]. Fol-
lowing studies include nearest neighbor algorithms [6l7] and neural networks|g].
The neural network approach was recently modified [9JI0], resulting in a signif-
icant increase in prediction accuracy. Support vector machines, frequently used
in the protein interaction problem, are successfully applied to predict secondary
structure [TTJT2IT3T4]. In this paper we explore the potential of association rules
in secondary structure analysis and prediction, a data mining technique barely
used in this context.

Originally, association rules were determined for a transactional database,
where every transaction consists of a transaction ID and an itemset [I5I10].
An association rule P = () is a relation between itemsets P and (@, such that
PNQ@ = ©@. The support of a rule P = @Q is the frequency of P U Q, its con-
fidence represents the probability that @ occurs, whenever P occurs. A rule
P = @ is defined as interesting, if its support and confidence values exceed a
chosen threshold. Rule extraction addresses the frequent itemset mining prob-
lem, which is generally resolved by the candidate-generate-and-test approach
proposed by Agrawal [I6] or by pattern growth introduced by Han[I7]. Han
employs a prefix tree, the Frequent Pattern Tree (FP-tree), to store itemsets,
ordered by item frequency and eliminating not frequent items. The FP-tree is
a compact representation of itemsets, because common prefixes share a path
of nodes. The rule mining problem for biological sequence analysis has to deal
with sequential, not transactional databases. We need to identify frequent sub-
sequences, being most important the order in which symbols occur. Therefore,
we create the data structure Frequent Sequence Tree (FS-tree), capable to effi-
ciently store subsequences occurring in a sequential database together with their
frequencies. We develop the algorithms for FS-tree construction and frequent
subsequences extraction. Applying the FS-tree construction and extraction to
paired sequence data (P, @), where P and @ are sequences of different types, we
are able to generate association rules of the form P = @ that establish the rela-
tion between P and @) quantified by the corresponding support and confidence
values.

Constructing the 2-dimensional FS-tree for data pairs of proteins and their
secondary structure sequences we are able to extract association rules in order
to determine those amino acid subsequences, that assume a specific structural
sequence with high frequency. We explore the bioinformatic potential of this F'S-
tree, analyzing the obtained tree size and the resulting association rules, and we
show that the most interesting rules do not depend on the specific data set used
to generate the FS-tree.

The rest of this document is organized as follows: Section [2] contains the infor-
matic development: tree construction and sequence extraction; section [Bl applies
the FS-tree to protein structure analysis; and finally, section Ml is dedicated to
our conclusions.
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2 Tree Construction and Sequence Extraction

2.1 FS-Tree Construction

Algorithm buildFS-tree(D) The Frequent Sequence Tree (F'S-tree) we
Input:  sequence database D propose here, stores efficiently all subse-
Output: its frequent sequence quences from a sequence database D over
tree T’ level a finite alphabet Y, along with their fre-
frequency array L quencies. The tree is constructed from the

Create the root of an FS-tree 7', suffixes of all sequences in D. Every suffix
and label it as "null" is represented as path obtained by travers-
Initialize L in O ing the tree in depth from its root. Each
for all sequences X € D node N stores a symbol from alphabet >
Sx = set of suffixes of X and a frequency count. The shortest path
for all s € Sx between root and N represents a suffix of
increasePath(T, L, s) a subsequence in D, the count establishes

its frequency in D. Sequences in D with
common suffix s in the database share this
suffix in the tree, allowing to refer to a suffix as s, whether it is subsequence in the
database or path in the tree. The resulting tree is able to store all subsequences
occurring in D. It is compact because common suffixes are shared. The stored
suffix frequencies allow easy extraction of frequent subsequences. The algorithm
responsible for the tree construction, buildFS — tree is shown in figure [Il

Fig. 1. Algorithm for tree construction

2.2 Frequent Sequence Extraction

In the current situation, the concept of support expressed directly in frequency
seems to be not the most appropriate one. The shorter a sequence, the higher is
its probability to appear in the database and this high probability could shadow
the relative frequent appearance of interesting longer sequences. Therefore, we
introduce the concept of relative support of a sequence s as its frequency with
respect to the set of all sequences of the same length: A sequence is defined to
be frequent, if its relative support exceeds a given support threshold minsup.
Note that different to the traditional support concept, the relative support does
not necessarily decrease with the tree level.

The level frequency L updated during tree construction, is used to extract fre-
quent sequences. The iterative extraction algorithm applies an in-depth search.
Due to the inequality

frequency in h _ frequency in ¢
relative support(h) < d Y < d Y
Licvei(n) Leight

it is possible to prune the search process at a descendant h of a node ¢ whenever

frequency in ¢

< mansup.
Lheight - p
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2.3 Time Analysis and Space Requirements

Let D be a database of n sequences over an alphabet X of size s and m the
maximum length of sequences in D.

Algorithm buildFP — tree is analyzed in the worst-case scenario, where all
database sequences have length m. For each sequence in D, a set of m suffixes
will be generated, with lengths ranging from 1 to m, requiring an execution cost
of O(m). The cost of sending a suffix to increasePath is proporctional to its
length; therefore, we obtain a total cost of O(X72,j) = O(m?) for constructing
the paths for one sequence; considering all n sequences in D, the resulting worst-
case cost for buildFP — tree is O(n-m?). The worst-case for space requirements
is O(m?®), according to the size of a complete s—ary tree of depth m.

The frequent subsequence extraction is an in-place algorithm, hence no ad-
ditional space is required. The execution time, given by the number of visited
nodes, is O(m?).

2.4 Frequent Sequence Pairs and Rule Extraction

According to our bioinformatics goals, we need to construct a FS-tree for se-
quence pairs and extract its interesting rules, i.e. given is a database D of se-
quence pairs (P, Q), where P and @ have same length and are defined over the
finite alphabets Y7 and X5, respectively. The problem is reduced to the previous
case, considering the 2-dimensional alphabet X' = 3y x Y5 and the transposed
2-dimensional sequences Z = (P, Q)!. Subsequence pairs are frequent (section
22) if a user defined relative support threshold minsup is exceeded. A rule is a
frequent subsequence pair (P, Q) for which also a confidence threshold mincon f
holds. The confidence of a frequent pair depends on the frequency in which P
occurs as antecedent. In order to obtain the confidence of a frequent pair we
have to search the tree in depth first and totalize the frequencies of nodes with
antecedent P, extracting rules only if minconf is exceeded.

3 First Applications to Protein Structure Analysis

A main problem in protein structure analysis is to determine the tendency of
an amino acid sequence P for a secondary structure sequence ). Our approach
applies FS-tree construction and rule extraction, identifying rules P = @, which
exceed given thresholds for support and confidence.

3.1 Data Set and Tree Construction

The proposed mining technique is based on data from Protein Data Bank (PDB)
which offers high quality and quantity information of protein sequences together
with their 3-dimensional atom coordinates|[I8]. We based our analyses on a subset
PDB, referred as PDBsub, that consists of proteins solved by X-ray diffraction,
removing sequences with non-standard amino acid residues. PBDsub contains
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39.660 protein sequences, composed of 11°039.951 residues, 37,82 % of them in
helix, 22,27% in strand and 39.92% in turn. To obtain the secondary structure
sequences, we applied the DSSP algorithm [19] an algorithm that assigns the se-
condary structure from the atomic coordinates of a protein, based on hydrogen
bond pattern detection; grouping in one 3 types of helix (H, G, I) labeled as H,
2 strands (B, E) labeled as B and 3 coils (T, S, U) labeled as U. We constructed
the FS-tree of pairs, as described in section 2.4l using the alphabet 3; of amino
acids (1-letter code) and the alphabet of secondary structures ¥y = {H,B,U}.

3.2 Real versus Hypothetical FS-Tree Size for PDBsub

At each tree level k, the hypothetical number of nodes is given by (20 x 3)¥ =
60%, according to the possibility of combining in a sequence of length k, 20
residues with 3 structures. Contrasting the number of hypothetical nodes with
the observed ones we obtain table [l

Table 1. Observed and hypothetical FS-tree size

level k 1 2 3 4 5
subsequences of length k& 11°039.951 10’978.935 10’918.836 10’859.045 10°799.491
observed nodes 60 3.538 119.641 1°176.938 2’914.686
hypothetical nodes 60 3.600  216.000 12’960.000 777°600.000

At level 1, all 60 theoretically possible nodes are found in our sample set,
which is not surprising, given that our sample contains over 11 million residues
in different secondary structures. That means, that every residue occurs in each,
helix, strand and turn. The frequency in each structure is shown in figure
We observe that Proline and Glycine are the amino acids with the highest fre-
quencies in a specific secondary structure; appearing over three times more in
turns than in others. Valine is the only amino acid with the highest frequency for
strands. Alanine, Glutamic acid, and Leucine are the amino acids with a dom-
inant frequency for helices. Cysteine, Phenylalanine, Isoleucine, Lysine, Valine
and Tyrosine are amino acids whose frequency is not dominant in any secondary
structure. Given the frequencies of individual amino acids at the FS-tree level 1,
it is easy to calculate the classic Chou and Fasman propensities of amino acids,
for any given data set and extent the propensity concept to longer sequences
(see section B3). This could be an interesting application of the FS-tree struc-
ture, especially if we keep in mind that recent publications ([20l21I]) state that
propensity depends on the selected protein data set. We calculated the propen-
sities of individual amino acids based on the FS-tree and found nearly perfect
coincidence between our results and the propensities determined for PDBselect
in [21]. At level 2, not all possible nodes are present. Table 2] shows the residue-
structure pairs of length 2 which are not observed in our dataset. Each residue
pair occurs in any of the considered pure structures (HH, BB, UU) - obviously
with very different frequencies. But there are some residue pairs, that are not
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found in the transitional structures BU, HU, BH or HB. Proline seems to play
a special role in pure structures, as many possible rules relating Proline with a
transitional structure are not observed.

0505 ; own | Table 2. Analysis of tree level 2: Residue-
structures pairs not present in PDBsub

200000

600000
structure

8
£
£ Residue sequence not combined with
3 00000 sequence
S PP. BU
200000 CP, EP, NP, PH, PI, PR, PV, PY, WP, YP. HU
MF, PP, QC, WC. BH

K LMNPQRSTVWY

AP, CD, CP, DP, EP, EQ, FP, GP, HP, HW, IP, IW,
KP, LP, MP, NP, PA, PC, PD, PE, PF, PG, PH, PI,
PK, PL, PM, PN, PP, PQ, PR, PS, PT, PV, PW, PY,
QP, RP, SP, TP, VH, VP, WN, WP, WS, WW, YP.

Rusiduns’ A C D EF G H
HB
Fig. 2. Analysis of tree level 1: Frequency
of residues in secondary structures

At level 3, only 119.641 out of 216.000 possible nodes occur (55.39%). More
than 10 million residue-structure triplets are distributed over the observed nodes,
corresponding to an average frequency of 91.26 per residue-structure triplet. At
level 4 and higher, the number of observed nodes does not reach the hypothetic
quantity, i.e. our sample set PDBsub and even PDB (PDBsub is roughly half
the size of PDB) are too small to conclude whether all combinations naturally
exist. Nevertheless, the node frequency at each level is relatively high (about 3 at
levels 5-8), and there are nodes significantly more frequent than others (rules),
which suggests that there are short residue sequences acting as determinants of
specific secondary structures.

3.3 Analysis of Rule Number and Composition

A rule’s support refers to its frequency in the dataset, its confidence indicates
the preference of the residue sequence to a specific structural sequence. Together,
support and confidence allow to identify relations between residual and struc-
tural sequences which are very probable. These interesting rules, easily extracted
from the F'S-tree, could be considered as an extension of the propensity concept
for longer sequences. Different to the classic propensity, this extended concept
allows to adjust the desired grade of certainty of selected rules defining ade-
quate support and confidence thresholds. For instance, in the case of sequences
of length 1, using a threshold of 107% for support and 0.41 for confidence, we
extracted 16 interesting rules, all of them with a classic propensity greater than
1.1; for thresholds of 10~® and 0.445 respectively, we obtain only 9 rules, all of
them with a classic propensity greater than 1.3.

We analized number and composition of interesting rules, in dependence of
support and confidence thresholds. As expected, the number of rules decreases
as support and confidence increase (see table B for some specific values).
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Table 3. Rules in dependence of support and confidence

Confidence
Support 50% 60% T70% 80% 90%
107° 102.934 94.099 84.447 67.647 51.205
5.107° 1.264 598 187 57 13
1074 648 316 67 5 1

Support 0.00001 Support 0.00005 Support 0.0001

[ ]mixed
EEturn
[strand
HHEH}(

Percentage

0.5 0.6 0.7 0.8 08 05 (X3 0.7 0.8 09 0.5 0.6 0.7 0.8 09

Confidence Confidence Confidence

Fig. 3. Rule composition according to secondary structure

Table 4. Rules for thresholds of 0.00005 (support) and 0.8 (confidence)

Residue sequence structure
sequence
PP. Uy
FQM. HHH
PPP, QPD, PPG, PDG, KPP, GPP, QQP, DPP, |,

NPP, EPP, HPN.

TVLV. BBBB
EQVL, LQKV, KLFN, RALA, LAKE, RNLL,

ELDK, DEAE, RAKR, DEAA, KSEL, EAEL,

EMLR, NAAK, AAKS, DKAI, DLLE, EKLF,

EALA, ELAR, VEAA, EEAL, AVRR, DAAV, HHHH
AAVN, EELL, EALR, LDKA, QKVV, EAAR,

EAEK, RAAL, AELL, KALE, AAVR, EAAV,

VDAA.

RDLK, QPDG, HRDL. UuuuuU
VDAAV. HHHHH
RDLKP. UuuuUH
HRDLK. Uuuuu

In figure [3l we show the rule composition for specific support and confidence
values. We observe that the percentage of mixed rules -rules that involve more
than one structure type- decreases as support and confidence are increased. Ac-
cordingly, the percentage of pure rules -where only one structure is present-
increases for higher support and confidence thresholds: the most import rules
predict pure structures; i.e. certain residue sequences occur frequently in a
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specific secondary structure type. These sequences could be considered as el-
ementary units for secondary structure determination, or, in other words, se-
quences with a very high propensity to a specific secondary structure.

The rules obtained for thresholds of 0.00005 (support) and 0.8 (confidence)
are shown in figure @ The most interesting rules represent a “ pure”, not mixed
secondary structure (with only one exception, the rule RDLKP=UUUUH), All
are short rules, the maximum length is 5. The shortest rule is PP=UU; i.e.
a sequence of 2 Prolines is most likely to be found in a turn. Among the 12
third-level rules that exceed the chosen thresholds there is only one rule for a
helix structure (FQM=HHH). The others are rules for turns. In all rules that
derive UUU, there is at least one Proline in the corresponding residue sequence
(4 sequences with one Proline, and 7 with 2 or more Prolines). This is coherent
with the findings of Costantini et al. [2I], who offered an update of the Chou
and Fasman propensities, by using the PDBselect, with more than 2000 proteins:
they suggest that Proline is the most determinant amino acid for a secondary
structure, with a propensity for turns, that is over three times higher than for
any other structure. Accordingly, our strongest rule (support 0.00013, confidence
90%) is PPP=UUU; i.e. PPP is most probably found in turns. This supports the
suggestion to use Prolines to increase stability of turns ([22]). At level 4, the dom-
inant structure is helix, present in 37 of 41 rules. Almost all residue sequences for
helices contain at least one of the amino acids with the highest propensities for
helices (Alanine (A), Glutamic Acid (E) and Leucine (L)); being QKVV=HHHH
the only exception. At this level we also extract 3 rules for turns, and the only
interestig rule for strands TVLV=BBBB. At level 5, there are only 3 rules,
each one continues a rule of length 4: VDAAV=HHHHH, RDLKP=UUUUH
and HRDLK=-UUUUU. It is curious that in fifth-level rules, the HHHHH and
UUUUU do not contain the most determinant residues for those secondary struc-
tures (A, E, L for H and P for U).

3.4 Domain of Interesting Rules

Previously we derived the interesting rules for chosen support and confidence
thresholds. In which degree do these rules depend on the specific data set,
used to construct the FS-tree? To answer this question we applied a seven-fold
cross-validation, dividing PDBsub and its corresponding structure sequences in
7 parts. In each validation process, 6 parts are used for training; the seventh
part is reserved to test if the rules apply. We used the training data to construct
the FS-tree and to capture the rules. Then we verified in the test set the rule
application: for each incident of a rule’s residue sequence we verified if it appears
with the corresponding structural sequence. The percentage of rules that apply
correctly, is reported in table

The table shows that the most important rules (confidence 90%) apply in a
very high percentage in the test sets, suggesting that these rules do not dependent
on the data set that is used to construct the tree. Therefore we can conclude
that the residue sequences with high propensity to specific structure sequences
apply generally, not only in a specific context.
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Table 5. Percentage of rules generated by the training set, which apply in the test set

Confidence
Support 50% 60% 70% 80% 90%
107° 74.26940.011 83.1424+0.012 89.295-+0.011 93.1534+0.012 96.835+0.011
51075 58.527+0.002 66.524+0.002 74.66640.005 84.67140.011 93.037+0.010
10~% 58.405+0.002 66.299-+0.002 73.431+0.005 82.4104+0.009 89.97840.025

4 Conclusions

We present the FS-tree, a new prefix tree structure, capable to store compactly
subsequences of a sequential database. In a FS-tree, a pattern is an ordered se-
quence of symbols, whereas the traditional FP-tree for transactional databases
is based on sets. For sequential databases, the standard concept of support has
to be revised. In this context it is important to determine the frequency of a
sequence with respect to sequences of equal length, which leads us to the defini-
tion of relative support. We define an efficient algorithm for extracting frequent
sequences, based on the appropriate strategy to reduce FS-tree search. Applying
the FS-tree structure and algorithms to sequence pairs, we are able to gener-
ate sequential association rules between sequences of two different alphabets.
In order to illustrate the potential of FS-trees in bioinformatics, we apply it to
secondary structure analysis of protein sequences.

Our first analysis concerns the number of observed nodes of fixed length. As
an overall result we obtain, that neither all hypothetically possible short residue
sequences nor all possible structure sequences for a given residue sequence are
observed. A possible explanation of these results includes both, the limited num-
ber of structurally known proteins as well as the propensity of residue sequences
for specific secondary structures. Secondly we analyzed the number and compo-
sition of interesting rules, in dependence of the chosen support and confidence
thresholds. The most important rules are related to pure structure sequences,
where rules for turn and helices exceed by far the rules for strands. The obtained
rules provide the residue-structure relations with the highest propensity. By cross
validation we showed that the most frequent rules are general, not depending on
the specific data set used to generate the tree.

These first analyses show the high potential of the FS-tree structure in bioin-
formatics and motivate us to explore it in a wider range of applications, which
include the development of rules based prediction algorithms.
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Abstract. In this article is presented and evaluated ABMS (Automatic BLAST
for Massive Sequencing) an online bioinformatic free tool designed with the
objective to automate and optimize the search process through local alignments
for large unknown nucleotide or aminoacid sequence data against local known
sequence databases (Swissprot, Uniprot, Refseq, among others). ABMS
integrates the following processes: sequence entry management, proteome,
genome and transcriptome database management, BLAST execution (blastp,
blastx, blastn, tblastn) , and results management; these are presented to the
biologist as an unified process, transparent with a friendly web interface.
ABMS is built with the following modules: SM (Sequence manager), LBS
(Local BLAST Server), SDBA (Sequence database administrator), RM (Results
manager).Assessing ABMS with 2 data set (20/500 aminoacid sequences and
20/500 nucleotide) and compare its performance against NBCI's BLAST server
showed that: The strength of ABMS for massive sequence analysis and the of
NBCI's BLAST (both blastx and blastp) for data sets with more than 20
sequences. The advantages of ABMS against NBCI's BLAST in terms of
administration, data set storage, management, download and results feedback.

Introduction

Deciphering biological sequences is virtually essential for all branches of Biology
research. For several decades the sequencing process was done thanks to the Sanger's
method (including human genome project where this method was fundamental).
Although its high costs and limitations related to the performance, scalability, speed and
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resolution has forced over the past 5 years to take a migration to new procedures called
“next generation sequencing” [1-2]. These new sequencing technologies allow a more
economic and efficient sequencing which has led to an exponential growth of the
sequence data volume. Optimize the sequencing process would be meaningless without
the development and optimization of software tools capable of analyze this vast
sequenced volume data. One of the main requirements related to genomic and
transcriptomic data mining is the sequence comparison using alignments for finding
similar sequences in databases of known sequences, this is called annotation ( unknown
sequence association with known sequences ). The most widely used tool for sequence
comparison using alignments is BLAST - Basic Local Alignment Search Tool [3-5].

When working with small sets of sequences the annotation process normally can be
performed using the BLAST server provided by the NCBI (National Center for
Biotechnology Information), however when the biologist need to perform massive
annotation processes ( large volume of sequences ) or when he needs to compare
those sequences against different databases offered there, this server is not adequate
therefore the biologist is forced to make the annotation process locally , which means
to have a high expertise in the installation, configuration and implementation (using
command line) of BLAST, importing and updating nucleotide and aminoacid
databases and finally the interpretation of results usually in XML format. The tool
presented in this paper, called ABMS (Automatic BLAST for Massive Sequencing )
presents massive annotation to the biologist as an unified process very easy to use via
a web interface. ABMS optimizes the use of BLAST to perform massive annotations
and integrates facilities such as database administration and results management.

This document is organized into 4 sections: Initially presents an overview of
ABMS and exposes its functionality, then describes its architecture explaining module
to module: LBS (Local BLAST Server), SDBA (Sequence database administrator),
RM (Results manager), then there is a comparison of the processes and capabilities
against NBCI's BLAST, finally conclusions are obtained.

2 General Description

ABMS is a free tool (online access and local installation possibility) that facilitates
the process of massive annotation for transcriptomes, genome and proteins. ABMS is
optimized to work with large amount of sequences with user interfaces and very
intuitive processes for the biologist.

Automatic Blast for Massive Sequencing

Modulos Bienvenido a Automatic Blast for Massive Sequencing

Bienvenido Invitado Invitado Bienvenido a ABMS ( Automatic Blast for Massive Sequencing) un sistema que permite hacer el proceso de buisgueda
- de secuencias para grandes cantidades de datos.
Home

] Sequence Manager

%
UNIVERSIDAD DISTRITAL § UNLVERSIDAD

FRANCISCO JOSE DE CALDAS )' ¥ i NACIONAL

¥ DE COLOMBIA

Apoyado por:

GICOGE - Grupo Internacional de Investigacion en Informatica
) Comunicaciones y Gestién de Conocimiento
& Local Blast Server CECAD - Centro de Computacion de Alto Desempeno de la Universidad Distrital
Universidad Distrital Francisco Jose de Caldas
[E Results Manager
Universidad Distrital Francisco José de Caldas
" Download Fasta

Fig. 1. Welcome screen ABMS
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3 Architecture

ABMS is composed by 4 modules which form the workflow. For the execution and
integration of this modules its required some additional tools used transversally in all
those modules. Below are the 4 modules, the workflow and the transverse tools.

Sequence Local BLAST Server Results Manager
Manager (SM) ':r|>' (LBS) ':{> (RM) —

s

Sequence Database
Administrator (SDBA)

Abyss Framework

| Biopython, BLAST
l Apache, PHP, MySQL
| GNU/Linux

Fig. 2. Structure and workflow for ABMS

3.1 Transverse Software Components

Abbys Framework. A framework for web application development using the PHP
programming language and relational databases such as MySQL created by Steven
Sierra Forero student from the Distrital University Francisco José de Caldas. It uses a
layer based architecture called MVC ( Model, View, Controller).

Biopython. Free license project that offers various modules and facilitates to work
with bioinformatics data [6].

Apache. A HTTP server with free license.

BLAST(Basic Search Alignment Tool). A tool for finding local regions of
similarity using sequence alignments.

MySQL. Management relational database system, multithread and multiusers. Free
licence.

GNU/Linux. Free Operating System optimal for servers and execution of
bioinformatic tools.

3.2 SM (Sequence Manager)

This module is responsible for the management of FASTA which contains the
sequences belonging to the user data set. Though this module the user can upload his
sequences, select the ones that he requires to supply to BLAST and delete the ones no
longer needed.
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3.3 LBS (Local BLAST Server)

This module is responsible for running a search using BLAST against certain
databases and store the results into a MySQL table. Through this module the user can
choose the sequence files previously uploaded to the server and select the databases
(including the most popular as Refseq, Uniprot, Swiss-Prot) against the ones its
required to perform the sequence search. Once the search has been executed the
results will be stored into a MySQL table to make a more optimal management of it
later.

3.4 SDBA (Sequence Data Base Administrator)

This module is responsible to manage (addition and updating) the available databases
for users to run their analyzes. With this module the administrator is able to add new
sequences databases in a very intuitive way classifying them by their origin a category
(taxonomy). This module is also responsible for updating the databases already
available on the server as its administrator requires.

3.5 RM (Results Manager)

This module is responsible for the result management (query, search, filter,
download) product of analysis with BLAST. With this module the ABMS user is able
to filter the results of the analysis, download the sequences in FASTA format, with
the possibility to replace the identifiers or even generate a new FASTA file for send it
to the Sequence Manager module such that it is possible to re-run an analysis on a
specific result. The elements of this module are:

4 Evaluation Methodology
4.1 Data Set

Table 1. Data sets

Dataset A Dataset B
Organism Diploria trigosa Acropora Digitifera
Sequence Type Transcriptome Proteome
Sequence Number 20, 500 20, 500
Nucleotides Number 12671, 371607 7889, 230921
Format FASTA FASTA
Database for search execution Non-Redundant.[7] | Non-Redundant. [7]
Expect Value: le-3 le-3
BLAST type Blastx Blastp
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4.2  Metrics

Processing time, result number.

4.3  Assessments References

Currently there is not any recognized public software that offers the same
functionality as ABMS, however as a reference standard it was taken the NCBI's
public server [8] because it is the most used and it is the one with more similar
functions.

5 Results

The above table demonstrates the limitation of the public NBCI's server for massive
sequence analysis. Both Blastx and Blastp the maximum allowed execution in NCBI
was for a sequence number of 20. By contrast, ABMS ran up to 500 sequences
analysis without problem. About the number of results showed that the amount od hits
are similar to NCBI's Blast to NCBI and ABMS in both cases: Blastp and Blastx. For
datasets under and equal to 20 was noted that the average execution time is:

NCBI BLAST: Blastx (2.35 minutes per sequence) / Blastp (1.5 minutes per
sequence)

ABMS: Blastx (2.55 minutes per sequence) / Blastp (5.6 minutes per sequence)

Table 2. Dataset comparison results in NBCI's Blast and ABMS

Dataset A Dataset B
Number of Sequences 20 500 20 500
NCBI BLAST | 47 | CPU Limit | 30 | CPU Limit
ABMS 51 1427 112 2160
NCBIBLAST | 5 | CPU Limit | 19 | CPU Limit
ABMS 5 247 19 451

Time (Minutes)

Number of Results

6 Conclusions

ABMS is an automatic annotation tools optimized to work with large amounts of
sequences and equipped with user interfaces and intuitive processes. Its projection
useful for biologists researches is high because the current tools and recognized
BLAST public servers have limitation for large datasets (in this case NCBI's Blast
was limited to 20 sequences). However for small amounts of sequences NCBI's
performance is better than ABMS using Blastp.

ABMS presents facilities to the user both the administration and storage of his
dataset as in the interpretation and result downloading. This prevents the biologist to
perform processes using the command line. Recognized public BLAST servers do not
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offer the possibility to add new databases different to those offered in their listings.
ABMS allows the administrator to customize the set of databases adding new ones,
including unpublished organisms to search with BLAST.
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Abstract. Hunter syndrome or Mucopolysaccharidosis II is an inherited X
linked disease, caused by mutations in iduronate 2 sulfatase (IDS), enzyme
which catalyzes the initial step reaction of heparan and dermatan sulfate degra-
dation. Allelic heterogeneity in MPSII challenges genotype-phenotype correla-
tion. With the aim of understanding the repercussion of mutations on enzyme
structure-function, we performed protein modeling and docking simulations
with wild and mutant forms of hIDS. Mutations were obtained from a molecular
study conducted in Colombian patients. Point mutations affected substrate-
protein interactions. In the case of S71N (attenuated phenotype) further experi-
mentation is required. Novel mutants P160SfsX4, D190Pfs13X and P185GfsX2
have a severely distorted conformation. Detailed analysis of the ligand-protein
interaction is also of great significance in designing molecules for treatment.
This is the first report of molecular docking performed with wild and mutant
forms of iduronate-2-sulfatase as a bioinformatical approach to phenotype-
genotype correlation in patients with Hunter Syndrome in Colombia.

Keywords: Mucopolysaccharidosis II, Sulfoiduronate sulfatase, Bioinformatic
Analysis, Molecular Docking.

1 Introduction

Mucopolysaccharidosis I (MPSII), also known as Hunter syndrome, is a rare, X-
linked disorder caused by deficiency of the lysosomal enzyme iduronate-2-sulfatase
(IDS), which catalyzes the first step in dermatan (DS) and heparan sulfate (HS) de-
gradation. Specifically, IDS removes O-2 linked sulfate from uronic acid, i.e., GIcA
(D-glucuronic acid) in HS, and IdoA (L-iduronic acid) in DS [1]. IDS deficiency
caused by mutations in IDS gene leads to abnormal storage of these glycosaminogli-
cans, leading to pathogenic events which result in multisystemic compromise. MPSII
is chronic and progressive, and occurs in people of all ethnicities, with an estimated
prevalence of ~1 in 170000 male live births [2]. There are two forms of MPSII:

* Corresponding author.

L.F. Castillo et al. (eds.), Advances in Computational Biology, 205
Advances in Intelligent Systems and Computing 232,
DOI: 10.1007/978-3-319-01568-2_30, © Springer International Publishing Switzerland 2014



206 J. Galvis et al.

neuropathic, with severe intellectual impairment, and non-neuropathic, with minimal
or absent cognitive involvement.

The gene encoding IDS is located in Xq28 [3]. IDS enzyme belongs to the highly
conserved family of sulfatases [4]. Most frequently gene mutations found in patients
with MPSII are point mutations, with substitution of one aminoacid by another having
different chemical properties. These changes can affect protein stability, processing,
trafficking and even enzyme/substrate interactions. Knowledge about mutations, its
structural implications and patient phenotype could be useful in diagnosis, prognosis
and treatment of MPSII. However, experimental data about structure and function of
IDS mutants are scarce. The crystalized structure of Iduronate 2 sulfatase has not been
obtained, and the study of mutations and its implications on protein structure and
function has been performed in silico by different groups [5-8].

The present study reports both the modeling of native human IDS and mutations
found in a group of Colombian patients with Hunter Syndrome. Finally, molecular
docking is performed with each one of these mutants against the natural substrates
with the aim of understanding the possible mechanisms of the pathogenesis of this
disease.

2 Methodology

2.1  Template Selection, Modeling and Model Assessment

Template search from PDB database was performed by means of Basic Local
Alignment Search Tool for proteins (BLASTp). Tridimensional modeling of hIDS
was performed using protein threading. Modeling using the Molecular Operating
Environment software package [9] indicated that the A chain of human Arylsulfatase
A (1AUK) possessed an arrangement of alpha helical structural elements that could be
superimposed on hIDS. Furthermore, conserved regions and predicted catalytically
active residues were completely covered by 1AUK. Selected force field in MOE was
amber99. Energetic and stereochemical evaluation was performed with Structure
Assessment tool from Swiss-Model workspace server [10]. Overall geometric and
stereochemical qualities were examined by Ramachandran plots generated by
RAMPAGE[11]. Measurement of RMSD (Root median square deviation) was
performed in MOE, to evaluate accuracy of the model.

2.2 Ligand-Protein Docking

Wild type hIDS docking was performed in Autodock Vina software[12] against its
substrates HS and DS. To simulate the posttranslational modification of this residue to
FGly, it was performed on the 3D model atom by atom, with builder tool in Pymol™
v 1.3 for educational use[13] . Using Structure Assessment tool, this modified model
was evaluated to make sure that no steric or energy alterations were generated.
Ligplot+ software package was employed for docking assessment[14], and
visualization of its results was done in Pymol™ v 1.3[13].
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2.3 IDS Mutants

The source of the different IDS mutants evaluated in this work was the unpublished
study Identification of Iduronate 2 Sulfatase Gene Mutations in Colombian Patients
with Hunter Syndrome[15]. Direct sequencing of the nine exons [16, 17] and MLPA
(Multiplex ligation-dependent probe amplification) [18] allowed the identification of
seven mutations suitable of bioinformatic simulations. Protein modeling followed the
same steps described above, using wild type IDS model as template. RMSD of
mutants was determined with MOE by superimposition to wild hIDS as reference.
Subsequently, docking and docking assessment were performed.

3 Results

Human Iduronate 2 sulfatase tridimensional model superposed to its template is
shown in figure 1. RMSD was 0.97A, indicating high accuracy of the model.
Geometric evaluation showed that 75.3% of the residues were in the favored region,
16.3% were in the allowed region and 8.3% were in the disfavored region. These
results indicate that the ¢ and y backbone dihedral angles in the hIDS model are
reasonably accurate.

Fig. 1. hIDS model (dark gray) superimposed to its template 1AUK (light gray). Molecular
Operating Environment v.2010.

Docking results are shown in Figure 2. Wild type hIDS docking allowed the identi-
fication of electrostatic interactions between the substrate and the residues at the en-
zyme catalytic pocket.
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A. wtIDS B. R468Q

C. Q465X

Fig. 2. Docking simulations. A. wt hIDS; B. R468Q showing Tyr300 and Phel05 interacting
with GlcA/IdoA, and lacking Leu244; C. Q465X lacking Cys84 and other differences in inte-
racting aminoacids; D. K347Q, note hydrogen bonding between O-2sulfate, Asp45 and
Arg247; E. K236N, very similar to wild type except for lacking Arg297; F. S71N, very similar
hydrogen bonding and electrostatic interactions as seen in K347Q docking; G. del.Q200_E203,
lacking Leu244; H. R294GfsX2 (Del. Exon 7), a new mutation which loses part of the catalyt-
ic core and results in only Phel0O5 in electrostatic interaction with O-2 sulfate (the other ami-
noacids shown here interact with carboxyl group of GlcA/IdoA.
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E. K236N F. S71N

Fig. 2. (continued)

In wtIDS significant interactions involved GlcA O-2sulfate with Cys84, Tyrl65,
and Leu244. Electrostatic interactions were also seen between GIcA carboxyl group
and Asnl06. At the external portion of the pocket, three hydrogen bonds were ob-
served between different GlcA monomer (in the same HS chain), Leul89 and
Aspl187. Relating to the different mutants analyzed, results are explained in figure 2.

4 Discussion and Conclusions

The present docking simulation showed that HS/DS bound at the wild hIDS in a
conserved catalytic pocket. Studies related to hIDS tridimensional modeling have
reported that putative active site residues are Asp45, Asn46, Cys84, Arg88, Lys135,
His138, Asp334, His335, and Lys347, but these groups did not performed
docking simulations and its arguments were inferred from homology between
sulfatases[8],[19] . In contrast, our docking simulation found not only Cys84, but also
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Arg297, leu244, Tyr165 and Asnl06 as catalytically active, which differs from the
reported. Probably, metal binding required for catalytic activity induces changes in
aminoacids present at the pocket, but this kind of simulations are out of scope of this
study.

Cys84 showed in this in silico analysis an electrostatic interaction with O-2 sulfate,
in agreement with biological function of the enzyme. A hydrogen bond formed at the
edge of the pocket would serve as point of fixation between enzyme and substrate
during the biochemical reaction [20].

Relating to IDS mutants, R468Q (associated with neuropathic phenotype) changes
a positively charged residue, Arginine, to polar uncharged Glutamine. Alteration of
some residues interacting with substrate was seen here with docking (Figure 2). At
experimental level, it was demonstrated by subcellular fractioning that R468Q protein
has poor transport to lysosomes[21]. Kato et al. hypothesized that non conservative
mutation in R468 should affect the electrostatic field for substrate entrance into the
active site cavity resulting in an inactive enzyme [8]. Furthermore, Western blot anal-
ysis published later by the same group showed only primary precursors [19].

Q465X is also a mutation associated with neuropathic phenotype. Docking showed
Cys84 absence in catalytic core. Although downstream residues have no direct partic-
ipation in catalytic site in this model, overall conformational changes are seen. In
K347Q a positively charged aminoacid is substituted by polar uncharged Glutamine.
Lys347 is reported to be located adjacent to the active site, and this non conservative
mutation could severely modify the catalytic core. K236N changes to polar uncharged
Asparagine, and has been only reported in a case from Bulgaria[22].

There were only two patients with non-neuropathic phenotype with the S7IN mu-
tation. S71 and N71 in our models are far from catalytic site. Other reported mu-
tants associated with the normal-intelligence phenotype, R48P and W337R, were
founded without a normal maturation process, evidenced by 73—75 kDa precursor in
western blot, but A85T was the only mutant from same phenotype processed to ma-
ture form(55-45kDa). There are no similar studies performed with S71N, so we per-
formed simulations with and without mature form, finding the same results.

S7IN docking resulted in hydrogen bonding between Arg297, Asp45 and O2-
sulfate, and electrostatic interactions very similar to wild type IDS. This mutation
requires further investigation for better elucidate its relationship with non-neuropathic
phenotype. Finally, del.Q200_E203 and R294GfsX2 (del. exon 7) are two novel
mutations found in the Colombian patients[15]. Docking analysis showed distorted
interactions within the pocket of R294GfsX2, which lacks the last 254 aminoacids,
thus losing a great part of catalytic core.

Structural analysis indicated that novel frameshift mutants P160SfsX4,
D190Pfs13X and P185GfsX2 lost most of the catalytic domain structure, so it is feas-
ible that these distorted polypeptides will not retain enzymatic activity

Computational analyses are not only useful in contribute to the understanding of dis-
ease mechanisms, but also have considerable relevance in designing therapeutic mole-
cules such as chaperones for genetic diseases that result from misfolded/aggregated
proteins. Different studies suggest that pharmacological chaperone therapy is an
emerging field in lysosomal storage diseases (LSD). In relation to MPSs, Sanfilippo
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Syndrome type C and Morquio B have chaperones in different stages of investigation
[23-25]. Peripheral IDS mutations such as R468Q, Q465X and S71N could be suitable
of pharmacological chaperones therapy, through the rescue from endoplasmic reticulum
quality control system and correction of protein processing and trafficking.

This is the first report of molecular docking performed with wild and mutant forms

of iduronate 2 sulfatase in Colombia. Even point mutations, not necessarily occurring
at core functional region, may affect substrate-protein interactions.
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Abstract. Oxysternon is a neotropical genus consists of 11 species, distributed
between the north of the Tropic of Capricorn and east of the Andes. Were
evaluated the monophyly of 4 species of Oxysternon using partial sequences of
28S rRNA genes and Cytochrome Oxidase I (COI). Sequences were aligned
under the criteria. GENEIOUS (Geneious software, 6.1.2 version). Topology
was constructed showing phylogenetic relationships using the model of genetic
distance of Jukes-Cantor method and the nearest neighbor, Neighbor-Joining to
build trees, with 100,000 bootstrap replicates. The aligned sequences were
subjected to parsimony analysis using the program TNT 1.1. The most
parsimonious topologies showed a pattern related between O. conspicillatum
with O. silenus, relationship sustained with a node bootstrap of 88.2 for the 28S
ribosomal marker and 100 for the COI marker. Such groupings confirmed the
current taxonomic grouping, shown by internal molecular characteristics,
possibly explained by the similar geographic distribution.

1 Introduction

Oxysternon is a neotropical genus, member of the tribe Phanaeini (1), formed by dung
beetles characterized by their burrowing habits and robust body. In a taxonomic level
are determined by an extension in the form of spina-anteromedial angle metasternum of
which extends to the apex of the coxa, besides prolonging pronotal posteromedial angle
between the bases of the elytra (2). These are part of the characters defined by Edmonds
(3) diagnosed as synapomorphies that define the genus as a monophyletic group.

The genus includes 11 species divided into two subgenera, Oxysternon and
Mioxysternon. This genus is restricted to the Americas and its distribution is between
the north of the Tropic of Capricorn and east of the Andes. Were analyzed 4 species
of subgenus Oxysternon: O. conspicillatum and O. silenius, located in the southern
region of Central America and the Amazon region respectively; O. festivum found in
the Amazonian north from east of Venezuela to northwestern Brazil, and O. durantoni
distributed in the northern Amazon (1, 4). The DNA databases provide a wealth of
information when trying to assess the phylogeny of certain groups, which can extend
the knowledge about the families that have been evaluated only at a taxonomic level.
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The study focuses on analyzing the monophyly relationship of 4 species of
Oxysternon based on sequences of two partial genes, the 28S Ribosomal subunit and
mitochondrial Cytochrome Oxidase I, COI.

2 Methods

In order to perform the phylogenetic analysis of four neotropical species of genus
Oxysternon, virtual information used was extracted from the genebank of NCBI
(http://www.ncbi.nlm.nih.gov) about the following species (recognized by 1, 2 and 3):
O. conspicillatum, O. festivum, O. silenus and O. durantoni. In turn we consulted the
information of one external species (outgroup) in relation to the genus Oxysternon,
Phanaeus vindex.

The information used in the study of the taxa mentioned correspond to molecular
markers Cytochrome Oxydase I and 28s Ribosomal, thus we used sequences of 28s
rRNA and COI (Table 1). Aligment was perform under the Geneious Alignment of
the software GENEIOUS 6.1.2 (Biomatters Ltd) with default values according to the
software specifications. Topology of phylogenetic relationships was constructed using
the phylogenetic distance model Jukes-Cantor and the methodology for the
construction of closest Neighbor-Joining’s tree, with a bootstrap of 100.000
replicates, obtaining the taxa cladograms (Fig. 1). The aligned sequences were
submitted into a parsimony analysis in the software TNT 1.1 (5), in order to compare
the topologies. The consensus tree obtained was resampled using the bootstrap
analysis using 10.000 replicates.

Table 1. Consulted references in the genebank (NCBI) about the analyzed species

Species Cytochrome oxidase subunit I Ribomal 28s rRNA
(CO))
NCBI No. of NCBI No. of
Reference Nucleotides | Cited Reference Nucleotides Cited

O. conspicillatum AY131948| 746 bp | (6) |AY131792|580 bp 6)

0. festivum EU477357| 516 bp | (7) |EU432272| 569 bp 7
0. silenus EU477362| 517 bp | (7) |EU432271| 395 bp @)
O. durantoni EU477358| 481 bp | (7) |EU432273| 609 bp @)
P. vindex EU477348 | 526 bp | (7) |EU432264 | 571 bp @)
3 Results

The main tree obtained with COI sequences alignment presented a total of 15 gaps
with a maximum length of 5pb. In comparison, the number of gaps in the 28S rRNA
alignment presented 26 gaps with 6pb as the maximum extent. The phylogenetic
relationships obtained are illustrated in the figure 1.
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The genus was recovered as monophyletic with inclusion of Phanaeus vindex as
the outgroup. Both clades (using 28s and COI information) were supported with
bootstrap values greater than 50%.

The 28s rRNA tree was founded bootstrap values close to 100, which supported the
internal branches. The most parsimonious topologies show a relationship between O.
conspicillatum with O. silenus, related by the values of bootstrap, supported by 88.2
node values (Fig. 1). On the other hand, COI marker tree related these two species
with a 100 node value.

As well as, the clade related O. duratoni with O. festivum was supported by 90
node value for 28s and 84.1 for COL

Phanasus vindax
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I— Oxystarnon sllanus
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05557
Cxystarmon festiwm
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| o4aToz Dxystemon conspicillatum
1 0D
b) 04702 —————————————— Oxystemon silenus
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DA Oxystarmon durantsni
Sell
Oxyslamon fEstivum
Fig. 1. Phylogenies constructed with the Geneious Tree Builder tool, using the Jukes-Cantor
distance model, Neighbor-Joining tree build method. Phanaeus vindex as the outgrup. The

nodes (left) and branch (right) labels are indicated in the branch roots. Phylogenies built with
the COI (a) and 28S rRNA (b) alignments.

4 Discussion

DNA Data

According to the estimates made by Brower (8), the observed divergence on
mitochondrial DNA among arthropod species recently separated was usually constant,
with a divergence rate of 2.3% per million years. This was consistent with the
observed parsimony COI tree.

Multiple Alignments

The multiple sequences alignments performed by Geneious allowed the identification
of similar regions among several sequences, resulting phylogenetic relationships
among individuals and those regions which have undergone insertion, deletion and
substitution processes. Similarly, the ratio is greater than the transition ratio associate
to transversions (9, 19). This alignment allowed the use of Jukes-Cantor model (10),
resulting a appropriate substitution pattern to molecular data type analyzed.
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Phylogenetic Analysis

Currently several studies have been developed by mitochondrial markers, such a
Cytochrome b (Cyt-b) and Cytochrome Oxidase I (COI) for analysis of divergence at
taxonomic and phylogenetic animal levels (i.e. 11, 12, 13, 14).

Edmonds (1) rejected the hypothesis proposed by Edmonds (3) about the division
of the subgenus Oxysternon in two groups of species. In order to, our results have
more than one synapomorphy linking the three groups, therefore it was conceived as a
paraphyletic group. As morphological evidence, our molecular alignments related
Oxysternon festivum and Oxysternon duratoni, regardless Edmonds (1) related them
as a paraphyletic group. These results could be associated to the altitudinal similar
distribution. Additionally, they shared similar habitats which range exhibited from the
Western Andes of Colombia at the northwest of Brazil, including part of Guayana’s
forests, overlapping their distributions (Fig. 2).
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Fig. 2. Distibution of O. conspicillatum, O. durantoni, O. festivum and O. silenus in South
America according data SIB (biodiversity information system http://data.sibcolombia.net/
search/oxysternon consulted 19-05-2013)

The grouping proposed by Edmonds (3), which connected O. conspicillatum and
O. silenus as a sympatric clade was supported by synapomorphies clearly defined.
This clade was defined by a high bootstrap confidence in the morphological analysis
performed.

These molecular relationships were contrasted with morphological characters
reported by Edmons (3) and Vitolo (2). O. conspicillatum and O. silenus share a
bipodal cephalic arm, cephalic coniform process in males, size bigger than 15mm and
a carenacircumnotal complete, do not erased behind the eye.

O. conspicillatum share more morphological traits with O. silenus than with other
species included in this paper, result reflected in the molecular analysis (Fig. 1. a) in
which the node value was 88.2, showing a high level of reliability. Is important to
explain, the characters were not quantitatively analyzed in function of molecular
alignments, seeking matches between molecular clusters and taxonomic characters
that share the species. Also, the criteria for choosing the characters were based on the
traits of the genus and each species from the taxonomic keys of Edmons (1, 3), Vitolo
(2, 20) and Medina and collaborators (15).
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O. festivum also was close related with the clade between O. conspicillatum and O.
silenus. This is congruent with morphological evidence sharing character
carenacircumnotal complete, do not erased behind the eye, bipodal cephalic arm and
size bigger than 15mm.

O.duratoni was related with O. festivum with a node value of 90 for 28s rRNA and
84.1 node value for COI. This relationship could be measure in function of
distribution. Thus, O. festivum occurs at north of the Amazon, occupying a broad
northern area extending from eastern of Venezuela through the Guianas to Amapa
(Brazil) while O. duratoni occurs at north and south of Amazonas (1). Similar
habitats could implicate characters in common for species which have similar biotic
and abiotic factors. Many phenotypic and genotypic traits are given by the interaction
with environmental factors, where it is possible that species that are not related share
common characters in analogous manner, which serve as a similar function to adapt to
the environment. When the species with a phylogeny that share the same habitat, as
the case of O. festivum and O. duratoni, the similarity may be attributable to factors
due to common habitat. However, must take into account different evolutionary
mechanisms of each species (i.e. speciation), as well as ecological aspects of life
history traits, also greatly influence in genetic variation patterns.

For future studies it is important to include more species of the genus to have a
broader resolution of the phylogeny. Relict populations have been characterized in the
north of Brazil, so it requires a population genetic analysis to determine whether a
population is under the influence of reproductive isolation. Similar case can present in
O. striatopunctatum (16), although this species is part of the subgenus Myoxisternon.
Similarly, studies using molecular markers can define whether the subspecies
described by Olsoufieff (17) and O. oberthuri is part of the life stages of O.
conspicillatum or a subspecies defined by environmental pressures.

A similar molecular marker analysis used in this study can define the phylogenetic
relationships within the subgenus Oxysternon. In order to, we would expect that O.
spiniferum confirm your location as most basal species within the South American
species because it differs from other species for its cephalic arm monopodal (2, 18).
In other scenario, O. lautum is the basal through its mild pronotum side roughness,
likewise, are expected to O. palaemon and O. smaragdinum form a clade defined by
synapomorphies with O. silenus as transverse clypeal process and O. ebeninum relates
to O. festivum thanks to clypeal spiniform process that would support this clade (2,
18). Finally it is necessary to include in these studies the species O. smaragdinum and
O. sericeum, considered by Edmonds (1) and can be synonymous or valid species.

Artificial classifications can be solved by using molecular data that define
relationships despite the many morphological similarities in their distribution and
show tendencies to associate certain species, so that the division proposed in principle
by Edmonds (3) suggest should not be completely ruled out.

5 Conclusions

The sequencing of a partial region of the 28S ribosomal region and mitochondrial
COI, gives a new value to the phylogenetic relationships among O. conspicillatum,
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O. durantoni, O. festivum and O. silenus species of genus Oxysternon, agreeing with
groupings made by Edmonds (1) based on morphological characters; besides, greater
relationship between O. conspicillatum and O. silenus probably by their similar
distribution.
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