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Preface

High-Performance Computing (HPC) is one of the key enablers of scientific research
and of the development of Information Society in Europe. Enabling large-scale inno-
vative research to be conducted through collaboration of distributed teams of scien-
tists across the European Research Area paves the way towards a long-term vision of
a sustainable, transparent, ubiquitous electronic infrastructure open to a wide range
of scientific user communities. European Commission sees “strategic nature of High-
Performance Computing as a crucial asset for the EU’s innovation capacity, and calls on
Member States, industry and the scientific communities, in cooperation with the Com-
mission, to step up joint efforts to ensure European leadership in the supply and use
of HPC systems and services by 2020.” Pan-European PRACE infrastructure supports
this strategy and currently provides the core of High-Performance Computing power
for European research. In this context, the inclusion of less-developed regions of Eu-
rope, which suffer from the digital divide and brain-drain in all fields and especially
high-technology, into the wider European Research Area is an aim closely aligned to
this vision. HP-SEE project, co-funded by Framework Programme 7 of the European
Commission, is currently advancing the computing infrastructures in South-East Eu-
rope (SEE), activating new user communities and enabling collaborative research across
a number of fields, and thus contributes to closing the existing technological and scien-
tific gap, and following the wider European HPC strategy.

The HP-SEE User Forum took place in Belgrade on October 17-19, 2012, at premises
of National Library of Serbia and hosted by the Institutes of Physics Belgrade: this sci-
entific conference gathered 65 participants from 16 countries in the region and beyond,
with main focus on the fields of Computational Physics, Computational Chemistry, Life
Sciences, Scientific Computing and HPC Systems and Network Operations. Confer-
ence programme comprised of seven invited lectures, both from related e-Infrastructure
projects and HP-SEE scientific community, 26 contributed oral presentations and a
poster session featuring 11 poster presentations. This edition of papers from the User
Forum is comprised of 20 peer-reviewed papers: 7 from Computational Physics appli-
cations in HPC, 5 from Computational Chemistry, 3 from Life Sciences, and 5 from
Scientific computing and HPC operations. The project as well as the wider SEE com-
munity has benefited greatly from the exchange of experiences of leading scientists in
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the region in their use of High-Performance Computing technology to empower their
research.

In my role of HP-SEE project manager, I would like to thank the authors, reviewers,
editors, programme and organization committees and guest speakers for their contribu-
tions to this event.

April 2013 Dr. Ognjen Prnjat
HP-SEE Project Manager
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Simulation of Electron Transport Using HPC

Infrastructure in South-Eastern Europe

Emanouil Atanassov, Todor Gurov, and Aneta Karaivanova

Institute of Information and Communication Technologies, BAS
Acad. G. Bonchev St., Bl.25A, 1113 Sofia, Bulgaria

{emanouil,gurov,anet}@parallel.bas.bg

Abstract. In this work we present Monte Carlo simulation of ultra-
fast electron transport in semiconductors. We study the scalability of
the presented algorithms using high-performance computing resources in
South-Eastern Europe. Numerical results for parallel efficiency and com-
putational cost are also presented. In addition we discuss the coordinated
use of heterogeneous HPC resources for one and the same application in
order to achieve a good performance.

Keywords: Electron transport, Monte Carlo algorithms, scalability,
parallel efficiency, high-performance computations.

1 Introduction

The Monte Carlo Methods (MCMs) provide approximate solutions to a variety
of mathematical problems by performing statistical sampling experiments on a
computer [1–4]. They are based on the simulation of random variables whose
mathematical expectations are equal to a given functional of the solution of the
problem under consideration.

Many problems in a transport theory and related areas can be described
mathematically by a second kind integral equation:

f = IK(f) + φ, (1)

where IK is an integral operator. In general, the physical quantities of interest
are determined by functionals of the type:

Jg(f) ≡ (g, f) =

∫
G

g(x)f(x)dx, (2)

where the domain G ⊂ IRd and IRd is the d-dimensional Euclidean space. The
functions f(x) and g(x) belong to any Banach space X and to the adjoint space
X∗, respectively, and f(x) is the solution of (1).

The mathematical concept of the MC approach is based on the iterative ex-
pansion of the solution of (1):

fs = IK(fs−1) + φ, s = 1, 2, . . . , (3)

where s is the number of iterations. In fact (3) defines a Neumann series

M. Dulea et al. (eds.), High-Perf. Comp. Infrastr. for South East Europe’s 1
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2 E. Atanassov, T. Gurov, and A. Karaivanova

fs = φ+ IK(φ) + . . .+ IKs−1(φ) + IKs(f0), s > 1 ,

where IKs means the s-th iteration of IK. If the corresponding infinite series
converges then the sum is an element f from the space X which satisfies (1).

The replacement of f by the Neumann series in (2), gives rise to a sum of
consecutive terms which are evaluated by a MC method with the help of random
estimators.

We define a random variable ξ such that its mathematical expectation is equal
to J(f): Eξ = J(f).

Then we can define a MC method

ξ =
1

N

N∑
i=1

ξ(i)
P−→ Jg(f), (4)

where ξ(1), . . . , ξ(N) are independent values of ξ and
P−→ means stochastic con-

vergence as N −→ ∞. The rate of convergence is evaluated by the “law of the
three sigmas”, [1, 3]:

P

(
|ξ − Jg(f)| < 3

√
V ar(ξ)√
N

)
≈ 0.997.

Here V ar(ξ) = Eξ2−E2ξ is the variance of the MC estimator. Thus, a peculiarity
of any MC estimator is that the result is obtained with a statistical error [1, 3, 7].
As N increases, the statistical error decreases proportionally to N−1/2.

Thus, there are two types of errors – systematic (a truncation error) and
stochastic (a probability error) [7, 8]. The systematic error depends on the num-
ber of iterations of the used iterative method, while the stochastic error is related
to the the probabilistic nature of the MC method. From (1) and (3) one can get
the value of the truncation error. If f0 = φ then

fs − f = IKs(φ − f).

The relation (4) still does not determine the computational MC algorithm:
we must specify the modeling function (called sampling rule) for the random
variable ξ.

Θ = F (β1, β2, . . . , ), (5)

where β1, β2, . . . , are uniformly distributed random numbers in the interval
(0, 1). It is known that pseudorandom number generators are used to produce
such sequences of numbers. They are based on specific mathematical algorithms.
Now both relations (4) and (5) define a MC algorithm for estimating Jg(f). The
case when g = δ(x − x0) is of special interest, because it is used for calculating
the value of f at x0, where x0 ∈ G is a fixed point.

Every iterative algorithm uses a finite number of iterations s. In practice we
define a MC estimator ξs for computing the functional Jg(fs) with a statistical
error. On the other hand ξs is a biased estimator for the functional Jg(f) with
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stochastic and truncation errors [7, 8]. The number of iterations can be a ran-
dom variable when an ε-criterion is used to truncate the Neumann series or the
corresponding Markov chain in the MC algorithm.

In order to compute the physical quantities of interest, we simulate a large
number of trajectories, following the backward Monte Carlo algorithmic scheme.
The trajectory is abolished when the time step becomes sufficiently small. All
the physical quantities of interest are approximated as averages of random vari-
ables that are sampled in the Monte Carlo algorithm, so that one numerical
trajectory contributes to all the quantities of interest, for better efficiency. Since
the trajectories are independent, there is large amount of available parallelism
that is exploited via MPI and, if possible, CUDA. In order to achieve accu-
rate estimates, when the evolution time becomes large enough, we need billions
of sampled trajectories. This requirements together with the high number of
parallel processes or threads, puts a strain on the quality of the random num-
ber generator library. When quasi-random numbers are used, then one should
be careful how to distribute the computations so that the desired error rate is
attained.

The presented numerical results are obtained using HP-SEE computing in-
frastructure. The regional HPC infrastructure incorporates state of the art HPC
clusters and two supercomputers BlueGene/P. The HP-SEE resources are lo-
cated in 8 HPC resource centers in the countries: Bulgaria, Hungary, Romania,
FYROM and Serbia. The total peak performance of the HP-SEE computing
resources is about 120 Tflops in double precision. The GPU resources currently
achieve 12 Tflops in single precision. More information can be found at www.hp-
see.eu. In order to cope with the heterogeneity in the HP-SEE infrastructure
and the evolution of the mathematical algorithms the application is built using
a modular structure, containing several different modules/libraries. While we
use standard libraries for random number generation like SPRNG and CUDA
CURAND, we use our in-house libraries for scrambled quasi-random number
generators, [4–6]. The main computations are organized in a library too, where
we have different computational kernels for the case of CPU vs GPU computa-
tions. We also separate the parallelization part, based on MPI.

The paper is organized as follows. In Section 2 the quantum-kinetic equation
is derived from a physical model describing electron transport in quantum wires.
An integral form of the equation is obtained by reducing the dimensionality of
space and momentum coordinates. The MC approach and corresponding MC
algorithm are presented in Section 3. The numerical results using Bulgarian
HPC resources are discussed in Section 4. Summary and directions for future
work are given in Section 5.

2 The Quantum Kinetic Integral Equation

In the general case a Wigner equation for nanometer and femtosecond transport
regime is derived from a three equations set model based on the generalized
Wigner function [10]. The complete Wigner equation poses serious numerical
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challenges. Two limiting versions of the equation corresponding to simplified
physical conditions are considered in few works, namely, the Wigner-Boltzmann
equation [11] and the homogeneous Levinson (or Barker-Ferry) equation [12, 13].
These equations are analyzed with various MCMs using spherical and cylindrical
transformations to reduce the dimensions in the momentum space [14, 15]. The
computer power of the European Grid infrastructure (EGI) in some cases is used
to investigate above problems [16–18].

Here we consider a highly non-equilibrium electron distribution which
propagates in a quantum semiconductor wire [19]. The electrons, which can be
initially injected or optically generated in the wire, begin to interact with three-
dimensional phonons. This is third limiting case, where the electron-phonon
interaction is described on the quantum-kinetic level by the Levinson equation
[20, 21], but the evolution problem becomes inhomogeneous due to the spatial
dependence of the initial condition. The direction of the wire is chosen to be z,
the corresponding component of the wave vector is kz. The electrons are in the
ground state Ψ(r⊥) in the plane normal to the wire, which is an assumption con-
sistent at low temperatures. The initial carrier distribution is assumed Gaussian
both in energy and space coordinates, and an electric field can be applied along
the wire.

The integral representation of the quantum kinetic equation for the electron
Wigner function fw in this case has the form [22]:

fw(z, kz, t) = fw(z −
h̄kz
m

t+
h̄F

2m
t2, kz , 0) + (6)∫ t

0

dt′′
∫ t

t′′
dt′

∫
dq′

⊥

∫
dk′z [S(k

′
z , kz, t

′, t′′,q′
⊥)×

fw

(
z − h̄kz

m
(t− t′′) +

h̄F

2m
(t2 − t′′2) +

h̄q′z
2m

(t′ − t′′), k′z, t
′′
)
−

S(kz , k
′
z, t

′, t′′q′
⊥)fw

(
z − h̄kz

m
(t− t′′) +

h̄F

2m
(t2 − t′′2)− h̄q′z

2m
(t′ − t′′), kz, t

′′
)]

,

where
S(k′z, kz, t

′, t′′,q′
⊥) =

2V

(2π)3
|G(q′

⊥)F(q′
⊥, kz − k′z)|2 [(n(q′) + 1)×

cos

(
ε(kz)− ε(k′z) + h̄ωq′

h̄
(t′ − t′′) +

h̄

2m
Fq′z(t

′2 − t′′2)

)
+

n(q′) cos

(
ε(kz)− ε(k′z)− h̄ωq′

h̄
(t′ − t′′) +

h̄

2m
Fq′z(t

′2 − t′′2)

)]
.

Here, f(z, kz, t) is the Wigner function described in the 2D phase space of the
carrier wave vector kz and the position z, and t is the evolution time.

The electric force F depends on the electric field E as follows: F = eE/h̄,
where the electric field is along the direction of the wire, e being the electron
charge and h̄ - the Plank’s constant.
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nq′ = 1/(exp(h̄ωq′/KT )− 1) is the Bose function, where K is the Boltzmann
constant and T is the temperature of the crystal, corresponds to an equilibrium
distributed phonon bath.

h̄ωq′ is the phonon energy which generally depends on q′ = q′
⊥ + q′z = q′

⊥ +
(kz − k′z), and ε(kz) = (h̄2k2z)/2m is the electron energy.

F is obtained from the Fröhlich electron-phonon coupling by recalling the
factor ih̄ in the interaction Hamiltonian:

F(q′
⊥, kz − k′z) = −

[
2πe2ωq′

h̄V

(
1

ε∞
− 1

ε s

)
1

(q′)2

] 1
2

,

where (ε∞) and (εs) are the optical and static dielectric constants. The shape
of the wire affects the electron-phonon coupling through the factor

G(q′
⊥) =

∫
dr⊥e

iq′
⊥r⊥ |Ψ(r⊥)|2 ,

where Ψ is the ground state of the electron system in the plane normal to the
wire. If the cross-section of the wire is chosen to be a square with side a than
we obtain:

|G(q′
⊥)|2 = |G(q′x)G(q′y)|2 =

(
4π2

q′xa ((q
′
xa)

2 − 4π2)

)2

4 sin2(aq′x/2)×

(
4π2

q′ya
(
(q′ya)

2 − 4π2
)
)2

4 sin2(aq′y/2).

3 Monte Carlo Approach

The equation (6) can be rewritten in the form:

fw(z, kz, t) = fw(z − z(kz, t), kz, 0) + (7)∫ t

0

dt′′
∫ t

t′′
dt′

∫
G

d3k′K1(kz ,k
′, t′, t′′)× fw (z + h(kz , q

′
z, t, t

′, t′′, F ), k′z , t
′′)+

∫ t

0

dt′′
∫ t

t′′
dt′

∫
G

d3k′K2(kz ,k
′, t′, t′′)× fw (z + h(kz,−q′z, t, t

′, t′′, F ), kz , t
′′) ,

where

z(kz, t) =
h̄kz
m

t− h̄F

2m
t2 ,

h(kz , q
′
z, t, t

′, t′′, F ) = − h̄kz
m

(t− t′′) +
h̄F

2m
(t2 − t′′2) +

h̄q′z
2m

(t′ − t′′) ,

K1(kz ,k
′, t′, t′′) == S(k′z, kz , t

′, t′′,q′
⊥) = −K2(k

′, kz, t
′, t′′),

and ∫
G

d3k′ =

∫
dq′

⊥

∫ Q2

−Q2

dkz.
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The values of the physical quantities are expressed by the following general
functional of the solution of (7):

Jg(f) =

∫ T

0

∫
D

g(z, kz, t)fw(z, kz, t)dzdkzdt. (8)

Here we specify that the phase space point (z, kz) belongs to a rectangular
domain D = (−Q1, Q1)× (−Q2, Q2), and t ∈ (0, T ).

The function g(z, kz, t) depends on the quantity of interest. Here, we are
going to estimate by MC approach the Wigner function (6), the wave vector
(and respectively the energy) f(kz , t), and the density distribution n(z, t). The
last two functions are given by the integrals

f(kz , t) =

∫
dz

2π
fw(z, kz, t) and, n(z, t) =

∫
dkz
2π

fw(z, kz, t).

The MC estimator for evaluating the functional (8) using backward time evolu-
tion of the numerical trajectories can be constructed in the following way:

ξs[Jg(f)] =
g(z, kz, t)

pin(z, kz, t)
W0fw(., kz, 0) +

g(z, kz, t)

pin(z, kz, t)

s∑
j=1

Wα
j fw

(
., kαz,j , tj

)
. (9)

Here

fw
(
., kαz,j , tj

)
=

{
fw

(
z + h(kz,j−1, kz,j−1 − kz,j , tj−1, t

′
j , tj , F ), kz,j , tj

)
,

fw
(
z + h(kz,j−1, kz,j − kz,j−1, tj−1, t

′
j , tj , F ), kz,j−1, tj

)
where α = 1, in the first case, and α = 2 in the second one;

Wα
j =Wα

j−1

Kα(kzj−1,kj , t
′
j , tj)

pαptr(kj−1,kj , t′j , tj)
, where Wα

0 = W0 = 1, α = 1, 2, j = 1, . . . , s .

The probabilities pα, (α = 1, 2) are chosen to be proportional to the absolute
value of the kernels in (6). The initial density pin(z, kz, t) and the transition
density ptr(k,k

′, t′, t′′) are chosen to be tolerant1 to the function g(z, kz, t) and
the kernels, respectively. The first point (z, kz0, t0) in the Markov chain is chosen
using the initial density, where kz0 is the third coordinate of the wave vector k0.
Next points (kzj , t

′
j , tj) ∈ (−Q2, Q2)× (tj , tj−1)× (0, tj−1) of the Markov chain:

(kz0, t0) → (kz1, t
′
1, t1) → . . . → (kzj , t

′
j , tj) → . . . →,

where j = 1, 2, . . . , s do not depend on the position z of the electrons. They
are sampled using the transition density ptr(k,k

′, t′, t′′) as we take only the z-
coordinate of the wave vector k. Note the time t′j conditionally depends on the

1 r(x) is tolerant to g(x) if r(x) > 0 when g(x) �= 0 and r(x) ≥ 0 when g(x) = 0.
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selected time tj. The Markov chain terminates in time ts < ε1, where ε1 is a
fixed small positive number called a truncation parameter.

In order to evaluate the functional (8) by N independent samples of the
estimator (9), we define a Monte Carlo method

1

N

N∑
i=1

(ξs[Jg(f)])i
P−→ Jg(fs) ≈ Jg(f), (10)

where
P−→ means stochastic convergence as N → ∞; fs is the iterative solution

obtained by the Neumann series of (7), and s is the number of iterations.
The relation (10) still does not determine the computational algorithm. To

define a MC algorithm we have to specify the initial and transition densities, as
well the modeling function (or sampling rule). The modeling function describes
the rule needed to calculate the states of the Markov chain by using uniformly
distributed random numbers in the interval (0, 1). In our case we use SPRNG
library [9].

Here, the following transition density is chosen:

ptr(k,k
′, t′, t′′) = p(k′/k)p(t, t′, t′′),

where

p(t, t′, t′′) = p(t, t′′)p(t′/t′′) =
1

t

1

(t− t′′)

and
p(k′/k) = c1/(k

′ − k)2

(c1 is the normalized constant). Thus, if we know t, the next times t′′ and t′ are
computed by using the inverse-transformation rule.

The wave vectors k′ are sampled in the following algorithm:

1. Sample a random unit vector ω = (sin θ cosϕ, sin θ sinϕ, cos θ) as sin θ =
2
√
(β1 − β2

1), cos θ = 2β1 − 1, and ϕ = 2πβ2 where β1 and β2 are uniformly
distributed numbers in (0, 1);

2. Calculate l(ω) = −ω ·k+(Q2
2 +(ω ·k)2 −k2)

1
2 , where ω ·k denotes a scalar

product between two vectors;
3. Sample ρ = l(ω)β3, where β3 is an uniformly distributed number in (0, 1);
4. Calculate k′ = k+ ρω.

We note that we have to compute all three coordinates of the wave vector al-
though we need only the third one. The choice of pin(z, kz, t) depends on the
function g(z, kz, t). The cases when

(i) g(z, kz, t) = δ(z − z0)δ(kz − kz,0)δ(t− t0),

(ii) g(z, kz, t) =
1

2π
δ(kz − kz,0)δ(t− t0),

(iii) g(z, kz, t) =
1

2π
δ(z − z0)δ(t− t0),

are of special interest, because they estimate the values of the Wigner function,
wave vector and density distribution in fixed points.
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4 Parallel Implementation and Numerical Results

The stochastic error for the (homogeneous) Levinson or Barker-Ferry models has
order O(exp (c2t)N

−1/2), where t is the evolution time and c2 is a constant de-
pending on the kernels of the obtained quantum kinetic equation [14, 15]. Using
the same mathematical techniques as in [14], we can prove that the stochastic
error of the MC estimator under consideration has order O(exp

(
c3t

2
)
N−1/2).

The factor exp
(
c3t

2
)
contains the term t2 because there is a double integration

over the evolution time in the the quantum kinetic equation (6). The estimate
shows that when t is fixed and N → ∞ the error decreases, but for large t the
factor exp

(
c3t

2
)
looks ominous. Therefore, the MC algorithm described above

solves an NP -hard problem concerning the evolution time. The suggested im-
portance sampling technique, which overcomes the singularity in the kernels, is
not enough to solve the problem for long evolution time with small stochastic
error. In order to decrease the stochastic error we have to increase N - the num-
ber of Markov chain realizations. For this aim, a lot of CPU power is needed for
achieving acceptable accuracy at evolution times above 100 femtoseconds.

The suggested simulation was tested with new random number generators
using permutations. Optimizations of transition density using genetic algorithm
and acceptance-rejection methods were done. Initial scientific results for simula-
tion of electron transport on quantum wires and are obtained.

It is known that the MC algorithms are perceived as computationally intensive
and naturally parallel [23]. They can usually be implemented via the so-called
dynamic bag-of-work model [24]. In this model, a large MC task is split into
smaller independent subtasks, which are then executed separately. One process
or thread is designated as “master” and is responsible for the communications
with the “slave” processes or threads, which perform the actual computations.
Then, the partial results are collected and used to assemble an accumulated result
with smaller variance than that of a single copy. The inherent characteristics of
MC algorithms and the dynamic bag-of-work model make them a natural fit for
the parallel architectures.

Our numerical results are obtained using the following HPC platforms:
(i) The biggest HPC resource in Bulgaria is the supercomputer BlueGene/P

which is deployed at the Executive Agency ”Electronic Communications Net-
works and Information Systems”. It has two racks with 2048 PowerPC 450 pro-
cessors (32 bits, 850 MHz), 8192 processor cores and a total of 4 TB random
access memory. The theoretical peak performance is 27.85 Tflops.

(ii) The other HPC platform is the HPC cluster deployed at the institute
of information and communication technologies of the Bulgarian academy of
sciences. This cluster consists of two racks which contain HP Cluster Platform
Express 7000 enclosures with 36 blades BL 280c with dual Intel Xeon X5560
@ 2.8Ghz (total 576 cores), 24 GB RAM per blade. There are 8 storage and
management controlling nodes 8 HP DL 380 G6 with dual Intel X5560 @ 2.8
Ghz and 32 GB RAM. All these servers are interconnected via non-blocking DDR
Infiniband interconnect at 20Gbps line speed. The theoretical peak performance
is 3.23 Tflops. The HPC cluster was upgraded with an HP SL390s G7 4U Lft Half
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Fig. 1. Scalability on BlueGene/P when estimate Wigner function at t = 180fs pre-
sented in the plane z × kz. The electric field is 15kV/cm and the number of Markov
chains per pointsolution is 1 billion.

Tray Server with four NVIDIA Tesla M2090 6GB Modules, included in ProLiant
SL6500 Scalable System Rack. The GPU cards have 2048 CUDA cores. The peak
GPU computing performance exceeds the value of 2.66 Tflops in double precision
or 5.32 Tflops in single precision. The GPU computing modules are connected
to the HPCG blade cluster with QDR InfiniBand cards.

Both HPC resources are connected with 1 Gbps Ethernet fiber optics and all
Bulgarian researchers can have access to them. Parallel programming paradigms
supported by these HPC resources are Message passing, supporting several im-
plementations of MPI: MVIAPICH1/2, OpenMPI, OpenMP.

By using the HPC resources we were able to reduce the computing time of
the MC algorithm under consideration. The simulations of the Markov chain
are parallelized on the the above HPC platforms by splitting the underlying
random number sequences from the SPRNG library. In our research, the MC
algorithm has been implemented in C++ language. The MPI implementation
was MVIAPICH1.

The scalability results presented in Figures 1-2 are obtained for the problem
with GaAs material parameters: the electron effective mass is 0.063, the optimal
phonon energy is 36 meV, the static and optical dielectric constants are εs = 12.9
and ε∞ = 10.92. The initial condition is a product of two Gaussian distributions
of the energy and space. The k2z distribution corresponds to a generating laser
pulse with an excess energy of about 150 meV. The z distribution is centered
around zero. The side of the wire is chosen to be 10 nanometers.

The values of the Wigner function f(z, kz, t) are estimated in a rectangular
domain (−Q1.Q1) × (−Q2, Q2), where Q1 = 400 nm and Q2 = 0.66nm−1 con-
sisting of 800× 260 points. The stochastic error for this case is relatively large.
The relative mean squared error is in order of 10−3.

The timing results for evolution time t = 180fs and for all 800×260 points, are
shown in Table 1. The number of the Markov chain’s trajectories is 1 billion. The
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Table 1. The CPU time (seconds) for all 800 × 260 points, the speed-up, and the
parallel efficiency

Blades/Cores CPU Time (s) Speed-up Parallel Efficiency

1 x 8 = 8 202300 - -

4 x 8 = 32 50659 3.9937 0.99834

8 x 8 = 64 25423 7.9574 0.99467

16 x 8 = 128 12735 15.8853 0.99283

Blades/Cores/

Hyperthreading CPU Time (s) Speed-up Parallel Efficiency

1 x 8 x 2 = 16 148602 - -

4 x 8 x 2 = 64 37660 3.94588 0.98647

8 x 8 x 2 =128 18957 7.83889 0.97986

16 x 8 x 2 =256 9552 15.55716 0.97232

Table 2. The CPU time (seconds) for all 800 × 260 points, the speed-up, and the
parallel efficiency

Cores CPU Time (s) Speed-up Parallel Efficiency

1024 23498 - -

2048 12082 1.9449 0.97245

4096 6091 3.8769 0.96923

results are obtained on the HPC cluster deployed at IICT-BAS. Tests with hyper-
threading switched on and off were performed and the results show that the use
of all logical cores, which are twice as many as physical cores, improves the speed
with 33%− 38%, which means that it is practical to turn hyperthreading on for
these kinds of problems. In previous implementations of this code on desktop
computers we have achieved higher improvements from hyperthreading. Thus
we believe that the reason for the relatively small improvement is the improved
efficiency of the current code, which means that more of the computations use
floating point units of the processor and since these units are shared between
threads, the hyperthreading can not offer more substantial gains. The parts of
the code related to generation of pseudorandom numbers contain more integer
operations and gain more from hyperthreading.

The results shown in Table 2 are obtained on IBM BlueGene/P. The solution
again is estimated for evolution time t = 180fs and for all 800× 260 points, as
the number of the Markov chain’s trajectories again is 1 billion. Both timing
results demonstrate a very good speed-up and parallel efficiency.

We also implemented our algorithm using CUDA and tested it on our GPU-
based resources. The random number generator that we used was the default
CURAND generator from the CUDA SDK. The parallelization of the code
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Fig. 2. Scalability on high-performance cluster

using CUDA was achieved without major rewrite of the code or changes to the
program logic. The work is first split into blocks of trajectories to be computed.
The master process sends the work to the slave processes, which initialize the
respective GPU device and repeatedly execute the respective GPU kernel and
return the results.

The same computation as above was performed in 67701 seconds on one
NVIDIA M2090 card, which means that one card’s performance is compara-
ble to that of 3 blades with hyperthreading turned off. We believe that this
result can be improved, because there could be some warp divergence due to
logical statements in the code. This issue can be mitigated by changes in the
way the samples are computed by the threads, to make sure that the divergence
is limited. We also tested the algorithm when running on several GPU cards in
parallel. When 6 Nvidia M2090 cards from the same server were used to compute
107 trajectories, we obtained about 93 % parallel efficiency. For such relatively
small number of trajectories, the main source of inefficiency is the time spent in
the cudaSetDevice call in the beginning of the computations.

5 Conclusions and Future Work

A quantum-kinetic model for the evolution of an initial electron distribution in a
quantum wire has been introduced in terms of the electron Wigner function. The
physical quantities, expressed as functionals of the Wigner function are evaluated
within a MC approach. The developed MC method is characterized by the com-
putational demands which are typical for quantum algorithms. The numerical
results were obtained on two HPC platforms - IBM BlueGene/p and HP blade
cluster. The test results show excellent parallel efficiency. The heterogeneous na-
ture of the hardware resources that are available to the research team suggest
the need to develop software that can use all those resources simultaneously. For
such kinds of Monte Carlo or quasi-Monte Carlo codes it is possible to extend
a dynamic load balancing scheme, that has already been developed by the team
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for simpler problems. Since both the cluster and the supercomputer are posi-
tioned behind a firewall, a proxy mechanism will have to be employed in order
to connect the super-master of the scheme with the working nodes and the user
client machine. When the full information about the Wigner function is to be
collected, there will be certain strain on the external network connectivity of the
cluster or the supercomputer. Thus our next step will be the development and
testing of the proxy module, that can also aggregate the results before sending
them upstream. We have already developed code for parallel computations using
several GPU cards, in a possibly heterogeneous configuration, but we believe we
should concentrate to achieve better performance from the GPU version by some
code refactoring to make the jumps more predictable.

Acknowledgment. This work was partially supported by the Bulgarian NSF
grant DVCP02/1 CoE Supper CA++, by the European Commission under EU
FP7 project HP-SEE (under contract number 261499).
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Abstract. We investigate by means of symbolic computations the emer-
gence of density waves in cigar-shaped dipolar Bose-Einstein condensates
and derive a series of approximate dispersion relations which exhibit the
roton-maxon structure.

1 Introduction

Bose-Einstein condensates (BECs) with short-range interactions have become
textbook material [1], with more than 100 groups world wide having achieved
condensation of some atomic species and related theoretical efforts focused on
a large set of research subjects which includes solitons, vortices, density waves
and nonlinear phenomena at large [2–4]. Similar efforts have been focused on
making efficient numerical and analytical recipes for the dynamics of ultra-cold
quantum systems [6–10].

The landmarking experimental achievement of a chromium BEC in 2005 [11]
and the recent condensation of dysprosium [12] bring forward fundamental ques-
tion concerning the behavior of BECs with both short- and long-range interac-
tions. The latter interactions stem from the dipolar interactions between atoms
and can impact the dynamics of the condensate to the extent of stabilizing
bright solitons (due to the anisotropy of the dipole-dipole interaction), chang-
ing the structure of vortex lattices and introducing a roton-maxon structure
in the dispersion relation of density waves [13]. This last feature has attracted
considerable attention on the theoretical side, with distinct investigations fo-
cused on the geometry of ground states configurations, abrupt transitions in
Faraday patterns, enhanced sensitivity to external forcing, etc., but has so far
eluded a direct experimental observation. In this paper we show by variational
means using a cigar-shaped dipolar BEC with repulsive short-range interaction
and effectively attractive long-range interactions that the roton-maxon struc-
ture is robust and that it can be recovered by analytical means using a standard
computer algebra system. The backbone of our approach consists of a series of
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symbolic calculations which allow us to compute directly the dipolar component
of the interaction with various degrees of accuracy, thereby determining simple
approximate formula for the roton-maxon spectrum. The rest of the paper is
structured as follows: in Section 2 we present briefly the variational treatment
of BECs, while in Section 3 we derive a series of novel approximate analytical
results which exhibit the roton-maxon structure. Finally, Section 4 gathers our
concluding remarks along with some suggestions for future research veins.

2 Variational Treatment

The variational treatment of BECs is textbook material (see Refs. [14, 15] for
a detailed discussion) and amounts to computing the three-dimensional La-
grangian of condensate

L =

ˆ
D

{
1

2

(
ψ
∂ψ∗

∂t
− ψ∗ ∂ψ

∗

∂t

)
+

1

2
|∇ψ|2 + g(t)N

2
|ψ|4

+V (r) |ψ|2 + gd |ψ|2
ˆ
R3

U(r− r′) |ψ(r′)|2
}
, (1)

where g(t) > 0, gd > 0 and ψ = ψ(r) if not stated otherwise, and

U(r− r′) =
1− 3(z−z′)2

(x−x′)2+(y−y′)2+(z−z′)2(
(x− x′)

2
+ (y − y′)

2
+ (z − z′)

2
)3/2

, (2)

with respect to a trial wave function. The ensuing result is minimized with
respect to the variational parameters included in the trial wave function and
a series of Euler-Lagrange ordinary differential equations is then obtained. For
cigar-shaped condensates the prototypical wave function consists (for reasons
of analytical tractability) of a Gaussian radial Ansatz on which a longitudinal
periodic function is grafted such that we can investigate the emergence of density
waves. The most convenient trial function uses a cos longitudinal function in
which case one has to compute the Lagrangian in equation (1) using

ψ =
1

πΩ

√
k

2 + u(t)2 + v(t)2
exp

(
−x2 + y2

2Ω2

)
×(1 + (u(t) + iv(t)) cos kz), (3)

where D extends over the entire x− y plane and over the segment [−π/k, π/k]
on the z axis. The trial wave function is normalized as

ˆ ∞

0

dr2πr

ˆ π
k

−π
k

dz |ψ(r)|2 = 1. (4)

Please note that, unlike the Ansatz usually used for condensates with short-
range interactions, the above Ansatz considers a constant radial width, the radial
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dynamics of the condensate being therefore discarded. This feature of our Ansatz
is consistent with the one- and two-dimensional partial differential equations
used to describe cigar- and pancake-shaped condensates [16]. Following some
simple algebraic manipulations one can easily show that the first four terms of
the Lagrangian are given by

L1 =
�(u(t)v̇(t)− v(t)u̇(t))

2 + u(t)2 + v(t)2
, (5)

L2 =
�
2
(
2 +

(
u(t)2 + v(t)2

) (
1 + k2Ω2

))
2m (2 + u(t)2 + v(t)2)Ω2

, (6)

L3 =
kN

(
8 + 3u(t)4 + 8v(t)2 + 3v(t)4 + 6u(t)2

(
4 + v(t)2

))
16π2 (2 + u(t)2 + v(t)2)

2
Ω2

(7)

and

L4 =
mΩ4

2
. (8)

Computing the last term is somewhat less trivial but one can show (see Ref. [17]
for details) that the dipolar term is given by

L5 =

ˆ π/k

−π/k

dz

(
nl(z)

ˆ ∞

−∞
dz′nl(z

′)K(z − z′)

)
(9)

where

K(z − z′) =
π

4Ω

⎛
⎝2

√
(z − z′)

2
Ω − exp

(
(z − z′)

2

2Ω2

)
Erfc

⎛
⎝
√
(z − z′)

2

√
2Ω

⎞
⎠
⎞
⎠
(10)

and nl(z) is the longitudinal density profile of the condensate, namely

nl(z) =
1

(πΩ)2
k(1 + (u(t) + iv(t)) cos kz)2

2 + u(t)2 + v(t)2
. (11)

3 Roton-Maxon Structures

Computing explicitly the integral in L5 is key in determining roton-maxon struc-
tures, but this cannot be done using K(z − z′) in equation (10). To this end,
we will approximate the kernel K(z − z′) using simpler functions such that the
aforementioned integral can be computed analytically on regular computer al-
gebra systems. The first step in determining the approximate kernels is to note
that

lim
z−z′→0

K(z − z′) = −π3/2Ω

2
√
2

, (12)
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lim
z−z′→∞

K(z − z′) = 0 (13)

and ˆ ∞

0

daK(a) = −π3/2Ω3

√
2

, (14)

where a = (z − z′)
2. These three relations capture the main features of the

kernel, namely the value in the origin and at infinity and the norm, and we have
used them in our search for approximate kernels which allow a straightforward
analytic calculation of the dipolar term L5. We have found that

K1(z − z′) = −π3/2Ω

2
√
2

exp

⎛
⎝−(z − z′)2γ2−γ

⎛
⎝Γ

(
1 + 1

γ

)
Ω2

⎞
⎠

γ⎞
⎠ (15)

where γ is real positive number and

K2(z − z′) = −π3/2Ω

2
√
2

(
1 + (z − z′)

2
)− 1+2Ω2

2Ω2

, (16)

reproduce the main features of the original kernel and are simple enough such
that L5 can be computed without difficulty on standard computer algebra system
such as MATHEMATICA, Maple, MATLAB (with Symbolic Math Toolbox) and
Python (with the SymPy library).

For a condensate whose scattering length is modulated as g(t) = g0(1 +
ε sin(ωt)) the dynamics of the density wave is given by a Mathieu equation
of the form

ü(t) + (a(k) + b(k) sin(ωt))u(t) = 0 (17)

where a(k) and b(k) depend on k and the geometry of the system (e.g., L, the
longitudinal extent of the condensate). The double integral in equation (9) can
be computed most conveniently using MATHEMATICA’s Integrate function
and one easily finds using K1(z − z′) that

a(k) =
k2�

2m

(
− exp

(
k2Ω2

2

)
gdk

πΩ2�
+

k2�

2m
+

kNg(t)

2π2Ω2�

)
(18)

for γ = 1,

a(k) =
k2�

2m (1 + k2Ω2)

(
k2�

2m
−

√
2gdk

π3/2Ω2�
+

k4Ω2
�

2m
+

k3Ng

2π2�
+

kNg

2π2Ω2�

)
(19)

for γ = 1/2,

a(k) =
k2�

2m

{
k2�

2m
+

23/2gd
32/3k4/3Ω13/3�π1/2

exp

(
2

9k2Ω2

)
Ai

(
1

32/3 (kΩ)
4/3

)

+
23/2gd (kΩ)

2/3

31/3k4/3π1/2Ω13/3�
exp

(
2

9k2Ω2

)
AiPrime

(
1

32/3 (kΩ)4/3

)}
(20)
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for γ = 1/3 and

a(k) =
k2�

2m

⎧⎨
⎩ Nkg

2π2Ω2�
−

31/4gd cos
( √

3
2kΩ

)
√
2kπΩ7/2�

+
31/4

√
2gd cos

( √
3

2kΩ

)
√
kπΩ7/2�

C
(

31/4√
πkΩ

)

+
k2�

2m
−

31/4gd sin
( √

3
2kΩ

)
√
2kπΩ7/2�

+
31/4

√
2gd sin

( √
3

2kΩ

)
√
kπΩ7/2�

S
(

31/4√
πkΩ

)⎫⎬
⎭ (21)

for γ = 1/4. There is no general result for an arbitrary value of γ, but similar
(though somewhat lengthier) results can be obtained for rational values of γ.
For the second kernel we find that

a(k) =
k2�

2m

{
k2�

2m
+

kNg

2π2Ω2�
− gd2

1− 1
2Ω2 k

3
2+

1
2Ω2

πΩ�Γ
(

1
2Ω2

) K 1
2 (1+

1
2Ω2 )

(k)

}
(22)

which further reduces to

a(k) =
k2�

2m

{
k2�

2m
+

kNg

2π2Ω2�
− gdk (sinh k − coshk)√

2πΩ2�

}
(23)

for large values of Ω.

0.1 0.2 0.3 0.4 0.5 0.6
k
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a �k�

Fig. 1. A typical dispersion relation obtained with the approximate kernel K1(z − z′)
for � = m = Ω = g0 = 1 and ρ = Nk/2π = 1. The thick dashed line corresponds
to γ = 1 and gd = 3, the thick dotted line corresponds to γ = 1/2 and gd = 4.2, the
thick full line corresponds to γ = 1/3 and gd = 6 while the thin full line corresponds
to γ = 1/4 and g = 9.

The main message conveyed by equations (18)-(23) is that the two approxi-
mate kernels reproduce analytically the roton-maxon structure seen in the dis-
persion spectrum of dipolar condensates, though for somewhat different param-
eters, thereby showing its robustness. To make this point transparent we plot in
Fig. 1 typical dispersion relations for corresponding to the kernel K1(z− z′) and
in Fig. 2 similar dispersion relations for K2(z − z′).
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0.1 0.2 0.3 0.4 0.5 0.6
k

0.001
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0.003
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a �k�

Fig. 2. A typical dispersion relation obtained with the approximate kernel K2(z − z′)
for � = m = Ω = g0 = 1, ρ = Nk/2π = 1 and gd = 5.5. The thick full line corresponds
to equation (22) while the thin dashed line corresponds to equation (23).

4 Conclusions

We have determined by analytical means a series of approximate dispersion
relations for density waves in cigar-shaped dipolar Bose-Einstein condensates
with repulsive short-range interactions and effectively attractive long-range in-
teractions which exhibit the roton-maxon structure. The novelty of these results
comes from our self-consistent variational treatment and our accurate approxi-
mations of the dipolar kernel which allow us to simplify the dynamics of density
waves in dipolar condensates to the level of ordinary differential equations. On
the side of future research veins we mention the extension of these results for
two-dimensional pancake-shaped condensates with attractive short-range inter-
actions and effectively repulsive long-range ones and the emergence of density
waves in binary dipolar condensates.
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Abstract. Lattice Quantum Chromodynamics (LQCD) is an algorithmic  
formulation of QCD, the mathematical model that describes quarks and their in-
teractions. Computations in LQCD are typically very expensive and run on  
dedicated supercomputers and large computer clusters for many months. In this 
paper the calculations are performed in one of the clusters for supercomputing 
of HP-SEE (High-Performance Computing Infrastructure for South East Eu-
rope’s Research Communities) project, that is located in Bulgaria (BG HPC). 
We use parallel computing with FermiQCD software, to determine the static 
quark-antiquark potential. In LQCD the static quark-antiquark potential can be 
derived from the Wilson loops. The standard method uses rectangular Wilson 
loops, while we test volume Wilson loops, using simulations with SU(3) gauge 
field configuration for different values of coupling constant and for different 
lattice sizes. The calculations are made for 100 statistically independent confi-
gurations, of gauge fields of the lattice. 

Keywords: FermiQCD software, lattice, parallel computing, quark-antiquark 
potential, string tension, Wilson loops. 

1 Introduction 

Quantum Chromodynamics (QCD) is a theory of strong interaction, a fundamental 
force that describes the interactions between quarks and gluons. Analytic or perturba-
tive solutions in low-energy QCD are difficult or impossible due to the highly nonli-
near nature of the strong force. Wilson (1974) [1] introduced a non perturbative  
approximation based on discretization of space-time in a hypercubic finite lattice, 
with N- node per direction separated by a distance a. 

In LQCD [2], [3], [4], fields representing quarks are defined at lattice sites while 
the gluon fields are defined on the links connecting neighboring sites. LQCD provides 
a framework for investigation of non-perturbative phenomena such as confinement. 
Numerical calculations in lattice using Monte Carlo methods are very expensive be-
cause of the space–time dimensions (4-dimensional problem). Progress in LQCD 
requires a combination of improvements in formulation, numerical techniques, and in 
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computer technology. The aim of this paper is the implementation and application of 
parallel computational techniques to study the properties of QCD in low energy re-
gimes such as quark confinement. The solution is the use of parallel computational 
techniques to save time and costs in computations.  

2 Materials and Methods 

2.1 The Static Quark-Antiquark Potential  

Since the original work by Creutz [5] in the SU(2) gauge theory, many computations 
of the potential from lattice gauge theories have been performed in SU(3), [6] [7], [8], 
[9]. Due to the asymptotic freedom of Yang-Mills theory, one expects at short dis-
tances a Coulomb-like behavior and the reliability of perturbation theory. At large 
distances quark confinement shows up and perturbative methods are no longer able to 
describe the behavior of physical observables; in this context, lattice gauge theories 
play an important role providing a full non perturbative approach.  

The quark-antiquark potential can be extracted by large time behavior of the Wil-
son loops. For any closed path C with length n on the lattice, the Wilson loop is de-
fined as the expectation value of the trace of the product of links around C,   

                                               ∏  . (1) 

The Wilson loops can be written as: 

 , ∑  . (2) 

The effective potentials are calculated by 

 log , ,  . (3) 

For a fixed r and for different values of time t, we select the value of effective poten-
tial while for long time t it is reached a plateau. Since r =1,..,6 we have 6 values of 
effective potential. Finally, for different r we can fit the effective potential according 
to theoretical model in physical unit:  

  , (4) 

where  is a constant,  K is string tension parameter and α is a constant (the coeffi-
cient of the Coulomb-like term). Physically, this behavior implies the confinement of 
color in the flux tubes of the gluonic field. For large distances dominates the linear 
term  and for short distances dominates the Columbic term. In lattice units (non 
dimensional unit) equation (4) takes the form:  

  , (5) 

where , ,  and . 
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For determining the scale of theory we have used the new method from Som-
mer’s relation, with r0=0.5 fm: 

 1.65 ,  (6) 

where the lattice parameter is: 

 .  . (7) 

To take physical quantity in continuum we repeat the simulation for different lattice 
volumes (taking physical length constant ~ L=1.6fm) and extrapolate in continuous 
limit when a0. 

2.2 FermiQCD and BG – HPC Cluster 

FermiQCD [10], [11] is a library for fast development of parallel applications for 
Lattice Quantum Field Theories and Lattice Quantum Chromodynamics. It was de-
signed to be easy to use, with a syntax very similar to common mathematical notation, 
and, at the same time, optimized for PC clusters. All FermiQCD algorithms are paral-
lel, but parallelization is hidden from the high level programmer. FermiQCD compo-
nents range from low level linear algebra, fitting and statistical functions to high level 
parallel algorithms specifically designed for lattice quantum field theories such as the 
Wilson [12], the Asqtad [13] action for KS fermions, the Domain Wall action [14] 
etc. One of the main differences between FermiQCD and libraries developed by other 
collaborations is that it follows an object oriented design as opposed to a procedural 
design.  

This work makes use of results of the High-Performance Computing Infrastructure 
for South East Europe's Research Communities (HP-SEE), a project co-funded by the 
European Commission (under contract number 261499) through the Seventh Frame-
work Programme. HP-SEE deals with multi-disciplinary international scientific  
communities (computational physics, computational chemistry, life sciences, etc.) 
stimulating the use of regional HPC infrastructure and its services.  

The cluster for supercomputing that is located in Bulgaria (BG HPC) has SUSE 
Linux Enterprise Server 10 and compilers: IBM XL C/C++ Advanced Edition for 
Blue Gene/P V9.0 and for Blue Gene/P V11.1; GNU Tool chain (gcc, glibc, binutlils, 
gdb, python). It  has 36Intel Xeon X5560 @2.8Ghz; 24 GB per node 576 cores; DDR 
Infiniband 2.5μs 20 Gbps; Small cluster with 4 Nvidia GTX 295 cards, total 1920 
GPU cores also connected. Full information is available at [15]. 

 
Scalability Test of FermiQCD. We first tested the FermiQCD software deployment 
and allocation of computer time and simulation. We test it for different lattice sizes. 
The computation time falls exponentially (for example for lattice volumes 16^4). 
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Fig. 1. The computation time from number of processors for lattice 16^4 

Speedup and Efficiency Test. Let T(n,1) be the run-time of the fastest known se-
quential algorithm and let T(n,p) be the run-time of the parallel algorithm executed on 
p processors, where n is the size of the input (lattice volume). The speedup is then 

defined as 
,,  ,  

 

Fig. 2. Speedup form number of processors for different lattice volumes 

The ideal speed up will be S(p) = p, so if we double for example the number of 
processors, will double the time of execution. Another metric to measure the perfor-

mance of a parallel algorithm is efficiency, E(p), defined as: 
, ,  . 
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Fig. 3. Efficiency (in percentage) form the number of processors for different lattice volume 

3 Preliminary Physics Results 

3.1 Quark-Antiquark Potential from Planar and Volume Wilson Loops 

We started from the example that estimates a single Wilson loop in FermiQCD and 
adapted it to calculate 36 rectangular planar Wilson loops for different values of time 
(t) and direction (r) on a lattice ( r = t = 1,..6), and after that for volume Wilson loops 
r1 x r2 x t with r1=r2=t=1,..6. We have made simulations for 100 statistically inde-
pendent configurations, for lattice 8^4, 12^4, 16^4, (lattice volume N^4), taking the 
physical volume (L4=(aN)^4) as constant. For each simulation we have changed the 
coupling constant 6/  in order to keep constant physical volume, from [16].  
 

Table 1. Lattice distance a, string tension with their statistical errors for quenched simulation 
with 8^4, 12^4, 16^4 (planar loops)  

N^4 Β a from 

paramete-

rization 

a   

Calculated  

String tension 

 

Statistical 

error of  a 

Statistical  

error of   

 

8^4 5.7 0.1707 0.2221(83) 0.3009 (39)  9.6796e-05  3.4427e-02  

12^4 5.85 0.1230 0.1837(57) 0.16702(81)  3.4302e-05  1.0555e-02  

16^4 6 0.0931 0.1060(69) 0.0596(12)  6.1446e-05  8.0894e-03  

Preliminary result: Statistical error of a, is very small to justify the difference between  
a_ calculated  and a from parameterization (it would be of the range ~ 10-1). 
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Statistical processing of data’s have not been performed on BG HPC cluster, but in 
our personal computers, in Matlab. We have written the scripts that calculate effective 
potentials, the coefficients , K, alpha, statistical errors with Jackknife method, lat-
tice parameter; graph of quark-antiquark from distance between them. 
 

Table 2. Lattice distance a, string tension with their statistical errors for quenched simulation 
with 8^4, 12^4, 16^4 (volume loops) 

N^4 β a from 

paramete-

rization 

a  calculated  String ten-

sion  

Statistical 

error of  a 

Statistical  

error of   

 

8^4 5.7 0.1707 0.1295(23) 0.08469(54) 0.9138e-03 0.0503 

12^4 5.85 0.1230 0.0990(19) 0.03620(39) 0.4985e-03 0.0339 

16^4 6 0.0931 0.0575(99) 0.0217(99) 0.0814e-03 0.0066 

Preliminary result: Statistical error of a, is also like in case of planar loops, small to 
justify the difference  between  a_ calculated  and a from parameterization (it would 
be of the range ~ 10-2). 

 

Fig. 4. Quark-antiquark potential (lattice 8^4) in lattice unit from planar Wilson loops 
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Fig. 5. Quark-antiquark potential (lattice 8^4) in lattice unit from volume Wilson loops 

4 Conclusions 

Techniques of parallel computing are effective in lattice QCD calculations. Fer-
miQCD is one of the best programs that we can use in QCD to implement parallel 
computing. It has e very good scalability. Our first objective was to test FermiQCD 
program and techniques of parallel computing calculating the static quark-antiquark 
potential. Our graph results shows that the quark- anti-quark potential confirms a very 
important properties of QCD in low energy regimes such as quark confinement.  

The statistical manipulation made in Matlab shows that the method using effective 
potential from planar Wilson loops (Fig.4) is better than volume Wilson loops (Fig.5), 
but we have to check the calculation of statistical errors of lattice spacing in our future 
work. As we can see form Tables 1 and 2 this error is very small to justify the differ-
ence between a_ calculated  and a from parameterization. In our future work we have 
to increase the number of configurations, so increasing the statistical data we can take 
better results. New codes that we have written in FermiQCD are our contribution in 
this project of LQCD. 
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Abstract. Natural hazards are significant problem that every year cause
important loses. We report on both theoretical models and simulations
aimed at better understanding of disaster spreading in various networks.
The structure of the networks in this work is obtained either through
neighbor analysis in real space or using models which reproduce generic
features of real networks (i.e., power, telecommunication, or road net-
works). Our investigations are focused on the understanding of interac-
tion between network structure and disaster spreading mechanism. The
probability that fire will propagate through fire protection strip is in-
vestigated and a model is introduced based on finite-size considerations
in percolation theory. Also, the uncertainty in prediction of fire propa-
gation rate due to the local inhomogeneities of the vegetation cover is
investigated. Finally, uncertainty in cascade failures of network infras-
tructure is analyzed for a model where edges have limited capacity. The
importance of the results for disaster prevention and control is discussed
as well.

1 Introduction

The design of prevention measures and distribution of resources needed for ef-
ficient response to disaster event is a challenging problem. Examples include
control of fire propagation [1], power transmission grid failure [2], information
loss in communication systems [3, 4], and traffic congestions [5]. Development of
new strategies for infrastructure failure prevention and damage control, such as
emergency response and recovery call for external resources, which are limited,
is important topic with many practical implications in real systems. A consid-
erable research effort is underway to improve understanding of interaction of
the structure and disaster propagation which considerably contributes to the
understanding of processes going on in these networks. Experimental studies of
disasters under real conditions are performed but understandably at scales much
smaller then real disasters [7]. it is not realistic to expect allocation of resources
for systematic data gathering during the disasters. Therefore mathematical and
computer models are often very helpful tools to extend human knowledge beyond
limited input data. However, the complexity of systems struck by disasters does
not allow one to model the interactions of all involved entities and processes in
detail and especially not in real time. Therefore, we have to capture them by an
appropriate generic model. During 80’s a line of research was initiated in which
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model were used that reproduce and explain vegetation recovery and fire spread
distribution in quite abstract way [8, 10]. These lattice models were used to
describe fire size distributions which have a power law form [9, 10].

In this proceeding we report on our recent efforts to develop both theoreti-
cal models and simulations aimed on better understanding of disaster spreading
and control in various networks. The structure of the networks is obtained ei-
ther through neighbor analysis in real space or using models which reproduce
generic features of real networks (i.e., power, telecommunication, or road net-
works) [3, 11–13]. The percolation and transport models on networks can be used
to evaluate the disaster probability and impact. This information is important
in practice for deciding how to effectively distribute resources in order to fight
disasters the best. For example, finite size scaling considerations in percolation
theory can be directly applied to design fire spreading prevention routes. In case
of the fire behavior predictions uncertainty comes from variability in weather
and fuel (vegetal) state inputs. Commonly model assumptions, such as fuel ho-
mogeneity and steady-state spread, limit the capability of the fire propagation
models to provide reliable results, possibly leading to uncertainties of unknown
magnitude [14]. We introduce a simple off-lattice deterministic reaction-thermal
diffusion model in order to describe the dynamical evolution of the fire. In-
troduced model is not so specific as those employed by the ecologists but still
introduces fire activation energy and heat dissipation. The model has an advan-
tage that it can be applied in real time. We demonstrate how this simple model
can provide interesting information about dynamics of the forest fire propaga-
tion. In the final part of proceeding we present a model of cascading failure.
Cascading failure can happen in many infrastructure networks, including the
electrical power grid, the Internet, road systems, and so on. The phenomenon is
refereed to us an avalanching type of process, where the failure of a single or of
a few network components can result in a large-scale breakdown of the network.
In recent years cascading breakdown in complex networks has received consid-
erable attention [2, 15–21]. Most previous existing works on cascading failures
only focused on attacks on nodes rather than on edges. Attacks on edges are as
important for the network security as those on nodes, and therefore deserve a
careful investigation. In this proceeding, we analyze the cascade of overload fail-
ures in complex networks, where a edge failure and a subsequent network-wide
redistribution of loads might trigger further cascading failures.

The proceeding is organized as follows: in Sec.2 we investigate the fire perco-
lation probability dependence on density and shape of fire control paths. Based
on finite size considerations in percolation theory we derive a simple model
for assessment of fire propagation risk through corridor. In Sec.3, determin-
istic reaction-thermal diffusion model is introduced and simulation results for
different vegetal phase densities are presented. Cascade of overload failures in
complex networks are analyzed in Sec.4. Conclusion is given in Sec.5.
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Fig. 1. The snapshots of evolution of two dimensional (2D) system as new circles
representing tree crowns or bush are added and overall number density increases n.
Two tree crowns or bush lie in the same cluster if the representing circles intersect.
At lower densities (a) n = 0.86 and (b) n = 1.15 there is no percolating cluster in y
direction. Circles that will form percolating cluster are blue while others are green. As
density increases percolating cluster (red) is created, cf. (c) n = 1.44.

2 Percolation Probability Density

Monte Carlo simulations, coupled with an efficient cluster analysis algorithm and
implemented on grid platform, are used to investigate the fire percolation prob-
ability dependence on density of a vegetation phase, and the surface geometry
(shape) [22–25]. We consider two dimensional (2D) systems with isotropically
placed circles representing tree crowns or bushes. Circles have all same unit ra-
dius and are randomly positioned and oriented inside the rectangular field of
width Lx and height Ly. Two tree crowns or bushes lie in the same cluster if the
representing circles intersect. System percolates if two opposite boundaries are
connected with the same cluster, see Figure 1. The aspect ratio r is defined as the
length of the rectangular system in percolating direction divided with the length
in perpendicular direction. We define the normalized system size as a square root
of the rectangular area L =

√
LxLy (geometric average), which represent the

length of the square system with the same area. The percolation behavior, i.e.,
the probability that will be able to find path to propagate, is studied in terms
of the vegetation density n = N/L2 where N is total number of trees/bushes.

From Fig. 2, one can see that average percolation density 〈n〉L,r for aspect
ratio higher than one is monotonically decreasing function of the system size L.
Somewhat surprising, for aspect ratios lower than one, 〈n〉L,r is not monotonic
function and has local minimum. For small systems 〈n〉L,r is a decreasing func-
tion, which passes through nc, reaches a minimum and after that converges to nc

from below. From general scaling arguments one would expect that for all finite



34 I. Stanković et al.
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Fig. 2. The average percolation density 〈n〉L,r dependence on the system size L and
aspect ratio r. The values are obtained from Monte Carlo simulations and calculated
using Eq. (1). The values are given for aspect ratios r = 0.7, 0.8, 0.9, 0.95, 0.98, 1 (solid
lines) and their inverse values r = 1/0.7, 1/0.8, 1/0.9, 1/0.95, 1/0.98 (dashed lines). The
bold line denotes the expected values for the percolation threshold nc. Inset: The same
data is shown in logarithmic scale to demonstrate the same power law convergence of
the r and 1/r pairs.

systems their convergence is governed by an exponent−1/ν. For two-dimensional
(2D) systems ν = 4/3 [26].

Further it was showed that for lattice percolation on the square system leading
exponent of the average concentration at which percolation first occurs is −1/ν−
θ, where θ ≈ 0.9 [27]. These studies were performed for symmetric systems. In
inset of Fig. 2, one can see that for large system sizes all the curves show power
law convergence to percolation threshold nc with exponent −1/ν, except in the
symmetric case, i.e., r = 1, where exponent is −1/ν− θ1. Absolute values of the
leading-order prefactors are the same for aspect ratios r and 1/r.

The scaling behavior of the 〈n〉L,r can be described with generalized moment
scaling function with aspect ratio dependent coefficients

〈n〉L,r = nc + L−1/ν
∞∑
i=1

ai(r)L
−θi , (1)

where θi are generalized corrections to scaling exponents [31]. The coefficients
of the first two order terms have form a1(r) ≈ a1,1ln(r) + a1,2ln

3(r) and a2(r) ≈
a2,1 + a2,2ln

2(r) (for detailed derivation of expression see Ref. [13]). The pre-
vious expansion implies a faster then L−1/ν convergence of average percolation
density 〈n〉L,r of symmetric system to its infinite-system value, characterized by
an exponents θ1. The standard deviation ΔL,r can be described with expansion
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Fig. 3. Prefactors are shown for the two leading-order terms of generalized scaling
function for average percolation density 〈n〉L,r (upper graph) and standard deviation
ΔL,r (lower graph). The first order prefactor of average percolation density is odd
function on logarithmic scale, i.e., a1(r) = −a1(1/r) and the first order prefactor of
standard deviation is even function, i.e., b1(r) = b1(1/r).

ΔL,r = L−1/ν
∞∑
i=1

bi(r)L
−θi . (2)

As one would expect, standard deviation is monotonically decreasing function
of the system size L. The coefficients of the first two order terms have form
b1(r) ≈ b1,1 + b1,2ln

2(r) and b2(r) ≈ b2,1ln(r) + b2,2ln
3(r), cf. Ref. [13].

FromMonte Carlo simulation data we have obtained the first and second order
terms of 〈n〉L,r in Eq. (1) by interpolation. Results of the analysis are shown in
Fig. 3(a) and coefficients are given in Table 1. The influence of higher order
terms were comparable or smaller then simulation data error and we could not
extract them with sufficient precision. We obtain that the first order correction
θ1 is equal zero, as predicted by general scaling arguments in Ref. [26]. For the
second order correction, we obtain θ2 = 0.83(2) for r = 1. The residual aspect
ratio dependence of θ2 cannot be further analyzed without provision of retaining
the first two terms in Eq. (1). The variance prefactors for two leading terms are
shown in Fig. 3(b). The fitting coefficients bi,j are given in Table 1.

To illustrate impact of previous conclusions, we calculate safe (maximal) veg-
etation density nmax in fire protection strips. The results are given in Figure 4
for percolation probability tolerances p = 15.73% and 0.01%, i.e., probabili-
ties that fire will find a passage. The curves are calculated using average value
and standard deviation given in Eq. (1) and (2). Probability density function is
approximated with normal distribution. It is helpful to understand that the max-
imal vegetation density depends on logarithm of strip length. This means that
even for Lx = 100Ly there is a high tolerance for vegetation density nmax ≈ 0.45
for which probability of fire finding path through the strip is less then 0.01%.
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Fig. 4. Safe (maximal) vegetation density nmax in fire protection strips for which
percolation probability is p = 15.73% (red) and 0.01% (blue). The curves are calculated
using average value and standard deviation given in Eq. (1) and (2).

Table 1. Results for coefficients ai,j and bi,j , where i, j ∈ 0, 1. The results are obtained
using the least-square method.

1,1 1,2 2,1 2,2
ai,j 2.5(1) 0.11(3) 2.2(7) 1.0(3)
bi,j 1.61(3) 0.14(1) 1.35(8) 0.11(2)

3 Fire Spreading on Percolating Networks

In this section we further extend percolation model to include combustion ef-
fects, where the whole forest/bush (i.e., vegetation and gases) is described with
an equivalent point values at positions of its constituting parts. The assump-
tions for introducing this simple model are the following: The forest at the
macroscopic scale can be considered as a random medium, with density n. This
random medium, called vegetal phase, is composed of fuel (e.g., trees, trunks,
bushes, etc.). One can consider that one of the main process in forest fire is heat
transfer by radiation and convection. We consider that heat transfer is only pos-
sible between neighboring trees/bushes, all of the same unit radius. The main
effects of the heat transfer are drying of the vegetation and vegetation pyrolysis
that produce heat. We assume that hydrodynamics of gas which allows to bring
the oxygen necessary to the combustion is fast and homogeneous. The energy
released in pyrolysis leads to forest fire propagation.
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Fig. 5. Snapshots visualizing the propagation of fire through vegetal phase at t = 2, 5,
and 10. System has initial vegetal phase density n = 1.4 and fire is initiated at its
lower boundary. Upper plot represents local temperature distribution and lower local
vegetal phase density.

Fig. 6. Snapshots visualizing the propagation of fire through vegetal phase at t = 2, 4,
and 6. System has initial vegetal phase density n = 1.7 and fire is initiated at its lower
boundary. Upper plot represents local temperature distribution and lower local vegetal
phase density.

We have simplified the general model introduced elsewhere, cf. Ref. [28–30],
in order to obtain the following system of equations. The balance of energy or
thermal equation is

∂T j
f

∂t
= λf�T j

f +Rj + λi(T
j
f − Ti), (3)

where Tf is temperature of vegetal phase at mass point j, λf equivalent heat con-
ductivity between vegetal phase, λi equivalent heat conductivity to environment
and Ti environment temperature. We assume for simplicity parabolic tempera-
ture distribution between neighboring points. The pyrolytic heat source is given
by Rj = (k(T j

f )/Cp)Y
j
f where Y j

f is fraction of vegetation phase in mass point,

Cp effective heat capacity and k is reaction rate. In the present model Y j
f = 1

is corresponding to the vegetation phase green at the mass point and Y j
f = 0

burned. Reaction rate k(T ) is defined by the standard Arrhenius expression,
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i.e., k(T ) = Be−EA/kBT , where B is prefactor, kB Boltzmann constant and EA

activation energy. The balance of mass at point j is written generically

∂Y j
f

∂t
= −k(T j

f )Y
j
f . (4)

Comparison of fire propagation between two simulations is given in Figures 5
and 6. The two simulations have identical inputs EA/kB = 0.1, B = 1000,
λi = 1.2, λf = 1. and Cp = 10. but different spatial densities n = 1.4 and 1.7.
The fire is initiated at its lower boundary. As one could expect, at lower density
n = 1.4 not whole surface can be visited by the fire. Still, we observe that in
both cases fire propagation is not homogeneous and it depends on local structure
of the vegetation phase. We also observe a local auto-extinction events. The fire
is spreading faster through the clusters of vegetation phase, and it slows down
when vegetation becomes rate. Therefore differences in propagation are not large
inside clusters; differences in variance in spread rate is only significant between
vegetation clusters. Therefore, at higher densities where connections between
vegetation clusters are abundant fire spread rate is less variable, cf. Figure 7.
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Fig. 7. Evolution of the fire front in time for two vegetation densities n = 1.4 and
n = 1.7. Bold line represents mean value of fire front position yfront and dashed lines
are delimiting 68% confidence band (yfront ± σ).

4 Cascade Failures

In the present proceeding we adopt the model of cascading failures caused by
overload presented in [2] to investigate the overload breakdown problem when
edges (rather than nodes) are sensitive to overloading. Within this model, it is
assumed that, at each time step, every node provides (receives) flow to (from)
every other node of the network with an equal share and the flow is forwarded
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along the shortest path. The edge’s initial load L is defined by means of the
betweenness centrality, which describes the number of all shortest paths through
the edge. The capacity Ci of edge i, which defines the maximum load that the
edge can handle at each time step, is set to be proportional to the edge initial
load Ci = (1+α)Li, where the constant α ≥ 0 is a tolerance parameter. An edge
is overloaded and fails if Li > Ci. When for any reason an edge fails, the traffic
which used to go through this edge is redistributed to a new shortest path. This
results in a network-wide redistribution of traffic load. As a consequence of this
redistribution, some edges have to carry a larger load than before. If this new
load exceeds the capacity of these edges, then the respective edges will also fail,
triggering a new load redistribution with possible, subsequent overload failures
of other edges. This eventually leads to a cascade of failures, after which only a
fraction of the nodes is still functioning. This fraction does not necessarily form
a connected network. The largest of these subnetworks, i.e., the one containing
the largest number of nodes, is called the giant component G.
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Fig. 8. The average giant component GN vs tolerance parameter α

Here we consider the cascading failures triggered by removing a single edge. To
measure the network functionality we consider the size of the giant componentG.
We illustrate how this model works in practice by considering random network
and scale-free network. Random network can be generated by the Erdős-Rényi
model [11], where each pair of nodes is linked with probability p. To generate
scale-free network we use standard Barabàsi-Albert model [12]. In both cases
we have constructed networks with N=1000 nodes. For random network, edge
probalility has been set to p = 0.005. In scale-free model, starting from N0 = 3
nodes, one node with m = 2 edges is attached iteratively.

To measure the robustness degree of the whole networks against cascading
failures, we remove every edge in a network one by one and calculate the cor-
responding results, e.g., removing edge i and calculating Gi after the cascading
process is over. To quantify the robustness of the whole network, we adopt the
average giant component, i.e., GN = 1

|E|
∑

i∈E Gi. The set of edges in the net-

work is denoted with E. The results in function of the tolerance parameter α
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Fig. 9. The giant component size distribution after the system has relaxed to a sta-
tionary state for (a) random network and (b) scale-free network
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Fig. 10. Probability distributions for the total number of step n of the cascade failure
for (a) random network and (b) scale-free network

are summarized in Fig. 8. Clearly, a higher value of α results in a larger giant
component after cascade failures finished. One can also observe that for small
tolerance, i.e., α < 0.1, the random network is more sensitive to cascade fail-
ures. This changes for larger tolerances, and scale-free network becomes more
sensitive due to more heterogeneous distribution of node degrees and capacities
in the scale-free network. Fig. 9 plots size of the giant component from all the
possible scenarios of removing a single edge in one network. Simulation results
for random network show that giant component discontinuously changes value.
We can observe that in random network for α = 0.05, removal of a single edge
will lead to the collapse of the system under overload failures in more than 80%
cases. For α = 0.1, percentage of critical edges in network is higher than 30%,
and for α = 0.15 it is about 10%. For the scale-free network, for the same values
of α, we obtain continuous change.
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To get another insight into the mechanism of the breakdown, we consider
histograms of the total number of step n of the cascade failure in which the
size of the giant component is reduced by more than 50%, Fig 10. The average
number of cascading failure steps n increases with tolerance parameter α. It is
interesting to note that both random and scale-free networks will disintegrate
in roughly the same time. The main difference is width of the distribution. In
case of random network the distribution is very sharp and more then 70% of
networks will disintegrate after 8 steps when α = 0.05.

5 Conclusion

In this proceeding we demonstrate how theory of complex systems and the statis-
tical physics of networks may provide us with methods for disaster propagation
prediction. These methods allow one to gain a better understanding of the dy-
namics of disaster spreading and to derive results indicating how to fight them
best. We have specifically presented three combinations of networks and specific
disaster processes on them. These processes interact with given network struc-
ture in different ways yet have a generic thread between them - a variability in
outcome due to the local properties of the network structure.

As the main parameters, we have considered the overall density of vegetal
phase in fire spreading models and tolerance of the edge to increase of the load.
By means of simulations and theoretical model, we have examined probability
that fire will propagate through fire protection strip. We have also compared un-
certainty in prediction of fire propagation rate due to the local inhomogeneities of
the vegetation cover. Important conclusion is that uncertainty in fire propagation
rate is especially high for less dense vegetation cover and close to fire percolation
point. We have also measured uncertainty in cascade failures of network infras-
tructure. A model where edges have limited capacity is studied. The behavior
of random-network was found to be ambiguous. In comparison to scale-free net-
work, with high and medium values of the tolerance parameter (i.e., α > 0.1)
most the network is prone to failure of the most edges. On the other hand, failure
of one of the critical edges, the network will disintegrate completely.
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Abstract. The rapidly emerging industry of micro-electro-mechanical
devices gives rise to new potential microfluidic applications. The analy-
sis of the possible flow regimes is an important task of any microfluidic
investigation. For a gas flow the transition between steady and unsteady
regimes occurs at small Knudsen number Kn < 0.1 (Kn = 	0/L, where
	0 is the mean free path of the gas molecules and L is the characteris-
tic length). A continuum approach based on the Navier-Stokes-Fourier
equations is applicable for this investigation. On the other side, the mi-
crofluidic application requires the problem to be investigated starting at
very low Mach numbers (M = 0.1), close to incompressible regime. This
makes pressure based methods very suitable for this investigation. The
system of Navier-Stokes-Fourier equations is calculated numerically us-
ing pressure based algorithm SIMPLE-TS 2D. The results are validated
by comparing them to data obtained by using molecular approach (direct
simulation Monte Carlo (DSMC) method).

1 Introduction

All devices with character dimensions between 1μm and 1mm are called micro-
devices. Micro mechanical devices are rapidly emerging technologies, where new
potential applications are continuously being developed and fluid flow regime is
important for their design [1], [2]. In this paper is investigated the established
regime of a flow past square in a microchannel as a function of rarefaction (Knud-
sen number) and velocity (Mach number).

Usually, a microchannel gas flow is modelled by using either continuum ap-
proach or rarefied gas dynamics methods. The Knudsen number (Kn),defined
as a ratio of the mean free path �0 to the macroscopic length scale of a physical
system L,

Kn =
�0
L

(1)

is a non-dimensional parameter that determines the degree of gas rarefaction, and
respectively, the degree of appropriateness of the continuum model. According
Knudsen number can be defined the regimes [3]:
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• continuum flow, for Kn < 0.01. Non-slip boundary conditions between the
surfaces of bodies and fluid are applicable. The flow is described by the Navier-
Stokes equations. In [4] is proposed this regime to be valid for Kn < 0.001.

• slip-flow regime, for 0.01 ≤ Kn < 0.1. The Navier-Stokes equations can be
applied to the flow, but at the surface, the gas “slips“: these last molecular
layers have a velocity different from that of the surface.

• transition regime, for 0.1 ≤ Kn < 10. The Navier-Stokes equations are not
valid.

• free-molecule regime, for Kn ≥ 10. The gas must be described by the Boltz-
mann equation.

For larger Knudsen numbers, where the non-equilibrium effects are significant, a
molecular approach, based on kinetic theory models [5], [6], or the particle DSMC
(Direct Simulation Monte Carlo) method [7] has to be used. In the present pa-
per, we restrict ourself to the use of Navier-Stokes-Fourier continuum model [8]
with state-depended transport coefficients determined by the first approxima-
tion of the Chapman-Enskog theory for low Knudsen numbers. In our opinion,
this model captures the basic flow effects of the motion of compressible viscous
heat-conducting gas in continuum limit.

The peculiarity of fluid flows in and around micro-electro-mechanical-systems
(MEMS) is the low speed fluid. In some cases the Mach number can be close to
zero (incompressible limit). The pressure based methods are used to calculate
incompressible fluid flows. This makes pressure based methods very suitable to
be used here.

Investigations of final state of incompressible fluid past a square with non-slip
boundary conditions are placed in many papers, see [9]. In this paper is inves-
tigated final state of flow as function of Knudsen and Mach numbers for a gas
flow past square in a long, narrow microchannel. The investigated Mach num-
bers are 0.1, 0.2, 0.3 and 0.4, where local Mach number vary from 0.1 to ∼ 0.8,
see Fig. 2. To be able to calculate all problems with one algorithm is used it-
erative pressure based finite volume method (FVM) with improved convergence
within a time step (SIMPLE-TS) compared to the other standard FVM itera-
tive schemes. The algorithm SIMPLE-TS (Time Step) is presented in details in
[10]. In this investigation is used parallel version of algorithm SIMPLE-TS. The
parallel organization is presented in details in [11] and [12]. To reduce computa-
tional resources is used second order total variation diminishing (TVD) scheme
with limiter SUPERBEE [13] for calculations of convective terms and density in
middle points. The implementation, validation and mesh convergence of TVD
SUPERBEE scheme, which is used in algorithm SIMPLE-TS is described in [14].
The problems are calculated on clusters of e-Infrastructure in South-Eastern
Europe, see [15].

The molecular DSMC approach used here to validate the SIMPLE-TS for
moderate Knudsen numbers was applied previously in series of papers, [8], [16],
[17], for studying transition regimes and final state of 2D and 3D Rayleigh-
Bénard flow of a rarefied gas as a function of Knudsen and Froude numbers.



Determination of Zone of Flow Instability 45

2 Continuum Model Equations

A two dimensional system of equations describing the unsteady flow of viscous,
compressible, heat conductive fluid can be expressed in a general form as follows:
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u is the horizontal component of velocity, v is the vertical component of velocity,
p is pressure, T is temperature, ρ is density, t is time, x and y are coordinates of
a Cartesian coordinate system. The reference quantities used to scale the system
of equations (2) - (6) will be defined later. The parameters A, B, gx, gy, C

T1,
CT2, CT3 and diffusion coefficients Γ and Γ λ, given in Eqs. (2)-(6), depend on
the gas model and the equation non-dimensional form. The system of equations
(2) - (6) is solved by using the algorithm SIMPLE-TS [10]. A second order cen-
tral difference scheme is employed for the approximation of the diffusion terms
and second order TVD SUPERBEE scheme to approximate convective terms
and density in middle points.

The system of equations (2) - (6) is given in a general form of the Navier-
Stokes-Fourier equations. For a gaseous microflow description we use the model
of a compressible, viscous hard sphere gas with diffusion coefficients determined
by the first approximation of the Chapman-Enskog theory for low Knudsen num-
bers [8]. For a hard-sphere gas, the viscosity coefficient μ and the heat conduction
coefficient λ read (first approximations are sufficient for our considerations) as:

μ = μh

√
T , μh = (5/16)ρ0l0Vth

√
π (8)
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λ = λh

√
T , λh = (15/32)cpρ0l0Vth

√
π (9)

The Prandtl number is given by Pr = 2/3, γ = cp/cv = 5/3. The dimensionless
system of equations (2) - (6) is scaled by the following reference quantities, as
given in [8]: molecular thermal velocity V0 = Vth =

√
2RT0 for velocity, for

length - square size a (Fig. 1), for time - t0 = a/V0, the reference pressure (p0)
is the pressure at the inflow of the channel, the reference temperature (T0) is
equal to the channel walls, reference density (ρ0) is calculated using equation
of state (6), the calculated case neglects the influence of gravity field, therefore
gx = gy = 0. The corresponding non-dimensional parameters in the equation
system (2) - (6) read as follows:

A = 0.5, B =
5
√
π

16
Kn, Γ = Γ λ =

√
T ,

CT1 =
15

√
π

32
Kn, CT2 =

√
π

4
Kn, CT3 =

2

5

(10)

The algorithm SIMPLE-TS for calculation of gas microflows is validated in [10]
and [14].

3 Problem Formulation, Results and Discussion

The final state flow as a function of Knudsen and Mach numbers is determined
for a square particle with size a confined in a plane microchannel (height Hch)
as shown in Fig. 1. The blockage ratio B = a/Hch is equal to B = 3, the
inflow length is La. The problem is considered in a local Cartesian coordinate
system, which is moving with the particle. Thus for an observer moving along
with the particle the problem is transformed to a consideration of a gas flow past
a stationary square confined in a microchannel with moving walls. Velocity-slip

Fig. 1. Flow geometry for a square-shaped particle with size a confined in a channel
with length Lch and height Hch
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and temperature-jump boundary conditions are imposed on the walls of the
channel and the square. The velocity-slip BC is given as: vs − vw = ζ ∂v

∂n

∣∣
s
,

where vs is velocity of the gas at the solid wall surface, vw is velocity of the wall,
ζ = 1.1466.Knlocal = 1.1466.Kn/ρlocal, Knlocal is the local Knudsen number,
ρlocal is the local density, ∂v

∂n

∣∣
s
is the derivative of velocity normal to the wall

surface. The temperature-jump boundary condition is: Ts −Tw = τ ∂T
∂n

∣∣
s
, where

Ts is temperature of the gas at the wall surface , Tw is temperature of the wall,
τ = 2.1904.Knlocal = 2.1904.Kn/ρlocal,

∂T
∂n

∣∣
s
is the derivative of temperature

normal to the wall surface.
In this paper we are interested in the final flow state established after pass-

ing the transient period of flow evolution. The flow fields of horizontal veloc-
ity and temperature are shown in Fig. 2 and Fig. 3 for Knudsen numbers
Kn = 0.0105 and 0.0100, respectively. The fields of a steady state flow (for
example at Kn = 0.0105) is symmetric, while behind the square the final state
fields of an unsteady state flow (for example at Kn = 0.0100) are constantly
changing by creation of non-symmetric patterns in well-known form of Karman
vortex street.

The final states (for both steady and unsteady flow) are investigated for Mach
numbers M = 0.1, 0.2, 0.3 and 0.4. To this aim series of numerical calculation
varying Knudsen number are performed for each considered Mach number. Nu-
merically, the final state is considered to have been reached when the regime
situation is established and the influence of inflow and outflow boundaries be-
comes negligible. The implementation of inflow and outflow boundary condition
without fixing pressure in computational domain and at the same time keeping
mass conservation is a task , which is not achieved yet completely (as seen from
the published literature). This problem is mentioned in [18]. Thus, in our con-
siderations the pressure at the inflow boundary is fixed. The influence of this
boundary condition can be neglected, when disturbances of moving square do
not reach the channel inflow. To neglect influence of inflow boundary conditions
for M = 0.1 one has to use La = 14000, Fig. 4. a), i.e. the microchannel becomes
extremely long and requires a lot of computational resources. The obtained re-
sults are compared to 10 times shorter inflow channel length La = 1400, Fig. 4.
a). The pressure difference in stagnation point is about ∼ 1% (Fig. 4. a)) and
there is no difference in the transition point from steady to unsteady regime for
both lengths. Respectively, for M = 0.4 (Fig. 4. b)) the pressure difference in
stagnation point is ∼ 12% and the difference of the determined Knudsen num-
ber in the transition point is ∼ 20%. Thus, to ensure a correct determination of
the transition from steady to unsteady flow one must use sufficiently extended
computational domain in front of the square for cases, when Mach number is
higher then M = 0.1.

From the results obtained for the cases calculated at Mach and Knudsen num-
bers shown in Fig. 5, one can observe clear functional close to linear dependency
between Knudsen and Mach critical numbers representing the neutral line sep-
arating the steady state flow zone from the unsteady state one.
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Fig. 2. Horizontal velocity field for M = 0.4 and Kn = 0.0105 final state - steady flow
(upper part) and M = 0.4 and Kn = 0.0100 final state - unsteady flow (lower part)

Fig. 3. Temperature field for M = 0.4 and Kn = 0.0105 final state - steady flow (upper
part) and M = 0.4 and Kn = 0.0100 final state - unsteady flow (lower part)

a)

b)

Fig. 4. Pressure along the channel central line for a) M = 0.1, Kn = 0.00315 and
compared cases for length of computational domain in front of the square La = 14000
and La = 1400 and b) M = 0.4, Kn = 0.01 and compared cases for La = 1200 and
La = 200
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Fig. 5. Final state of flow as function of Knudsen and Mach numbers. The solid line
presents the neutral curve separating zones of steady and unsteady final states.

4 Conclusions

A flow past square in a narrow microchannel for Mach numbers 0.1, 0.2, 0.3
and 0.4 is considered for various small Knudsen numbers. As a result the final
flow state is determined as function of Mach and Knudsen numbers. The results
show that the transition between steady and unsteady flow regime obeys a func-
tional dependency between critical Mach and Knudsen numbers, which is close
to linear.
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Abstract. FermiQCD is a C++ library for fast development of parallel Lattice 
Quantum Field Theory computations. It has been developed following a top - 
down fully Object Oriented design approach with focus on simplicity of use. 
We present simulations for the hadron spectrum with the Wilson action in 
quenched QCD carried out on the BG HPC cluster, using this tool kit. Testing 
FermiQCD as a tool kit for parallel lattice QCD applications and see how 
parallel calculations are implemented in this package are some aims of this 
work. Simulations are made with the plaquette gauge action on 84, 124 and 164 
lattices at three lattices spacing, for a total number of 300 SU(3) gauge 
configurations. The masses of pi and rho – meson, nucleon and delta baryons 
are computed for these conditions. For a constant physical volume we study the 
dependence of the hadrons masses on the lattice spacing. After chiral and 
continuum extrapolations, the agreement of the calculated mass spectrum for 
this kind of fermions with experiment is reasonable. Our application seems to 
have a good scalability on parallel computers.  

Keywords:  Lattice QCD, FermiQCD, hadron spectrum, Wilson fermions. 

1 Introduction 

1.1 Introduction to Lattice QCD 

Quantum Chromodynamics (QCD) is the theory of strong interaction. It describes 
how quarks and gluons interact via the strong force and predicts in principle the 
masses of their bound states, known as hadrons. This kind of predictions are beyond 
the reach of the traditional perturbative methods of quantum field theory and can  
only be done by the numerical simulation of QCD on a lattice of space-time points 
("Lattice QCD"). Substantial computing resources must be applied to these  
simulations.  

In lattice QCD, fields representing quarks are defined at lattice sites, while the 
gluon fields are defined on the links connecting neighboring sites.  
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Fig. 1. Non - interacting quarks on a lattice. The quarks are representing by the sites, while 
gluon fields are defined on the links connecting neighboring sites. 

This approximation approaches continuum QCD as the spacing between lattice 
sites is reduced to zero. [1]. Because the computational cost of numerical simulations 
can increase as the lattice spacing decreases, often the results are extrapolated to a = 0 
by repeated calculations at different lattices spacing a. Numerical lattice QCD 
calculations using Monte Carlo methods can be extremely computationally intensive, 
requiring the use of the largest available supercomputers.  

Another problem in LQCD is the fermion doubling. It is a problem that appear 
when naively we try to put fermions fields on a lattice. It consists in the appearance of 
other states, such that one ends up having 2d fermionic particles (d is the number of 
discretized dimensions) for each original fermion. [2] In order to solve this problem, 
several strategies are in use, such as Wilson fermions, minimally doubled fermions, 
overlap fermions, domain wall fermions etc. Wilson fermions get rid of the doublers 
by adding a term (the Wilson term) to the action that explicitly breaks chiral 
symmetry and thus lifts the degeneracy of the doublers, giving them masses of the 
order of the cut-off. [3] 

1.2 Introduction to FermiQCD 

FermiQCD is a C++ library for fast development of parallel Quantum Field Theory 
(QFT) applications. Some detailed features of it are listed below: 

•  fully C++ (uses exceptions, streams, templates, inheritance, etc…)  
•  top-down design 
•  includes linear algebra and statistical package 
•  multiple lattices and fields 
•  automatic parallelization 
•  parallel random number generator 
•  parallel field::save and field::load methods (inherited) 
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•  gauge_field for arbitrary SU(n) 
•  fermi_field for arbitrary SU(n) 
•  staggered_field for arbitrary SU(n) and even ndim  
•  Wilson, Clover, Asqtad actions (in SSE2 for SU(3)) (un-isotropic) 
•  Domain Wall action 
•  Fermilab action for heavy quarks (all dim=6 operators) 
•  minimum residue, stabilized bi-conjugate and uml inverters 
•  reads UKQCD, CANOPY, MILC and serial data formats  
•  easy 
•  safe: no need to use pointers 
•  flexible: can define your own fields and libraries by inheritance  [4] 

One of the major obstacles in solving the lattice QCD on parallel computers is that 
calculations of the quark interactions require very intensive computation for a highly 
non - local matrix determinant. Indeed, the performance of QCD code is strongly 
depending on the communication performance between inter - node rather than the 
performance of multiplication of 3 X 3 complex matrices. Since the communication 
pattern of the code is point – to - point communication between the nearest neighbor 
processors, the codes written in FermiQCD are almost ideally suited to parallel  
computation. 

2 Materials and Methods 

In this contribution we present the results of parallel calculations carried out on the 
BG HPC cluster, using FermiQCD, with the Wilson - Dirac operator. Quenched 
gauge configurations are generated with the Wilson gauge action at β = 5.7, 5.85, 6 on 
lattices of size 84, 124, 164. These three lattices are therefore of approximately the 
same physical volume. For 300 configurations at each of the three lattice sizes, 
Wilson quark propagators are calculated for a single point source and all color - spin 
combinations.  

Propagators are calculated for five values of the hopping parameter κ: 0.138, 
0.140, 0.142, 0.144, 0.147, corresponding to five lattice mass quarks.  For the free 
theory the quark mass is given in terms of the lattice parameters κ and r as:  

                                           1 1 1
4

2 2 2q
c

am r
κ κ κ

= − ≡ −                                      (1) 

with a zero at 1/ 8c rκ κ= ≡ . For the interacting theory ( ( ) 1U xμ ≠ )we will  

continue to define  amq = 1/2κ−1/2κc with the proviso that κc depends on a. [1]  
To compute masses of the hadrons we define their interpolating operators  
(currents) [5]: 
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(we suppress indices for compactness) where the wedge (vector) product is carried 

out in color space. The charge conjugation matrix C is defined by: TC Cμ μγ γ= −  

and we have chosen 2 4C iγ γ= . Restoring the space indices, hadron propagators are 

given by the correlation functions Sij:=OiOj*, where Oi is a generic current located at 
site i. The Euclidean hadron propagators on the lattice with periodic boundary 
conditions, for zero momentum, can be written as: 

           
0, 1 1 0 2 2 0

1 1
cosh ( / 2) cosh ( / 2)

2 2t tS c am t t L c am t t L− − + − −  (3) 

where L is the lattice extension in time direction,  m1 is the mass of the ground state of 
the particle and m2 the mass of its first exited state.  [6] 

To compute the hadron propagators we have used static point sources located at  
t0 = (0, 0, 0, 1) on 300 configurations. As a solver, we have used the Stabilized 
Biconjugate Gradient method, BiCGStab. We calculated the effective masses of π, ρ, 
N, Δ particles for each lattice spacing.  They must reach a plateau for large time 
slices. Using the one - mass ansatz, the effective masses are defined by solving for am 
the non-linear equations: 
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,1

cosh ( / 2)
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 (4) 

for mesons and  

                               1,1
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, 1,........
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S am t L
t L

S am t L
+ −= =

− −
 (5) 

for baryons. In order to take the continuum mass for every hadron, we perform a 
continuum extrapolation of the results taken for the three lattices spacing. Errors are 
estimated using Jackknife method. The existing codes of FermiQCD are improved 
and new codes need for these calculations are written.  

3 Results and Discussions 

Some of the results taken are presented in the figure 2, 3 and 4. In these figures are 
presented the calculated masses for each lattice spacing we performed simulations.  
These results are extrapolated in the continuum limit (a = 0) and the corresponding 
masses at this value of the lattice spacing, for each hadron,  is the one we compare 
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with the experimental data.  The calculated masses for the Wilson action, their errors 
and the experimental masses of some light hadrons (rho-meson, nucleon and delta) 
are given in the table 1.  

 

Fig. 2. The rho meson calculated mass and the corresponding errors for three lattices spacing. 
The continuum limit mass is taken as a result of an extrapolation. 

 

Fig. 3. The nucleon calculated mass and the corresponding errors for three lattices spacing. The 
continuum limit mass is taken as a result of an extrapolation. 
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Fig. 4. The delta baryon calculated mass and the corresponding errors for three lattices spacing. 
The continuum limit mass is taken as a result of an extrapolation. 

Table 1. Calculated masses, errors and experimental masses of light hadrons 

 
 

Let’s see what happen with the execution time of our application when we increase 
the number of processors used. In Fig. 5, we illustrate the execution times of the 
quenched QCD application on the BG – HPC cluster for a 164 lattice.  

To elucidate the scalability of the LQCD application we calculate the speed - up  
S = T1/TP , where T1 and TP is the execution time for single and number of P 
processors, respectively. Fig. 6 shows the obtained S on the BG - HPC cluster. 

As we see we have a good scalability of the application. 
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Fig. 5. Execution time of the application for different number of .cores 

 

Fig. 6. The speedup of the quenched QCD for different number of cores 

4 Conclusions 

Hadron spectroscopy plays an important role in understanding the theory of quantum 
chromodynamics (QCD) and the basic  lattice techniques of calculations. FermiQCD 
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libraries provide a tool for fast development of parallel QFT (quantum field theory) 
applications. It is easy, safe and flexible, in order to be used by each member of the 
Lattice QCD community. Parallel calculations save time and are the only way of 
calculations for QFT applications. Our application implemented in FermiQCD has a 
very good scalability. The results taken by using its gauge fields and actions (we 
tested Wilson action) are in agreement with the experiments at a level of 7 %, and in 
total agreement with the numerical simulations done until now with other softwares 
and techniques. Statistical errors when autocorrelations are present, can’t be estimated 
using standard methods, because they give a lower error than the real one. Non – 
parametric methods, like Jackknife method give a real estimation of statistical errors.  
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specific needs of a number of new multi-disciplinary international scientific 
communities (computational physics, computational chemistry, life sciences, etc.) and 
thus stimulates the use and expansion of the emerging new regional HPC infrastructure 
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Abstract. We have developed a program for counting self-avoiding
Hamiltonian walks to run on multiple processors in a parallel mode.
We study Hamiltonian walks (HWs) on the family of two-dimensional
modified Sierpinski gasket fractals, as a simple model for compact poly-
mers in nonhomogeneous media in two dimensions. We apply an exact
recursive method which allows for explicit enumeration of extremely long
Hamiltonian walks of different types: closed and open, with end-points
anywhere in the lattice, or with one or both ends fixed at the corner
sites. The leading term n is characterized by the value of the connec-
tivity constant 1, which depends on fractal type, but not on the type
of HW.

Keywords: hamiltonian walks, fractal, parallel processing.

1 Introduction

Self-avoiding walks (SAWs) have been used in the modeling of polymers, micro
magnetics configuration, studies of diffusion through the porous media, statistics
of polymer chains configuration in solution [1]. The most intensive preoccupa-
tions are directed toward the polymer phase transitions. Due to excluded volume
effect, at high temperatures T (good solvent) long polymer chains are in swollen
configurations. At low temperatures (poor solvent) polymers are in a collapsed
state, caused by the attractive interactions of different sections of a polymer,
mediated by a solvent. The transition between these two states occurs at the θ
temperature, at which excluded volume and attractive forces balance. Whereas
the swollen and θ phases has been well investigated by now, the entropy scaling
of the collapsed phase is still an open issue. A closely related problem is the
scaling of Hamiltonian walks (HWs), which are SAWs that visit all the sites of
the underlying lattice [2]. HWs represent the T = 0 limit of collapsed polymers,
and they are also used in the studies of polymer melting, as well as in the con-
text of protein folding [3]. The number ZN of HWs on homogeneous lattices
for large N behaves as ZN ∼ ωNμNσ

SNα where σ = (d − 1)/d, (d is the di-
mensionality of the lattice), μ is constant less than 1, and ω is the connectivity
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constant. Proposed scaling form for HWs differs from the ordinary SAW case
(swollen polymer), where average number of N-step SAWs, for large N, behaves
as ωNNα, and critical exponent α depends only on d (which is not the case for
HWs). The term μNσ

S is result of the exact study of HWs on the Manhattan
lattice [4], and the consequence of conjecture that collapsed polymer (globule)
has a sharp boundary and surface tension terms are more dominant [5].

2 Hamiltonian Walks on Sierpinski Gasket Fractals

SG is a well known fractal lattice, which can be constructed recursively, starting
with the generator (gasket of order r = 1), which consists of three unit equilateral
triangles, arranged to form a larger triangle (see Fig. 1). The subsequent fractal
stages are constructed self-similarly, by replacing each of the unit triangles of
the initial generator with a new generator. To obtain the rth-stage fractal lattice
(rth order gasket), this process of construction has to be repeated (r− 1) times,
and the complete fractal is obtained in the limit r → ∞ numbers of sites on
the rth order gasket is equal to Nr = 3

2 (3
r + 1). SG resembles 3-simplex lattice

and indeed has the same fractal dimension df = ln 3/ ln 2. An open HW on a
third order gasket is shown on Fig. 3, together with its coarse-grained versions.
Comparing with Fig. 1 one can observe that larger number of types of possible
HW configurations exists on SG than in the case of 3-simplex lattice. There are
exactly eight different types of walks, and they are depicted on Given-Mandelbrot
fractals represent the fractal family characterized with integer b ≥ 2 (scaling
factor) [7]. The first element of row is Sierpinski gasket, fractal with b = 2. At
the same way, other fractal are constructed k. Initiator is a site triangle a. Aa

the first step of construction, r = 1, b(b+1)
2 initiator sets in equilateral triangle

ba on this way that the vertices are connected.
Constructed structure represents the generator of order one G(1)(b). In the

second steep, r = 2, b(b+1)
2 initiator set on the same way in equilateral triangle

b2a site. This is the generator of order 2. After r iterative steps generator order

r, G(r)(b), triangle with bra site has b(b+1)
2 generators (r−1) order, and complete

fractal when r → ∞. The first 3 generators of GM fractal b = 3 parameter is on
fig 1.

Fractal dimension is

df =
ln b(b+1)

2

ln b
. (1)

Initiator vertexes and sites of GM fractal make fractal lattice. The number of
nodes, Nr, of G

(r)(b), is recursive expressed as Nr = b(b+1)
2 (Nr−1− 3)+

∑b+1
1 k.

The first term expresses number of nodes of all b(b+1)
2 generators of order r− 1,

with vertices exception. Summa presents the number of generators order r − 1,
and is equal

∑
= (b + 1)(b+ 2)/2. After simplification Nr expression for

Nr = b(b+1)
2 Nr−1 − b2 + 1, and iteration toward the begin, N0 = 3, and

Nr =
b+ 4

b+ 2

(b(b+ 1)

2

)r

+ 2
b+ 1

b+ 2
. (2)
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Fig. 1. Construction GM fractal by b = 3

Fig. 2. Open HW on generator (r + 1)- order for GM fractal b = 5. HW consists od
one walk A, one A1, four B and nine walks B1 on coarsed generators of order r, and
this is the shape AA1B

4B9
1 in reduced notation.

The corresponding numbers of HWs on the rth-2 order gasket will be denoted

by A(r), A
(r)
1 ,A

(r)
1 B(r),B

(r)
1 ,C(r), D(r) and D

(r)
1 .

These numbers fulfill the following recursion relations: Since in [6] it was
exactly shown that B(r) = const · ωNr , with ω = 121/9, one finally obtains the
same scaling form as for 3-simplex lattice: Z0(r) = ωNrNγ

r , with the same value
of exponent γ = ln 16/ ln 3. It was also shown in [8] that the overall number
Z(r) C of closed HWs on SG lattice scales according to the formula ωNr , again
the same as in the case of 3-simplex. The equality of exponents for these two
fractal lattices is in accord with the fact that SAWs on them belong to the same
universality class [10]. On the other hand, it is known that exponents for HWs
on different 2d Euclidean lattices have different values [11], which is explained
to be a consequence of the frustration, induced by the strong constraint that all
the sites must be visited.

It is believed that a relevant physical measure of this frustration is the num-
ber of contacts per monomer, i.e. vertex pairs which are not adjacent along the
HW, but are the nearest neighbors on the lattice. Nevertheless, the number of
contacts on 3-simplex is one, whereas it is two on SG, so that one could have
expected different values of γ. In order to gain a deeper insight into the problem
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of universality and frustration of HWs on lattices embedded in 2d space,the
asymptotic behavior of HWs on the appropriate generalizations of 3-simplex
and SG fractals was analyzed [12].

3 Hamiltonian Walks on Given-Mandelbrot Fractals

One way to construct the SG fractal is to start with a generator that consists of
b(b + 1)/2 unit equilateral triangles, arranged to form a b times larger triangle.
Enlarging the generator b times and substituting the smallest triangles with
the generator, and then repeating this procedure recursively, one obtains fractal
lattice characterized with the integer b. For b = 2, 3, ... the complete so called
Given-Mandelbrot (GM) family of fractals is obtained [9]. SG is the first member
of this family, with the scaling parameter b = 2.

Number of open HWs on the (r + 1)th stage of any GM fractal construction
can be expressed in terms of numbers of 8 HW types within the rt-h order stage,
in a similar manner as in the case of SG. Recursion relations for numbers of
B, and B1-type walks on two successive stages of fractal construction have the
following form

B′ = pB
b(b−1)

2 +1Bb−1
1 , B′

1 = Bb
1 (3)

as was shown in [6]. whereas the numbers of one-leg configurations: A, A1, A2,
and C, satisfy a closed set of recursion relations, which can be put in matrix
form (9) where aij are polynomials in B(r) and B(r)1 .

The number Z(r + 1) of open HWs on the gasket of order (r + 1), can be
expressed as (4) where we have suppressed index r on the right-hand side of this
relation, and Kij are numbers that depend only on b. Substituting established
asymptotical behavior of Ai, C and Di in the latter expression, one finds that
all terms on the right-hand side of equation have the same asymptotical form.
The values of γ for are equal to 2 ≤ b ≤ 8 are 2.5237. . ., 2.1841 . . ., 2.3411 . . .,
2.2461 . . ., 2.2981 . . ., and 2.2755 . . ., respectively. One should mention here
that number of closed HWs asymptotically behaves as Z(r) as was established
in [6], where also a closed formula was derived [8].

Zr+1 =

2∑
i≤j=0

kijAi rAj rB
m−2+(i+j)
r B

n−(i+j)
1 r + Cr

2∑
i=0

kiAi rB
m−1+i
r Bn−1−i

1 r

+ k3C
2
rB

m
r Bn−2

1 r +

1∑
i=0

ki
′Di rB

m+i
r Bn−1−i

1 r ,

(4)

where m = b and n = b(b−1)
2 . Term coefficients kij , ki ..., are independent of r,

doesn’t influence on HW’s number.
Recurrent relations B i B1 are

Br+1 = pBm
r Bn

1 r , B1 r+1 = pBm−1
r Bn+1

1 r , (5)
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and for A ,A1 , A2 and C :

Ai r+1 =

2∑
j=0

aijAj rB
m−1−(i−j)
r B

n+(i−j)
1 r + ai3CrB

m−i
r Bn−1+i

1 r , i = 0, 1, 2 ,

Cr+1 =

2∑
i=0

ciAi rB
m−2+i
r Bn+1−i

1 r + c3CrB
m−1
r Bn

1 r .

(6)

Term coefficients in recurrent relations for A1 and A2 can expressed over the
coefficients A and B, a10 = a00 − p/2 , a11 = a01 , a12 = a02 + p/2 , a13 = a03 i
a20 = a00 − p , a21 = a01 , a22 = a02 + p , a23 = a03 , .

The number od B and B1 are proportional to r. division of this relation give
B1 r+1

Br+1
= B1 r

Br
, and B1 r

Br
= const = t =

B1(1)

B(1)
(t is the rate of starting number of

walks B1 i B, i and is the function of fractal parameter b). One variable Ai r can
be expressed over other A2 r = 2tA1 r − Art

2, ∀ r > 1. Elimination B1 r i A2 r

relations in (5) and (6) go in

Br+1 = ptnBm+n
r ,

Ar+1 = Bm+n+1
r [tn(a00 − a02)Ar + tn−1(a01 + 2a02)A1 r + tn−1a03Cr] ,

A1 r+1 = Bm+n+1
r [tn+1(a00 − a02 − p)Ar + tn(a01 + 2a02 + p)A1 r + tna13Cr] ,

Cr+1 = Bm+n+1
r [tn+1(c0 − c2)Ar + tn(c1 + 2c2)A1 r + tnc3Cr] .

(7)

Iteration of the first of these relations, or go with solution Br = c c
(m+n)r

1 ),
and(2), and definitions t, m i n, the result is1

Br = BωNr , gdje je ω =
[
p
]k1

[
B(1)

]k2
[
B1(1)

]k3

, i (8)

⎛
⎝ xr+1

x1 r+1

yr+1

⎞
⎠ =

1

p

⎛
⎝ a00 − a02 (a01 + 2a02)/t a03/t

t(a00 − a02 − p) a01 + 2a02 + p a03

t(c0 − c2) c1 + 2c2 c3

⎞
⎠
⎛
⎝ xr

x1 r

yr

⎞
⎠ , (9)

4 Implementation and Parallelization

Initial attempts to find the number of walks was based on sequential Fortran code
which, while providing correct results, left a lot to be desired both in performance
and scalability department. In order to obtain desirable performance and ease
the parallelization we opted to forgo brute-force path counting approach and try
to find a more elegant solution.

The problem of building all walks on the gasket can be reduced to the problem
of constructing each walk using the predefined elementary triangles. Since, given

1 B = p
− 2(b+2)

b(b−1)(b+4) [B(1)]
b(b+2)−4
b(b+4) [B1(1)]

− b+2
b+4 .
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Table 1. Coefficients p, a0i and ci in recursion relations for HW B, A i C for the
numbers of B, A i C -type, found by direct computer enumeration of all possible
corresponding configurations, together with the values of connectivity constant and
exponent on GM fractals with 2 ≤ b ≤ 8

b a01 a02 a03 c0 c1 c2 c3

2 2 0 2 1 2 1 6
3 14 4 22 12 16 4 32
4 128 82 212 152 168 48 352
5 1532 1482 2704 2544 2120 424 4048
6 23812 31518 42368 52072 35152 6568 67680
7 486284 817798 878168 1340536 735312 112088 1374944
8 12778136 26422308 23141696 43647128 20117360 2742936 37493824
9 438476480 1079408072 797598000 1797330104 705340848 167728048 1301033984

a division, a gasket can consists of a constant number of sub triangles, the gasket
itself can be constructed by combining the available triangles.

The algorithm used here maps the elementary walks to elementary triangles
and combines them in a lower triangular matrix of elementary triangles, thereby
mimicking the above given structure. As the elementary walks are predefined,
the elementary triangles are defined accordingly. In this way, there exist six pre-
defined triangles, each constructed from a separate elementary walk, to be used
for constructing the gasket. The division of the gasket determines the dimensions
of the lower triangular matrix, which is a square matrix, hence both dimensions
are equal, and the total number of triangles to use in constructing the gasket.

The algorithm attempts to build a gasket by placing elementary triangles in
the triangular matrix. The process starts from the top-most, left-most cell of
the triangular matrix and proceeds recursively to build the gasket. Each call
of the recursive function places a single triangle at the position of the call and
proceeds to call the same function on the next position in the triangular matrix.
The recursive calling ends when either the last cell of the matrix is reached or
no suitable elementary triangle can be placed at the specified position.

Elementary triangles are arranged in such a way that the HWs extruding from
previously placed elementary triangles are continued by newly placed elemen-
tary triangle rotated and/or mirrored to fit in an adequate way to satisfy the
continuation requirement.

After a gasket is constructed, a final check is performed to determine whether
the gasket is of the targeted type. This check is performed in such a way that
three points of the triangle are checked for matches against the target triangle.
If they match, the gasket is checked for loops since certain triangle combinations
can result in loops. If no loops exist, the given gasket is determined to be of the
targeted type and the corresponding HW counter is increased.

Optimization of the algorithm is reflected in the triangle-building approach, as
certain paths are eliminated, which would otherwise be unnecessarily evaluated.
The approach does introduce the path looping problem which can efficiently be
dealt with by a final check of looping. This check is done in linear time and is
executed by a single thread.
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4.1 Parallelization and Scalability

We have implemented two approaches to parallelization of aforementioned im-
plementation. Both approaches are based on OpenMP multi-threaded shared
memory model[13].

The first approach is relatively simple but comes with some caveats as it
is based on OpenMP nested parallelism. Upon calling a function on a certain
cell of the matrix, a set of maximum of six elementary triangles can be placed
at the given position. For each of these possible placements a new thread is
spawned and the current state of the triangular matrix copied and assigned to
it. This way, the number of threads increases exponentially with each call of
the recursive function. Certain constructs of triangles can efficiently be resolved
by a single thread, so for these constructs only a single thread is used (this
refers to the non-necessity of branching for constructing the final n triangles).
There are two issues with this approach. First one is the fact that just creating
a large number of threads negatively impacts performance, event though not
all threads are active at the same time. Second issue is that if we try to keep
number of simultaneously active threads, as well as newly created threads, close
to a reasonable number we pay the penalty close to the end of calculation when
few long-lasting threads effectively reduce the scalability of the implementation.
Careful fine-tuning allowed us to achieve very good scalability for up to 48 CPU
cores but at the price of creating several thousands of threads.

While nested parallelism approach did produce scalability, it also caused se-
vere problems with different compilers, versions and architectures available at
various HP-SEE HPC resource centers. HP-SEE project represents a continua-
tion of series of GRID and HPC related projects in SEE region [14]. In order to
alleviate these problems we implemented a version that uses OpenMP 3.0 task
construct. This allowed us to keep the number of threads close to the number of
physical CPU cores while improving the scalability (Table 2).

Scalability testing was performed at Pecs SC resource center. Pecs supercom-
puter is a SGI 1000 Ultraviolet supercomputer based around Intel Xeon X7542
6-core processors with ccNUMA SMP architecture. The application was com-
piled by Intel C++ compiler version 12.1.5 and GCC C/C++ compiler version
4.3.4 both with -O3 optimization level. While GCC did produce measurably

Table 2. Scalability testing of SFHG application

CPU cores Walk type Level CPU time/Wall time Efficiency

1 C 8 1.00 1.00
2 C 8 1.97 0.99
4 C 8 3.91 0.98
8 C 8 7.82 0.98
12 C 8 11.31 0.94
16 C 8 15.02 0.94
24 C 8 21.74 0.91
48 C 8 40.93 0.85
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better results for nested parallelism version, incomplete support for OpenMP
task construct in available version prevented us from comparing the compilers
for our production code.

5 Summary and Conclusion

We have analyzed asymptotic behavior of the numbers of open and closed Hamil-
tonian walks on Given-Mandelbrot (generalized Sierpinski gasket) fractal fam-
ilies and made a few new steps (8 and 9) in exact evaluating the numbers of
self-avoiding walks and calculating the asymptotic behavior of leading terms.
Potential capability of program in parallel processing will give the analyzing
tool for more complex 3D fractal structures.

Acknowledgement. This work makes use of results produced by the High-
Performance Computing Infrastructure for South East Europe’s Research Com-
munities (HP-SEE), a project co-funded by the European Commission (under
contract number 261499) through the Seventh Framework Programme. HP-SEE
involves and addresses specific needs of a number of new multi-disciplinary in-
ternational scientific communities (computational physics, computational chem-
istry, life sciences, etc.) and thus stimulates the use and expansion of the
emerging new regional HPC infrastructure and its services.
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Conformational Analysis and HF ab initio Geometry 
Optimization of Kyotorphine and Its Sulfo-Analogues 

Norsulfoarginine-Tyrosine and  
Tyrosine-Norsulfoarginine 

Nicolay I. Dodoff, Tatyana A. Dzimbova, and Tamara I. Pajpanova 

Acad. RoumenTsanev Institute of Molecular Biology,  
Bulgarian Academy of Sciences,  

Acad. G. Bonchev Street, Block 21, 1113 Sophia, Bulgaria 
{dodoff,taniadz,tamara}@bio21.bas.bg 

Abstract. Molecular mechanics (MM) conformational search has been per-
formed for the molecules of the endogenous dipeptide kyotorphin (kyo) and its 
synthetic sulfo-analogues norsulfoarginine-tyrosine (NsArg-Tyr) and tyrosine-
norsulfoarginine (Tyr-NsArg). The MM-found minimum-energy conformations 
were further optimized at HF ab initio level (3-21G* basis set) in gas phase and 
in water medium. The non-ionic and the zwitter-ionic forms and the E- and Z-
diastereomers of the dipeptides were considered. In all cases, all the lowest-
energy conformations adopt a specific scorpion-like conformation with close 
proximity between the guanidino and phenolic residues. The relative enegies of 
the different forms, the geometric parameters and the role of the intramolecular 
hydrogen bonding in stabilizing the structures are discussed. 

Keywords: kyotorphin, neuropeptide, sulfo-analogues, conformational analysis, 
HF ab inito geometry optimization. 

1 Introduction 

The dipeptide kyotorphin (Tyr-Arg, Kyo) plays a role in pain modulation in the 
mammalian central nervous system (CNS), and is one of the most investigated neuro-
peptides. The Tyr-Arg motif exists widely throughout the brain not only as kyotor-
phin, but also as the N-terminal part of several endogenous analgesic peptides [1, 2]. 
Also, this peptide is very rapidly degraded by aminopeptidases [3]. One of the suc-
cessful strategies in the design of neuropeptides with enhanced stability and improved 
delivery to the CNS is that with the use of non-protein amino acids, like canavanive 
(Cav), a structural analogue and antimetabolite of arginine (Arg). In our previous in 
vivo experiments we demonstrated that Tyr-Cav exerted a strong-reversible analgesic 
effect, more pronounced than that of Kyo. Bearing in mind these and the fact that 
norsulfoarginine (NsArg) [4] is a structural analogue of arginine and canavanine, we 
synthesized a series of new peptides with expected analgesic activity, containing 
NsArg residues in their molecules: NsArg-Tyr, Tyr-NsArg, Tyr-NsArg-NH2 and  
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Tyr-NsArg-Obzl [5 ,6]. The conformational features of these dipeptides are of par-
ticular interest, both from theoretical and pharmacological points of view. Since no 
single-crystal X-ray diffraction data for the compounds are available until now, we 
undertook a quantum-chemical modelling of their structure. Here we present our pre-
liminary computational results for Kyo, NsArg-Tyr аnd Tyr-NsArg.  

2 Computational 

The initial conformational search for each molecule (finding the minimum-energy 
conformations (MECs), and among them – the lowest-energy conformation (LEC)) 
was performed at Molecular Mechanics level (MM+, force field; bond charges) with 
varying the torsion angles around the rotatable bonds (HyperChem 7.5 programme 
[7], Directed search, RMS gradient < 0.009). The lowest-energy conformation (LEC) 
for each diastereomer was further minimized with the same force field (RMS < 
0.001). The LECs thus obtained were then subjected to Hartree-Fock (HF) ab initio 
optimization in gas phase and in water medium (PCM) with 3-21G* basis set [8]. 
Maximum gradient < 1·10-4 Hartree/Bobr (< 9·10-4 for NsArg-Tyr-E-W and NsAr-
Tyr-Z-W). The HF calculations were performed on a personal computer, as well as on 
a HPC Cluster Platform Express 7000 (Institute of Parallel Processing, BAS) using 
the Firefly [9], and GAMESS [10] quantum chemistry packages, respectively. 

3 Results and Discussion 

For kyotorphine (kyo), the non-ionic E- and Z-diastereomers with respect to the confi-
guration of the C1=N1 and C2-C3 bonds, as well as the zwitter ionic form (guanidi-
nium-carboxylate) were considered. The HF ab initio optimized LECs with the atom 
labeling scheme are depicted in Fig. 1, and in Table 1 their energies and geometric 
parameters are collected. The most stable is the zwitter ionic form in water medium 
(kyo-zw-W). Among the non-ionic forms, the Z-diastereomer is more stable. In all 
cases the molecule is more stable in water medium than in free state (gas phase). For 
the kyotorphin analogues norsulfoarginine-tyrosine (NsArg-Tyr) and tyrosine-
nosulfoarginine (Tyr-NsArg), again the non-ionic E- and Z-diastereomers, as well as 
the zwitter ionic (amonium-carboxylate) E- and Z- forms were regarded (Figs. 2 and 
3). The zwitter ionic forms, upon HF optimization in gas phase, were found to con-
verge to the corresponding non-ionic diastereomer (NsArg-Tyr-E, NsArg-Tyr-Z, Tyr-
NsArg-E and TyrNsArg-Z). This means that at the level of theory applied, the zwitter 
ionic forms do not correspond to minima on the potential energy surface. For water 
medium, however, equilibrium conformations were indeed obtained (NsArg-Tyr-E-zw-
W, NsArg-Tyr-Z-zw-W, Tyr-NsArg-E-zw-W and Tyr-NsArg-Z-zw-W). In distinct with 
kyo, the most stable forms of the sulfo analogues appeared the non-ionic Z-
diastereomers in water (NsArg-Tyr-Z-W and Tyr-NsArg-Z-W), whereas the zwitter 
ionic forms (in water) exhibited higher (ca. 0.05 and 0.03 Hartree, respectively) ener-
gies. Tyr-NsArg isomer is more stable than NsArg-Tyr, e. g. the energy difference  
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Fig. 1. HF ab initio optimized LECs for the neutral (kyo-E and kyo-Z) kyotorphineE- and Z-
diastereomersand the zwitter-ionic form of in gas phase (kyo-zw) and water solution (kyo-zw-
W) with atom labeling and H-bonds 

 

Fig. 2. HF ab initio optimized LECs for the neutral (NsArg-Tyr-E, NsArg-Tyr-Z) and zwitter-
ionic (NsArg-Tyr-E-zw-W andNsArg-Tyr-Z-zw-W ) forms of norsulfoarginine-tyrosineE- and 
Z-diastereomers in gas phase and water solution (W) with atom labeling and H-bonds 
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Table 1. Eenergy differences (ΔE) and selected geometric parameters for kyotorphin 
diastereomers in neutral and zeitter-ionic form  in gas phase and in water medium (see Fig.1) 

Geometric  Molecule 
parameter Kyo-Ea Kyo-E-W Kyo-Z Kyo-Z-W Kyo-zw Kyo-zw-W 

 ΔE, Hartreeb 
 0.0581 0.0194 0.0414 0.0077 0.0577 0.0000 

Bond lengths, Ǻ 
N1-C1 1.274 1.285 1.277 1.289 1.333 1.325 
N2-C1 1.369 1.367 1.375 1.364 1.346 1.336 
C1-N3 1.389 1.377 1.373 1.365 1.328 1.327 
N3-C2 1.464 1.469 1.469 1.470 1.489 1.484 
C2-C3 1.552 1.550 1.549 1.547 1.558 1.544 
O4-C13 1.384 1.389 1.370 1.379 1.404 1.405 
C5-C6 1.516 1.516 1.519 1.520 1.528 1.552 
C6-O1 1.210 1.211 1.209 1.210 1.253 1.245 
C6-O2 1.350 1.344 1.350 1.347 1.265 1.264 

Sum of bond angles at C and N atoms of guanidine fragment, deg 
Σang (C1) 360.0 360.0 360.0 360.0 359.8 360.0 
Σang(N1)     345.9 358.6 
Σang(N2) 359.8 357.8 355.3 359.5 351.4 359.4 
Σang(N3) 359.7 359.8 359.6 359.9 358.9 359.9 

Torsion angles, deg 
C1-N3-C2-C3 104.3 105.0 99.3 102.0 128.5 97.5 
C11-C10-C9-
C8 

-108.0 -111.1 -103.8 -105.9 -121.8 -137.2 

O4-C13-C12-
C11 

-176.5 -176.4 -175.5 -176.8 -172.5 -173.3 

C12-C11-
C10-C9 

174.2 175.6 170.0 171.4 174.2 175.5 

H-bonding geometry, Ǻ and deg 
N1-HN1a 0.998 1.000 0.995 0.996 1.022 0.992 
HN1a…O1   2.196 2.157   
N1-HN1a…O1   158.0 168.0   
HN1a…O2     1.723  
N1-HN1a…O2     151.4  
N1-HN1b     0.990 1.011 
HN1b…O1      1.764 
N1-HN1b…O1      171.8 
HN1a…O4      2.186 
N1-HN1a…O4      139.3 
O4-HO4 0.940 0.943 0.969 0.977 0.941 0.944 
HO4…N1   1.776 1.736   
O4-HO4…N1   160.9 168.2   
N2-HN2b 0.989 0.991 0.987 0.987 0.989 0.989 
HN2b…O4 2.259 2.188    2.059 
N2-HN2b…O4 143.4 149.9    145.4 
N2-HN2a 0.987 0.990 0.989 0.987 1.000 0.995 
HN2a…O1 2.045 1.984     
N2-HN2a…O1 173.5 177.4     
HN2a…O4     2.076 2.059 
N2-HN2a…O4     161.5 145.4 

a E and Z denote the configuration of the N1=C1 bond with respect to N3−C2 bond.b The absolute energies 
are: -1146.8892, -1146.9279,  -1146.9059, -1146.9396, -1146.8896 and -1146.9473 Hartree, respectively. 
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between the Z-diastereomers in water is 0.013 Hartree (34 kJ/mol) in favour of the 
later (Tables 2 and 3). 

It should be emphasized that in the three cases (kyo and its two isomeric sulfoana-
logues), all the LECsadopt a scorpion-like conformation with close proximity of the 
guanidino group and phenolic residue. This finding is important because it clearly 
demonstrates that the molecules of the artificial isomeric dipeptides NsArg-Tyr and 
Tyr-NsArg are indeed sterically similar to that of kyotorphin. All the LECs are quali-
tatively equivalent and have similar values of the geometric parameters (bond lengths, 
bond angles and torsion angles), as seen from Tables 2 and 3. There is a regularity 
that in the E-diastereomers of the sulfo analogues, the NH2 group of the guanidine 
residue has a flattened pyramidal configuration, whereas in the Z-distereomers, it is 
fully planarized. 

 

Fig. 3. HF ab initio optimized LECs for the neutral (Tyr-NsArg-E and Tyr-NsArg-Z) and zwit-
ter-ionic (Tyr- NsArg-E-zw-W and Tyr- NsArg-Z-zw-W ) forms of tyrosine-norsulfoarginineE- 
and Z-diastereomers in gas phase and water solution (W) with atom labeling and H-bonds 

In all the three cases, H-bonding plays an important role (Figs. 1-3; the close con-
tacts of the type H…A are marked with lines). For kyo, the guanidino group, the phe-
nolic hydroxyl and the carboxylic group are involved in H-bonding. Additionally, the 
amino group and the peptide oxygen participate in weaker H-bonds. In the case of 
NsArg-Tyr and Tyr-NsArg, the guanidino group forms H-bonds with the phenolic 
hydroxyl and one or the two supfonamide oxygen atoms. Special attention deserve the 
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very short (ca. 1.75 Å) H-bonds of the type N-H…O which link the protonated amino 
group and one of the sufo-oxygen atoms in the zwitter ionic forms Tyr-NsArg-E-zw-
W and Tyr-NsArg-Z-zw-W (Table 3). 

Table 2. Energy differences (ΔE) and selected geometric parameters for norsulfoarginine-
tyrosine diastereomers in neutral (NsArg-Tyr) and zwitter-ionic (NsArg-Tyr-zw) form  in gas 
phase and in water medium (See Fig. 2) 

Geometric Molecule 
parameter NsArg-

Tyr-Ea 
NsArg-
Tyr-E-W 

NsArg
-Tyr-Z 

NsArg-
Tyr-Z-W 

NsArg-
Tyr-E-zw-
W 

NsArg-
Tyr-Z-zw-
W 

 ΔE, Hartreeb 
 0.0517b 0.0019 0.0542 0.0000 0.0502 0.0539 

Bond lengths, Ǻ 
N1-C1 1.259 1.263 1.257 1.265 1.261 1.262 
N2-C1 1.376 1.370 1.369 1.359 1.371 1.358 
C1-N3 1.418 1.418 1.425 1.424 1.425 1.434 
N3-S 1.627 1.622 1.620 1.616 1.610 1.604 
SC2 1.759 1.750 1.761 1.752 1.765 1.769 
O6-C11 1.400 1.399 1.412 1.409 1.399 1.404 
C5-C6 1.511 1.512 1.512 1.512 1.548 1.548 
C6-O4 1.202 1.208 1.203 1.208 1.247 1.247 
C6-O5 1.357 1.344 1.355 1.343 1.255 1.254 

Sum of bond angles at C and N atoms of guanidine fragment, deg 
Σang(C1) 359.9 359.9 360.0 360.0 359.9 360.0 
Σang(N2) 351.6 353.7 359.1 358.5 351.6 360.0 
Σang(N3) 359.4 359.0 359.4 358.7 359.2 360.0 

Torsion angles, deg 
C1-N3-S-C2 -70.0 -68.4 -70.9 -70.5 -69.2 -81.4 
C9-C8-C7-C5 -65.1 -65.1 -58.2 -58.6 -70.6 -68.5 
O6-C11-C10-C9 -173.8 -173.1 -174.3 -172.9 -173.0 -170.9 
C10-C9-C-8-C7 173.1 173.3 175.4 175.6 175.4 168.2 

H-bonding geometry 
N3-HN3 1.001 1.006 0.996 1.002 1.002 1.001 
HN3…O6 1.951 1.904 2.009 1.913 1.948 1.940 
N3-HN3…O6 162.7 163.0 150.3 153.2 149.7 157.9 
N2-HN2a 0.992 0.991 0.988 0.990 0.992 0.990 
HN2a…O6   2.307 2.246  2.158 
N2-HN2a…O6   145.6 144.8  148.3 
HN2a…O1 2.065 2.070   2.125  
N2-HN2a…O1 129.6 129.8   126.9  
N1-HN1 0.997 0.998 0.996 0.997 0.999 0.995 
HN1…O1   2.238 2.171  2.193 
N1-HN1-O1   131.9 134.4  132.7 
HN1…O6     2.335  
N1-HN1…O6     143.8  

a E and Z denote the configuration of the N1=C1 bond with respect to N3-S bond. 
b The absolute energies are: -1613.7592, -1613.8090, -1613.7567, -1613.8109, -1613.7611 and  
-1613.7570 Hartree, respectively. 
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Table 3. Energy differences (ΔE) and selected geometric parameters for tyrosine-
norsulfoarginine diastereomers in neutral (Tyr-NsArg) and zwitter-ionic (Tyr-NsArg-zw) form  
in gas phase and in water medium (See Fig. 3) 

Geometric Molecule 
parameter Tyr-

NsArg-
Ea 

Tyr-
NsArg-E-
W 

Tyr-
NsArg-Z 

Tyr-
NsArg-
Z-W 

Tyr-
NsArg-E-
zw-W 

Tyr-
NsArg-Z-
zw-W 

 ΔE, Hartreeb 
 0.0397 0.0036 0.0411 0.0000 0.0331 0.0284 

Bond lengths, Ǻ 
N1-C1 1.256 1.261 1.262 1.266 1.260 1.266 
N2-C1 1.377 1.370 1.368 1.358 1.371 1.357 
C1-N3 1.423 1.423 1.403 1.410 1.422 1.410 
N3-S 1.620 1.617 1.630 1.620 1.620 1.622 
SC2 1.758 1.757 1.757 1.756 1.758 1.760 
O6-C11 1.401 1.397 1.404 1.397 1.391 1.391 
C3-C4 1.508 1.509 1.508 1.509 1.556 1.558 
C4-O3a 1.198 1.203 1.199 1.203 1.253 1.256 
C4-O3b 1.351 1.342 1.349 1.343 1.243 1.241 

Sum of bond angles at C and N atoms of guanidine fragment, deg 
Σang(C1) 360.0 360.0 360.0 360.0 360.0 360.0 
Σang(N2) 351.3 352.8 359.2 359.3 352.0 359.3 
Σang(N3) 359.8 359.7 360.0 350.9 359.9 360.0 

Torsion angles, deg 
C1-N3-S-C2 -65.3 -65.1 -56.8 -56.3 -66.5 -59.9 
C9-C8-C7-C5 -84.0 -85.3 -84.2 -85.6 -90.3 -90.7 
O6-C11-C10-C9 -169.9 -170.6 -171.4 -170.9 -170.0 -172.6 
C10-C9-C-8-C7 169.9 169.9 171.9 170.4 170.9 172.7 

H-bonding geometry 
N1-HN1 0.998 0.999 0.996 0.997 0.999 0.997 
HN1…O6     2.360  
N1-HN1…O6     152.4  
N3-HN3 0.996 0.999 0.991 0.996 0.994 0.992 
HN3…O6 2.063 2.021 2.269 2.120 2.201 2.465 
N3-HN3…O6 158.4 155.7 147.6 147.3 152.5 141.1 
N2-HN2a 0.992 0.991 0.992 0.992 0.991 0.994 
HN2a…O1 2.123 2.140   2.185  
N2-HN2a…O1 127.9 127.9   127.6  
HN2a…O6   2.117 2.116  2.062 
N2-HN2a…O6   156.7 152.2  162.5 
N5-HN5a 0.997 0.997 0.997 0.997 1.023 1.025 
HN5a…O2 2.308 2.585 2.184 2.545 1.749 1.731 
N5-HN5a…O2 145.8 134.3 148.0 135.0 169.5 171.6 

a E and Z denote the configuration of the N1=C1 bond with respect to N3-S bond. 
b The absolute energies are: -1613.7843, -1613.8204, -1613.7829, -1613.8240, -1613.7909 and  
-1613.7956 Hartree, respectively. 
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Abstract. Differences in activity and the structural stability under simulated 
gastric juice conditions of uninhibited and covalently inhibited cysteine pro-
tease, isolated from the fruit, were experimentally observed. We employed mo-
lecular dynamics simulations of proteins modeled from the similar ones with 
known 3D structure to explain experimental findings. Simulations were per-
formed with NAMD, using CHARMM force field in explicit solvent model. 
Conformational changes observed in MD trajectories offer indication on differ-
ences in stability of inhibited vs. uninhibited protein on low pH values. Protona-
tion states of the protein side chains, through the non-bonded interactions that 
stabilize 3D structures, likely, significantly contribute to difference in stability 
of uninhibited and covalently inhibited protein on low pH values. 

Keywords: Cysteine-protease, Molecular dynamics, Protonation states. 

1 Introduction 

Cysteine proteases, involved in degradation of proteins, widespread in plants, para-
sites and vertebrates, are an important medicinal chemistry target implicated in the 
diseases ranging from infections, immunological processes to cancer [1, 2]. Due to 
conserved cysteine residue in their active site, compounds comprising activated 
double bonds (-CH=CH-EWG (electron withdrawn group), where EWG is -C(O)-,  
-C(O)NH-, -CN, -NO2, -SO2- …) and their analogs (mainly oxiranes and aziridines 
bound to EWG), represent the major chemotypes used for inhibitors design [3]. Typi-
cally, enzyme active site comprise of catalytic dyad CYS-HIS, in which proximal HIS 
deprotonates CYS -SH group and facilitate catalysis, i.e. cleavage of the peptide 
bond. Covalent inhibitors forms covalent bond with the -SH group of active site CYS, 
by Michael-type addition. The E-64 (Fig. 1) is common cysteine proteases inhibitor 
isolated from mold Aspergillus japonicus.  

                                                           
* Corresponding author. 
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Fig. 1. Structure of E-64 

In Protein Data Bank [4] fifteen structures of cysteine protease covalently inhibited 
with E-64 can be found. Cysteine proteases from papain family, mainly found in 
fruits, are known allergens. Actinidin is a cysteine protease from kiwifruit. Kiwifruit 
is ranked in the top-ten food allergen sources [5]. Protein is composed of two domains 
divided by the cleft (Fig. 2), in which natural substrates was bound prior to catalysis. 
The active site dyad CYS25-HIS162 is situated on the end of this cleft. Three disul-
fide bridges (two in domain II, and one in domain I) stabilize tertiary structure of the 
protein.  

 

Fig. 2. Structure of actinidin (depicted from PDB entry 1AEC) 

Protonation states of amino-acid side-chains bearing ionizable functional groups 
strongly depend on pH and on local environment. On physiological pH (7.04) aspartic 
and glutamic acids are deprotonated (have negative charge), arginine and lysine are 
protonated (have positive charge), while histidine is neutral. On low pH (as in gastric  
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juice, pH ~ 1.5), aspartic and glutamic acids are neutral, while arginine, lysine and 
histidine are protonated (have positive charge). Due to more acidic than basic amino 
acid residues in its sequence, actinidin isolated from kiwifruit, that is subject of this 
report, on physiological pH bear net-negative charge. Switching to gastric juice pH 
protein attain net-positive charge. This significantly influences non-bonded interac-
tions that stabilize 3D structure of the protein, because the salt bridges (form of the 
strong non-covalent interactions) are changed to hydrogen bonds (which are some-
thing weaker), as will be shown in following text.  

2 Results and Discussion 

We have experimentally observed that actinidin, isolated from kiwifruit, covalently 
inhibited with E-64 was more susceptible to proteolysis under simulated gastric juice 
conditions compared to uninhibited enzyme [6]. Spectral data (UV and CD spectra) 
suggested conformational change of protein upon inhibitor binding. We performed 
molecular dynamics (MD) simulation of inhibited and uninhibited protein during 5 ns 
in explicit solvent model. Inhibited protein was modeled from the PDB structure 
1AEC [7], while uninhibited protein was modeled from PDB structure 2ACT [8]. 
Entries taken from the PDB are phylogenetically and structurally closely related to 
actinidin isolated from kiwifruit, for more details see Experimental section. Low pH 
value of medium has been simulated by assigning corresponding protonation states to 
ionizable amino-acid side chains. Protonation states were assigned using empirical 
function [9]. Even 5 ns is too short time to any unfolding of the protein be observed, 
see for example reference [10], data obtained from the analysis of MD trajectories 
gave indication on difference in stability of inhibited vs. uninhibited enzyme. We 
analyzed stability of tertiary structure of proteins, conformational changes, possible 
difference of the position of the hydrophobic residues that could become exposed to 
solvent and the movement of covalently bound ligand. On the first visual inspections 
of MD trajectories, inhibited protein appears something more compact than uninhi-
bited one; judging by, for example, the radius of gyration (rgyr) of TYR side-chains. 
Modeled actinidin comprise 14 TYRs’ exposed to solvent. The peak of rgyr for inhi-
bited protein was at ~ 18 Å, while the peak of rgyr for uninhibited protein was at ~ 19 
Å. Such data suggested opposite behavior comparing to experiments.  

Afterward we analyzed stability of non-bonded intramolecular interactions 
that stabilize tertiary structure of proteins under study. Under physiological conditions 
(pH 7) two salt bridges, LYS17-GLU86 and LYS181-GLU35, stabilize the interdo-
main cleft (Fig. 3). Simulations performed on physiological pH will be described 
elsewhere [11]. During 5 ns of MD simulations at pH 7, we observed minor fluctua-
tions of distances measured between LYS NZs’ and GLU CDs’ of these salt bridges, 
both in inhibited and in uninhibited enzyme (data not shown).   

The analysis of MD trajectories of uninhibited enzyme on low pH reveled that dis-
tances between side-chain -NH3

+ of LYS17 and LYS181 and corresponding  
side-chain -COOH groups of GLUP86 and GLUP35 became significantly longer  
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Fig. 3. Salt bridges that stabilize interdomain cleft under physiological pH 

(Figure 4 a and b), comparing to simulation on physiological pH. As described above, 
salt bridges that exist in the enzyme on physiological pH, as the stronger type of elec-
trostatic non-bonded interactions, were turned to hydrogen bonds. Interdomain cleft 
became wider, and in uninhibited enzyme such widening has been symmetrical along 
the whole cleft (see Fig. 7 a). Enzyme, likely, could accommodate its natural sub-
strates, and retain proteolytic activity.  

The analysis of MD trajectories of inhibited enzyme on low pH reveled different 
behavior. LYS17 and GLUP86 were close to each other during ~ 3.5 out of 5 ns of 
MD simulation. Distance between -NH3

+ of LYS17 and -COOH of GLUP86 were ~ 
3.5 Å (Fig. 4 c), so such nonbonded interaction stabilize part of the cleft near to active 
site dyad (CYS25 - HIS162). On the other hand, distance between -NH3

+ of LYS181 
and -COOH of GLUP35 became even longer than in uninhibited enzyme (Fig. 4 d). 
We observed additional stabilization of the cleft, near the end on which the catalytic 
dyad was situated (Fig. 5). LYS17, along with GLUP86, forms hydrogen bond with 
GLUP50 (Fig. 6 a). Such non-bonded interaction cannot be observed in uninhibited 
protein (Fig. 6 b). One more hydrogen bond pair that stabilize interdomain cleft near 
the catalytic dyad was also observed. Inhibitor is covalently bound to CYS25 that 
belong to domain II. HIS162 is part of domain I (see Figure 1). The imidazolyl ring of 
HSP162 and -COOH group of the E64 form hydrogen bond (Fig. 5). Those two moie-
ties were close to each other during whole 5 ns of MD simulations of inhibited  
enzyme (Fig. 6 c).  
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a) b) 

 
c) d) 

Fig. 4. Distance between LYS17 and GLUP86 of uninhibited (a), and inhibited enzyme (c). 
Distance between LYS181 and GLUP35 of uninhibited (b), and inhibited enzyme (d). Meas-
ured as –NH3 to –COOH distance.  

 

Fig. 5. Interactions that additionally stabilize interdomain cleft near the catalytic dyad of inhi-
bited enzyme 
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a) b) c) 

Fig. 6. Distance between LYS17 and GLUP50 of inhibited (a), and uninhibited enzyme (b), 
measured as –NH3 to –COOH distance. Distance between E-64 and HSP162 (c), measured as  
distance of –COOH to centroid of imidazolyl ring of HSP162.  

Simultaneous H-bonding of the LYS17 with GLUP86 and GLUP50, together with 
HSP162 to E64 H-bonding, influences non-symmetrical widening of the interdomian 
cleft in inhibited protein, as is shown on Fig. 7 b. Such destabilization of the tertiary 
structure of the protein, probably, by time destroys integrity of the inhibited protein in 
extent sufficient to be easily attacked by gastric juice proteases. Differences in con-
formations of the inhibited and uninhibited protein, obtained after 5 ns of MD simula-
tions are schematically depicted on the Fig. 7.   

 

 
 

a) b) 

Fig. 7. Schematic representation of the changes of interdomain cleft during MD simulations. 
Uninhibited enzyme (a), inhibited enzyme (b).  Up – equilibrated system, down – system after 
5 ns of MD simulations. Inhibitor is schematically shown in gray.  

3 Conclusions 

Following experimental observation of differences in proteolytic activity and structur-
al integrity under simulated gastric juice conditions of uninhibited and covalently 
inhibited actinidin, cysteine protease isolated from kiwifruit, we performed MD simu-
lations of modeled enzymes. Along with biological activity, uninhibited and inhibited 
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enzymes differ in structural stability in the simulated gastric conditions. Results of 
MD simulations suggested that changes of protonation states of ionizable amino-acid 
side chains under low pH influences non-covalent interactions that stabilize tertiary 
structure of the enzyme. Two salt bridges that exist on physiological pH stabilize 
interdomain cleft. On low pH values those salt bridges turn to hydrogen bonds. We 
observed symmetrical widening of the interdomain cleft in the uninhibited enzyme, 
which probably still allow fitting of natural substrates, and retaining of the proteolytic 
activity of the enyzme. In inhibited enzyme widening of the interdomain cleft were 
highly unsymmetrical. This probably cause losing of the tertiary structure of the en-
zyme, and allow proteolytic digestion of the enzyme.  

4 Experimental 

Inhibited enzyme has been modeled from PDB entry 1AEC, the actinidin protein 
isolated from Actinidia chinesis solved on 1.9 Å resolution. Uninhibited enzyme has 
been modeled from PDB entry 2ACT, the actinidin protein isolated from Actinidia 
chinesis solved on 1.7 Å resolution. Sequence of the actinidin on which experimental 
data were collected was aligned with sequence of PDB entries in Clustal X [12]. 
Amino acid side chains that differed real protein from templates were manually 
changed in VegaZZ 2.0.4 [13], as well as corresponding amino-acid names. After-
ward we checked any eventual close contact or alike. The pKa values of ionizable 
side-chains on pH 1 were ascribed by Propka 2.0 [9].  Type of amino acids were 
changed, ASP to ASPP, GLU to GLUP, HIS to HSP, to fit to CHARMM definition of 
amino-acids protonated on low pH values, and hydrogens were added to -COO groups 
of GLUP and ASPP. Both N of the imidazolyl ring in HSP was also protonated. Each 
system under study was neutralized by addition of counter ions, and afterward em-
bedded in explicit water cluster (90 Å). CHARMm 22 force filed was used, with Gas-
teiger charges. All MD simulations were performed in NAMD 2.8 [14], on Linux 
cluster equipped with 2 x quad core Intel Xeon-E5345 @ 2.33 GHz processors. Each 
system was minimized during 30 000 steps, than heated to 300 K during 10 000 steps. 
The 5 ns of unconstrained, productive, molecular dynamics simulations were  
performed for each system, at 300 ± 10 K (Langevin’s algorithm), using periodic 
boundary conditions. Electrostatics was treated by a Particle Mesh Ewald algorithm. 
Cut-offs were set to 12 Å for vdW interactions, with a switch starting at 8 Å, and pair 
list distance set to 13.5 Å. Trajectory frames were collected each ps to yield 5000 
frames per trajectory. The each simulation was repeated three times using different 
random seeds, giving very comparable results. The VegaZZ were used for the analy-
sis of MD trajectories. Figures were made by PyMol 0.99 [15].   
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1 Introduction 

For several years we have been working on the computation of the linear and non-
linear optical (L&NLO) properties of organic molecules and on the design/selection 
of derivatives, which may have applications in the development of photonic devices. 
There is an intensive effort all over the world to discover the mechanisms and factors, 
which lead to large NLO properties, which are some of the properties required for 
materials to be useful in photonic applications. Here we review some of these factors, 
which lead to interesting or very large NLO properties. 

2 Methods 

When we set a molecule in a uniform electric field, F, its energy, E(F), is expanded in 
a Taylor series: 

 E(F)= E0 – μiFi – (1/2)αijFiFj – (1/6)βijkFiFjFk – (1/24)γijklFiFjFkFl –...,     (1) 

where E0 is the field independent energy of the molecular system, Fi, Fj, Fk,Fl are the 
field components μi, αij, βijk  and γijkl are the components of the dipole moment, pola-
rizability, first and second hyperpolarizability, respectively.  

The average polarizability and second hyperpolarizability we consider in this re-
view are given by: 

 
=

α=α
z,y,xi

ii3
1  (2) 

 
=

γ=γ
z,y,xij

iijj5
1

 (3) 

The (hyper)polarizabilities have been computed by employing a wide variety of me-
thods involving semi-empirical and ab-initio techniques. Earlier studies have been 
performed by employing low-level ab-initio methods or semi-empirical techniques 
(e.g. Austin Model 1-AM1). In recent years rigorous methods (e.g. coupled cluster 
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with iterative computation of single and double excitations  and  perturbative treat-
ment of triple excitations -CCSD(T)-, complete active space SCF/CAS second-order 
perturbation theory -CASSCF/CASPT2-) have been employed, in particular for  small 
molecules (e.g. AuXeF, HXe2F).  A detailed account of the approaches which have 
been used is given in the original articles we review. In this article we shall only con-
sider the electronic contributions to L&NLO properties. 

Computer resources: Over the years we have used several computer facilities, among 
which we note the TeraGrid, Barcelona supercomputer centre (BSC), PRACE, High 
Performance Computing for South East Europe (HP-SEE), besides our local  compu-
ting infrastructure.   

3 Results and Discussion 

3.1 Squaraines  

The linear and non linear optical properties (L&NLO) of a monolayer of (4-(N-
methyl-N-(carboxypropyl)amino)-phenyl-4΄-(Ν,Ν-dibutylamino)phenylsquaraine 
(SBA) were computed by a combination of molecular dynamics simulations, molecu-
lar quantum mechanical calculations and a discrete local field model to compute the 
macroscopic optical susceptibilities [1]. In addition, SBA in water and dimethylsul-
foxide (DMSO) solutions were simulated and the aggregation behavior of SBA in 
these solvents was analysed. 

The electronic structure and intermolecular interactions of squaraine dyes have 
been an area of intense interest for more than three decades. Squaraines can be de-
scribed as quadrupolar molecules, which are highly polarizable and thus may exhibit 
large and unusual linear and nonlinear optical (L&NLO) properties. Apart from inter-
esting molecular properties, such as negative second hyperpolarizabilities [2,3] and 
negative electric-field induced second harmonic generation signals [4,5], there are 
strong intermolecular interactions between squaraine molecules in larger aggregates 
which can lead to quite unusal L&NLO properties. For example, Ashwell et al. have 
observed strong second-harmonic generation (SHG) signals from Langmuir-Blodgett 
films composed of essentially centrosymmetric squaraine dyes [6]. We use classical 
molecular dynamics to simulate thin films of a squaraine dye and perform quantum-
chemical calculations for the characterization of the molecular (hyper)polarizabilities. 
We also extended a discrete local field model [7] in order to be able to predict the 
L&NLO susceptibilities of Langmuir-Blodgett films and applied this model to the 
simulated LB films. We chose to use 4-(N-methyl-N-(carboxypropyl)amino)-phenyl-
4΄-(Ν,Ν-dibutylamino)phenylsquaraine (SBA, Figure 1) as our model system, which 
has been investigated extensively both in solution and in Langmuir and Langmuir-
Blodgett films by Chen et al. [8,9]. Their results can thus be used as a valuable  
reference for the theoretical predictions, in particular for the simulations of the ma-
croscopic assemblies. In the first step, molecular simulations were performed with the 
GROMACS molecular dynamics (MD) package, version 4.0.3. For the Langmuir 
film, the simulation box consisted of two SBA interfaces, with a layer of water in 
between.  A monolayer of SBA was also simulated on a solid surface (graphite).  
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Fig. 1. Schematic representation of a SBA molecule 

As a second ingredient of the approach, the molecular static (hyper)polarizabilities 
of SBA were computed at the DFT as well as MP2 level of theory, using the Gaussian 
09 program package. For the DFT calculations, the B3LYP functional combined with 
aug-cc-pVDZ and 6-31+G** basis sets were employed. In order to validate the DFT 
results, a MP2/6-31+G** calculation was performed for selected (hyper)polarizability 
components. Agreement between MP2 and DFT values was satisfactory. In addition 
to the electric properties, the excitation spectrum was computed both for a monomer 
and a dimer using TDDFT, with B3LYP/6-31+G**, both in Gas phase as well as in 
water and in dimethylsulfoxid (DMSO), applying the polarizable continuum model 
(PCM). For the optimized dimer with parallel dipole moments (i.e. a conventional  
H-dimer) in water or DMSO solution, a small blue-shift of ~5 nm was obtained in 
comparison to the monomer, much smaller than the experimentally observed shift 
(~56 nm).  

Finally, both the simulated film trajectories were analyzed using the so-called dis-
crete local field approximation. In this model, the local field is computed in the dipole 
approximation and the effect of the local field on the (hyper)polarizabilities is then 
taken into account by a new round of quantum-chemical calculations. Finally, the 
macroscopic susceptibilities are computed using the trajectories. More details of this 
method are given in Ref. 7. The Langmuir system investigated here suffered from the 
'polarization catastrophe' problem. In order to circumvent this problem, we introduced 
an adaptation of the “smearing” method previously developed by Thole [10] into the 
discrete local field method. 

The average local field obtained for SBA in the films were quite small, as ex-
pected. The most interesting feature of the computed nonlinear susceptibilities is a 
large anisotropy of the first nonlinear susceptibilty in the surface plane; in fact, the 
larger of the two in-plane components is even larger than the out-of-plane component, 
which is the one accessible to measurement. The in-plane anisotropy was interpreted 
as being more consistent with a perpendicular glide-layer packing than with a transla-
tional layer packing. The simulated nonlinear susceptibilities of the monolayer on 
graphite were found to be remarkably similar to those of the layers on water. 

3.2 Lithiated Derivatives 

Two functionals have been employed for the computation of the average polarizabili-
ty, α, and second hyperpolarizability, γ of Si20H20, C20H20, Si20Li20 [11] : B3LYP  
and CAM-B3LYP. Both functionals give results (Table 1) which agree qualitatively  
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with each other. B3LYP and CAM-B3LYP give α and γ for C20H20 which are in satis-
factory agreement with each other. Replacement of C with Si leads to a large increase 
in both α, and γ. Even a larger increase is observed by substituting H by Li. For ex-
ample, γ(Si20Li20)/ γ(Si20H20) = 74. The effect of lithium and the alkali metals in gen-
eral, on the NLO properties is well documented [13]. 

Table 1. The polarizability (α) and second hyperpolarizability (γ) of C20H20, Si20H20 and 
Si20Li20. The properties are reported in a.u. Basis Set: 6-31+G(2d) [11] 

 α γ 
Si20Li20  [D5d]   

B3LYP 
1782 

18.7×10
6 

CAM-B3LYP 
1580 

10.1×10
6 

Si20H20 [Ih]   

B3LYP 
559.4 

17.3×10
4 

CAM-B3LYP 
545.4 

13.7×10
4 

C20H20  [Ih]   
B3LYP 177.1 3.7×104 
CAM-B3LYP 173.8 2.9×104 

Table 2. Static polarizabilities and second hyperpolarizabilities (in a.u.) of hexalithiobenzene, 
calculated in different approximations [17] 

 
 
Propertyb 

Method and Geometrya

P/SCF// 
P/MP2 

P/MP4[SDTQ]// 
P/MP2 

αxx 283.5 468.4 
αzz 115.3 152.4 
α 227.4 363.1 
γxxxx x 10-4       193 913 
γzzzz x 10-4         18 57 
γxxzz x 10-4         23 92 
γ x 10-4       125 574 

a P/M1//P/M2: property value calculated with basis P by using method M1 at 
molecular geometry computed with basis P and method M2. Basis P is the 6-31*+ 
set with orbital exponents of diffuse and polarization functions taken from  
ref. [20]. 
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An early study on organolithium and organosodium compounds, employing spe-
cific examples C8H6Li2 and C8H6Na2 [12], has shown that γ(C8H6Li2)/ γ(C8H6H2) = 
4.2 and γ(C8H6Na2)/ γ(C8H6H2) =16.7. A variety of organolithium derivatives (e.g. 
C6Li6) has been studied by using semi-empirical methods (MNDO and PM3). The 
great effect of lithiation on the L&NLO properties has been demonstrated [14]. Theo-
logitis et al. [15] studied the polarizability and second hyperpolarizability of tetra-
kis(phenylethynyl)ethenes and several of its lithiated derivatives. The computations 
have been performed by employing the PM3 method [16]. The significant effect of 
lithiation, at a semi-empirical level of theory is demonstrated. Raptis et al.[17] com-
puted the L&NLO properties of C6Li6. This molecule was synthesized by Simp et al. 
[18] and isolated by Baran et al. [19].  In Table 2 we present the polarizability and 
second hyperpolarizability. The properties have been computed at the SCF and 
MP4[SDTQ] levels of theory. Electron correlation greatly affects both the polarizabil-
ity and the second hyperpolarizability components. For example, one observes: 
γxxxx(MP4[SDTQ])/ γxxxx(SCF) = 4.8.  

3.3 Noble Gas Derivatives 

We have demonstrated that insertion of a noble gas atom in the chemical bond A-B 
may lead to a very large increase of the NLO properties [21]. Specific examples we 
have considered are the insertion of Ar in HF leading to HArF and Xe into HC2H 
leading to HXeC2H [22]. 

Several teams have inserted noble gas atoms in the bond A-B (e.g. H-C, H-O), 
leading to A-Ng-B, where Ng is the noble gas atom. In that way a large variety of 
compounds is produced [23-26]. These derivatives are metastable, the global mini-
mum is Ng + HY. It has been found that the bonding in HNgY involves the structure 
HNg+Y-, where HNg+ and Y- are linked by a Coulombic interaction [27]. 

HArF 
Kriachtchev et al. [28] reported the synthesis of HArF (argon fluorohydride). This is a 
linear molecule for which Wong et al. [29] found the following charge distribution: 
H(0.179), Ar(0.562), F(-0.741). These are Natural Bond Orbital (NBO) charges, 
which have been computed by employing the method QCISD/6-311++G**.  

The results of  Table 3 [30] show the properties of HArF computed by employing 
several basis sets and the methods SCF, MP2 and CCSD(T). It is observed that corre-
lation has a significant effect on both αzz and βzzz. MP2 gives satisfactory results in 
comparison with those computed by the most accurate CCSD(T) method. Pol(65) 
gives results in satisfactory agreement with those derived by using the much larger 
aug-cc-pV5Z(338). In parenthesis the number of basis functions is given. 

The inserted Ar atom has a great effect on the properties of HF (hydrogen fluo-
ride), taking into account that its αzz and βzzz are 6.449 (5.59) and –10.11(-7.39) a.u., 
respectively. These properties have been calculated at the MP4[SDTQ] level.  
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In parenthesis the properties computed with the method HF/Pol are given, while at 
this level αzz for Ar  atom is 10.61 a.u.  

The static first hyperpolarizability, β(0;0,0) of HArF has been rationalized by in-
voking the two-state model [31]. It was found that the remarkable increase of β could 
be attributed to the significant lowering of the excited states associated with strong 
electronic transitions [21,30]. We have performed complete active space valence bond 
(CASVB) [32] calculations. The following significant resonance structures have been 
found from these computations: H-Ar+F(57%) <-> H-Ar2+F- (21%)<-> H+ArF- (15%). 
The weight is given in parenthesis. 

Table 3. The polarizability, αzz, and first  hyperpolarizability, βzzz of HArFa [30] 

 αzz βzzz 
 

SCF 
MP2 
CCSD(T) 
 
 SCF 
MP2 
CCSD(T) 
 
SCF 
MP2 
CCSD(T) 
 
SCF 
MP2 
 
SCF 
MP2 

POL 
37.61  
55.37 
59.80 

-597.8 
-1220.9 
-1418.1 

aug-cc-pVDZ 
37.34 
55.08 
59.42 

  -635.9 
-1285.6 
-1476.3 

aug-cc-pVTZ 
37.74 
54.82 
57.93 

  -608.2 
-1197.5 
-1324.2 

aug-cc-pVQZ 
37.80 
54.41 

 -590.7 
-1145.8 

aug-cc-pV5Z 
37.80 
54.01 

  -578.7 
-1102.5 

a The computation of the properties has been performed by employing 
the geometry optimized, using the method CCSD(T)/aug-cc-pV5Z. 
The d and f  orbitals involve 5 and 7 components, respectively.   

AuXeF and XeAuF 
We consider the (hyper)polarizabilities of AuXeF and XeAuF [33]. For comparison 
we have computed the properties of HXeF (Table 4). A series of compounds with 
formula NgMX, where Ng=Ar, Kr, Xe, M=Cu, Ag, Au and X=F, Cl, Br, have been 
synthesized [34-37]. AuXeF is a linear metastable compound. To the best of our 
knowledge HXeF has not yet been synthesized. HXeF is stable and its dissociation 
limit to neutral atoms is 2.4 eV [38]. A series of basis sets has been used to compute  
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αzz and βzzz of the molecules we study. The effect of basis set on αzz is rather small. A 
bigger effect is observed on βzzz. Replacement of H by Au leads to a significant  
increase of βzzz (in absolute value). The position of Xe (AuXeF or XeAuF) has a  
significant effect on αzz and even more on βzzz. 

Table 4. A basis set study of μz, αzz and βzzz of HXeF, AuXeF and XeAuFa.  All values are in 
a.u. The relativistic correction has been computed by the Douglas-Kroll method [33]. 

           
 Property 

 
Method 

 
αzz 

 
βzzz 

 HXeF AuXeF XeAuF HXeF AuXeF XeAuF 

CCSD(T) 
B1c 
B2d 
B3e 
B4f 
B5g 
B6h 

 
61.01 
60.95 
58.08 
59.22 
59.88 
59.70 

 
188.06 
186.68 
190.70 
187.37 
185.73 
184.26 

 
 
77.14 
 
73.05 
76.11 
75.98 

 
-626 
-608 
-684 
-638 
-577 
-571 

 
-1826 
-1898 
-1922 
-2144 
-2415 
-2441 

 
 
-265 
 
-150 
-266 
-265 

   a  The molecules lie on the z-axis. 
b  Geometries were taken from Ref [39-41 ].  
c  Basis set: PolX_DK. 
d   Basis set: HyPolX_DK. 
e  Basis set: ANO-RCC-VTZP.  
f   Basis set: ANO-RCC-VTQP.  
g  Basis set: aug-cc-pVTZ. For Au and Xe an ECP was used. Core electrons are given in   
parenthesis: Au(79), Xe (28). [42,43]. 
h Basis set: aug-cc-pVQZ. For Au and Xe an ECP was used. Core electrons are given in 
parenthesis: Au(79), Xe (28). [42,43].

HXe2F 
Several derivatives involving the group Xe-Xe have been studied [44.45]. Frenking et 
al. [46] used quantum chemical methods to study the derivatives H-Ng-Ng-F, where 
Ng=Ar, Kr and Xe. Here, we briefly comment on the L&NLO properties of HXeF 
and HXe2F. For comparison the properties of HF are also reported. From the results 
of Table 5 we observe the very large effect of Xe on the L&NLO properties: 

βzzz(HXe2F)/ βzzz(HXeF) = 19, βzzz(HXeF)/ βzzz(HF) = 51.  

The effect on the second hyperpolarizability is even larger, e.g. γzzzz(HXe2F)/ 
γzzzz(HF) = -14084. All the ratios have been computed by employing values calculated 
at the CCSD(T)level of theory (Table 5).   
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Table 5. The  (hyper)polarizabilities of HF, HXeF and HXe2F
a [21] 

 
 
Property 
(au) 

Method 
HF CCSD(T) 

 
HFb 

 
HXeFc 

 
HXe2F

c 
 

HFb 
 

HXeFc 
 

HXe2F
c 

αzz  5.59   51.25    206.96 6.19   59.59   420.43 
βzzz -9.8 -436.7 -9633     -11.5 -582.1 -11040 
(γzzzz x 10-3)  0.219   16.9    720   0.284    22.7   -4000 
a The computations were performed with the aug-cc-pVDZ basis set. For Xe an 
effective core potential of 28 electrons was used [43].  
b The experimental geometry was used [47]. 
c The geometries were taken from ref. 46. 

 
Very significant is the effect of electron correlation on the (hyper)polarizabilities 

of HXe2F and in particular the second hyperpolarizability: γzzzz(CCSD(T)/ γzzzz(HF)  
= -5.6. 
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Abstract. Development of an optimal medium power gas burner was
carried out under the EU FP6 project. Modeling and simulation was per-
formed using the FLUENT and partly StarCD Adapco software pack-
ages. Restrictions that were imposed by available resources and 32-bit
architecture allowed us to simulate only a small segment on the assump-
tion of complete radial symmetry. In HP-SEE project we used available
supercomputers and simulated the full cross section of the burner in
OpenFOAM. An analysis of the differences in the results was performed.
The advantages of this approach to CFD modeling of combustion were
demonstrated.

Keywords: fluid dynamics, combustion, parallel processing.

1 Introduction

Use of high-performance computing resources in HP-SEE project gave us the
opportunity to simulate the complete burner and to design and build more real-
istic model of real device. Simulations were performed by OpenFOAM[1] software
version 1.7.1 with combustion and chemistry modules. The size of the mesh is
over 13 million elements. Parallel processing of the partitioned model requires
approximately 1 GB of RAM per core involved in computation at full scale. Spe-
cial problems are presented in dividing the domain in such a way to enable all
the CPUs to be optimally utilized. Simulation results verify the designed proto-
type burner. Test results will serve to optimize the parameters of an improved
burner.

Simulation of gaseous combustion processes in cylindrical burner was made
on full geometry shape (not only on one segment as before, on 32 bit platforms
running small scale simulations). Good stability was achieved and additional
mechanisms were included in simulation. Simulation was tested on up to 64 pro-
cessors with almost linear improvement in simulation performance but limited
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speed-up in pre- and post-processing. Suggestion is to perform these operations
off-line prior to starting the simulation on supercomputing resources. Simula-
tions running on heterogeneous cluster over MPI on four nodes performed as
expected. Performance issues are foreseen on higher number of nodes with sim-
ple Gigabit Ethernet networking. Simulations were executed successfully with
results aligning to expected values. We did encounter some issues: when dealing
with large number of processors special care needs to be taken in mesh partition-
ing in order to avoid exceptions and crashes when running simulation; careful
choice of various parameters is critical as simulation can easily produce several
hundreds of gigabytes of files; networking performance can cause issues when
scaling to higher number of nodes on Ethernet based networks.

2 Combustion Mechanisms

In OpenFOAM packages, stationary modules use the mechanisms of the mixing
and transport of chemical species by solving conservation equations describing
convection, diffusion, and reaction sources for each component species[2]. Mul-
tiple simultaneous chemical reactions can be modeled, with reactions occurring
in the bulk phase (volumetric reactions) and/or on wall or particle surfaces.

2.1 Theory – Species Transport Equations

When we choose to solve conservation equations for chemical species [5,3], pro-
gram predicts the local mass fraction of each species [1], Yi, through the solution
of a convection-diffusion equation for the ith species. This conservation equation
takes the following general form:

∂

∂t
ρ(Yi) +∇ · (ρvYi) = −∇ · J i +Ri + Si (1)

where Ri is the net rate of production by chemical reaction and Si is the rate
of creation by addition from the dispersed phase plus any defined sources. An
equation of this form will be solved for N - 1 species where N is the total number
of fluid phase chemical species present in the system [4,5]. Since the mass fraction
of the species must sum to unity, the Nth mass fraction is determined as one
minus the sum of the N - 1 solved mass fractions. To minimize numerical error,
the Nth species should be selected as that species with the overall largest mass
fraction, such as N2 when the oxidizer is air.

Mass Diffusion in Laminar Flows
In Equation (1), Ji is the diffusion flux of ith species, which arises due to con-
centration gradients. By default, program uses the dilute approximation, under
which the diffusion flux can be written as

J i = −ρDi,m∇Yi (2)

Ji is the diffusion flux of ith species, which arises Here Di,m is the diffusion
coefficient for ith species in the mixture. For certain laminar flows, the dilute
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approximation may not be acceptable, and full multicomponent diffusion is re-
quired. In such cases, the Maxwell-Stefan equations can be solved.

Mass Diffusion in Turbulent Flows
In turbulent flows [4,5],s program computes the mass diffusion in the following
form:

J i = −
(
ρDi,m +

μt

Sct

)
∇Yi (3)

where Sct is the turbulent Schmidt number, and μ
ρDt

has a default setting 0.7.
Turbulent diffusion generally overwhelms laminar diffusion, and the specification
of detailed laminar diffusion properties in turbulent flows is not warranted.

The Eddy-Dissipation-Concept (EDC) model is an extension of the eddy dis-
sipation model to include detailed chemical mechanisms in turbulent flows. It
assumes that reaction occurs in small turbulent structures, called the fine scales.
Detailed chemical kinetic calculations can be very computationally expensive.

3 Combustion Simulation Results

The redesigned model has included the effects of radiation using the DO mech-
anism [5,6]. Chemical processes are supported in Species Combustion module in
CHEMKIN data format. Currently, the module for NOx production is included.
Implementation of all modules is used for more detailed study of combustion
kinetics. Development of reduced combustion kinetic mechanism and its appli-
cation to optimize the emission of pollutants is goal scientific result [7,6]. There
was made further development and optimization of the burner prototype.

Fig. 1. Distribution of velocity magnitude along the slices

4 Scalability Testing

For scalability testing we have used OpenFOAM[1] version 1.7.1 at PARADOX
cluster located at Institute of Physics Belgrade. The cluster is composed of 84
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Fig. 2. Distribution of NOx mol concentration along the slices

nodes with each node consisting of two quad core Intel Xeon E5345 processors
running at 2.33 GHz with 8GB of RAM. Each node is connected by dual Gigabit
Ethernet connection to form star topology network. OpenFOAM was compiled
by GNU Compiler Collection 4.4.6 and OpenMPI 1.4.1 was used for MPI.

We used simplified smaller scale methane burner and rhoReactingFoam solver
for benchmarking. Total model size was 811 MB and mesh contained 1893571
points, 18913870 faces and 9132732 tetrahedral cells.

4.1 Execution Times

As can be seen from the table with execution times, there are two dominant
factors: pre/post-processing and simulation. Pre-processing and especially post-
processing time increases with number of CPU cores used for simulation but,
fortunately, the increase is not dramatic. It is worth noting that pre- and post-
processing can be avoided in certain work-flows allowing for better scalability.

Table 1. Scalability testing of SFHG application

CPU cores Pre/Post[s] Simulation[s] Total[s] Simulation Speedup Total Speedup

1 0.00 127137.60 127137.60 1.00 1.00
4 2560.00 33922.80 36482.80 3.75 3.48
8 2650.72 17496.00 20146.72 7.27 6.31
16 2817.06 8359.20 11176.26 15.21 11.38
32 3140.02 4135.05 7275.07 30.75 17.48
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Fig. 3. Burner mantle CAD model

4.2 Scalability Analysis

Since this application was based on tried and true solvers that have already
been thoroughly benchmarked and analyzed, we focused our attention to issues
specific to this concrete case.

I/O operations were affecting mostly pre- and post-processing parts of the
work-flow, but not in significant amount. Communication between processes can
be minimized by using adequate mesh partitioning approach. For generic use
case we would suggest using scotch algorithm which is designed to minimize
boundaries shared between different partitions. If there is sufficient knowledge
of concrete simulation and model behavior better results can be achieved by
using hierarchical or, better yet, manual decomposition.

When discussing scalability of simulation, one has to take into consideration
several factors. If we are dealing with cold flow simulations, with no chemistry
involved, then it is fairly easy to achieve good scalability of simulation by ade-
quate mesh partitioning. But, when we include chemistry in simulation things
start to get complicated as chemistry is generally more time consuming to simu-
late, especially when dealing with complex reactions and more realistic models.
During the times close to the beginning of the simulation, computationally in-
tensive part of the simulated model is fairly small and located at inlet and as
such using huge number of CPUs would bring severely limited benefits. If in-
creasing performance is a must even a this stage, one must take care of properly
partitioning the mesh so that we do not end up with many processes waiting
for few with more complex calculations to handle. After a while, or 1.3 seconds
of simulated time in our case, most of the model volume is involved in time
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consuming chemistry calculations and as such it becomes easier to decompose
the mesh in such a way to achieve good scalability.

Above analysis applies foremost to solvers that work in time domain. When
we are dealing with steady-state solvers, according to our results, they tend to
reach an analogous point in fairly short amount of time and are as such better,
or at least easier, choices for good scalability.

5 Summary and Conclusion

A good agreement in calculated parameters of combustion processes between
OpenFOAM and Fluent was achieved after careful parameter tuning. Open-
FOAM demonstrated good capabilities when compared to commercial software
such as Fluent and StarCD Adapco. Parallelization allows for very good per-
formance and scalability of OpenFOAM package and enables avoiding the high
costs of the end user licenses of commercial software.

Acknowledgement. This work makes use of results produced by the High-
Performance Computing Infrastructure for South East Europes Research Com-
munities (HP-SEE), a project co-funded by the European Commission (under
contract number 261499) through the Seventh Framework Programme. HP-SEE
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Abstract. A hybrid, complex statistical mechanics – quantum mechanical 
approach which enables exact computational modeling of condensed phases at 
finite temperatures has been developed and implemented on high-performance 
computing systems. The computational approach is robust and inherently 
sequential. First, the studied physico-chemical system is modeled by a 
statistical physics approach, either Monte Carlo (MC) or molecular dynamics 
(MD). Though in the first phase it is often sufficient to carry out a classical MC 
or MD simulation, in particular cases, when it is necessary, one can also 
perform a quantum molecular dynamics simulation (e.g. ADMP, BOMD or 
CPMD). Even the classical MC/MD simulations carried out in the first phase 
can be based on interaction potentials which have been derived by quantum 
chemical calculations. Sequentially to the first phase of the computation, which 
actually generates either a MD trajectory or an appropriate sample of the 
system’s configurational space, the generated trajectories are analyzed 
employing time-series analytic methods. On the basis of such analysis, a 
representative number of configurations representing the state of the physico-
chemical system at finite temperature is chosen, which are further analyzed by a 
quantum mechanical approach. These, appropriately chosen configurations for 
the system of interest, are further modeled by exact quantum mechanical (QM) 
approach. The particular approach that needs to be implemented depends on the 
quantity that needs to be computed. For example, in the case of X-H stretching 
vibrations, the anharmonic X-H vibrational frequency is computed in a quantum 
mechanical manner with respect to both electronic and nuclear subsystem. In 
this case, first a 1D cut through the vibrational potential energy surface is 
computed at series of suitably generated points, and subsequently, the 
vibrational Schrodinger equation is solved either by diagonalization approach or 
using a variant of the discrete variable representation (DVR) methodology. As 
the statistical mechanics simulations are often done implementing periodic 

                                                           
* This paper is based on the work done in the framework of the HP-SEE FP7 EC funded 

project. 



100 A. Mishev et al. 

 

boundary condition, the exact QM calculations in the final simulation phase are 
often done implementing some sort of embedding of the relevant part of the 
system. All these aspects of our developed methodology are illustrated through 
a particular example – the fluoroform solvated in liquid Kr and the 
noncovalently bonded complexes which are formed between fluoroform and 
dimethylether in liquid Kr. A vast variety of condensed phase systems can be 
treated by the developed approach. Achieving good parallel efficiency for 
calculations of such type is far from a trivial task without the use of high-
performance low-latency MPI interconnect (such as, e.g. a supercomputer or 
HPC cluster). 

Keywords: molecular dynamics, Monte Carlo, condensed phases, liquids, 
fluctuating environments, Monte Carlo, molecular dynamics, intermolecular 
interaction potentials, hybrid statistical physics – quantum mechanical 
approach. 

1 Introduction 

One of the most widely used approaches in molecular quantum mechanics has been 
based on exploration of potential energy surfaces of individual molecules and 
molecular aggregates/clusters. Even nowadays, numerous quantum theoretical studies 
of condensed-phase systems aim to simulate the many-particle phases by exploring 
the PES of a particular cluster, mimicking the condensed phase in question. This 
approach, though being straightforwardly and easily applicable throughout the usage 
of standard quantum mechanics computational packages, has certain drawbacks and 
inherent limitations. First of all, when one aims to describe a complex condensed-
phase system by a finite-cluster approach, certain dynamical properties are neglected 
at the very beginning. Having in mind that condensed-phase systems are of substantial 
importance in both fundamental natural sciences and technology, appropriate 
theoretical modeling of such systems has been shown to be of crucial importance for a 
thorough understanding of their properties. Numerous examples exist in the literature 
in which it has been even demonstrated that a particular theoretical model can provide 
complementary information to those obtained by the experimental studies [1]. 
Especially for technological applications of condensed-phase systems, it is crucial to 
understand their properties at finite temperatures, while virtually all studies based on 
PES explorations refer to 0 K. By such treatment, it is not possible to explicitly 
include the molecular motions in the (correct) description of the system of interest. In 
the present paper, we aim to implement a general hybrid methodology which 
explicitly accounts for the dynamical phenomena in the description of the condensed 
phases. As a particular example, we focus our attention on solvation of fluoroform 
and fluoroform – dimethylether in liquid Kr at 131 K. As a property particularly 
sensitive to fluctuating in-liquid environment, we pay a special attention to 
anharmonic C-H stretching vibrational frequency shift of the fluoroform moiety upon 
solvation and complexation. We also actually demonstrate that X-H stretching 
frequencies are a particularly good indicator whether the intermolecular interaction 
potentials are good enough to predict accurately the structure of liquid in the 
immediate vicinity of the solute molecule. 
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2 Computational Details and Algorithms 

The statistical physics methodology implemented for the particular purpose of the 
present study was Monte Carlo (MC) approach [2]. In all MC simulations in the 
present study, intermolecular interactions were described by a sum of Lennard-Jones 
12-6 site-site interaction energies plus Coulomb terms: 
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where i and j are sites in interacting molecular systems a and b, rij is the interatomic 
distance between sites i and j, while e is the elementary charge. The following 
combination rules were used to generate two-site Lennard-Jones parameters εij and σij 
from the single-site ones:  

jiij εεε =  (2)

jiij σσσ =  (3)

Model potential parameters σ = 3.895 Å and ε = 0.308 kcal mol-1 were used For Kr, 
while the charge distribution in the case of fluoroform and dimethylether (DME) was 
computed in the following manner. The calculated MP2/6-31++G(d,p) electronic 
density (corresponding to the minima on the MP2/6-31++G(d,p) PESs) was fitted to a 
set of point charges placed at the nuclear positions using the CHelpG point-selection 
algorithm [3]. The fitting procedure was carried out imposing a constrain that the 
point-charge distribution reproduces the “correct” molecular dipole moment 
computed from the MP2/6-31++G(d,p) electronic density for each molecule.  
Geometries corresponding to the minima on MP2/6-31++G(d,p) PESs of fluoroform 
and dimethylether were used throughout the rigid-body Monte Carlo simulations. 
Non-bonded LJ parameters for these two molecules were taken from the OPLS-AA 
force field [4]. The long-range corrections (LRC) to the interaction energy were 
calculated for interacting atomic pairs between which the distance is larger than the 
cutoff radius defined as half of the unit cell length. The Lennard-Jones contribution to 
the interaction energy beyond this distance was estimated assuming uniform density 
distribution in the liquid (i.e. g(r) ≈ 1), while the electrostatic contribution was 
estimated by the reaction field method involving the dipolar interactions. MC 
simulations were performed in the canonical (NVT) ensemble, implementing the 
Metropolis sampling algorithm, at T = 131 K, using the experimental density of liquid 
Kr of 2.3406 g cm-3 at these conditions. These particular conditions actually 
correspond to the experimental ones under which the Raman spectra of CF3H and 
CF3H – dimethylether in liquid Kr cryosolutions were recorded [5]. We have carried 
out a MC simulation of one fluoroform molecule plus 1249 Kr atoms placed in a 
cubic box with side length of 42.04 Å, and also of one fluoroform and one 
dimethylether molecules plus 1249 Kr atoms placed in a cubic box with a = 42.05 Å, 
imposing periodic boundary conditions. All simulations consisted of thermalization 
phase of at least 6.25·107 MC steps, subsequently followed by averaging (simulation) 
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phase of at least 2.50·108 MC steps. MC simulations were performed with the DICE 
statistical mechanics Monte Carlo suite of codes [6].  

To compute the anharmonic C-H Stretching frequencies of fluoroform and 
fluoroform-dimethylether in liquid Kr, series of configurations (snapshots) from the 
equilibrated MC runs were used to calculate the “in-liquid” C-H stretching potential 
of the fluoroform molecule. This was done by a quantum-mechanical (QM) approach, 
or, more precisely, QMelectronic + QMnuclei, as both the electronic and nuclear 
subsystems were treated quantum mechanically [7]. As the computational cost of the 
sequential QM phase is relatively high, it is advisable to use a relatively small number 
of structures generated by the statistical physics simulations. These structures, 
however, should represent appropriately the configurational space sampled by the 
Metropolis technique. Having in mind that the statistical correlation between MC-
generated configurations which are sufficiently close to each other is comparatively 
high, performing QM calculations on such configurations would be a waste of time, 
as they won’t add any new statistically relevant contribution to the results. As 
explained in a series of works of Coutinho et. al. [8], a much better approach is to 
choose configurations with low mutual statistical correlation and perform the QM 
computational part only on these configurations. The choice of statistically 
uncorrelated configurations is essentially based on time series analysis methods. In 
the case of Markovian random process (such as the MC chain generated by the 
Metropolis sampling algorithm), the energy autocorrelation function may serve as a 
clear indicator for mutual statistical correlation between subsequent MC-generated 
configurations [8].We have therefore computed C(n) from the MC simulation phase 
of CF3H and CF3H…(CH3)2O and 1249 Kr atoms, together with the exponential 
decay function fits (the plots are available from the authors upon request). By 
integration of the energy autocorrelation functions, correlation steps of about 111 and 
128 for the two cases were obtained, respectively. In both cases, MC configurations 
mutually separated by 500 steps (> 4·τ) are correlated less than 10 %. For sequential 
QM calculations which were further carried out in the present study from this  
periodic box, we chose 50 uncorrelated configurations from the equilibrated  
MC runs, separated by as much as 3500 MC steps. In that case, the mutual  
correlation between the configurations is negligible (less than 0.01 %). The QMelectronic 
+ QMnuclei calculations were carried out for 50 supermolecular clusters containing  
one fluoroform molecule (or a single fluoroform…dimethylether dimer) and a 
representative part of the first solvation shell around fluoroform (or the 
fluoroform…dimethylether dimer). A give Kr atom was included in the relevant part 
of the first solvation shell if the distance between the Kr atom and the fluoroform H 
atom was smaller than 4.0 Å. 

Vibrational potential energy function (V = f (rOH)) for each CH oscillator 
corresponding to a particular representative MC configuration was computed by 
carrying out a series of 20 pointwise HF, DFT or MP2 energy calculations. 
Throughout these calculations, the C-H distances were varied from 0.900 to 1.375 Å 
with a step of 0.025 Å, keeping the center-of-mass of the vibrating C-H fragment 
fixed, in order to mimic as closely as possible the real normal mode. The obtained 
energies were least-squares fitted to a fifth-order polynomial in ΔrOH (Δr = r – re): 
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V = V0 + k2 Δr2 + k3 Δr3 + k4 Δr4 + k5 Δr5 (4)

The resulting potential energy functions were subsequently cut after fourth order and 
transformed into Simons-Parr-Finlan (SPF) type coordinates [9]: 

ρ = 1 – rOH,e/rOH  (5)

(where rOH,e is the equilibrium, i.e. the lowest-energy, value). The one-dimensional 
vibrational Schrödinger equation was solved variationally and the fundamental 
anharmonic C-H stretching frequency was computed from the energy difference 
between the ground and first excited vibrational states. 

In the case of in-liquid C-H stretching frequency values, the density-of-states 
(DOS) histograms, which are a good approximation to the experimentally observed 
Raman bands were subsequently generated from the calculated anharmonic C-H 
stretching frequencies for the MC-generated in-solutions configurations. All quantum-
chemical (electronic) calculations in the present study were performed with the 
Gaussian03 series of codes [10]. 

3 Results and Discussion  

For a free fluoroform molecule, applying the described method of computation, we 
obtained a value of 3227.5 cm-1 for the fundamental anharmonic C-H stretching 
frequency at the HF/6-31++G(d,p) level of theory, 3002.9 cm-1 at B3LYP/6-
31++G(d,p) and 3110.7 cm-1 at MP2/6-31++G(d,p) levels (the values referring to the 
corresponding minima on the PESs). The corresponding experimental value is 3035.2 
cm-1 [11]. 

The C-Kr radial distribution function (RDF) for CF3H in liquid Kr, computed from 
the equilibrated Monte Carlo run is shown in Fig. 1.  
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Fig. 1. The radial distribution function between the fluoroform C atom and Kr (solvent) 
computed from MC simulations 
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As much as five solvation shells are clearly visible under the particular conditions. 
The first solvation shell starts at about 3.5 Å and ends at about 6 Å. It contains 14 Kr 
atoms on average. In Fig. 2, several configurations extracted from the MC run are 
shown, with the central fluoroform molecule and several Kr atoms, satisfying the 
condition mentioned above.  
 

     

Fig. 2. Several configurations extracted from the MC simulation run for fluoroform in liquid Kr 
at 131 K 

The density of states histogram generated from the computed in-liquid C-H 
stretching frequencies of fluoroform in liquid Kr by the B3LYP method is shown in 
Fig. 3. As can be seen, the advanced computational method applied in the present 
study predicts a blue shift of the fluoroform CH stretching frequency (Table 1) upon 
its solvation in liquid Kr at 131 K. Such result is in contrast with the experimental 
data, according to which the CH stretching frequency experiences a small red shift  
(~ – 2 cm-1) upon dissolving CF3H in liquid Kr.  
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Fig. 3. The density of states (DOS) histogram generated from the computed in-liquid C-H 
stretching frequencies of fluoroform in liquid Kr by the B3LYP method 

The question is: can one explain such apparent discrepancy in a plausible way? To 
achieve this goal, we adopt the following approach. The in-solution X-H stretching 
frequencies are highly sensitive to the local “in-liquid” environment of the oscillator, 
but also depend on the long-range electrostatic effects (the “bulk” part of the solvent). 
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In the present case of a non-polar solvent, only the nearest-neighbor effects are 
relevant. According to our test calculations, the C-H stretching frequency of solute is 
most sensitive to the presence of Kr atoms on the H-atom side. Thus, the overall CH 
stretching frequency shift would be primarily determined by the distribution of Kr 
atoms in the first solvation shell around CF3H, in particular their distance from the 
vibrating hydrogen.  

Table 1. Anharmonic C-H stretching frequencies of free CF3H, CF3H solvated in liquid Kr and 
CF3H-DME dimer solvated in liquid Kr. The corresponding frequency shifts with respect to the 
free molecule are given in parentheses. All calculations were done with the 6-31++G(d,p) basis 
set (see text for details). 

Level of theory Free CF3H CF3H in liquid Kr CF3H…DME in liquid Kr 

v / cm-1 <v> / cm-1 <v> / cm-1 

MP2 3110.7 3120.2 (+9.5) 3131.0 (+20.3) 

B3LYP 3003.5 3017.6 (+14.1) 3031.5 (+28.0) 

HF 3234.6 3257.0 (+22.4) 3274.4 (+39.8) 

Exp. 3035.2 3033.1 (–2.1) 3051.8 (+16.6) 

 
To clarify further this point, we have computed the anharmonic C-H stretching 

frequency as a function of the C…Kr distance (R) for the CF3H…Kr dimer upon a 
collinear approach of Kr atom with the C-H bond. The results are schematically 
presented in Fig. 4.  
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Fig. 4. The anharmonic C-H stretching frequency as a function of the C…Kr distance (R) for 
the CF3H…Kr dimer upon a collinear approach of Kr atom with the C-H bond, computed at 
MP2 level of theory 
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As seen from Fig. 4, MP2 level of theory predicts a small red shift of the CH 
stretching frequency as the Kr atom approaches CF3H along the C-H axis. This shift, 
upon certain fluctuations, even becomes larger (in absolute value) as the distance R 
decreases, reaches a minimum, and then starts to rise abruptly at distances R smaller 
than about 4.75 Å. Having in mind that the maximum of the C…Kr radial distribution 
function computed from MC simulation falls at about 4.15 Å, it is obvious that most 
of the Kr atoms within the first shell are located at positions at which the CH 
frequency shifts acquire either small negative or small positive values according to 
Fig. 4. It so happens, therefore, that even the actual sign of the frequency shift (i.e. its 
very classification as being a red or blue shift) is strongly dependent on the actual 
value of R, i.e. the correct description of the first solvation shell around CF3H by the 
Monte Carlo method. The description of the structure of the liquid, on the other hand, 
is strongly dependent on the quality of the intermolecular interaction potentials. The 
currently used potentials could be considered as being accurate enough for certain 
other purposes, but it appears that particularly correct description of the distribution of 
solvent molecules around solute is crucial for a correct prediction of the vibrational 
frequency shifts. Anharmonic vibrational frequencies computed by actual scanning of 
the potential energy surface cut along a particular vibrational coordinate necessary 
involve movement of atoms within the solute molecule. Particularly in the case of 
higher amplitude motions, such as those involving light atoms, the oscillator probes 
(i.e. in a sense feels) the environment more closely than it is the case in other 
molecular properties. 

The CCF3H - ODME radial distribution function, computed from the MC simulation 
of the CF3H-DME dimer in liquid Kr is shown in Fig. 5.  
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Fig. 5. The CCF3H - ODME radial distribution function computed from MC simulations 
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Two populations of dimeric structures are distinguishable in liquid Kr, which 
exhibit reversible mutual interconversion. One of the two populations is obviously by 
far more predominant (corresponding to the higher maximum at about 3.25 Å), while 
the second one (corresponding to the maximum at about 4.95 Å) is much less 
important in the sense of its contribution to the spectroscopic properties. In Fig. 6, 
several configurations extracted from the MC run are shown, corresponding to both 
populations (a) and (b). 
 

   
  (a)      (b) 

Fig. 6. Several configurations extracted from the MC simulation run for fluoroform-DME 
dimer in liquid Kr at 131 K, corresponding to two populations (a) and (b) 

The density of states histogram generated from the computed in-liquid C-H 
stretching frequencies of fluoroform-DME dimer in liquid Kr by the B3LYP method 
is shown in Fig. 7. 
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Fig. 7. The density of states (DOS) histogram generated from the computed in-liquid C-H 
stretching frequencies of fluoroform-DME dimer in liquid Kr by the B3LYP method 

As can be seen from Table 1, MP2 level of theory performs best in the sense of 
quantitative prediction of the C-H stretching frequency shift upon complexation of 
fluoroform with dimethylether in liquid Kr (with respect to the gas-phase value). 
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4 Conclusions and Directions for Future work 

In the present work, we have implemented a complex hybrid statistical physics - 
quantum mechanical methodology which is useful for simulation of complex 
condensed phase systems. The methodology is illustrated through a particular 
example – solvation of fluoroform and fluoroform – dimethylether in liquid Kr at 131 
K. Particular attention was paid to exact calculations of anharmonic C-H stretching 
vibrational frequency shift of the fluoroform moiety upon solvation and 
complexation. It was found out that X-H stretching frequencies are a particularly good 
indicator whether the intermolecular interaction potentials are good enough to  
predict accurately the structure of liquid in the immediate vicinity of the solute 
molecule.  The methodology is inherently a multistep one, and certain steps are 
excellently scalable on parallel high-performance clusters. Since it is difficult to fully 
automatize the overall procedure, judging the overall scalability of the algorithm is a  
complex task.  
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Abstract. The influence of the environment on the proton transfer between nuc-
leotide bases has crucial importance for denaturation and mutation processes in 
DNA. For quantitative description of these processes, activation (ΔE#) and reac-
tion (ΔE) energies of the proton transfer as well as lactam-lactim (KT

LL) and 
amino-imino (KT

AI) tautomeric equilibrium constants by the quantum-chemical 
DFT method are calculated. It is shown that decrease in the environment polari-
ty (Er) due to mixing of ethanol with water (solvatochromic effect) leads to a 
decrease in the activation energy of the proton transfer and to an increase of the 
mutation frequency (vm), and at the same time to the tendency of DNA to dena-
turation. Hence, energy and kinetic characteristics of the proton transfer may be 
used for quantitative estimation of a solvatochromic effect in DNA. The validi-
ty of the solvatochromic effect is confirmed by the bathochromic shift of the 
DNA absorption band in the UV spectrum.  

Keywords: solvatochromic effect, DNA, denaturation, mutation, DFT calculations. 

1 Introduction 

It is well-known that water in DNA provides stabilization of canonical and rare tau-
tomeric forms of nucleotide bases [1-4]. However, an decrease in the aqueous envi-
ronment polarity due to mixing of ethanol, methanol and other organic solvents may 
cause DNA denaturation [5-7]. In particular, no double helix structure was found in a 
pure methanol solution [8]. Using the circular dichroism method, it is shown that in 
water-ethanol mixtures double helix destabilization increases with increasing ethanol 
content [9]. In quantitative description of the influence of the environment it is taken 
into consideration that the degree of hydration depends on the quantity of water  
molecules in the first DNA shell [10]. However, in this case, one should allow for the 
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position of water molecules with respect to the functional groups of nucleotide bases 
involved in the proton transfer. Furthermore, it was found that hydration depends not 
only on the quantity, but also on the quality of solvent molecules [11]. The goal of the 
present paper is to build a quantum-chemical model of the solvatochromic effect and 
to study the mechanism of the influence of the environment on DNA mutation and 
denaturation processes.  

2 Methods 

For quantitative description of the influence of the environment polarity a quantum-
chemical model of a complementary guanine-cytosin pair surrounded by six water 
molecules at the distance of 2 Å has been built. Subsequently, water molecules were 
gradually fully substituted by ethanol molecules(see Table 1). Depending on such a 
change in the environment, lactam-lactim KT (LL) and amino-imino KT (AI) tauto-
meric equilibrium constants, activation energy (ΔE#) and reaction energy (ΔE) of the 
proton transfer as well as point mutation frequency (νm) were calculated using the 
quantum-chemical density functional theory (DFT) method [12]. The calculations 
were performed by the computer program “Nature” [13] in the reaction coordinate 
regime (RNH) using the PBE approximation [14], its modification mPBE [15]and 
local density approximations [16] are promoted. The results of calculations, Reichardt 
values for the environment polarity parameter (Er) [17] and absorption bands in the 
UV spectrum in water (1) and ethanol (7) are presented in Table 1. 

3 Implementation on the HPC Infrastructure 

Before launching the application on the HPC clusters we ported it on the GRID infra-
structure using our access on the SEE/EGEE-GRID. Only MPICH1 implementation 
of MPI was available for us on the GRID. 

After successful porting on the GRID we launched the application on the NCIT 
(Politehnica University of Bucharest) HPC cluster in June 2011.  We have been 
granted access to the HPC cluster with AMD Opteron 2435(6-core) cpus and Infini-
band inter-node communication system (in total 168 cpu/core-s). 

In Aug 2012 we launched the application on the Hungarian HPC clusters (Szeged 
Supercomputer Centre) with AMD Opteron 6174(12-core) processors and Infiniband 
inter-node communication system (summary more than 1000cpu/core-s). 

We carried out scalability study of our application for various compilers and MPI 
implementations. It was obtained that the most optimized C/C++ compilers for the 
AMD Opteron processors are Open64 compiler v4.2.4 with AMD Core Math Library 
(ACML) at Szeged Supercomputer Centre and GCC v4.7.0 at NCIT. In both cases we 
have used openmpi v1.6 realization of MPI. The optimized number of cpu/core-s for 
the most of the investigated structures (number of atoms in the range 40-80) is 24. 
The benchmark results for the particular structure are given below.   
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NCIT-Cluster   
working nodes: AMD Opteron 2435 (2.6Ghz) 
mpi: openmpi v1.6 
C compiler: GCC v4.7.0 
# cores   Time (HH:MI:SS)    # nodes 
16 cores           06:25:26        2 
24 cores           05:33:34        2 
32 cores           08:46:45        2 
 
Szeged SC   
working nodes: AMD Opteron 6174 (2.2Ghz) 
mpi: openmpi v1.6 
C compiler: Open64 Compiler Suite: v4.2.4 with AMD Core 
Math Library (ACML)  
# cores   Time (HH:MI:SS)    # nodes 
08 cores          10:17:25             2            
16 cores          07:54:30             6 
24 cores          07:01:17             2 
32 cores          08:45:08             7 
64 cores          09:03:20            13    

4 Results and Discussion 

The results of calculations, Reichardt values for the environment polarity parameter 
(Er) [17] and absorption bands in the UV spectrum in water (row 1) and ethanol (row 
7) are presented in Table 1. 

Table 1. Energy of activation (ΔE#), energy of reaction (ΔE), tautomeric equilibrium constants 
KT(LL) and KT(AI), frequency of point mutation (νm), parameter of solvent polarity (ET) and 
band of absorption in UV spectra (λ) 

    
N 

Environment ΔE#, 
kJ/mol 

ΔE, 
kJ/mol 

KT(LL) KT(AI) νm 10-2 ET[20] λ, 
nm 

1 6w 35.0 24.5 0.103 0.106 1.09 1.000 260 
2 5w+1eth 31.5 20.5 0.120 0.101 1.21   
3 4w+2eth 41.7 31.1 0.121 0.105 1.27   
4 3w+3eth 22.2 11.9 0.136 0.095 1.29   
5 2w+4eth 55.7 42.2 0.118 0.113 1.34   
6 1w+5eth 30.4 18.4 1.005 0.740 74.40   
7 6eth 25.0 -11.7 1.064 0.732 77.90 0.656 273 
w-water; eth-ethanol. 
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Fig. 1. Water (a) and ethanol (b) environment of the guanine-cytosine pair 

In the first column, relative water and ethanol content in the environment is given. 
According to Löwdin[18], the point mutation frequency can be estimated by the prod-
uct (multiplication) of concentrations of rare tautomeric forms of nucleotide bases. 
However, determination of these concentrations is connected with great experimental 
difficulties. Therefore, the mutation frequency was expressed by the multiplication of 
lactam-lactim KT(LL) and amino-imino KT(AI) tautomeric equilibrium constants 
since these constants are ratios of fractions of these tautomeric forms: 

 νm = KT
LL. KT

AI (1) 

Activation energy, reaction energy, tautomeric equilibrium constant and mutation 
frequency values depend on the length of triads of hydrogen bonds between nucleo-
tide bases (RNHO) [19]. In particular, equilibrium constants depend inversely on the 
length of the hydrogen bond triad.  

 KT = 
NHOR

k1  (2) 

On the other hand, using NMR spectrometry, it was shown that the polar solvent 
causes a decrease in KT [20,21]. 

 KT= 
TE

k2        (3) 

From the comparison of formulas (2) and (3) we obtain that 

 ET=k3 RNHO  (4) 

where k3=k2/k1 are the proportionality coefficients. 
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Hence, mixing of ethanol with water leads to reduction of length of the hydrogen 
bonds between nucleotide bases, which facilitates the proton transfer. 

Table shows that the decrease of the number of molecules of water and the increase 
of the number of molecules of ethanol significantly decreases the energy of activation 
of a protons transfer between GC nucleotide pair. Which in turn increase both the 
value of constant of the tautomeric equilibrium and value of relative frequency of 
mutation. In the case when one molecule of water and five molecules of ethanol (Ta-
ble 1, row 6), and also 6 molecules of ethanol (Table 1, row 7) are located around the 
GC pair, the processes of a protons transfer become exothermic, that causes sharp 
increase of the relative frequency of mutation. Therefore the reduction of the envi-
ronment polarity around the nucleotide base causes increase of DNA’s tendency to 
mutation and denaturation. The solvatochromic effect mechanism can be explained by 
a specific action of solvent molecules on functional groups of cytosine and guanine 
involved in the proton transfer. This may be an inductive influence of the ethyl group 
of ethanol. 

In particular, the electron-donor ethyl group (σ1=-0.1) strengthens ethanol O-H 
bonds and thereby weakens O…H(N) and O…H(=O) bridges. As a result, the activa-
tion energy of the proton transfer of the cytosin amino group along the hydrogen bond 
decreases more than it could be expected in the case of full water surrounding. Hence, 
the decrease in the environment polarity (ET) increases the mutation frequency and 
the tendency of DNA to denaturation. This process can be described quantitatively by 
the solvatochromic effect, in particular, by the bathochromic shift of the absorption 
band of the DNA ethanol solution in the UV spectrum (Fig.2,3). 

 

Fig. 2. UV spectra of DNA in water 
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Fig. 3. UV spectra of DNA in ethanol 

5 Conclusion 

The results of data analysis of the quantum-chemical calculations and UV spectrum 
suggest that substitution of water molecules by ethanol molecules causes a decrease in 
energy and kinetic characteristics of the proton transfer between nucleotide bases. 
Hence, proposed the solvatochromic effect can serve for quantitative estimation of the 
influence of the environment polarity on the mutation and denaturation of DNA. 
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Abstract. The main aim of the article is the molecular simulation study and de-
tailed analysis of surfactant molecules of complex micellar systems [1-2] con-
sist of long hydrocarbon chain surfactant. The GROMACS software package 
[3] designed for high-performance simulations of large complex systems is used 
for the simulations. The IBM BlueGene/P supercomputer [4] at Bulgarian Na-
tional Centre for Supercomputing Applications, with 8,192 processor cores 
connected by multiple high-performance networks, enables to investigate a 
completely new class of problems. The initially random distributed surfactant 
molecules in aqueous solute hydration have been simulated using GROMOS 
united atom force field [5]. An extensive series of short benchmarks run for 
timing purposes with different number of cores show that the studied system 
achieves good scalability (0.5ns per day) in case of using up to 512 processor 
cores. Further increasing the numbers of cores (for instance, 1024 cores) does 
not lead any significant increase. In spite of the limitation of number of simula-
tions, the qualitative statistical data gave some interesting results, which indi-
cates that long hydrocarbon chain surfactant self-assemble into small oligomers 
since 50ns of simulations, meanwhile in our previous study with surfactant rich 
content shows that 43ns is enough for self-assembling of spherical micelle.  

Keywords: Parallel Molecular Dynamics, Surfactants, Micelle, GROMACS, 
BlueGene. 

1 Introduction 

The amphiphilic molecules, consist of hydrophilic headgroup and hydrophobic tails, 
self-organize various structures (micelles, lamellas, etc) and plays an important role in 
many fields [6]. In parallel with the real experiments [7], a number of computational 
experiments have been carried out in order to study the micellization phenomena of 
surfactants. However, the authors mainly use preassembled micelles as an initial con-
figuration, considering that the self-organization process takes a very long time and as 
a benchmarking surfactant, the sodium dodecylsulfate (SDS) is used. As a result of 
simulations, it is important to mention that surfactant concentrations much higher than 
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their critical micellar concentrations (CMC). The simulations near the CMC require 
large-scale computational resources. 

The main aim of the article is to estimate and study the behavior and dynamics of 
aggregation kinetics of long chain sodium pentadecyl sulfonate (SPDS) molecule 
close to CMC concentration. As the system size reached more than two million atoms, 
mainly the computational resources of the Bulgarian BlueGene/P supercomputer are 
used for the simulations and getting the scalability of the system, which is affected by 
many factors [8]. 

2 Construction and Simulation Data 

The investigation of SPDS surfactant has been performed using the model of SPDS 
molecule [9]. By means of replication of 128 molecules of SPDS are received, which 
are located randomly in the unit box with the dimensions of 36x36x20nm. Counte-
rions are set at 0.3 nm from SPDS headgroups. The received systems, consist of about 
2.6 million atoms, have been realized using GROMACS standard module genbox. 
Eventually, 5000 steps of energy minimization have been performed by steepest des-
cent algorithm. The system has been simulated in isothermal-isochoric (NVT) ensem-
ble using SPDS force field parameters generated by Dundee server [10] and standard 
SPC water models [11]. The integration time step is set to 2 fs. Atom bonds are regu-
lated by LINCS constrain algorithm [12]. PME method is used for long-range elec-
trostatic interactions [13] and the van der Waals interactions are truncated at1.2 nm 
with the short-range neighbor list distance at 1 nm. Isotropic pressure with 1.0=τ ps 
time constant is coupled using Berendsen barostat and the constant temperature 
T=300K are maintained by V-rescale algorithm. Three-dimensional periodic boun-
dary conditions have been applied. The coordinates and velocities are saved every 1ns 
and the VMD package [14] is used for the visualization of the system.  

Overall 100ns of parallel molecular dynamics (MD) simulation in NPT ensemble, 
which is more time consuming than in the canonical (NVT) ensemble, has been  
carried out using computational resources (from 256 to 1024 cores) of Blue Gene/P 
supercomputer. 

3 Results and Discussions 

Several benchmarks have been carried out [15] in order to estimate the speedup using 
the computational resource of the Blue Gene/P supercomputer. The obtained data 
show about 0.5ns per day achieved by using 512 processor cores. The further increase 
of cores up to 1024 do not lead any significant speedup and therefore 512 processor 
cores are chosen for the final simulations.  

In order to visualize the structural changes in more detail and estimate the oligomer 
size, we provide snapshots of the system at the start point, 50ns and 100ns run points. 
In Figure 1(a,b,c) the cross-sectional view is shown. The provided snapshots indicate 
that he long hydrocarbon chain surfactant self-assemble into small oligomers since 
50ns of simulation run (Figure 1b), where the maximum size of aggregation is about 6 
molecules and we track a few amount of this kind of aggregations (about 6-7). 
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Fig. 1. (a, b,c). Three stages (0ns, 50ns and 100ns) of surfactant self-organization process. The 
water molecules have been omitted for clarity. The sulfur drawn as VDW sphere and other 
components are given as stick. 

It is known that the self-assembling process takes longer for surfactants with long 
hydrophobic chains due to slower self-diffusion [16]. However, it is also stated that 
the surfactant rich content (higher concentrations) shows that about 43ns is enough 
for self-assembling of spherical micelle. Comparing two concentrations (near CMC 
and higher concentration) shows that the same aggregation behavior for surfactant 
rich content was seen at about 6-7ns run point. The further simulations up to 100ns 
(Figure 1c) show that there is an increase of aggregation size and amount reaching up 
to 10 oligomers with 10-12 surfactant molecules.  

Currently, we continue the simulations to investigate the self-assembling process 
of huge complex systems. 
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4 Conclusion 

The MD simulations of long hydrophobic chain sulfonate/water system have been 
studied at different concentration. The self-organization behavior of the sodium pen-
tadecyl sulfonate surfactant has been investigated by carrying out simulations using a 
random distribution as an initial configuration.   

We conclude that the self-assembling micellization process takes longer for surfac-
tants with long hydrophobic chains. It is planned to accelerate further simulations 
using GPUs, as a standard tool for high performance computing and application acce-
leration, as well as to develop a grid-enabled Web portal [17] for the setup and execu-
tion of MD simulations for complex systems. 
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Abstract. This paper describes an algorithm and a program for solv-
ing multidimensional problems represented by differential equations with
partial derivatives adopted for using SEE regional HPC resources. The
algorithm is based on the AMR method - Adaptive Mesh Refinement
of computational grid. Utilization of AMR method can significantly im-
prove resolution of difference grid in areas of high interest, and also to
accelerate processes of multidimensional problem solving.

Keywords: multidimensional modelling, AMR method, parallel
algorithms, OpenMP.

1 Introduction

New approaches applied to science exponentially increase computational require-
ment in order to realistically describe and solve real-world problems, numerical
simulations become more detailed, experimental sciences use more complicated
instruments to make precise measurements; and shift from individuals-based sci-
ence towards a collaborative research model now starts to dominate. Mathemati-
cal modelling forms a solid theoretical and applied basis in describing, simulating
and studying complex problems. Parallel applications that require utilization of
high-performance computers ensure necessary accuracy of mathematical mod-
els. Although new perfect high performance computational installations become
available for researchers, in many cases their resources are not sufficient for solv-
ing many practical problems. This may seem a paradox, but the fact of the
matter is the more computational resources become available, the larger prob-
lems scientists and engineers want to solve. Thus despite the constant computer
power growth, finding of effective algorithms and approaches for adequate mod-
els realization remain the key for solving of complex practical problems. One of
the methods that allows developing optimized applications and speeding up the
process of complicated models execution is the method based on adaptive refine-
ment of computational mesh - AMR (Adaptive Mesh Refinement) method [1].

In this paper we focus an solving two- and three- dimensional tasks of gas
dynamics that are of practical interest. These solutions can be applied to many
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present-day problems, such as calculation of the aerodynamics of aircraft, the
calculations of the air flow of cars, a large number of other similar problems of
mathematical modelling - the calculation of the flow of blood through the vessels,
the heart valves, etc. In recent years effective high-resolution difference schemes
have been developed, which allow mathematical modelling of the processes men-
tioned above. But making three-dimensional calculations for high definition grids
requires large computational resources.

In all these cases, at the beginning of the problem we define a way to highlight
areas in which we need to construct a grid, then the program builds a sequence
of grids and makes a decision on them. During calculations in the computational
area there are domains with large gradients of the parameters - such as tem-
perature, pressure, density, and several others. These areas are contiguous with
areas with a smooth behavior of the investigated functions. Therefore, to re-
duce the requirements for computing resources a detailed grid with small mesh
sizes can be created only in areas of high gradients. An approach to creation
of such area - adaptive mesh refinement will-significantly clarify definition of
multi-dimensional flows features [2].

We will consider a computer simulation of gravitational collapse of stars with
masses ranging from 7 to 70 solar masses [3]. This process leads to formation
of a supernova and requires using of non-oscillating schemes of high resolution.
Schemes used for modelling should be with maximum accuracy to reproduce
the behaviour of matter in the vicinity of discontinuities, accurately describe
the emissions of substances and small perturbations far away from the fronts
of shock waves [4]. To address these conflicting requirements, finite difference
schemes are used, which combine high resolution in areas of small disturbances
and smooth monotony in the areas of strong discontinuities.

2 Methods

2.1 Formulation of the Problem

The system of equations of gravitational gas dynamics, which describes the pro-
cess of collapse of a star is

∂ρ

∂t
+

∂

∂vi
(ρvi) = 0

∂(ρvi)

∂t
+

∂

∂vi
(ρvivj + Pδij) = −ρ

∂φ

∂xi
(1)

∂e

∂t
+

∂

∂xi
[(e+ P )vi] = −ρvi

∂φ

∂xi
.

In these equations, the value of the gravitational potential φ is determined from
the Poisson equation

Δφ = 4πGρ . (2)
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The equation of state is used in the form of:

e = 1/2ρv2 + ε .

In the above equations: ρ - density, v - velocity, P - pressure, ε - specific
internal energy, e - full energy, t - time, xi - spatial coordinates, G = 6, 67×
10−11m3/(kg · s2) - constant gravitational potential.

The parameters of gas collapsing star are determined from the numerical
solution of equations (1) and (2). It should be taken into account that density
of a collapsing star changes by many orders - from 1014 kg/m3 at the center of
a neutron star to the density of a rarefied gas on the boundary of the stellar
envelope [3]. It is therefore necessary to create a grid, the size of which depends
on the density, that is, the cells in the center should have minimum size, and
should increase with distance from the center.

2.2 AMR Method

Calculations method based on the use of AMR hierarchical grid cells can sig-
nificantly improve quality of the calculations in various fields of science and
engineering calculations. In addition, most of applications that use AMR is
well parallelized on supercomputers. We use the programming language Fortran
90. Program based on AMR technology uses object-oriented approach, which is
available in Fortran 90 [2].

Such kind of the grid can be constructed by using the mechanism of AMR [5].
After the initial grid constructing, all cells of the same level of decomposition
should be united into rectangular patches. Thus we get a hierarchical grid for
solving differential equations in partial derivatives. The hierarchy of this grid is
very complex and uses different levels of grid refinement from the coarsest level
(L = 0) to the finest level (L = Lmax). Each level is a collection of patches of
various sizes. Also the dividing of the computational area changes with time.
The coarsest level (L = 0) is a rectangular box, which contains all the other
levels. In addition, it is assumed that all other levels are also strictly nested.

Each level is represented by a structure [2,8], which contains all the informa-
tion about this level. When creating a new level, a new structure is generated,
that is being filled with the necessary information, including the boundary con-
ditions. Each transition from the coarse level (m) to the “finer” one (m + 1)
have to be correctly calculated when moving to a more accurate grid, and vice
versa from the level of (m+1) to level m, when moving to the initial grid of the
upper level. Subroutines CoarseToFine and FineToCoarse are used for this in
the elaborated application. At every level the calculations are carried out with a
few number of algorithms - Jacobi simple iteration, method of successive over-
relaxation (SOR), conjugate gradient method. The choice of algorithm depends
on which computer the application is calculated. Simple iteration method is used
on supercomputers that use GPU (Graphical Processor Unit). Jacobi method al-
lows good parallelization when it is calculated on GPUs. Methods with better
convergence SOR and conjugate gradient are used for computers without GPUs
and they are well parallelized using OpenMP programming technology [6].



126 B. Rybakin et al.

2.3 Calculation Algorithm

The solution of the three-dimensional Poisson equation (2) with given initial
and boundary conditions is described below. This solution has been tested on 5
levels of AMR nesting. The test No 1 from [7] is investigated here below. In this
test a homogeneous sphere of radius R and density ρ for the equation for the
gravitational potential (4) is considered:

φ(r) =

{
2πGρ0(R

2 − r2/3) if r ≤ R

4
3πGρ0R

3/r if r > R
(3)

∇φ(r) =

{− 4
3πGρ0r if r ≤ R

− 4
3πGρ0R

3/r2 if r > R .
(4)

 
 
 
 
 
 
 

Fig. 1. Numerical solution for the fourth level of AMR - 2-D image

The computational domain is filled with values φ from (3) in the sphere of
radius R, outside the sphere the values from (3) are specified - bottom line. Then
the values of the gravitational potential are calculated in the three-dimensional
formulation [8]. The numerical solution was calculated for AMR hierarchy levels
from one to five.

The numerical results present two-dimensional cross-section of the X-axis in
Fig. 1. From the analysis of the images shown in Fig. 1 it should be noted a
good coincidence of the analytical and numerical solutions. Figure 2 (a) and
(b) provides a graphical expression of the error value as the difference between
the analytical and numerical solutions for the 32x32 grid’s dimension and two
levels of the grid. Maximum value of the error is equal to 5,6 · 10−4. It should
be noted that we have regular, not random errors. It is tied with a nature of the
functions themselves. To calculate the first derivative we used finite differences
of second-order accuracy.
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(b)

Fig. 2. Graphic representation of the error: for the grid of 32x32 and two levels (a)
and for the grid of 512x512 and five levels (b)

Figure 2 (b) shows the image of the error, which is the difference between analyt-
ical and numerical solutions for the grid size of 512x512 and 5-level refinement of
the grid. It should be mentioned the significant refinement of result and conse-
quent decreasing of the error by four orders of magnitude. These results show the
importance of applying the AMR method for raising accuracy of the solutions
of multidimensional partial differential equations.

3 Results

3.1 AMR PAR 64-Bit Application

The first version of the application was developed using MS Visual Studio 2010
(for OS MS Windows) [10]. However, the specifics of applications, prepared for
running using regional HPC resources provided by HP-SEE project infrastruc-
ture, is that they should not have an interactive mode. Thus, the absence of a
graphical interface, the use of standard functions and libraries simplify problems
of portability and allow porting of the application by reducing its adaptation to
a simple recompilation of the source code.

In this case, one of the ways to avoid errors when the application is ported
to the regional computational resources, is using compilers, produced by one
developer for both Windows and Linux. For example, there are versions of Intel
Parallel Studio XE for Windows and Linux.

The first results were obtained by using the version of the application devel-
oped for MS Visual Studio 2010 (OS MS Windows) [3] on PC with processor
Intel Core I7 920, 2667 GHz. Calculations were performed using option collapse
(n), and without it. Option collapse is used for apportionment of the iterations
in strongly nested loops. In Fig. 3 there is a graph of acceleration depending on



128 B. Rybakin et al.

Fig. 3. Acceleration of calculations. MS Windows version Intel I7 920

the number of processor cores for computational grid 128x128x128. The graph
with triangles shows acceleration achieved using options collapse on three nested
loops, graphs with circles show acceleration with collapse on 2 cycles, and squares
show acceleration without collapse.

Note that the use of this directive for three strongly nested loops greatly
speeds up the program. This is because for all cycles a common space of iterations
is formed, which is divided between all threads [9].

The same job was performed on a dual-node cluster with Intel Xeon 5560 pro-
cessors, each has 8 cores and does not support HyperThreating. Figure 4 shows
a graph of the acceleration for grid dimension 128*128*128 and 256*256*256.
It should be noted a significant drop in performance in comparison with the
previous calculations. This can be explained with the lower clock speed of the
processor and other size of cash memory.

The AMR PAR application testing was performed initially in OpenMP mode
on Microsoft Windows Compute Cluster 2003 in the Institute of Mathematics
and Computer Science of the Academy of Science of Moldova. In this cluster
were held debug and test calculations, which were then used to be calculated on
a more powerful computers.

3.2 Adopting AMR PAR Application to the Regional HPC
Resources

After calculation of the necessary amount of RAM for grid dimensions up to
2048x2048x2048 cells, as home cluster for the application porting the SGI Ul-
traViolet 1000 supercomputer at the National Information Infrastructure De-
velopment Institute, located in Pecs City, Hungary (SMP, 1152 cores and 6057
GB RAM) was proposed. For small grids (up to 384x384x384 cells), we used
resources of HPCG cluster located at the Institute of Information and Commu-
nication Technologies of Bulgarian Academy of Sciences.
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Fig. 4. Acceleration of calculations. Two Intel Xeon 5560.

In order to save computational resources in case of multiple execution of the
application it is important to predict the optimal number of cores for calculations
of arrays with different dimensions and different levels of nesting. The modified
version of application was compiled and tested on HPCG cluster in Bulgaria
(Intel XeonX5560, 2,8 Ghz, 24 Gb RAM). For arrays of 128x128x128 dimension
with five levels of nesting optimal number of cores for calculation is about 4–5.
Increasing the number of cores does not reduce wall-clock time of calculations,
but the processing time increases dramatically.

4 Discussion and Conclusions

On the base of run time analysis we calculated various versions of the application
requirements of computational resources for the current OpenMP version of
AMR PAR application:

• For HPCG cluster located at the Institute of Information and Communication
Technologies of Bulgarian Academy of Sciences maximum grid dimension for
five layers is 384x384x384, approximate time of calculations - 5 hours, optimal
number of cores - 8.

• Calculations for 5-7 levels and grid dimensions sizes more than 384x384x384
require up to 3 Tb of RAM.

The obtained results allow to carry out calculations on modelling of supernova
explosions and formation of stars from molecular clouds. This program is now
implementing being transformed for integration into the software system for the
calculation of three-dimensional gas-dynamic flows, to perform calculations.

4.1 Future Work

For further optimization of AMR PAR application, we plan collecting statistics
of calculations’ acceleration dependencies from different number of cores - up to



130 B. Rybakin et al.

32 (or more). It is necessary to produce investigations to find optimal number of
cores for fastest calculations for large-scale grid dimensions. As a result of this
research we plan to modify the application to use OpenMP more effectively.

Next step is to run application using HP-SEE regional resources for large-
scale grid dimensions - up to 2048x2048x2048 - and 5-7 layers. After obtaining
results of the modified application execution, it will be possible to make new
benchmarking (due to long time of forecast calculations) and propose new rec-
ommendations for application optimization. The updated application also will
allow describing and visualization of results in 2-D images and 3-D models.
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Abstract. Many algorithms from Number Theory and their implemen-
tation in software are of high practical importance, since they are the
building primitives of many protocols for data encryption and authen-
tication of Internet connections. Number theory algorithms are also the
basic part of cryptanalytic procedures. Many of these algorithms can be
parallelized in a natural way. In this paper we describe our efforts to
develop a software package that implements various Number Theory al-
gorithms on GPU clusters and in partial our implementations of integer
factorization using NVIDIA CUDA on clusters equipped with NVIDIA
GPUs. Also we report results of our experiments regarding the perfor-
mance of our implementation.

Keywords: integer factorization, GPU, CUDA, MPI.

1 Introduction

The problem of integer factorization is of high practical importance because of
the widespread use of public key cryptosystems for encryption and authentica-
tion of Internet connections. The most used recently methods of integer factor-
ization are the number field sieve and the elliptic-curve (ECM) methods. The
latter was introduced by Lenstra in [10]. It can be considered as a generalization
of Pollard’s p−1 and Williams’ p+1 methods. In the following years much efforts
were spent to improve the ECM by proposing more suitable curves and forms of
group operations on curve points. The reader can find a detailed description of
the development of the ECM and rich bibliography in [14]. We will only mention
the eminent Montgomery’s paper [11], where the Montgomery’s form of elliptic
curves is introduced. In the passed decade new curves and corresponding group
laws have been proposed (e.g. [9], [2], [4], see also [1]). Substantial efforts were
dedicated to speed the algorithms using hyperelliptic curves, too.

The continuous interest in the ECM is due to its main advantage - it enables
many curves to be used in parallel. That is why the ECM integer factoriza-
tion is amenable to implementation on multiprocessor and multi-core computer
architectures.
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One of the most important recent developments in the area of high perfor-
mance computing is the increasing use of Graphics processing units (GPUs) for
general purpose computing. The main reason for this is the high efficiency of
GPUs in terms of cost, space and energy usage. In order to make use of the
advantages of GPU computing, one has to design the algorithms in a way that
exploits the massive parallelism of the GPUs, where thousands of threads should
run in parallel at clock frequencies, similar to that of CPUs. It is well established
that the main algorithms, relevant to cryptography, are amenable for efficient
implementation on GPUs (see, e.g., [5] [6]).

Since the computational power of a single server, equipped with GPU cards,
may not be sufficient for the more challenging problems, one has to consider
clusters of such machines, interconnected with Ethernet or Infiniband. The most
popular paradigm for parallel computing in such environment is the Message
Passing Interface (MPI) [8], [12].

2 Preliminaries

Let N be an integer. Consider elliptic curves of degree 3 in the projective plane
over the ring ZN of integers modulo N . Lenstra’s method uses curves presented
in short Weierstrass form

y2z = x3 + axz2 + bz3, (1)

where a, b ∈ ZN , such that 4a3 + 27b2 is invertible in ZN , (N, 6) = 1.
The Montgomery form [11] of curves is given by

BY 2Z = X3 +AX2Z +XZ2, (2)

where A,B ∈ ZN , such that B(A2 − 4) is an invertible element of ZN . The
points (X : Y : Z) on the curve form an additive abelian group with neutral
element O = (0 : 1 : 0), −Q = (X : −Y : Z) as the additive inverse of
Q = (X : Y : Z), the point group operation described as follows. In order to
calculate nP = (Xn : Yn : Zn) we start with P = (X1 : Y1 : Z1) and use the
formulas below. Note that we need only two coordinates: X and Z. That is why
the Montgomery form of curves is preferred for computer factorization.

Doubling

d =
A+ 2

4
; s = (Xn + Zn)

2, r = (Xn − Zn)
2, t = d(s− r) + r,

X2n = sr, Z2n = (s− r)t.

Adding (To calculate (m+ n)P we need mP, nP, and (m− n)P. ):

u = (Xm + Zm)(Xn − Zn), v = (Xm − Zm)(Xn + Zn),

w = (u+ v)2, t = (u− v)2,
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Xm+n = Zm−nw, Zm+n = Xm−nt.

The additive inverse of Q = (X : Y : Z) is the point −Q = (X : −Y : Z) but
there is no distinction between these points in the above formulas.

In our implementation we use only addition with m− n = 1, that is Xm−n =
X1 and Zm−n = Z1.

The factorization algorithm consists of two phases.

The First Phase
The point Q = sP is computed, where s is the product of all powers of primes
pk ≤ B1. Then the coordinates XQ and ZQ are tested for having a nontrivial
common divisor with N.

Usually the procedure of computing sP is the following. Let s = (bkbk−1 . . . b1)2
have k bits in binary format, where the first bit is the least significant bit. Start-
ing with bk−1 every bit is checked if it is 0 or 1. If bk−1 = 1 from the start pair
(P, 2P ) we compute (3P, 4P ), otherwise (2P, 3P ). Continuing in this manner for
j = k − 2, . . . , 1 we compute

if bj = 1 : (L,R) → (L+ R, 2R),

if bj = 0 : (L,R) → (2L,L+R).

In our implementation this procedure is slightly changed (see section III).

The Second Phase
In the second phase of the algorithm for all primes B1 < p ≤ B2, points pQ are
computed. For each point pQ the program checks if the coordinatesXpQ and ZpQ

have a nontrivial common divisor with N. The constants B1 and B2 are chosen
according to the size of the expected prime divisors of N. They are defined in the
beginning of the program as input constants or automatically by the software.
A variant of realization of the second phase procedure is to transform the curve
into short Weierstrass form. However in Weierstrass form, the point calculation
process requires the use of the extended Euclid algorithm (to invert a number
modulo N). This slow up the performance of the algorithm, but increases the
probability of finding a divisor of N .

3 Implementation Details and Computational
Experiments

3.1 Description of the Implementation and Experiments

Our software implementation enables computations with Montgomery curves
parameterized in two manner:

– “Standard”parametrization:We start with an initial point P = (c : : 1), where
c is an input value or it is chosen randomly by the software. Starting with
a given d1 (input parameter or randomly chosen) we compute d2, d3, d4 by
adding 4−1 (mod N). Then enlarge the set {d1, d2, d3, d4} by adding 1 to each
element until we obtain the numbers of parameters d equals to the number of
threads.
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– Suyama’s parametrization: For each thread we generate a random σ and pre-
compute the parameters u, v, A, and the initial point P = (u3 : : v3).

We assign different value of A (indeed of d) for each thread. This assignment is
realized in the described above manner.

In phase two we implement the classical algorithm (as it is described at the end
of Section II) as well as a variant that consists of only doubling Q (or several
pQ). In the latter case we collect the product of Z coordinates in a variable
PROD Z and periodically check its greatest common divisor with N .

The implementation of the ECM algorithm described above started from a
new branch of the GMP-ECM project, which targets GPU devices [15]. It utilizes
some of GMP’s routines for the preprocessing/postprocessing steps, but trans-
fers the greater deal of the computations on CUDA-enabled GPU devices. By
further enhancing this branch with Message Passing Interface (MPI) and imple-
menting the master-slave communication model we enable it to run on multiple
GPUs. However, our implementation of this classical model differs greatly from
the standard ones - instead of charging the master with both a part of the com-
putations and tasks like preprocessing, postprocessing and distributing, we have
chosen to completely separate the master from the main computations. In our
implementation we allocate a single GPU for each slave process, while the master
process has no GPUs. The master is charged only with small amount of prepro-
cessing and postprocessing, and with the overall control of the slaves. Using this
approach we separate the master process from most of the computations related
to the actual factorization.

The master is charged with the task of partitioning and distributing the com-
putations among the slave processes. During initialization the master collects
information about the slave processes, mainly regarding the number of curves
the GPUs can compute simultaneously. By doing this, the master can efficiently
partition the curves in appropriate batches for different GPUs instead of using
a fixed-size batch. Such an approach proves valuable when working with GPUs
with different number of computing cores.

Another difference from the classical master-slave implementation is that in
our implementation the slaves work asynchronously. In a single communication
exchange the slave sends the results obtained from a batch of curves, while
the master sends a new one using non-blocking MPI calls, thus speeding up
the postprocessing of the results. Through the use of the MPI ANY SOURCE
macro the master can receive the results from an arbitrary slave, which means
that there is no explicit synchronization among the slave processes. This enables
the usage of GPU devices with different clock-speed.

Separating the master from the main part of the computations, while granting
it improved control over distributing of computations through the knowledge of
each slave’s GPU computational capabilities, along with enabling the slaves to
work in asynchronous manner, allows for better utilization of the GPUs at the
expense of CPU utilization. Since the greater part of the computations are done
on the GPU devices this effect is desirable and increases number of processed
curves.



Number Theory Algorithms on GPU Clusters 135

Fig. 1. Parallel efficiency

Introducing MPI bears some computational overhead. While in the original
GPU implementation of GMP-ECM communication is restricted only between
the CPU and GPU, in our implementation the computational tasks must be
communicated twice - between the master CPU and slave CPUs and between
each slave’s CPU and it’s GPU. Additionally, the usage of multiple GPUs on
a single host demands that each process must specify the device explicitly in
order to avoid mapping the same GPU device to different slave processes. This
overhead varies between different GPUs and it is not considered in the presented
numeric results. The asynchronous manner in which the slaves work leads to
additional overhead, during the first communication exchange. However when
using a great number of curves this overhead becomes negligible.

Since MPI and CUDA are “orthogonal”, we decided to completely separate all
GPU-related code and MPI code. This approach enabled us to employ different
fine-tuning strategies on the different parts of the code and also allowed us to
try different C compilers along with different MPI implementations for the MPI-
related code.



136 E. Atanassov, D. Georgiev, and N. Manev

3.2 Computational Resources Used

In our experiments we used two different NVIDIA GPU models - NVIDIA
GeForce GTX 295 and NVIDIA Tesla M2090. The first one is a pure high-
end gaming card, while the latter is a highly superior GPU specifically targeting
GPGPU computations. In terms of raw processing power the Tesla M2090 offers
1331.2 GFLOPS in single precision and 665.6 GFLOPS in double precision for
a single to double precision ratio of 2/1. On the other hand the inferior GeForce
GTX 295 has a single to double precision ratio of 8/1 since its prime target
is computer graphics where most of the computations are in single precision.
However, it can deliver 1788.48 GFLOPS in single precision, which makes it a
perfect platform for our ECM implementation, as the algorithm uses only integer
arithmetic. It is also worth nothing that the GeForce GTX 295 supports only the
limited compute capability 1.3, while the Tesla M2090 supports the enhanced
compute capability 2.0.

Our numerical experiments were performed on two GPU clusters, both part of
the HP-SEE infrastructure. The first one is based on NVIDIA GeForce GTX 295
and contains four nodes each equipped with a single GPU, which is a dual card
and is visible to the operating system as two separate CUDA-enabled devices
with 240 computing cores each. Each node runs CentOS 5.5 on Intel Core i7-
920 processor at 2.66 GHz and 12 GB RAM. The nodes are interconnected via
Gigabit Ethernet which is a limitation and requires a well-chosen communication
pattern.

The second cluster contains two HP ProLiant SL390s G7 servers, each equipped
with two Intel Xeon E5649 processors and 96 GB RAM. Each server runs Sci-
entific Linux 5.4. The servers are connected via DDR InfiniBand. Each of the
servers can be equipped with a maximum of eight NVIDIA Tesla M2090. Cur-
rently one of the servers is equipped with six GPUs and the other is equipped
with one, which allows us to effectively measure the efficiency of our MPI com-
munication pattern.

3.3 Obtained Results

Table 1 and the two figures represent the results of our numerical experiments
performed on the two clusters. The best results on both GPU devices were ob-
tained when using the maximum possible number of threads per block, which is
512 and 1024 for the NVIDIA GeForce GTX 295 and NVIDIA Tesla M2090, re-
spectively. Usage of smaller block sizes proved less efficient due to poorer utiliza-
tion of the available shared memory. Additionally we compared two C compilers
- GCC 4.1.2 and Intel C compiler 12.1.0, as well as two MPI implementations
- GCC-compiled OpenMPI and Intel MPI Library 4.0. The presented results
were obtained using the Intel C compiler along with Intel MPI Library, as this
resulted in a slight improvement in comparison to the other combinations of
compiler and MPI implementation.

The parallel efficiency is evaluated, by comparing the performance of the
original non-MPI application to our MPI-enabled implementation. The column
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Table 1. Numerical results

GeForce GTX 295

Execution Running Peak perfor- Curves UF
scheme time mance (GFLOPS) per second

1 node with 1 device 1730.32 894.24 355.08 0.39707

1 node with 2 devices 866.98 1788.48 708.67 0.39624

2 nodes with 1 device each 868.61 1788.48 707.33 0.39549

2 nodes with 2 devices each 434.43 3576.96 1414.28 0.39539

3 nodes with 2 devices each 299.74 5365.44 2049.76 0.38203

4 nodes with 2 devices each 217.29 7153.92 2827.52 0.39524

Tesla M2090

Execution Running Peak perfor- Curves UF
scheme time mance (GFLOPS) per second

1 node with 1 device 1257.30 1331.20 488.67 0.36709

1 node with 2 devices 633.38 2662.40 970.03 0.36435

1 node with 4 devices 316.94 5324.80 1938.52 0.36405

1 node with 6 devices 210.90 7987.20 2913.26 0.36474

1 node with 6 devices and 180.81 9318.40 3398.00 0.36466
1 node with 1 device

Stage 1 bound: 300; Number of Curves: 614400;
Number N : 266957047625186069027747382703973.
UF - utilization factor = Curves per second / Peak performance.

“Peak performance” in Table 1 represents the sum of the peak performance of the
GPU devices used in the corresponding run, where the peak performance of each
device is as per its hardware specifications. Our implementation showed excellent
results, with lowest efficiency of over 96% on the cluster with Gigabit Ethernet
interconnect, and over 99% on the cluster connected via DDR InfiniBand.

4 Conclusion and Future Work

Our parallel implementation of GMP-ECM demonstrated excellent parallel ef-
ficiency on both of the GPU clusters. Naturally, this scalability can only be
achieved when using a large number of curves, substantially larger than the
number of computing threads. The chosen implementation of the master-slave
model handles well GPUs with both different clock-speed and different number
of CUDA cores and requires no effort for porting on different GPUs. Applications
with mostly integer arithmetic run efficiently on both General-purpose comput-
ing GPUs (GPGPUs) and gaming GPUs, which turn the latter into a suitable
and inexpensive platform for our implementation of the ECM. In some situa-
tions, it may not be possible to interconnect all GPU resource with compatible
versions of MPI. This is a motivation to explore alternative lower-level methods
of communication over protocols like UDP.
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Abstract. Large-scale high performance systems have significant
amount of processing power. One example of such system is the HP-
SEE’s HPC and supercomputing infrastructures, which is geologically
distributed, and provides 24/7, high performance/high throughput com-
puting services primarily for high-end research communities. Due to
the direct impact on research and indirectly on economy such systems
can be categorized as critical infrastructure. System features (like non-
stop availability, geographically distributed and community based usage)
make such infrastructure vulnerable and valuable targets of malicious
attacks. In order to decrease the threat, we designed the Advanced Vul-
nerability Assessment Tool (AVAT) suitable for HPC/supercomputing
systems. Our developed solution can submit vulnerability assessment
jobs into the HP-SEE infrastructure and run vulnerability assessment on
the infrastructure components. It collects assessment information by the
decentralized Security Monitor and archives the results received from the
components and visualize them via a web interface for the local/regional
administrators. In this paper we present our Advanced Vulnerability As-
sessment Tool, we describe its functionalities and provide its monitoring
test results captured in real systems.

Keywords: distributed computing, HPC, security, vulnerability assess-
ment, HP-SEE, supercomputing infrastructure.

1 Introduction

1.1 Large Scientific Computing Resources

Core European e-Infrastructure for large-scale e-Science research consists of
distributed computing infrastructure (DCI), distributed storage infrastructure
(DSI) and backbone (e.g GANT) network. Large number of initiatives and
projects builds up the infrastructure. The SEE-GRID [1] initiative with three
consecutive projects (SEE-GRID, SEE-GRID2 and SEE-GRID-SCI) provided
the local grid based DCI in the SEE (South-East European) region. The HP-
SEE project [2] links together existing and upcoming HPC facilities in the region
in a common infrastructure to open up the HPC infrastructures to a wide range
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of new user communities, including those of less-resourced countries facilitating
cross-border research and collaboration.

1.2 Motivation

There are lots of potential security problems with distributed and shared systems
caused by the technology itself and by site/software stack setup or bring on by
end-user behaviour.

Our general goal is to provide assistance for system administrators building
up sustainable and less vulnerable infrastructure and survive cyber-attacks. For
this aim we have created a vulnerability assessment framework for distributed
systems in order to decrease threats.

In this paper in Section II we briefly introduce recent vulnerability trends. In
Section III we provide information about existing security monitoring solutions.
In Section IV we give detailed description about the design and implementation
of the developed Advanced Vulnerability Assessment Tool. Later on in Section V
we show vulnerability test results of AVAT. At the end of our paper we conclude
and explain directions of our future work.

1.3 Vulnerability Trends

The software evolution (size, functionality set, etc.) generally increases complex-
ity in the software stack. It is hard to protect even a single PC node infrastructure
against malicious attacks. This problem multiplies significantly if the infrastruc-
ture is heavily distributed, contains thousands of cores, and serves hundreds of
people. Security issues are constantly explored worldwide and published on the
relevant on-line sites as Common Vulnerabilities and Exposures (CVE) [3]. Com-
mon Vulnerability Scoring System (CVSS) Initiative [4] was funded by the U.S.
Department of Homeland Security in order to provide vendor independent and
common scoring system of known vulnerabilities. The scores are integer numbers
between 0 and 10.

We analysed the CVSS databases and we can point out that the highest
threat was from 2006 to 2008 in the last 10 years. Figure 1 shows the number of
published vulnerabilities and the total severity, which was calculated from the
number of vulnerabilities multiplied by their CVSS score.

Figure 2 presents that the average of CVSS score is about 6 and their standard
deviation is about 2 in every year in the investigated period. One of the biggest
problem is, that the successful break-in method (which are definitely very hard
to find cyber-attack solutions) against any of the DCI infrastructure elements is
very likely reusable and provide vast gain for the intruder.

2 Related Work

The SEE-GRID projects (SEE-GRID-SCI project and its predecessors) are using
two tools and three services to monitor their grid infrastructure: Hierarchical
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Fig. 1. Trends in number of published vulnerabilities and their total severity

Fig. 2. Average and standard deviation of severity

Grid Site Management (HGSM) [5] that is the central information tool. HGSM
is a web based database designed to hold static information about the grid sites.
This information bundle includes physical location of the site, emergency contact
information, operating system and middleware of the grid site, detailed hardware
information of nodes and site downtimes. BBmSAM [5] portal that submits
regular SAM (service availability monitoring) tests every 3 hours for interactive
tests and every hour for non-interactive tests. The BBmSAM also provides data
on site and service availability for the needs of the project. The PAKITI [6]
service, which was used for security status monitoring of the infrastructure,
collects the list of the installed software packages on the nodes and matches
the gathered information with the security database (coming from an external
repository). It is using HTTP or HTTPS protocol to communicate and provide
a graphical user interface for its users. However the program has major serious
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disadvantages in distributed IT environment (e.g grid administrators have to
install the client software on every machine and and they should configure the
firewall settings as well).

The Grid Site Software Vulnerability Analyzer (GSSVA) [7] tool aimed to
ease the problems of PAKITI. Therefore, the GSSVA uses only essential grid
protocols in order to work on every site without changes in configuration or
installing any software. However, a vulnerability analyzing should have more kind
of security audit procedures than only comparing software versions (that PAKITI
and GSSVA does). There are some widely used closed and open-source security
analyzer frameworks that can provide various types of security information about
the investigated infrastructures.

Qualys Guard [8] offers a complete vulnerability management solution. The
centralized front-end component is hosted by Qualys, thus the users only need
a web browser to manage the target assets, schedule the vulnerability scans,
generating customized reports and deal with the remediation tracking. As it is
a cloud based service, the attacks are coming from the internet.

The OpenVAS (Open Vulnerability Assessment System) [9] is an open source
vulnerability assessment software. It consist about three layers of components.
The first layer is the user interface, where users or automatized scripts can access
the system. The second layer is the services layer and the third layer is the data
layer which means configurations, scanning templates and results. OpenVAS uses
Network Vulnerability Test (NVT) for checking the IT resources.

The presented tools are complex and feature-rich, however they cannot be used
easily in distributed systems because the HPC centers or grid sites are located
on different administration domains. Therefore, the centralized management of
these tools could not be satisfied.

3 Design and Implementation

We have followed three basic rules for designing the AVAT. (1) Only open-source
software components shall be used to build up the system. (2) The solution
should work in the users space of the targeted DCI. We shall not suppose more
opportunity to reach the resources (e.g open ports on firewalls, use administrator
privileges) than a generic user has, because the investigated infrastructures are
located in different administration domains. Therefore, we used only DCI spe-
cific protocols and middleware services to deploy services, query/retrieve infor-
mation or communicate with the DCI resource (e.g job submission). (3) Critical
infrastructure assessment should always be carried out with the highest caution.
Harmful tests shall not be used during the investigations on the live system to
avoid service interruption.

3.1 Architecture

Figure 3 presents the high level schematic system plan with all the AVAT mod-
ules. The control module is responsible for connecting the different modules and
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Fig. 3. AVAT modules

scheduling the vulnerability scans. The tool can be used with ARC [10] and gLite
[11] based DCI interface module (majority of the HP-SEE infrastructure is us-
ing gLite and ARC, as EGIs grid infrastructure does it in a similar way). These
modules contain the middleware specific commands to copy and run the vul-
nerability scanner and to gather the results of the investigations. The prepared
OpenVAS package contains a modified and precompiled OpenVAS vulnerability
scanner. The AVAT stores the scan results and makes them available for the
administrators of the resources.

3.2 Introducing gLite Based Resources

The following sub-section introduces a brief overview about some components
of the gLite middleware.

On the User interface (UI), a user can gain access (after the successful au-
thentication) to use the DCI resources. The UI provides command line interface
to the end user to utilize all the basic Grid operations. Computing Element
(CE) is some set of computing resources localized at a site (i.e. a cluster, a com-
puting farm). Worker Nodes (WN) are execute the tasks. A Storage Element
(SE) provides uniform access to data storage resources. The Information Service
(IS) provides information about the grid resources and their status. Berkeley
Database Information Index (BDII) is used to store and publish monitoring
and accounting data from the grid sites. Virtual Organization Membership Ser-
vice (VOMS) is tightly coupled system for managing authorization data within
multi-institutional collaborations.

So far we know how a gLite based middleware builds up, we can describes how
the AVAT checks the targeted grid resources. We need to note here, that AVAT
is a generic solution and capable to assess both gLite and ARC based DCIs.
Investigation of ARC based resources is very similar, only the component names
and the used commands are different. The AVAT uses the following steps in order
to check gLite base resources: The control module sets up the environment (e.g
name of the investigated VO and the entry point of the information system).
Then, the control module collects the available resources from the information
system and it sends test jobs into the resources individually via the DCI module.

Figure 4 shows the object interactions when AVAT investigates a gLite based
infrastructure. The DCI module uses a gLite UI to submit the test jobs to the
WMS. The WMS forward the job to the corresponding CE. The CE schedules
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Fig. 4. Investigating a gLite resource by AVAT

the task to one of its WNs. The WN execute the test job and the CE sends back
the results to the WMS. The AVAT checks the status of the job periodically
and if it is ready than the results will be gathered by the UI. The test job (that
runs on WNs) contains the following sub- tasks: (1) Download the precompiled
OpenVAS server, client and libraries. (2) Set up the environment (e.g set up the
path of the binaries and the libraries). (3) Update the collection of the NVTs.
(4) Start the OpenVAS server. (5) Start the OpenVAS client, connect to the
server and scan the local machine.

4 Investigating the Results of the Test Scans

To prove AVATs capabilities and test its usability parameters, both gLite and
ARC based DCIs have been investigated during autumn 2012.

4.1 SEE-GRID VO

The AVAT queries the available resources from the info-system of the SEE-GRID
gLite based grid VO and sends test jobs into the corresponding sites. These test
jobs characteristically run from 20 to 30 minutes. There is a parameter in the
system that determines the delay of collecting the results. This parameter is one
hour by default, however it can be freely adjusted to the underlying DCI.

Figure 5 summarizes the results of the investigation. Most of the sites have
vulnerability issues. There are two sites having more than 10 security holes and
the average is 3.5/site. Only 4 from the 16 investigated sites were up-to-date or
secured with hardened kernel.

4.2 HP-SEE Supercomputing Infrastructure

The HP-SEE supercomputing infrastructure does not have any centralized au-
thorization entry point (like the VOMS in the gLite based grids). Therefore, we
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Fig. 5. Vulnerability status of the SEE-GRID VO

Fig. 6. Vulnerability status of the investigated HPC centers

registered into four sites of HP-SEE. The AVAT test jobs had been sent to the
HP centers separately and the results were collected about 5 minutes later.

Figure 6 summarizes the results of the investigation. The integrated OpenVAS
service reported four security holes and numerous (15 and 18) security warnings
for site 1 and site 2. There were not detected any vulnerability on the third and
fourth sites.

5 Conclusion and Future Work

In this paper, we discussed the major vulnerability sources in distributed com-
puting infrastructures and we presented some of the recently used monitoring
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solutions and vulnerability frameworks in DCIs (highlighted the SEE-GRID-SCI
and HP-SEE DCIs). We pointed out that the centralized vulnerability assess-
ment solutions for distributed systems (PAKITI and GSSVA) only do software
version checks. However, the feature-rich frameworks (e.g OpenVAS) could not
work easily in different administrations domains. Then, we introduced our pro-
posed software solution; the Advanced Vulnerability Assessment Tool (AVAT)
that combines the benefits of the GSSVA and OpenVAS frameworks. Moreover,
we discussed the results of using AVAT on two different type of DCI: grid SEE-
GRID-SCI and supercomputing infrastructure HP-SEE, based on two different
middleware (gLites and ARC).

In the future, we plan to extend the AVAT with more DCI interface modules:
we would like to add EC2 interface in order to support cloud vulnerability assess-
ment too. The proposed software can easily (re)used for other DCIs and authors
are jointly working with various DCI communities to open up the vulnerability
service for other projects and infrastructure providers.
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Abstract. Mapping short fragments to open access eukaryotic genomes at a 
very large scale presents a data processing challenge to the scientific world. The 
main tool used for such an application is BLAST which is the one we use in our 
portlets developed at Obuda University.  

Lately most of our work has been focused on evaluating the performance 
and scalability of our applications by profiling, analyzing the results of the tests 
and improving the performance of both the portlets and the server-side massive-
ly parallel algorithm by environment optimization using the data collected dur-
ing the testing phase.  

In this paper we will describe the two portlets (Deep Aligner and Disease 
Gene Mapper), discuss the issues and challenges during the development and 
the performance analysis and present our results on the performance and scala-
bility of the applications. 

Keywords: Application porting, sequence alignment workflow, HP-SEE, 
gUSE, scalability, mpiBlast. 

1 Introduction 

An important research topic nowadays in the field of bioinformatics is short segment 
alignment. Mapping the short sequences to large DNA databases is a very computa-
tion intensive process because of the large size of the DNA databases and the large 
number of alignments required for a query. This data- and computation intensive al-
gorithm results in extremely long runtimes, so a solution is needed to decrease the 
computational time. One way for the scientists to solve said problem is to use eS-
cience Gateways for problems in bioinformatics like the MOSGrid portal [1,2] or 
ProGenGrid [3]. The High-Performance Computing Infrastructure for South East 
Europe (HPSEE) project [4] connects existing and upcoming HPC computing centers 
into a common infrastructure and provides high performance computing to research-
ers in the area. As part of that project, we at Obuda University and MTA SZTAKI 
have implemented and manage a portal called Bioinformatics eScience Gateway 
which is a gUSE/WS-PGRADE [5] framework for providing services for the  
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scientists in forms of portlets running on the server. On the gateway the gUSE back-
end is connected to multiple DCIs. The implementation of the framework make the  
WS-PGRADE workflows that the portlets use independent of the DCI middleware 
which results in th the system being highly scalable and more resources can be added 
later without having to modify the existing services.  

For more information on the Bioinformatics eScience Gateway please see [6]. In 
this paper we will describe the two portlets (Deep Aligner and Disease Gene Mapper) 
that we have developed and provide on the Bioinformatics eScience Gateway. 

2 HP-SEE’s Bioinformatics eScience Gateway 

The Bioinformatics eScience Gateway is based on gUSE [7] and operates within the 
Life Science VO of the HP-SEE infrastructure. It provides a unified interface for dif-
ferent bioinformatics services like BLAST and gene mapper applications. The graphi-
cal front-end of gUSE is called WS-PGRADE. gUSE is implemented as web services 
and all of its services can be accessed using a simple web browser. It currently holds 
two portlets which we will discuss later in the chapter, but it is an open framework 
that accepts gUSE ASM based applications created by fellow researchers. 

The two portlets use the Application Specific Modules (ASM) API of the gUSE 
[8]. Using the ASM API the users can create a user friendly graphical front-end that 
invokes the WS-PGRADE workflows in gUSE. 

2.1 Disease Gene Mapper 

The Disease Gene Mapper service allows researchers to utilize the HPC infrastructure 
to find gene sequences in an organism which have already been identified as a disease 
in a different organism. The users of DGM have to provide the “source” disease name 
and an organism, and a second organism against which the gene sequence search will 
be executed. The portlet then connects to the NCBI website and downloads all the 
latest results (sequences) linked to the given disease. The resulting sequences will 
then be searched in the selected database of the given organism.  

2.2 Deep Aligner 

Deep Aligner portlet (Figure 1) allows researchers to search for a multitude of short 
gene sequences in a given organism. The users can upload multiple sequences in a 
compressed file (.rar, .zip or .tar.gz), the portlet searches for all of them in the selected 
database. For both portlets the user can set the parameters for the BLAST search like 
the e-value. Parameters like the number of MPI cores and other relevant settings con-
cerning the HPC infrastructure have thoroughly been researched and fine tuned (see 
Chapters 3 and 4 in this paper) and cannot be changed by the end users. 
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Fig. 1. Deep Aligner new query screen 

3 Performance Analysis 

The two applications we have created share some of the code base which results in a 
similar behavior. Both applications consist of three jobs in a WS-PGrade workflow 
with job 1 being the preprocessor, job 2 doing the calculations and job 3 collecting the 
results and providing them to the user.  

3.1 Job 1 

The difference between the two applications are the largest at Job 1. In the case of 
Deep Aligner, Job 1 gets a tar.gz containing all the input sequences the user specifies. 
It decompresses them and starts multiple instances of Job 2. The current implementa-
tion for the decompression is serial, we have investigated using a parallel decompres-
sor but according to our profiling approximately 0.01 % of the total execution  
time is spent on Job 1 in Deep Aligner, so parallelizing it would yield no real  
performance gain. 

Job 1 in Disease Gene Mapper is more complex – the main input for the job is the 
name of a disease (e.g. Asthma) which it looks up on the appropriate NCBI website 
and downloads the DNA sequences associated with the given disease. This part is 
done using a simple wget which is also serial. It would be possible to do parallel 
downloading but according to our testing the NCBI website does not allow too many 
concurrent downloads from the same computer.  

Our conclusion is that Job 1 is not an ideal candidate for parallelization because the 
execution timeframe is too short and remote services don’t allow parallel access. 

3.2 Job 2 

Job 2 is the “workhorse” for both our portlets. It is essentially the same for both appli-
cations. The main algorithm is BLAST which implemented by calling mpiBlast. Or 
profiling shows that 99.4% of the total execution time is spent on job 2 – mainly  
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mpiBlast. Further investigation reveals [9] that 85% of that time is spent on the actual 
BLAST search, 7% is on fragment copy and communication and 3% is on printing the 
results. Other functions use up the rest of the time. 

3.3 Job 3 

Job 3 collects the results from all the mpiBlast executions, creates a compressed file 
and sends it back to the gUSE portlet. It too is a sequential job, but it takes up so little 
of the total execution time that it is better to leave it as it is. 

We can conclude then, that job 2 is the main candidate for performance optimiza-
tion. We have chosen mpiBlast because of its proven speed and reliability. The mea-
surements described in the following sections therefore only include the results from 
mpiBlast and were executed on one of the HPC centers operated by NIIF called “Bu-
dapest”, which is an HP cluster consisting of 32 nodes with 24 CPU cores each (i.e. 
total number of CPU cores: 768). The mpiBlast executable was compiled using the 
openMPI-gcc. The BLAST database size was 5.1 GB, and the input sequence size 
was 29.13 kB. Each measurement was executed 10 times, the average of the 10 ex-
ecutions was taken as the final result. 

4 Performance Measurement Results 

4.1 Runtime Benchmark 

The following graphs show the result of multiple executions of mpiBlast on the same 
database with the same input sequence on the same computer. The only difference 
being the number of CPU cores allocated to the MPI job. 

 

Fig. 2. Execution times measured by mpiBlast in seconds 

Figure 2 shows the execution times measured by mpiBlast. If executed on just one 
CPU it takes 3376 seconds for the job to finish (about 53 minutes). As we can see the 
applications scales well, the execution times drop when we add more and more CPUs. 
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Fig. 3. mpiBlast speedup using multiple CPU cores compared to running it on just one CPU 
core 

Figure 3 shows the speedup in percentage compared to the original measurement 
on one CPU core. The results show that the application loses momentum at around 32 
cores but the performance increases until around 128 cores. Figure 4 shows the same 
results but from a different angle: that of the efficiency – the speedup / number of 
cores. 

 

Fig. 4. Efficiency of using multiple CPU cores 

Ideally in a perfectly scaling application the numbers should be around one. As we 
can see from the graph the efficiency is quite high (>75%) until the number of cores 
reaches 128 where it starts to drop. 

4.2 DB Fragment Numbers 

The first task when using mpiBlast is to split the BLAST database into multiple frag-
ments. According to [10] the number of database fragments has a direct impact on the 
performance of the application. Finding an optimal number was essential, so our da-
tabase was split into different sizes. Figure 5 shows the measured execution times. 
The measurements were executed on 64 cores. 
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Fig. 5. Execution times in seconds using different number of Database Fragments 

As it is apparent from the graph, the application performs best when the number of 
DB segments are integer multiples of the number of CPU cores. This result coincides 
with the results published in [10]. The reason is straightforward: this is the only way 
an even data distribution can be achieved amongst the cores. 

4.3 Real World Performance 

Based on Figure 3 we could conclude that the optimal number of CPU cores for this 
workload and computer is 128 where the efficiency is still quite high. However, we 
have found that there is another factor that has to be taken into account, and that is 
wall clock time. Due to inner workings of the SGI environment jobs are scheduled for 
execution when there is enough free CPU cores to satisfy the amount required by the 
given job and smaller jobs (i.e. those requiring less CPU cores) are favored to those 
requiring lots of them. These two factors together result in large jobs spending a lot of 
time on the queues – at the end of the day jobs using more CPUs actually finish later. 
The following figures show results calculated from the wall clock time (the actual 
time it took from pressing the start button until the results came back). 

 

Fig. 6. Average time in minutes mpiBlast jobs had to wait on the queue before being executed 
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Figure 6 shows the approximate time spent waiting on the queue (as opposed to the 
previous graphs, the values on the Y axis are minutes). As we can see the waiting 
time is not too bad until 16 cores, it takes less than half an hour for the job to be sche-
duled. The numbers go up at 32 and 64 cores, and on average a 128 core job has to 
wait more than five days. 

 

Fig. 7. Wall clock time in minutes – the waiting time in the queue plus the execution time 

Figure 7 shows the wall clock time – waiting + execution time1. The results are 
similar to the previous graph, until 16 cores the speedup of the execution makes up 
for the longer queue, but it gets out of hand at 32 cores. 

 

Fig. 8. Wall clock time showing the results for CPU cores less than 32 

Figure 8 shows the same wall clock times as Figure 7 but core numbers above 16 
are omitted for better readability. Cores between 4 and 16 perform quite similarly, 
considering all the factors we have chosen 16 cores for our application because at 
times of less utilization it spends less time on the queue and results in even faster 
execution. 

                                                           
1 The results on Figure 7 come from a different measurement than Figure 6. 
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5 Conclusion 

In this paper we have described the Deep Aligner and Disease Gene Mapper portlets 
developed at Obuda University and hosted on the HPSEE Bioinformatics eScience 
Gateway. The two portlets can be used to do short sequence alignments against large 
databases in a short time using the supercomputing infrastructure at NIIF, Hungary. 
We also describe the performance analysis and tuning done on the applications. 

6 Future Work 

There are still many things to be done with our two portlets for them to be even better 
assets to the scientific community. Our future plans are threefold:  

• Add new features to the portlets 
• Make them available on more HPC infrastructures 
• Improve performance by further application tuning – different compilers, compiler 

options. 
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Abstract. Quantum ESPRESSO (QE) software package allows electro-
nic-structure calculations and materials modeling at the nanoscale, based
on density-functional theory, plane waves, and pseudopotentials. It ex-
tensively uses Fast Fourier Transform (FFT) during all computations. In
addition to the built-in FFT libraries, QE enables integration of newly
developed FFT algorithms. Since Fastest Fourier Transform of the East
(FFTE) library has shown performance comparable with the widely used
and vendor-supplied libraries, the same behavior is foreseen in QE. In
this paper we present FFTE-enabled and thread-enabled FFTW3 exten-
sions of QE, together with benchmarking and performance results.

Keywords: FFT, Quantum ESPRESSO, multithreading, hybrid
parallelism, OpenMP, MPI.

1 Introduction

Quantum Espresso is an integrated suite of open-source codes for electronic
structure calculations and materials modeling at the nanoscale. It is based on
density-functional theory, plane waves and pseudopotentials [1].

Fourier transformation is used in a large part in calculations performed in
QE, so any gains in FFT performance would be positively reflected in the per-
formance of the entire QE suite. Most major hardware platforms, along with
their corresponding numerical libraries, are already supported in QE (such as
IBM ESSL, Intel MKL, SGI SCSL and so on), which include routines for FFT
calculations. Also, the open-source FFTW (version 2) and FFTW3 libraries [2]
are supported.

Parallelization in Quantum ESPRESSO is achieved using MPI and OpenMP,
and hybrid parallelism using both MPI and OpenMP together is currently sup-
ported only with the internally supplied FFTW library. The work on imple-
menting the support for the open-source FFTE library was motivated by its
performance results [3], so it was expected to show better performance than the
open-source libraries already supported in QE. The work on implementing the
support for hybrid FFTW3 library was considered because hybrid parallelism
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is becoming more important, as computing nodes on modern HPC systems of-
ten comprise many CPU cores. Since the open-source FFTW3 library is widely
used, and has both multi-threaded routines, and serial thread-safe routines, it
was selected for implementation.

2 Quantum ESPRESSO Code Structure and Applied
Modifications

Quantum ESPRESSO is written mostly in FORTRAN 90. It has a modular
structure, with different modules for higher level domain specific calculations
(for example, CP or PW modules), and also some general purpose parts which
are then used in many other modules (for example FFT calculations or time
logging).

The development of this project used QE 5.0 as a baseline, and was localized to
the parts of the code responsible for FFT calculations. Analysis of the QE source
code revealed that all the routines for performing FFT are located in a file named
fft scalar.f90. Routines for 1D, 2D and 3D FFT are defined in this file. They serve
as wrappers and invoke corresponding routines of the aforementioned numerical
libraries, where the actual computation is performed. Selecting which particular
numerical library will be used is performed by conditional compilation, using pre-
processor directives (such as #ifdef, #elif, #endif and so on). Whenever a
numerical library supporting FFT is found during the configuration phase of
the QE software package, a corresponding macro parameter is defined in the
Makefile, and is used to select an appropriate compilation path. For example,
when the FFTW3 library is used, a macro parameter named __FFTW3 will be
defined, and only the code where FFTW3 routines are called will be compiled.

2.1 Enabling FFTE Library in Quantum ESPRESSO

We have extended QE to utilize the FFTE numerical library for performing FFT
in 1D, 2D or 3D. The version of FFTE used is 5.0, accessible on the website [3].
FFTE is written in Fortran, supports parallelism with MPI, OpenMP, or both
when hybrid variant is used. Also, FFT transformations for up to 3 dimensions
are supported. Code development was done according to Quantum ESPRESSO
development manual [4], which defines guidelines regarding the programming
style.

A new macro parameter named __FFTE was created, and used in parts of the
source code whenever a FFTE routine is called, or some initialization is per-
formed. The configure script was also modified so that the configuration process
can recognize if the FFTE library is present on the system, whether on the sys-
tem path, or in the path specified during configuration. If the library is found,
the __FFTE macro parameter is added to the Makefile. Variables needed to ini-
tialize FFTE, or store data between execution of FFTE routines were introduced
as to be easily distinguishable by their prefix (ffte_).
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In Quantum ESPRESSO, an internal decomposition of the data is used to
perform 3D FFT transforms as a combination of multiple calls to serial 1D and
2D FFT routines, which are divided among processes. MPI is used for communi-
cation and data exchange in-between these phases. The reason for this approach
is to avoid performing unnecessary transforms of subsections of the large 3D grid
which already have zero values, as this pattern is common in data sets used by
QE. A more detailed explanation of this decomposition can be found in Ref. [5].

It should be mentioned that the FFTE library does not support computation
on many Fourier Transforms (on different arrays), in a single routine call. This
can have some impact on the performance, because in QE there are many calls
to 1D and 2D routines needed to complete transform on the entire data set. Also,
when using FFTE, an initialization routine needs to be called before each trans-
form, which includes even more overhead during execution. Significant drops in
performance were not observed during our testing, but these factors should be
considered when using the FFTE library in other projects.

2.2 Enabling FFTW3 Threading in Quantum ESPRESSO

Second extension of QE is related to support of threading of the FFTW3 li-
brary, which would enable hybrid parallelism (when used combined with the
MPI), since it is already supported in Quantum ESPRESSO. The FFTW3 li-
brary supports threading in two modes:

– implicit, where an additional library libfftw3_omp has to be installed; in this
case, FFTW3 routines support multi-threaded execution internally, so they
are called like the serial ones, and

– explicit, where serial routines are used, but are called from within multiple
threads running in parallel; this is possible because routines for FFT execution
are thread-safe.

The following pseudocode representation roughly shows how the two threading
modes were implemented in Quantum ESPRESSO (for the implicit mode, a
single internally threaded routine call performs nsl transforms on arrays with
length of dim_z, and for the explicit mode each routine call is serial):

– implicit

fftw_execute_many_dft(fw_plan , c, cout , nsl , dim_z)

– explicit

#pragma omp for

for i=1 to nsl

offset =(i-1)* dim_z

fftw_execute_dft(fw_plan , c[offset], cout[offset ])

end for
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The FFTW3 library supports reusing of plans, and also supports calculation of
many transforms within a single routine call. This allows greater flexibility when
using multiple transforms, and is optimal in terms of performance. More details
on this can be found in Ref. [6].

In order to use implicit threading, FFTW3 thread initialization routines had
to be called before calling any FFTW3 routines for FFT planning and execution.
After the thread initialization has been successfully performed, the code for
serial version can be reused, and threading is done automatically in the library
routines.

With explicit threading, some modifications had to be made with the code.
Because in the serial version many 1D or 2D transforms are aggregated in a
single call for efficiency, execution had to be split into separate routine calls for
each transform. This way, we actually had many routine calls, which can then
be called from parallel threads. An OpenMP parallel for region was inserted,
where in each iteration of the loop, FFT is performed on a separate sub-array.
Since these routines are executed in parallel, and there are no data dependencies
between loop iterations, this approach could be applied successfully.

3 Performance Tests

Here we will present performance tests done to compare newly supported FFTE
library, and also performance of threaded FFTW3 library. Benchmarks were
performed so that the performance was compared to most similar numerical
libraries already supported in Quantum ESPRESSO.

3.1 FFTE Performance

We have tested Quantum ESPRESSO with enabled FFTE library, and com-
pared it with the FFTW3 library that is already supported. These tests show
only performances of serial libraries, since threaded FFTE was not implemented
(because it wasn’t always reliable when built with some compilers).

The cluster used for testing is made of nodes containing two AMD Magny-
Cours Opteron 6174 processors, with 12 cores each. Nodes are connected via
Infiniband network. The GCC compiler suite [7] was used in testing on this clus-
ter. Our implementation was tested on benchmarks for PW module of Quantum
ESPRESSO. FFTE Code was compiled with gfortran, version 4.1.2 with flags
-O3, and the FFTW3 library was compiled with gcc, version 4.1.2 with flags

-O3 -fomit-frame-pointer -fstrict-aliasing -fno-schedule-insns

-ffast-math.

For the first test, up to 6 computing nodes were used (up to 72 processes).
Execution times and scaling of the PW module are shown in Figure 1 for the
case when the number of MPI processes is increased, and in Figure 2 when the
problem size is increased, and the number of MPI processes stays constant (24
MPI processes were used in this test).
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Fig. 1. Performance of the PW module of QE FFTE extension compared with the
QE FFTW3 implementation: (left) Execution times of QE FFTW3/FFTE codes for
different number of MPI processes; (right) Speedup in the execution time of QE
FFTW3/FFTE codes as a function of a number of MPI processes (execution time
on 1 MPI process used as a baseline)

Fig. 2. Performance of the PW module of QE FFTE extension compared with the QE
FFTW3 implementation: execution times as a function of 3D FFT mesh size

It can be seen that the FFTE library slightly outperforms FFTW3 in both
cases (execution times are lower for the FFTE). The gap in performance grows
as the size of the problem grows, so the FFTE seems suitable for large test cases.
The difference in performance that is related to the problem size is also exhibited
in the test case with the increasing number of MPI processes. As the number of
MPI processes grows, each process gets less and less data to compute, and the
difference in execution time diminishes. Because of this, the FFTE library shows
worse speedup than the FFTW3.

3.2 FFTW3 Threaded Performance

For the performance testing of the threaded FFTW3 library, an FFTW (version
2) library internally supplied with Quantum ESPRESSO was selected for com-
parison. This was done because it was the only library supporting threading in
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the hybrid mode (when used together with the MPI), and is also open-source
and widely available.

Implementation of threaded FFTW3 was tested on a cluster with Intel Xeon
processors, with two quad-core CPUs per node, and with Gigabit Ethernet in-
terconnecting network. Library code was compiled with the Intel’s icc compiler
version 11.1 with the -O3 flag, and Intel’s ifortran was used for compilation of
Quantum ESPRESSO.

Hybrid extension of the FFTW3 library was also tested with benchmarks for
the PW module of QE. Tests were conducted again in the similar way, increasing
the number of CPU cores in one case, and increasing input grid size in another.
Configurations of 2 and 4 threads per MPI process were used, and also compared
to the pure MPI case. Both threading variants (implicit and explicit) were tested
with the FFTW3 library, and its performance is shown along with the internally
supplied FFTW library (labeled as FFTW internal) in Figures 3 and 4. Total
number of computing cores at some point is fixed, and is equal to a number of
MPI processes times the number of threads per MPI process.

From this we see that both threading variants implemented for FFTW3 out-
perform the internal FFTW when executed with hybrid parallelism for most
cases. Although, both threaded libraries are still slower than the pure MPI ver-
sion. This is probably due to the fact that for the type of input data used with
Quantum ESPRESSO, the overhead related to the thread management is prob-
ably greater than benefits of reduced MPI communication. Evidence for this are
runs with four threads per MPI process, where performance gets significantly
worse.

Fig. 3. Performance of the PW module of QE FFTW3 threaded extensions compared
with the internal QE FFTW hybrid implementation and pure MPI FFTW3 imple-
mentation: Execution times of QE FFTW3 implicit and explicit/internal FFTW/pure
MPI codes for different number of MPI processes
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Fig. 4. Performance of the PW module of QE FFTW3 threaded extensions compared
with the internal QE FFTW hybrid implementation and pure MPI FFTW3 implemen-
tation: QE FFTW3 implicit and explicit / internal FFTW execution times as functions
of 3D FFT mesh size.

These results agree with what was presented in Ref. [5], where similar thing
was investigated, and was shown that threading does not increase performance
in all cases. Better performance was observed only in some cases where the
number of MPI processes was significantly large. Also, Quantum ESPRESSO
has other ways to control parallelism in software (for example, task groups,
pools of processes, etc.) which is related to a particular input data set. Because
these options were not primarily designed with hybrid parallelism in mind, it
is not easy to fine tune Quantum ESPRESSO to achieve optimal performance
when threading is used.

It is also worth mentioning that no significant difference in performance be-
tween implicit and explicit variants of FFTW3 threading was noticed. Looking
at how threading is implemented in those two cases, an advantage of the explicit
mode is that the OpenMP parallel region is created only once, and inside of it
there are calls to many routines where FFT is computed. This should be optimal
with regards to the overhead related to thread creation and synchronization. On
the other hand, when using implicit threading, a new OpenMP parallel region
has to be created with every routine call. However, because an advanced FFTW3
interface is used with implicit threading mode, it allows many transforms on dif-
ferent arrays to be aggregated in a single routine call from FORTRAN. It is
possible that the native implementation of FFTW3 threaded library is aware of
that, and that it successfully avoids unnecessary creation of parallel regions for
each separate Fourier Transform.
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4 Conclusions

In this project two extensions to Quantum ESPRESSO were implemented: the
support for FFTE library for computing Fourier Transform in the serial mode,
as well as the FFTW3 library in threaded mode. These extensions showed better
performance compared to default QE libraries (open-source FFTW version 2 and
3 were selected for comparison). In the case of the FFTE library, performance
increase could be significant when the large charge density mesh is requested for
the simulation of a physical system. Both the explicit and implicit variants of
FFTW3 threading showed better performance compared to internally supplied
FFTW (version 2) when tested in hybrid configuration (two and four threads
per MPI process), and while still not faster than the pure MPI version, should
be considered when there is a need for hybrid parallelism. It is expected that a
much larger problem size and more CPU cores are needed in order to get sat-
isfactory performance of the hybrid FFTW3, which can match, or even surpass
the performance of the pure MPI version.
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Abstract. One of the most frequently used algorithms in engineering and scien-
tific applications is Fast Fourier Transform (FFT). Its open source implementa-
tion (Fastest Fourier Transform of the West, FFTW) is widely used, mainly due 
to its excellent performance, comparable to the vendor-supplied libraries. On 
the other hand, even if not yet in a fully production state, FFTE (Fastest Fourier 
Transform of the East) keeps up with FFTW, and outperforms it for very large 
transform sizes. Here we present results of the performance and scalability tests 
of FFTW and FFTE libraries. Comparison is done using different compilers and 
parallelization approaches on CURIE and JUGENE supercomputers. 

Keywords: FFT, MPI, OpenMP, Hybrid parallelism. 

1 Introduction 

The Discrete Fourier Transform (DFT) plays an important role in many scientific and 
technical applications, including time series and waveform analysis, solutions to li-
near partial differential equations, convolution, digital signal processing, and image 
filtering. The DFT is a linear transformation that maps n regularly sampled points 
from a cycle of a periodic signal, like a sine wave, onto an equal number of points 
representing the frequency spectrum of the signal. In 1965, Cooley and Tukey [1] 
devised an algorithm to compute the DFT of an n-point series in n*log(n) operations. 
Their new algorithm was a significant improvement over previously known methods 
for computing the DFT, which required n2 operations. The revolutionary algorithm by 
Cooley and Tukey and its variations are referred to as the Fast Fourier Transform 
(FFT). Due to its wide application in scientific and engineering fields, there has been 
a lot of interest in implementing FFT on parallel computers. 

The scalability of 3-dimensional Fast Fourier Transforms (3D FFTs) is limited by 
the all-to-all nature of the communications involved. It presents a challenge scaling up 
those codes that rely heavily on FFT methods to exploit existing and future Petascale 
supercomputing systems. 

The goal of this paper is to assess the performance and scalability of various  
implementations of FFT. Specific FFT benchmark codes were developed and used to 
compare performance of different 3D FFT library routines and explore their scalabili-
ty in the strong sense on CURIE [2] and JUGENE [3] supercomputers, provided by 
PRACE [3] association. 
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In section 2, we introduce various FFT methods used in this study. In section 3  
we give a description of benchmarking procedures for FFT libraries using in-house 
developed FFT test codes. Section 4 presents benchmarks results and, finally, in  
section 5, we summarize our conclusions, discuss related work, and make some  
recommendations. 

2 FFT Libraries and Methods  

The main performance bottleneck of parallel 3D FFTs is the communication. Once 
3D data is distributed over MPI processes, all-to-all communications are unavoidable. 
Applications that rely on FFTs adopt different data decomposition strategies: 1D de-
compositions give each process a complete 2D slab, 2D decompositions give each 
process a complete 1D pencil, while 3D decompositions give each process a block 
that does not span the global domain in any dimension. Slab decompositions tend to 
perform well on small process counts; pencil decompositions scale better, but also 
eventually run out of steam. Efforts to optimize the performance of 3D parallel FFT 
libraries have tended to focus on slab and pencil decompositions.  

2.1 FFTW  

The “Fastest Fourier Transform in the West” has been developed at Massachusetts 
Institute of Technology by Matteo Frigo and Steven G. Johnson [5]. It is open source 
and free library written in C, but also has Fortran bindings. It supports transforms of 
arbitrary sizes. The performance of FFTW is competitive with, and sometimes ex-
ceeds, vendor-supplied libraries, and has the advantage that the library and its perfor-
mance are both highly portable. FFTW achieves portable performance by measuring 
the speed of many alternative codelets on the target architecture, and making an in-
formed choice at run-time.  

Results in this study were obtained using release 3.3.1 of FFTW, the first version 
to support parallel MPI 3D FFTs. Only slab decompositions are currently supported, 
so that the 3D grids are decomposed in only one dimension (here we use the z  
coordinate).  

2.2 FFTE  

FFTE [6] has been developed by Daisuke Takahashi of Tsukuba, Japan. The name 
FFTE, which is an acronym for “Fastest Fourier Transform in the East”, is more of a 
tribute to FFTW than a signal of any serious attempt to offer a production-ready li-
brary to rival FFTW (even though FFTE has been observed to slightly outperform 
FFTW on very large FFTs). FFTE supports radix 2, 3, and 5 Discrete Fourier Trans-
forms (DFTs), including optimised routines for radix 8, and has parallel flavours, both 
pure MPI and hybrid (MPI/OpenMP). FFTE comes with little documentation, and it is 
necessary to examine the source code in order to use it. The MPI-parallel version only 
works correctly when the number of MPI processes is a power of 2. In other cases but 
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the results will be invalid but the program would run nevertheless, so you should be 
carefull. In FFTE, 3D parallel FFTs must be decomposed over MPI processes so that 
the leading coordinate (x) of the 3D arrays (x, y, z) is kept local to each MPI process.  

In this study, we used version 5.0 of FFTE. We employed both PZFFT3D, a paral-
lel 3D DFT method which requires that the data is decomposed over MPI processes in 
the z-coordinate (i.e. it supports only a slab decomposition), and PZFFT3DV, which 
allows data decomposed in both the y and z coordinate (i.e. it supports a pencil de-
composition). Both PZFFT3D and PZFFT3DV will utilize any additional OpenMP 
threads, if available at run-time.  

FFTE uses MPI_ALLTOALL to implement the MPI communication phases in 
both PZFFT3D and PZFFT3DV.  

3 Benchmarking of FFT Libraries Using Developed In-House 
Codes  

For the purpose of performance and scalability testing of various FFT libraries, in-
house benchmark codes were developed on a local PARADOX cluster at the Institute 
of Physics Belgrade (IPB) using C, Fortran77 and Fortran90 programming languages 
and the latest versions of FFTW (3.3.1) and FFTE (5.0) libraries, at the time. Since 
the FFTE package is distributed with Fortran source files only, a suitable FFT library 
was created. A comparison of FFTW and FFTE libraries was performed on CURIE 
and JUGENE for different types and dimensions of FFT calls (MPI and hybrid with 
MPI/OpenMP) and we have chosen to use 3D hybrid benchmark codes among them 
as the most relevant. Obtained measurement results on these codes are presented. 

CURIE is located in the computing center of CEA (TGCC) at Bruyères-le-Chatel 
in France. We used BULLX Fat nodes which have four eight-core Intel Nehalem-EX 
X7560  processors with 128 GB of memory. JUGENE is located in The Jülich Su-
percomputing Centre in Germany. It is based on IBM BlueGene/P architecture with 
four PowerPC 450 32-bit cores and 2 GB of memory in each compute node.  

On CURIE, hybrid tests were performed with the number of threads per MPI 
process varying from 4 to 32 and for the total number of cores ranging from 32 to 
1024. On JUGENE, hybrid tests were performed using 1-4 threads per MPI process 
using 16 to 512 total cores. FFT testing was performed on complex array of varying 
sizes (up to 230). Input datasets were chosen to be comparable with the ones used in 
FFTW and FFTE developers test examples, both in size and operational complexity. 
In order to allow detailed performance analysis of the execution time of our imple-
mentation, the forward FFT was looped (in-place) 120 times on CURIE and 1000 
times on JUGENE.  

4 FFT Benchmark Codes Results and Interpretation  

Using the in-house developed FFT benchmark code, we have compared the execution 
times of the considered libraries for 3D Fourier transform computation of the 3D 
mesh with dimensions 10243 on CURIE and 2563 on JUGENE (due to the memory 
limitations of the JUGENE nodes, a smaller grid was used in this case).  
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4.1 CURIE Results  

As presented in Fig. 1 the FFTW 3.3.1 library demonstrates better scalability than 
FFTE, but FFTE performs faster (achieves lower execution times) than FFTW when 
pure MPI implementations are compared on CURIE. 

 

Fig. 1. Comparison of FFTE and FFTW pure MPI performance for 10243 dataset on CURIE: 
(left) speedup plot (32 cores execution times used as a baseline); (right) execution times plot 

 

Fig. 2. Comparison of FFTE hybrid performance for different MPI/threads combinations using 
10243 dataset on CURIE: (left) speedup plot (32 cores execution times used as a baseline); 
(right) execution times plot 

Figure 2 shows that the best scaling is achieved when running with 16 threads per 
MPI process and that the fastest hybrid combination is the one with 4 threads per MPI 
process. From this figure we can also see that the FFTE library implemented with 
pure MPI scales worse than the hybrid implementation for all tested combinations of 
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processes and threads. However, Fig. 2. (right) shows absolute execution times, and 
we see that tests performed with pure MPI are faster than hybrid tests with both 32 
and 16 threads per MPI process, and are comparable to hybrid runs with 4 and 8 
threads per MPI process. As it can be observed, execution times for threaded runs 
increase as the number of threads per MPI process increases. This can be due to over-
heads related to the thread initialization and management, but also due to different 
ways memory allocation is performed in NUMA environment with a process-oriented 
configuration (MPI) and a thread-oriented configuration (OpenMP). 

 

Fig. 3. Comparison of FFTW hybrid performance for different MPI/threads combinations using 
10243 dataset on CURIE: (left) speedup plot (32 cores execution times used as a baseline); 
(right) execution times plot 

Figure 3 shows hybrid tests for the FFTW library with 4, 8, 16 and 32 threads per 
MPI processes. The tests performed on CURIE show that the best scaling is achieved 
when running with 16 threads, as in the case of the FFTE library. Also, the fastest 
hybrid combination is the one with 4 threads, the same as in the case of FFTE library. 
Pure MPI results are shown for comparison and it can be seen that pure MPI results 
are comparable with the fastest hybrid implementation. We have observed unusual 
performance for the case of a single MPI process and 32 threads, where performance 
is significantly better. This is probably due to the internal implementation of the hybr-
id version of the library, and this case needs further investigation using appropriate 
tools.  

Figure 4 shows that FFTE library performs faster than FFTW for all hybrid combi-
nations, which were tested on 512 and 1024 cores on the CURIE machine. 

Apart from the case with the total of 32 cores, both the MPI and hybrid versions 
show very similar performance, with hybrid versions performing slightly faster as the 
number of cores grows (clearly visible in the case of the FFTE library). Because of 
that, we recommend using a hybrid implementation when the total number of cores is 
sufficiently large.  
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Fig. 4. Comparison of FFTE and FFTW hybrid performance on CURIE: (left) 512 total cores; 
(right) 1024 total cores 

4.2 JUGENE Results  

Figure 5 shows that again FFTW 3.3.1 library scales better than FFTE, but the FFTE 
library is faster than FFTW in absolute execution times when implemented with pure 
MPI on JUGENE.  

 

Fig. 5. Comparison of FFTE and FFTW pure MPI performance for the 2563 dataset on 
JUGENE: (left) speedup plot (8 cores execution times used as a baseline); (right) execution 
times plot 

Figure 6 presents hybrid tests for the FFTE library with pure MPI, as well as for 
two and four threads per MPI process. The tests performed on JUGENE show that 
better scaling is achieved when four threads are used. However, again in Fig. 6 (right) 
we see that the pure MPI implementation is the fastest.  
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Fig. 6. Comparison of FFTE hybrid performance for different MPI/threads combinations using 
2563 dataset on JUGENE: (left) speedup plot (16 cores execution times used as a baseline); 
(right) execution times plot 

 

Fig. 7. Comparison of FFTW hybrid performance for different MPI/threads combinations using 
2563 dataset on JUGENE: (left) speedup plot (32 cores execution times used as a baseline); 
(right) execution times plot 

Fig. 7 shows the hybrid tests for FFTW 3.3.1 library with pure MPI, as well as for 
two and four threads per MPI process. Tests performed on JUGENE show that better 
scaling is achieved when running with four threads than with two threads per MPI 
process. It is interesting to notice that in both cases this library shows excellent scal-
ing on the JUGENE system. Fig. 7 (right) shows that the FFTW library is faster for 
tests with two threads per MPI process than tests with four threads in all cases, but 
that the pure MPI implementation outperforms all others. 
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Fig. 8. Comparison of FFTE and FFTW hybrid performance on JUGENE: (left) 256 cores; 
(right) 512 cores 

5 Conclusions and Recommendations  

The scalability of parallel 3D FFTs remains inherently limited, owing to the all-to-all 
communications involved. Likewise, the variety of data decompositions supported by 
the available libraries is also limited. . Given the current state of affairs, it is difficult 
for application developers to rely on third party libraries to achieve portable and scal-
able FFT performance. While these limitations of numerical library routines remain to 
be the case, we will continue to see FFT-dependent applications using custom parallel 
FFTs with bespoke communications, and little re-use of library code, often restricted 
to serial or threaded FFTs within a single MPI process. 

It is clear that exploiting benefits of shared memory within a node can help im-
prove the scalability and for this reason using a hybrid implementation, when the total 
number of cores is sufficiently large, is recommended. 
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Nikolić, Miloš 163

Pachulia, Zurab 109
Pajpanova, Tamara I. 67
Papadopoulos, Manthos G. 83
Pejov, Ljupčo 99
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