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Preface

The field of high-performance computing is currently witnessing a significant shift
of paradigm. Ever larger raw number crunching capabilities of modern processors
are in principle available to computational scientist. However, efficiently exploiting
modern processors is getting more and more complex; this is particularly true for
so-called accelerators as GPGPUs or many-cores as the MIC architecture. (GPGPU,
many-cores, and MIC are very common technical terms which are not introduced in
the preface, but in the later chapters).

On the other hand, many areas of computational science have reached a saturation
in terms of problem size. Scientists often do no longer wish to solve larger
problems. Instead they wish to solve smaller problems in a shorter time. The current
architectures, however, are much more efficient for large problems than they are for
the more relevant smaller problems.

This series of workshops focuses on sustained simulation performance,
i.e., high-performance computing for real application use cases, rather than on
peak performance, which is the scope of artificial benchmarks. The series was
established in 2004, initially named Teraflop Workshop, and renamed to Workshop
on Sustained Simulation Performance in 2012. In general terms, the scope of
the workshop series has focussed on issues related to achieving high sustained
performance on all kinds of architectures — from vector systems, to accelerator-
based architectures, to clusters and state-of-the-art MPP systems. Special emphasis
is given to programmer productivity in the setting of current and future trends in
hardware and software developments.

This book presents the results of the 16th and 17th installment of the series.
The 16th workshop was held at the High-Performance Computing Center, Stuttgart,
Germany, in December 2012. The 17th workshop was held in March 2013 at the
headquarters of NEC Corporation in Tokyo, Japan, and organized jointly with the
University of Tohoku, Sendai, Japan.

The topics studied by the contributed papers include analysis and extrapolations
of performance and energy efficiency of modern hardware architectures (Part I),
frameworks and libraries aiming at increasing programmer productivity on future
systems (Part IT), and application use-cases studies (Part III).
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Part I

Challenges of Modern HPC Systems:
Performance and Energy Efficiency
Analysis



Feasibility Study of Future HPC Systems
for Memory-Intensive Applications

Hiroaki Kobayashi

Abstract After the successful launch of K-Computer in Japan, the Japanese
government started a new R&D program entitled “Feasibility Study of Future HPCI
Systems.” In this program, social and scientific demands for HPC in the next
5-10 years will be addressed, and HPC systems that satisfy the demands and key
technologies to develop such systems will be discussed and evaluated. Currently,
three system design teams get involved in this program, and this article present
a HPC project entitled “Feasibility Study of Future HPC Systems for Memory
Intensive Applications,” which is conducted by a team of Tohoku University,
JAMSTEC and NEC.

1 Introduction

Since the first peta-flop/s machine named Roadrunner became the world’s first
TOP500 LINPACK system in 2008, about 30 peta-flop/s systems have been installed
around world; US, Germany, Italy, France, UK, Australia, Russia, China and Japan
only within 4 years. Now the hot topic in the HPC community is when and
where the first exascale system will become available. Although exascale does not
exactly mean exa-flop/s, when taking a look at the trend in sustained LINPACK
performance in TOP500, it takes 12 years from 1 tera-flop/s machine named ASCI
RED developed in US in 1996 to 1 peta-flop/s Roadrunner in 2008 [7]. US, Europe,
China and Japan started several HPC strategic programs for targeting at realization
of exascale systems around 2020.

In Japan, after the successful launch of K-Computer, which was the first
10-peta flop/s LINPACK system in 2011, MEXT (Ministry of Education, Culture,

H. Kobayashi (b))
Tohoku University, Sendai 980-8578, Japan
e-mail: koba@isc.tohoku.ac.jp

M.M. Resch et al. (eds.), Sustained Simulation Performance 2013, 3
DOI 10.1007/978-3-319-01439-5_1,
© Springer International Publishing Switzerland 2013
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Sports, Science and Technology) organized a committee to discuss the HPC policy
of Japan for the next 5- to 10-year research and development on national leading-
supercomputers, and the committee decided to start a program entitled Feasibility
Study of Future HPCI systems last year. The objectives of this program is to

» Discuss future high-end systems capable of satisfying the social and scientific
demands for HPC in the next 5-10 years in Japan, and

* Investigate hardware and software technologies for developing future high-end
systems available around year 2018 that satisfy the social and scientific demands.

After the review and selection of the proposals to this program, three teams,
which are University of Tokyo with Fujitsu (Project Leader: Professor Yutaka
Ishikawa), University of Tsukuba with Hitachi (Project Leader: Professor Mitsuhisa
Sato), and Tohoku University with NEC (Project Leader: Hiroaki Kobayashi),
started the feasibility studies as a 2-year national project.

In this article, we present an overview of our project entitled, “Feasibility Study
of Future HPC Systems for Memory-Intensive Applications.” Section 2 describes our
system design concept with discussing target applications that would be solutions to
several important issues as social and scientific demands around 2020. In addition,
the basic specification and configuration of the system are presented. Section 3
summarizes the current state of the project and its future plan.

2 Design Concept of the Target System

In the last decades, microprocessors for high-end computing systems boost their
flop/s rates by introducing multi- and many-core architectures into the chip design.
However, their off-chip memory throughputs are not improved well, and as a result,
the bytes per flop rate, B/F, which is a ratio of the memory bandwidth to the peak
flop/s is decreasing as shown in Fig. 1 [6]. One exceptional case that keeps B/F
high is the vector processor developed by NEC for its SX supercomputer series.
The latest system of the NEC supercomputer is SX-9, and its processor provides
a 102.4 Gflop/s as a single-core processor with the 256 GB/s memory interface,
resulting in the significant B/F rate of 2.5, compared to 0.5 or lower B/F rates
of modern microprocessors such as IBM power7 [1], Intel Xeon [3] and Fujitsu
SPARC IVfx [4]. However, the vector processor is also facing the memory wall
problem as the vector processor flop/s is also increasing.

The memory bandwidth is a key factor to exploit system peak performance and
make simulation much more efficient and productive runs. As the B/F is decreasing,
it becomes more difficult to feed the necessary data to plenty of arithmetic units on
a chip, resulting in lowering the processing efficiency. Figure 2 shows the attainable
performance of applications on several modern microprocessors as a function of
application B/F rates. An application B/F rate is the memory access intensity of an
application, and shows the amount of memory access in bytes per one floating opera-
tion in its highest cost kernel. In the figure, “Roof Lines” of processors are depicted.
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A flat roof line shows the upper limit of attainable performance of an application
defined by the peak performance of a processor on which the application runs, and a
slant roof line is given by the limitation of memory bandwidth of the processor when
the application B/F is larger than the processor B/F. As the figure suggests, the order
of the processors regarding attainable performance in the case of memory-intensive
applications is quite different from that in the computation-intensive applications.
For memory-intensive applications, the attainable performance is far from peak-
performance of processors when their B/F rates do not match the application
B/F rates.

Unlike LINPACK, sustained performance of many practical applications is
memory-limited, because these applications need a lot of data during operations
in their high cost kernels. According to the application development roadmap
report summarized in Japan in 2012 [5], many important applications in the wide
variety of science and engineering fields need 0.5 B/F or more, as shown in Fig. 3.
Therefore, if we continue to develop high-end computing systems by concentrating
on increasing flop/s rates, simply targeting toward exa-flop/s in 2020, rather than
memory bandwidth, their applicable area are getting limited, i.e., there will be a high
probability that only few % of peak performance of exa-flop/s would be effective in
the execution of practical exascale applications, and lots of arithmetic unites end up
wasted during their execution.

Based on the above observation, in our project, we are much more focusing
on device and architectural technologies to keep high B/F in the design of future
HPC systems for exascale computing of important applications available around
2020. In particular, we will explore the design space of the future HPC systems to
make them more flop/s-efficient and applicable to the wide fields of science and
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engineering, especially satisfying social demands for realizing the safe and com-
fortable society with the HPC technology. To this end, we bring many leading
application researchers into the project for co-design of architectures and applica-
tions, in order to introduce applications viewpoints into the system design, and make
the system highly optimized and friendly in both performance per power/energy
consumption and programming, respectively.

Although many applications need higher B/F rates in their programs, important
memory-intensive applications come from earth sciences and engineering fields.
Especially, after the great East-Japan earthquake in 2011, there is a growing demand
for the prevention and mitigation of natural disaster by large earthquakes and
tsunami in Japan. Therefore, we study the simulation for dealing with compound
disaster, which consists of an underground structure model, an strong motion model,
an tsunami model, and a whole city model, in order to provide useful information
about damage of lands and building, and evacuation guidance after large earthquakes
and tsunami as shown in Fig. 4. In this compound disaster simulation model, the
weather model that simulates typhoon, concentrated heavy rains, and tornado is also
combined as another type of disaster sources that needs to be considered.

In addition to natural disaster analysis as memory-intensive applications, we also
address engineering simulations as our memory-intensive applications, in particular,
high-resolution airplane models for digital flight and multi-physics models for
reliable and efficient turbo machineries for power plant systems, which need
exascale computing as shown in Fig. 5. For these target applications, we investigate
their fundamental simulation models available in 2020, and estimate B/F of their



8 H. Kobayashi

«»= = Digital design==. Simulations can reduce both design

f : cost and design time.

| th Utilizing the digital design will boost innovations in
( ) ( t) industries, enhancing the global competitiveness of
: : Japanese industries.

\ &

-

- Exploring wider design space

<Improving reliability, safety and productivi
+ Reducing experiments with models )))) P J 4 4 P ty

*Providing gre
Feedback to manufacturing

»Enabling digital flight » Developing more efficient turbine
(simulating steady to unsteady phenomenon) (thermal flow analysis of an entire turbine)
*Developing lower noise airplanes * Simulation by multi-physics CFD
(aerodynamic acoustic analysis) (phase - change, erosion/corrosion, cracks)
.., Airplane design ', Design of turbo machinery

Multi-scale simulations with both macro flows and micro phenomena

Fig. 5 Advanced digital design of airplanes and turbo machineries

high cost kernels, the total amount of the required computation, memory capacity,
and the time limitation to the solution, for the productivity of simulation as basic
requirements when considering the design of the system architecture for future HPC
systems whose design target is around 2018. Table 1 summarizes requirements of
the applications. In the top of the table, applications examined in this project are
presented, and the simulation flow in the dotted box shows compound disaster
analysis. In the bottom of the table, there are two categories for applications:
one is for applications that need very high-resolution models for their single run.
The other is for applications each of which is a collection of several runs of moderate
resolution models with different simulation parameters. The table suggests that all
the applications for disaster analysis and engineering product design need two or
more B/F rates in their high cost kernels, and one to hundreds exascale floating point
operations should be processed less than 10 h down to in 30 min for their simulation
productivity. They also need up to 14 PB for memory space.

After the careful review of these application requirements for exascale comput-
ing, we reached the following basic design concepts:

» Design an advanced vector multi-core architecture optimized not only for long
vectors but also for short vectors with indirect memory access,

* Design a larger computing node connected to larger shared memory at higher B/F
rate, compared to conventional microprocessors and their successors projected,
in order to keep the number of parallel processing nodes required by target
applications as low as possible,
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Table 1 Requirements of target applications for the design of the HPC system
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* Design a advanced memory subsystem using innovative 2.5D silicon interposer
and 3D-die stacking technologies to satisfy the requirements of B/F rates of 2 or
more of target applications,

* Design a network system with better local communications, while keeping the
latency of global communication as low as possible,

* Design a hierarchical storage and I/O subsystem that satisfies the requirements
for data assimilation in disaster analysis, and

» Design a system software that provides the standard programming environment,
i.e., LINUX-based system software, but it should be customized for exploiting
the potential of the advanced vector architecture without sacrificing the standard
programming environment.

Figure 6 shows a block diagram of the system designed based on these concepts.
The basic specification of the system is as follows:

¢ Performance/Socket

— >1Tflop/s of a peak performance
— >1TB/s of a memory bandwidth
— >128 GB of memory capacity

e Performance/Node

— Up to 4 sockets/node
— >4 Tflop/s of a node peak performance
— Up to 1 TB of the shared memory
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Fig. 6 Conceptual design of the target system

The system scale will be decided so as to satisfy the requirements regarding the
time to solution of individual applications after the performance estimation.

The design concepts presented here are very aggressive and challenging, and
we understand that there several obstacles that should be solved before going
into the production of the above system mainly due to cost and power budget in
addition to technological issues, but application designers, architecture designers
and device designer in our project work tightly together to make innovation happen
for realizing highly productive HPC systems that will be expected to became
available around 2018!

3 Summary

This article describes our on-going project for design and development of future
HPC systems, especially suited for memory-intensive applications. Our design is
based on the vector architecture, but many advanced technologies for efficient
processing of short vectors with indirect memory references will be introduced. New
device technologies such as 2.5D interposer and 3D die-stacking for the design of
the memory subsystem, which make the memory subsystem high-bandwidth and
low-power, will aggressively be applied to the system design. For the true holistic
collaboration among applications, architectures and device technologies, we bring
leading researchers and engineers in individual fields nation-wide into the project.
Now we are finalizing the details of the architecture and estimating its performance
by using target applications scaled to exa-level computing, which satisfy the social
demands and make science and engineering breakthrough happen.
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Our design philosophy is to waking up plenty of sleeping floating point units on a
chip by improving memory performance for practical applications, not optimized for
LINPACK. We believe the brute force to exascale computing by simply increasing
the number of simple cores on a chip does not make sense any more for practical
applications in the wide variety of science and engineering. So far, LINPACK
of TOP 500 drives the development of high end systems as their performance
measure, however, many people are now aware of the limitation of LINPACK for
the evaluation of productivity of high-end computing systems [2] We think that
innovative memory system design would be a key to realization of highly productive
HPC systems in the next 5—10 years, and we believe that our approach will open up
the new way to exascale computing. Let” make the supercomputer for the rest of us
happen, not for LINPACK only!

Acknowledgements Many colleagues get involved in this project, and great thanks go to
Dr. Y. Kaneda and Dr. K. Watanabe of JAMSTEC (Japan Agency for Marine-Earth Science and
Technology) as co-leaders of the application group, Professor M. Koyanagi of Tohoku University
as the leader of the 2.5D/3D device group, and Ms. Y. Hashimoto of NEC as the leader of the NEC
application, system and device design group. This project is supported by MEXT.

References

1. M. Floyd et al. Harnessing the Adaptive Energy Management Features of the POWER?7 chip.
In HOT Chips 2010, 2010.

2. M. Flynn et al. Moving from petaflops to petadata. Communications of the ACM, 56:39-42,
2013.

3. Oded Lempel. 2nd Generation Intel* Core* Processor Family: Intel Core i7, i5 and i3. In HOT
Chips 2011, 2011.

4. Takumi Maruyama. SPARC64(TM) Viiifx: Fujitsu’s New Generation Octo Core Processor for
PETA Scale Computing. In HOT Chips 2009, 2009.

5. MEXT HPC Task Force. (in Japanese) Report on Application R&D Roadmap for Exascale
Computing. 2012.

6. S. Momose. Next Generation Vector Supercomputer for Providing Higher Sustained Perfor-
mance. In COOL Chips 2013, 2013.

7. Top 500 Supercomputer Sites. http://www.spec.org/.


http://www.spec.org/

Analysing the Performance Improvements
of Optimizations on Modern HPC Systems
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Abstract Recently, there are many types of supercomputing systems being
equipped with vector processors, scalar processors, and accelerators as processing
elements of the systems. Although all kinds of calculations cannot effectively be
performed on one HPC system, a part of calculations can exploit the potential
of a HPC system by considering both the calculations and the system. These
tendencies that each HPC system is designed and suitable for specific fields of
calculations continue in order to achieve higher performance for target HPC codes.
Therefore, even though the same HPC code is executed on multiple HPC systems,
the sustained performances on HPC systems are different. As characteristics of a
HPC code mainly depend on optimization methods, clarifying the performances
by the optimization methods on multiple HPC systems becomes important for
developing performance-portable HPC codes, which can exploit the potential of
every HPC system. By considering both the optimization methods and the HPC
systems, this paper clarifies the performances of the optimization methods on
multiple HPC systems.
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1 Introduction

Due to the rapid advancements in semiconductor technologies, the number of
transistors that can be integrated on a processor is drastically increased. As a large
number of transistors has brought the design space of a processing element wider,
various processor architectures have been developed. For example, recent scalar
processors are equipped with multiple high performance cores and cache memories
with large capacity . In addition, some scalar processors are equipped with graphics
processing cores.

As there are many types of processors, the types of the HPC systems that support
large scale HPC applications have also been increasing [1]. Vector supercomputing
systems employ vector processors and can calculate sets of data elements at
the same time by utilizing its wide sustained memory bandwidth [2, 6]. Scalar
supercomputing systems generally consist of a large number of scalar processors
and can perform parallel calculations by utilizing the massively parallelism of an
application [3]. Accelerator type supercomputing systems have both host processors
and accelerators such as GPUs. It can effectively perform data parallel applications
by exploiting high floating point operations and memory bandwidth of the acceler-
ators. [4,5].

As each HPC system has its own advantages and disadvantages, the sustained
performances of the same HPC code executed on various HPC systems are different.
If a HPC code is suitable for one HPC system, it can efficiently exploit the potential
of that HPC system. However, if the HPC code is not suitable for the characteristics
of another HPC system, the potential of the HPC system is not effectively utilized.
This is because the characteristics of a HPC code are not always suitable for every
HPC system.

As the characteristics of HPC codes change by optimizations applied to the HPC
codes, the performances of the optimizations on multiple HPC systems should be
clarified for understanding the characteristics of HPC codes. By considering the
performances of the optimizations among multiple HPC systems, performance-
portable HPC codes that exploit the potential of various HPC systems can be
developed.

This paper firstly shows performance differences of the optimization methods
among various HPC systems. Then, to clarify the features and performances of the
optimizations among various HPC systems, the performance of each optimization
method that is widely utilized for many HPC codes is evaluated. By considering
both optimization methods and HPC systems, this paper discusses the performances
of the optimization methods on multiple modern HPC systems.

The rest of this paper is organized as follows. Section 2 shows the performance
differences among multiple platforms through preliminary evaluations of practical
HPC applications. Section 3 briefly describes optimization methods widely applied
to practical HPC applications on multiple HPC systems. Section 4 clarifies the
performances of the optimization methods on various HPC systems through the
evaluations by considering both the optimization methods and HPC systems.
Finally, Sect. 5 gives conclusions of this paper.
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2 Performance Differences Among Multiple Modern HPC
Systems

In this section, performance differences among multiple HPC systems are discussed
using kernels excerpted from practical HPC codes. By using multiple HPC systems
that include a vector supercomputing system and several scalar supercomputing
systems, the preliminary performance evaluations of the practical HPC codes are
conducted. From these results, the performance differences among multiple HPC
systems are shown.

Figure 1 shows the performance improvements of each HPC system by removing
undefined variables from an original kernel of a practical HPC code. The x-axis
indicates the HPC systems used for the preliminary evaluations. The y-axis indicates
the speedup ratio of the optimized code to the original code on each HPC system.
In the original kernel, variables in a loop are assigned only when a branch condition
is true. Otherwise, the variables are not undefined, and then unused. In such a
situation, a compiler cannot generally know whether there is a dependency among
iterations in the loop. By initializing such undefined variables using the same branch
condition before the loop, a compiler can know the dependency among the iterations
and may apply further automatic optimizations.

In Fig. 1, the performance improvements by removing undefined variables can
be observed in Hitachi SR16000 M1 and NEC SX-9. The performances of the
optimized kernel on the other systems are almost the same as the original kernel.
The reason of the same performances is that the compilers of both Fujitsu FX1
and Fujitsu FX10 might successfully detect the independence among the iterations.
Thus, the same performances between the original kernel and the optimized kernel
can be achieved. Generally, as variables should be initialized, the performances by
removing undefined variables are the same or improved.

Figure 2 shows performance improvements by combinations of multiple opti-
mization methods such as a loop collapsing, a loop exchange, an invariant-code
motion, and uses of mask operations. These multiple optimization methods are
applied to a kernel of another practical HPC code. Different form Fig. 1, only NEC
SX-9 achieves about 13 times performance improvements. However, the sustained
performances of the other HPC systems drastically degrade by the optimizations.
Only 10-60 % of the performances compared with the original kernel is obtained.
Although the original kernel and the optimized kernel running on the HPC
systems are the same, the sustained performances are completely different. This
is because the optimized kernel are not always suitable for every HPC systems. By
decomposing the combinations of the optimization methods into each optimization
method and analysing the performance improvements, the optimization methods
should be clarified.

In order to clarify the performances of the optimization methods on the perfor-
mance among multiple HPC systems, the widely used optimization methods for
HPC codes are selected and evaluated in this paper.
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3 Optimization Methods Widely Used in HPC Codes

In this section, the widely used optimization methods in HPC codes are briefly
described.

3.1 Uses of Temporal Variables

When the same data are utilized multiple times in the same iteration of a loop, the
load instructions of the same data might be performed multiple times. Storing such
reusable data into temporal variables can avoid redundant memory instructions.
However, as the limited registers in a processor are used for temporal variables,
register spilling that some variables are transferred from registers to memory may
occur due to the shortage of the registers. As register spilling causes more memory
accesses, the abuse of temporal variables may cause performance degradation.
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3.2 Loop Distribution

A loop distribution divides a loop into multiple loops with the same loop index.
A loop body is divided into multiple parts of the loop body. A loop distribution
prevents register spilling that easily occurs when a lot of calculations is necessary
in one loop. Furthermore, by dividing a loop body, a loop distribution enhances the
locality of data required in a part of the loop body. Storing the data with high locality
into on-chip memory brings effective uses of on-chip memory.

On the other hand, loop overhead such as checking loopa conditions and loop
controls might cause performance degradation since the number of loops increases
by a loop distribution.

3.3 Loop Unswitching

A loop unswitching moves a conditional branch from inside a loop to outside the
loop. Since a loop unswitching can remove the conditional branch in a loop, a loop
body might be further optimized by a compiler and executed efficiently. However,
as the same loop body is described several times after the conditional branch, the
maintainability of the code decreases.

3.4 Loop-Invariant Code Motion

In order to remove the same calculations among iterations, a loop-invariant code
motion moves loop-independent calculations to outside of a loop. As a loop-
independent code motion can remove the redundant calculations in a loop, the
performance improvement can be expected.

3.5 Loop Collapsing

A loop collapsing makes the length of a loop long by collapsing triple nested loops
into a single nested loop for effective vector and SIMD processing. If the length of a
loop is long enough, the more elements can be calculated at the same time by vector
and SIMD processing.

However, the number of memory accesses in a loop may increase as well as loop
unrolling. It causes low utilization of on-chip memory due to the reduction in the
temporal locality in a loop.
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3.6 Loop Exchange

A loop exchange changes an inner loops with an outer loop. As a loop exchange
changes the order to access data, the locality of reference might be improved,
resulting in efficient memory accesses and uses of on-chip memory.

3.7 Uses of Mask Operations

Conditions of all branches are calculated in advance and the results of the conditions
are stored in a mask array. According to the results of the condition in a loop
body, appropriate calculations are decided. Thus, a compiler tries to perform such
a branch condition using vector and SIMD operations with mask operations. As a
result, as conditional branches are performed by vector and SIMD processing, the
performance improvement can be expected. However, unless such vector and SIMD
processing is performed, the conditional branch in a loop body may drastically
degrade the performance of the calculations.

3.8 Loop Unrolling

Loop unrolling duplicates a loop body with a different loop index, which can reduce
the amount of loop overhead such as checking loop conditions and loop controls.
Moreover, by unrolling the loop body, the number of memory accesses to the same
data used in different iterations can be reduced. In addition, by unrolling the short
length of loops, the automatic vectorization and SIMDization by a compiler can be
enhanced using the outer side of a loop body.

On the other hand, as the temporal locality in a loop is reduced, the utilization of
the on-chip memory might become low.

4 Performances of Optimizations on Multiple HPC Systems

4.1 Experimental Environments

From three scientific and engineering applications running on Cyberscience Center,
Tohoku University, three kernels are excerpted from their dominant calculations,
each of which has two versions. One is the original code written in the practical
applications. The other is the optimized code that is applied one or more optimiza-
tion methods described in Sect. 3.

Table 1 indicates the four kernels and the applied optimization methods to the
optimized version of the kernels, whose optimizations are reviewed in Sect. 3.
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Table 1 Four kernels of the

practical applications # of Kernels Optimization method
Kernell Uses of temporal variables
Kernel2 Loop distribution
Kernel3 Loop unswitching

Table 2 Node Specification of HPC systems used in the evaluations

Sockets  Cores Memory
Peak per per socket BW
HPC System Gflops/s  node socket GB/s On-chip memory B/F
NEC SX-9 1676.8 16 1 256 256 KB ADB 2.5
Intel Nehalem EX 289.92 4 8 34.1 256 KB L2/core, 0.47
24 MB shared L3
Fujitsu FX1 41.28 1 4 40 6 MB shared L2 1.0
Fujitsu FX10 236 1 16 85 12MB shared L2 0.36
Hitachi SR16000 M1 980.48 4 8 128 256 KB L2/core, 0.52

32 MB shared L3

The five HPC systems, whose specifications are shown in Table 2, are utilized
for the evaluations. These HPC systems are classified into a vector system and
scalar systems. NEC SX-9 is a vector parallel supercomputer consisting of a large
symmetric multi-processing (SMP) nodes, each of which has 16 102.4 Gflop/s-
vector processors. The effective uses of an on-chip 256 KB cache named Assignable
Data Buffer (ADB) in NEC SX-9 are a key to exploit the potential of NEC SX-9.
As the main memory and ADB can simultaneously provide data to vector pipelines,
the vector processor can access those data at a high sustained bandwidth.

Intel Nehalem EX cluster, Fujitsu FX1, Fujitsu FX10, and Hitachi SR16000
M1 are scalar parallel supercomputers that are equipped with Nehalem EX,
SPARC64VII, SPARC64IXfx, and Power7 processors, respectively. As shown in
Table 2, these scalar processors also have large on-chip cache memories. On-chip
L2 and/or L3 caches should be used for data with high locality to shorten memory
access latency. Moreover, uses of SIMD instructions are essential to efficiently
process multiple data.

4.2 Performance Improvement of Optimizations
among Multiple HPC Systems

In order to examine the differences of performance improvements by the optimiza-
tion methods on the multiple HPC systems, the speedup ratio of the optimized kernel
to the original kernel on each HPC system are utilized. The speedup ratio is shown
as following equation.
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where Speedups,,,,, indicates the speedup ratio of the optimized kernel on a HPC

. Optimized . Original . . . . L.
system. Timeg,,,,  and Timeg,,,  indicate the execution times of the optimized

and original kernels, respectively. By comparing the speedup ratios among multiple
HPC systems, the performance differences can be examined.

Figures 2 and 3 show that the comparisons of the speedup ratios on multiple HPC
systems. The x-axis indicates the HPC systems and the y-axis indicates the speedup
ratios of the optimized kernel to the original kernel on all cores in each system.

Figure 3 shows the speedup ratios of kernell. In the optimized kernel, a variable
that is loaded from the same array twice in one iteration is stored into a temporal
variable, which may reduce of the number of load instructions. Figure 3 shows
that only NEC SX-9 achieves about 1.9 times performance improvements. As the
memory access latency of NEC SX-9 is larger than those of scalar supercomputing
systems, the second load instruction is issued before the first load instruction is
complete. The use of a temporal variable avoids two load instructions for the same
variable, which could remove the second load instruction. However, the use of a
temporal variable does not contribute to the performance improvements on the scalar
supercomputing systems. This is because the reusable variable is automatically
stored in the large capacity of the cache memory in the scalar processors. Thus,
the explicit use of temporal variables is not necessary for the scalar processors. As a
result, uses of temporal variables are useful for a HPC system whose processor
needs long memory latency when multiple load instructions to the same data issue
in a short period time.

Figure 4 shows the speedup ratios of kernel2. As the large loop body in
the original kernel may cause register spilling, loop distributions are applied to
the optimized kernel. Figure 4 shows that NEC SX-9 achieves about 2.4 times



Analysing the Performance Improvements of Optimizations on Modern HPC Systems 21

Performance improvements over the
original code
=
w
\

14
0.5 | l . I
0
Nehalem FX10 SR16000 M1
Cluster

Fig. 4 Speedup of each HPC system by loop distributions

180
160
140 -
120 |
100 -

80

60

40 -
-
04 _mm

SX-9 Nehalem FX10 SR16000 M1
Cluster

Performance improvements over the
original code

Fig. 5 Speedup of each HPC system by a loop unswitching

performance improvements because the enough number of registers in one iteration
of aloop can be utilized. Furthermore, effective uses of ADB in which more reusable
data can be stored further improve the performance. For Hitachi SR16000 M1,
which has more registers than the other scalar systems, the loop distributions are
effective. Hitachi SR16000 M1 achieves about 10 % performance improvements.
The sustained performances of the other scalar systems, however, degrade due to
the shortage of the registers and increase of the conditions of the loop. The divided
loop bodies are still large for the scalar processors that have fewer registers than
NEC SX-9 and Hitachi SR16000 M1. As a result, loop distributions considering
the appropriate number of registers required for a kernel on each HPC system is
necessary.

Figure 5 shows the performances of the loop unswitching for Kernel 3 among
multiple HPC systems. As a variable used for a branch condition is unchanged inside
a loop, the branch condition can be moved to outside of the loop. Figure 5 shows
that the loop unswitching achieves about 11-158 times performance improvements
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and it is very effective for all HPC systems. For the vector supercomputing
system, removing the branch calculations inside a loop by the loop unswitching
is particularly effective because vector processors are not essentially good at branch
calculations. Since branch conditions in a loop body basically reduce the sustained
performance for every HPC system, a loop unswitching should positively apply if
branches can move to outside of a loop.

4.3 Analysis of Combination of Optimizations

Analysing the optimized kernel that is applied the several optimizations, which is
shown in Sect. 2, the effects of the multiple optimizations are further clarified. In
the optimized kernel, a loop collapsing, a loop exchange, an invariant-code motion,
and uses of mask operations are applied. To investigate the performance of each
optimization and its combinations of these optimizations, the optimized kernel with
the multiple optimizations is decomposed into several kernels, each of which applied
only one optimization or their combinations.

Figure 6 shows the normalized execution times of each optimization and their
combinations. Only one core is used for the evaluation to simplify the experimental
environment. Furthermore, no automatic optimization is applied by a compiler.
Thus, the performance of only the optimization can be examined. From this figure,
most of each optimization and its combinations are effective for all HPC systems.
However, in the case of trying to use mask operations for efficient vector processing
on NEC SX-9, the sustained performance degrades. The reason is that SX-9 vector
extensions that include mask operations are not valid for no automatic optimization
environments. As a result, a branch condition remains in a loop body and it causes
the performance degradation.

Figure 7 shows the normalized execution times of each optimization and their
combinations with the most advanced automatic optimizations by the compilers.
This figure shows that the invariant-code motion in NEC SX-9 also reduces the
sustained performance. By moving the calculations to outside of the loop, these
calculations are performed by the scalar units in the vector processor. As the scalar
unit in NEC SX-9 is not fast as the vector units, the execution time becomes long.
In spite of the reduction in the redundant calculations by the invariant-code motion,
the execution time becomes long when a scalar processing is performed instead of
a vector/SIMD processing.

From Fig.7, it is clearly shown that uses of the mask operations drastically
degrade the performance in the scalar systems while it achieves higher performance
in the vector system In order to let a compiler to use mask operations and to
perform efficient SIMD processing, the conditional branch using a mask array that
in advance stores whether branches are true or not remains in a loop body. However,
the compilers in these scalar processors cannot generate an expected code that uses
SIMD operations with mask operations. Furthermore, automatic optimizations by
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the compilers cannot be applied to the code. By applying uses of mask operations,
the automatic loop unrolling cannot be applied. This causes the severe performance
degradation. Therefore, the optimization method such as uses of mask operations
that prevents automatic optimizations by compilers should carefully be treated.
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5 Conclusions

In order to analyse the performance differences of the optimization methods among
multiple HPC systems, this paper evaluates the performances of several optimization
methods that are widely utilized for HPC codes. From the performance evaluations
that compare the sustained performances between the original kernel and the
optimized kernel on each HPC system, the optimization method sometimes degrades
the sustained performance. Although an invariant-code motion basically improves
the sustained performance, the sustained performance may be reduced by a scalar
processing instead of a vector processing in the vector supercomputing system.
The slower scalar units than vector units in a vector processor sometimes cause
performance degradation. Also, uses of mask operations that enhance vector and
SIMD processing of conditional branches using precomputed results might degrade
the sustained performance. Since the codes become complicated by applying the
optimization, a compiler cannot apply automatic optimizations and the sustained
performance is degraded. As the automatic optimizations by a compiler can improve
the sustained performance, the optimization method that prevents automatic opti-
mizations should be avoided. In conclusions, the optimization method should be
applied by carefully considering the performances of the optimization and a HPC
system.
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Power Consumption of Kernel Operations

Dmitry Khabi and Uwe Kiister

Abstract A modern Petascale System consists of millions of different components,
which consume a huge amount of energy. The power rating of each component
depends on the type of the current instructions, executed on cores, memory con-
trollers, network units and other various components. There are a lot of influences
and complicated dependencies between the software, environment and the energy
consumption. The objective of this work is to identify and understand the energy
consumption of processors and memory in the consideration of kernel operations.
Another important goal is to develop the methodology by which the developers and
users could estimate the energy consumption of the different algorithms on different
systems with minimal effort and satisfying accuracy.

1 Introduction

1.1 Power Consumption of Computational Node

To review the assertion that the processor and the memory consume a substantial
part of the energy, we implemented a test bed that we use to measure the electrical
power not only of whole computational node but also of its hardware components.
The workstation with Intel®Xeon®Processor E5-2687W was selected for the
analysis. The technical description of the workstation is in Table 1. The hard-
ware components are divided into the six groups Motherboard, CPU+RAM,
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Table 1 Technical description of the workstation

Components Description

Motherboard Supermicro® X9SRA Single Socket R (LGA 2011)

Processor Sandy Bridge E5-2687W (8 cores, 20 M L3-Cache, 3.10 GHz)
Memory 4 x Kingston® Server Premier 4 GB Module-DDR3 1,600 MHz ECC
Video Simple graphic card (HD5450, 1 GB DDR-3, passive cooling)

Power supply Antec®EarthWatts EA-450 Platinum 450 W

Hard disc Toshiba®DT 01ACA100 (1 TB, 72,000 rpm, 32 M Buffer)

CPU-Fan Be Quiet! ® DARK ROCK 2, 135 mm

Chassis Fans (x2) 200 mm Fans (x1) 120 mm Fans

oS Scientific Linux release 6.3 (Carbon), kernel version 2.6.32

Power supply,Hard diskand Fans. The different computational loads were
exerted by three types of tasks:

* no load: No load on the workstation except produced by OS Jitters
e Add: Sum of the elements of two arrays ( see Sect. 1.3 for more details)
* copy files: Copy of alarge file from one directory to the one other

We changed not only the type of the task and its size to activate the different
hierarchy levels of memory, but also the frequency of the processor. The processor
was set either to the lowest or the highest possible frequencies. The power rating of
the various components of the workstation for different problems is shown in Fig. 1.
The energy consumption of the processor and memory depends on the number of
active cores as well as the frequency. Another factor is the active hierarchy level of
memory. As you can see the processor together with memory modules are the most
significant power consumer.

1.2 Power Measurement

In order to determine the energy consumption of an electrical device, one must
know its electrical power and time of its work. The time of the calculation can
be easily obtained from the performance of the kernel operations. The electric
power (Watt) is given by the product of applied voltage (V) and the electric
current (&) in a DC circuit. The V and A are measured at the power connectors
on the motherboard. The Fig. 2 shows the schematic diagram of the applied power
measurements. The high precision shunts resistors R = 0.01 2 are placed in series
with the different hardware components so that the current flows through these. The
analog-digital (A/D) converter records the potential drop at the shunts in time at
high frequency (up to 100kHz). The A/D converter is installed in the additional
PC (Host). The recorded values can be easily converted into the electrical power
and stored on the hard disc. The voltage level (V) should be also measured for the
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higher accuracy, because a voltage drop of some percent may occur even when
the current of few amperes is passed through the wire. Unfortunately, the power
consumption of the CPU, memory modules, PCle and Fans can not be separated
on the Supermicro®motherboard. We calculate the power consumption of the
processor and the memory modules by subtracting a constant term (10.5 W) from the
measured values.! The total consumption of the whole workstation is measured with
help of an additional device. This device allows us to record the power consumption
in an AC circuit with the same A /D converter (see appendix for more details). The
high quality of our equipment allows to perform reliable power measurements under
various conditions? with high accuracy (€eigive < £1.5 %) and time resolution (up
to 100 khz).

1.3 Kernel Operations

In this paper we address four kernel operations that have been considered among
many other in our work:

e Add: Sums of the elements of two arrays that stored in the third array:
ai = b; +¢;;0 <i <length (1)
* Dot product: Computational of scalar product:
dot+ = b; x ¢;;0 < i < length 2)

* Load AVX: Load the values from cache or memory to the CPU AVX registers
by using the stream instruction mm256 load pd:

a;i— > AVX; <i < length 3)

* Store AVX: Store the values from CPU AVX registers to cache or memory by
using the stream instruction mm256 _store_ pd:

AVX— > a;; <i < length @)

'We do not run any calculations on the weak graphics card and the fans run at a constant speed.
We assume that the power consumption of these components is constant. This was also confirmed
with a series of extra tests.

2We vary the number of active cores, frequency and hierarchy levels of memory, on that the
processor operates.
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Depending on the size of the arrays the different hierarchy levels of memory (L1,
L2, L3 or RAM) can be activated. The size of the arrays is controlled via variable
length. It should be noted, though the processed data fit in cache completely
some memory related instructions will be nevertheless executed by the processor!
The cache coherency policy is in most cases write-backi.e. by write-back
the data is first updated in the cache, and after that the memory controller triggers
a memory update. Furthermore, since the cache policy of the Intel processors is
inclusive, some activity will be registered by other hierarchy levels of memory
even if the data is changed in L1 cache, that is marked as exclusive due to the
coherency protocol. The intrinsic functions and loop unrolling were used in the
implementation of the kernel operations; This gives us a better opportunity to control
the hardware. The kernel operations are parallelized with OpenMP. For setting of
different frequencies we use the package “lib cpufreq” that is available in most
distribution of OS Linux.

1.4 Virtual CPU Frequency

The Intel processor Sandy Bridge gives the user the possibility to operate its
cores with different frequencies. The cores can also operate at different frequen-
cies simultaneously. We don’t use this feature; All cores operate with the same
frequency in all examples, that refers in this paper. For some diagrams we use the
metric virtual CPU frequency instead of CPU frequency. The virtual
frequency depends on the number of active cores and their frequency. For example
if two cores are used for the calculation and each runs with 1.2 GHz, the virtual
frequency is equal to 2.4 GHz. The Fig. 3 shows the dependencies between them.
If all cores operates in Turbo mode, than the frequency of each core is 3.4 GHz.
If only one core is active Turbo frequency is equal to 3.8 GHz.
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2 Electric Power of Processor (Watt, GHz)

As mentioned above, we need to know the performance of the kernel operations and
the processor power in order to calculate the energy consumption. In this section
we present electric power approximation model. The benefit of these in comparison
to the existing models is that the values can be obtained with high accuracy via
the analytic formula. And moreover the constants in the formula reflects different
properties of the processors.

2.1 Power Approximation

According to the Intel White Paper for the Pentium®M processor, that supports
Enhanced Intel SpeedStep Technology, the electric power of it is approximately
proportional to its frequency, and to the square of its voltage [1]:

Power = CV* f )]

Where C is the capacitance, V is the actual voltage and £ is the actual frequency. The
direct use of this formula is not possible in practice. A modern processor changes not
only its voltage and frequency, but also the capacitance depending on the executable
instructions and hardware configuration. In addition, the various components of the
processor operate at different frequencies. For example the L3 cache and its ring
operate always with the nominal frequency (3.1 GHz for E5-2687W). Instead of
the formula (5), we decided to check on the suitability of a new formula for the
approximation of its electric power depending on the frequency.

Power(f )y, = aop +azp X f7 (6)

Where the constants o, and a3, are to calculate for the different hierarchy levels
of memory (index /), number of active cores (index p) and selected kernel operation.
The constants g, and a3, is greater than zero and the exponent p is greater
as one. The constant ¢y should be equal to the consumption of the processor’s
components, which are independent of the variable frequency. Note, the calculations
at the different hierarchy levels of memory may well affect the both constants. In
our case the power of the memory modules should be also included in «g. The term
a3 X f* reflects the changes in the power consumption depending on the actual
frequency. The exponent p and the constant 3 indicates the speed of the increasing
of the power and depends on the processor type, quality of the chip, required voltage
for different frequencies and some other factors. The next question is, how do we
calculate the constants and the exponent of (6)? Using our test bed we can measure
the electric power of the processor and memory modules during the execution of
the kernel operations. We recorded the electric power of the processor and memory
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modules when the kernel operations rans on up to eight cores with all possible
frequencies and with data in different hierarchy levels of memory (L1, L2, L3,
RAM). After this we composed N linear systems (N = 8 cores x 4 memory levels)
each with n equations and two unknowns. Where n = 16 is the number of possible
frequencies of the processors (the Intel processor ES-2687W can operate by 16
different frequencies: fy ... fis):

p
1 f powery,,
1 £ o power
1| % 0lp 1lp (7)
...... a3z
P
1 flS pOWgrlSlp
The values power, ... power,s are the measured electric power. These linear

systems are over determined. By using the QR algorithm for a least squares
approach, the constants o and o3 can be found for a selected p for each memory
level I and number of active cores p so that the mean error of the approximation is
equal to zero and the error is minimal. For the choice of the exponent p let us define
the absolute error €., of the approximation:

€minabs = H}in@ﬂweri Ip— (a0 Ip T a3p X flp)) (8)
tep

€maxabs = mlaX(POWWi Ip— (G7) Ip a3 X flp)) (9)
tep

i€ (1.2GHz,1.3GHz,...); l € (L1, L2, L3,RAM); p € (1 core, .., 8 cores) (10)

€maxabs = 0 (11)

€minabs < 0 (12)
€abs = €maxabs — €min abs (13)
The absolute error €, is the sum of the two maximum differences (negative and

positive) between measured and approximated power over all cores and four levels
of the memory hierarchy.

2.2 Power of Kernel Operations

The best approximation (within the meaning of €,,) for the kernel Add, can be
achieved with the exponent p = 2.42. In this case, the absolute error of the
approximation is 8.021 Watt.® The Fig.4 shows the electric power of the Intel

3The best approximation for the same kernel operation Add on Sandy Bridge Intel i5-2500 (6 M
Cache, up to 3.7 GHz, 4 cores) is by p = 2.7.
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Fig. 4 Electric power of kernel operation Add on the Intel processor ES-2687W, when the data is

in L1 cache

Table 2 The power approximation parameter ¢ and o3 for several cases

Cores Mem Add 3 o €abs Load o o3 o €abs
1 L1 - 21.3 1.7 242 523 - 21.3 1.4 2.51 6.92
8 L1 - 30.8 6.8 242 523 - 299 5.1 2.51 6.92
1 L2 - 21.3 1.7 242 530 - 21.4 1.5 2.51 7.25
8 L2 - 308 7.0 242 530 - 30.5 5.6 2.51 7.25
1 L3 - 25.6 1.8 242 647 - 24.2 146 251 7.13
8 L3 - 388 7.8 242 647 - 380 6.2 2.51 7.13
1 RAM - 255 08 242 789 - 252 0.62 251 9.69
8 RAM - 50.8 34 242 789 - 44.1 6.0 2.51 9.69

processor E5-2687W with four memory modules (4 x 4 GB) depending on the
frequency, when the kernel Add was run on up to 8 cores and the data was in level 1
cache.

The measured values are marked with the dots. The curves shows the approxi-
mated power according to the formula (5) with p =2.42 for one (red) up to eight
(black) cores. The other curves colors can be easily assigned to the number of active
cores. The power consumption increases with the increase of the frequency and
number of active cores. For some / and p and the kernel operations Add and Load
the constants o and o3 are listed in the Table 2. Additionally the values for €, are
listed. The €, indicates the absolute error only over the corresponding hierarchy
level of memory (for all i and p; [ is fixed) in contrast to the €, that indicates
the error over all memory levels: €, > €45 (for all i , [ and p). As expected, the
constant ¢ is about the same for both kernels. The difference is only considerably
if the data are in RAM. Because the throughput of instructions of kernel Load is
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Fig. 5 Electric power of kernel operation Add on the Intel processor ES-2687W, when the data is
in L1, L2, L3 caches and in RAM

higher, the power consumption increases faster. This fact is indicated by p. The
Fig.5 shows the measured and approximated power for all hierarchy levels of
memory.

You can see that the oy and «3 differ only slightly for L1 and L2. The constant
term o3 gaps increases greatly when at least two cores are active.

3 Performance of Processor (Elements per Second, GHz)

In this section we present performance approximation model which has a high
accuracy and is more suitable for our purpose than models as for example described
in [3] and [5].

3.1 Performance of Kernel Operations

The Fig.6 shows the performance of the kernel operation Add depending on
the level of memory, the frequency and the number of active cores. The metric
Elements per second [10°] indicates how many billions of array elements
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Fig. 6 Performance of operation Add on the Intel processor ES5-2687W, when the data are in L1,
L2, L3 caches and in RAM

a; were calculated in a second. 10° elements, not one, is used in the unit as the
base for the number of elements. We use the same colors as in the power diagrams
to distinguish the number of active cores (red for one core , black for eight cores).
The measured performance is marked with the dots. The curves shows the approxi-
mation of the performance, which is described in the next Sect. 3.2. In contrast to the
memory bandwidth, the cache bandwidth is directly related to the frequency of the
CPU and increases linear, because L1 and L2 caches run at the same frequency as
theirs core. The bandwidth of L3 is almost three times smaller than the nominal one.
This is explained by the fact that the newest Intel processors provide the rings in L3
cache: Each core is connected to the local segment of the L3 cache. The adjacent
segments are connected via ring bus. If the data for the calculation is stored in the
owned segment of L3, it can be immediately delivered to the core. Otherwise the
required data will hop through the ring until it reaches the core. The data in L3
cache is cyclically distributed across all segments, which are connected with each
other over the ring bus.

It is well recognizable that the memory performance is significantly lower than
the cache performance. According to the article “Intel’s Haswell CPU Microarchi-
tecture” [2] and slides presented at Intel Delveloper Forum 2012 [4], the nominal
bandwidth on Sandy Bridge (E5-2687W) of L1 cache is 1216 GiB/s and of L2
and L3 is equal to 811 GiB/s. The bandwidth of DDR3 RAM is only 47.7 GiB/s.
The electrical power, however not substantially differs whether the data processing
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Fig. 7 Performance approximation of operation Add on the Intel processor E5-2687W according
to the formula (15), if the data are in RAM

takes place in memory or in cache (see Fig.5). Before we begin with the direct
comparison of energy consumption, we have to approximate the performance data
with an analytic formula.

3.2 Performance Approximation

The performance of the cache increases generally linearly with the frequency. Only
in turbo mode by few active cores you can see a small deviation from the linear
ratio. The reason is not very clear for us. One reason may be the fact that L3 cache
and memory controller running at constant frequency. This could explain smaller
delay when the data in cache and memory are synchronized. Much interest is the
ratio of the performance in RAM. The Fig.7 shows the performance of the kernel
operation Add if the data are in RAM. The maximal bandwidth is achieved with
five cores. However, the difference to the performance achieved with three and six
core is within the measurement accuracy. The average value of ten independent
measurements differs by about 1 % of the maximum and minimum. The exception
is the performance data for the four cores. In this case, the deflection reached up to
3%, as can be seen in the diagram; This is the reason, why the blue dots are more
scattered than the others.

The linear approximation of the performance as function of frequency shows
good approximation in case of cache:

perf(fip = Yo +Vip X f (14)

But if the data are stored in RAM, the error is too large. The unsymmetri-
cal utilization of memory channels relative to the number of cores contributes
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Fig. 8 Performance approximation of operation Add for eight cores according to the formula (15).
The curves show different results of the approximation in depending on the exponent A.

additional complexity to the approximation of the performance. Known models
of the performance don’t allow to improve their quality of the approximation
to a sufficient extent. The roofline model [3] provides realistic expectations of
performance, that can be achieved with regard to the memory bandwidth limitation
and arithmetic instructions throughput. But the above mentioned aspects are not
considered sufficiently. The same can be said about the ECM performance model
described in [5]. We are still in the process of finding a suitable approximation
formula, which is quit simple and not only approximates the performance with
minimum error, but also reflects the different processes ongoing in the CPU. The
formula should be suitable not only for the kernel operations but also for more
complex algorithms. But for present purposes we use the formula, that approximates
the performance of the kernel operations quit well. The selected formula of the
performance and its important properties are as follows:

perf(f ), = " (15)
Yip fg—lp
lim perf (f) = 0 (16)
Jim perf(f) = ””7“"; y #0 (17)

The (16) expresses that by reducing of the frequency the performance goes
to zero. The expression (17) means the increasing of the frequency enhances
the performance, that is limited by the maximum bandwidth. The Fig.8 shows
the approximation of the performance for different exponents A. The error of the
performance approximation for eight cores €4 is minimal by A = 2.6 and equal to
773 (less than 1 % of the achieved performance).
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Table 3 The performance approximation parameters Y.y, ¥ and A for several test cases

Cores Mem Add  Ynax y A €ws Load  Yiax y A €abs

1 L1 - 1.64 014 133 028 - 387 0.14 134 0.73
8 L1 - 1341 000 1.00 0.04 - 31.70  0.00 1.00 0.08
1 L2 - 054 0.14 132 008 - 1.53 0.11 120 0.32
8 L2 - 437 000 101 023 - 12.16 0.00 1.03 0.67
1 L3 - 037 006 1.12 001 - 1.08 0.04 1.07 0.04
8 L3 - 276 0.03 1.05 0.06 - 854 004 1.08 0.25
1 RAM - 026 0.14 103 000 - 0.83 0.19 1.16 0.04
8 RAM - 0.80 063 260 001 - 236 036 223 032

Some performance approximation parameters for kernel operations Add and
Load are listed in Table 3. The performance approximation (15) has high accuracy.
Just in case if the data are in the cache and less cores are active, linear approxima-
tion (14) has better accuracy for some frequencies. How it affects the results, can be
seen in the next section.

4 Energy Consumption of Kernel Operations
(Joule per Element)

Once we have calculated the power and the performance of the kernel operations,
we can calculate the dependence between energy consumption of the processor and
memory modules and the achieved performance. Note, the performance increases
due to the increase of frequency.

4.1 Dependencies of Energy and Performance

Figure 9 shows the energy consumption in nanojoules for the calculation of one
element a; of the kernel operation Add. The dots mark the measured values. The
curves shows the approximation of the energy. By the dashed gray curves we
used the linear approximation of the performance. By the bold curves we used the
approximation with function (15). The bold curves are defined on the performance
area that can really be achieved with the processor (over the setting of different
frequencies). The bold curves are continued with the dashed colored curves. These
extrapolate the consumption at higher frequencies that cannot be achieved by the
processor. The extrapolation error is of course unknown.

As you can see, the approximated values match with those measured very well in
the case of calculations on four and more cores. By calculations with less than four
cores the energy consumption’s characteristics remain, although there is relatively
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Fig. 9 The curves shows how many nanojoules are consumed by the processor and memory
modules for the calculation of one element a; with the corresponding performance. The data are in
L1 cache

small deviations. The greatest amount of energy consumed by the calculations on
a single core. This is not surprising, since the processor and the memory has many
components that consume a constant amount of energy regardless of the number
of active cores (compare ¢). The smallest amount of energy consumed by the
calculation with eight cores, while increasing of the performance is not so strongly
affect the energy consumption.

Figure 10 shows the energy consumption in nanojoules depending on the
performance for all hierarchy levels of memory.* The axes are scaled differently.
What is remarkable is a big difference between different cases:

» If the memory is not active there are big advantages of increasing of frequency
and activation of more cores.

e If the memory is active, there are no apparent advantages of increasing of
frequency to the highest possible. The performance increases very slow and the
energy consumption rises very quickly. The next significant difference is that the
calculation on all eight cores is not optimal, neither for the performance nor for
the consumption of energy.

The Fig. 11 shows the consumption of operation Add with one and eight active
cores for all hierarchy levels of memory. The X and Y axis are in base 2 logarithmic
scale. The differ between the left and right diagrams is, that the consumption of
the rest of the system was considered by adding of 30 W to the constant term
ap (see formula (6)). In doing so not only the energy amount was increased for

4If we compare the obtained values to the data from the article [6] we see that the energy
consumption of Sandy Bridge (E5-2687W) and of the previous generation Westmere (Intel XEON
X5670) are within the same order of magnitude.
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Fig. 11 The left diagram shows the energy consumption in nanojoules of the processor and
memory modules for computing of one element of the operation Add. The right diagram shows
the energy consumption of the processor, memory modules and the rest of the system

the calculation of one element, but also the steepness of the curves was changed;
The minimum values (marked with vertical short lines) of the approximation were
shifted slightly to the right. This means that the optimum frequency (within the
meaning of the energy) became higher. Note, we assume here that the rest of the
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Fig. 12 Energy consumption in nanojoules of kernel operations Add, Dot product, Load, Store on
the Intel processor ES-2687W, when the data are in L3 caches and in RAM and all eight cores are
active

system consumes 30 W. In reality, the additional consumption is not necessarily
constant, because at higher consumption, the power supply has higher efficiency.
Also, the cooling system may consume more energy.

4.2 Compare Kernel Operations

Now we can compare the energy consumption of four different kernels, that are
described in Sect. 1.3. Figure 12 shows how many nanojoules are needed to carry
out these operations. The most expensive and slow is the operation Add. The other
operations consume less energy and are faster. In case of the calculation in level 3
cache the operations Store and Load don’t differ greatly. But in case of the
calculation in memory the operation Store needs much more energy and is slow;
Before the data can be stored it must be read from the memory. The consequence is
that the store access requires two expensive streams from and to the memory.

In case of the calculation in memory the different kernel operations have different
benefits from the increasing of the frequency. While the optimum frequency of Add
is very low, the optimum frequency of the others operation is higher. It shows, that
different algorithms has its own optimum frequency.

5 OQutlook

To approximate the power of processor and memory modules we have used the
formula

Power(f)p = aop +a3pp X f° (18)
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The constants «p and o3 must be computed not only for different algorithms
but also for different hierarchy levels of memory / and number of active cores p.
There are total 2 x |/| x |p| coefficients for all possible cases. If we consider the
dependence of the coefficients for example on p, we can greatly reduce the number
of coefficients. Figure 13 shows this dependence for the kernel operation Add.
As you can see the constants p and a3 are mostly similar in case of L1 and L2.
If the calculation is in cache the constants depends practically linear on the number
of cores. The other interesting fact is that the difference between L.3 and L1 and L2
for g remains constant. Unfortunately, the behaviors of ¢y and a3 for the memory
are more complicated. We are currently considering various approaches to solving
this problem. Furthermore, we expand the range of analyzing kernel operations to
more complex algorithms.

If at the present time the dynamic switching of different frequencies has a number
of barriers, in the future it is possible that this will be one of the keys to more efficient
use of energy than is common today.

Appendix

The scheme of the device, that allows us to record the power consumption in an AC
circuit with the A /D converter is shown in Fig. 14

The recorded voltage and current profiles of a workstation as a function of time
are shown in Fig. 15.
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Fig. 15 The voltage and current characteristics. The measurement was performed with the
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Lattice Boltzmann Simulations on Complex
Geometries

Simon Zimny, Kannan Masilamani, Kartik Jain, and Sabine Roller

Abstract The need for numerical simulation of fluid flows in highly complex
geometries for medical or industrial applications has increased tremendously over
the recent years. In this context the lattice Boltzmann method which is known to
have a very good parallel performance is well suited. In this publication the lattice
Boltzmann solver Musubi which is a part of the end-to-end parallel simulation
framework APES is described concerning its HPC performance on two possible
applications. The first application is the blood flow through stented aneurysms
including a simple clotting model, the second application is the flow of water
through an industrial spacer geometry. In both cases, a highly complex geometry
with a wide range of spatial scales (um up to cm) each is used.
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1 Introduction

In recent years, a wide range of applications require highly intensive numerical
simulation of fluid flow in complex geometries. An efficient numerical scheme
and data structures are required to deploy computation intense large problems on
supercomputers and clusters. The lattice Boltzmann method (LBM) which is highly
suitable for fluid flow simulations in complex geometries is used due to its link-wise
interaction with the geometries. In addition it has a high scalability on large scale
HPC systems due to its simple two step algorithm (Stream and Collide) and implicit
nature.

The collision step is cell local including the computation while the streaming step
requires neighbor information. Since the LBM is suited only for cubic elements, a
well studied octree data structure is employed to approximate complex geometries.
In our APES framework almost perfect load balancing is achieved by space-
filling curve. MPI parallelism is used to communicate between cores. In this
work, we present the performance of our lattice Boltzmann solver Musubi in
APES framework with complex geometry. Two different applications: medical and
electrodialysis are presented which requires simulation with complex geometry.

The remainder of this publication is structured as follows: At first the lat-
tice Boltzmann method (LBM) is introduced (Sect.2) and its implementation
called Musubi in the end-to-end parallel simulation framework APES is described
(Sect. 3). Based on this two possible applications on highly complex geometries
are presented in Sect. 4. On the one hand simulation results of bloodflow in patient
specific aneurysm geometries including a simple clotting model for simulating the
thrombus formation are shown in Sect.4.1. On the other hand the flow through a
spacer filled flow channel from electrodialysis process for sea water desalination is
presented in Sect. 4.2. The HPC aspects including the performance and scalability
of Musubi simulating flow in highly complex geometries are shown in Sect. 5.

2 The Lattice Boltzmann Method

The lattice Boltzmann method can be viewed as a special discretization of the
Boltzmann equation [4,20]. It describes the time evolution of a particle distribution
function (pdf) f on a Cartesian grid. The discretized LBM is an evolution equation
for the pdf’s f; along different directions defined on a discrete set of velocities e;.
The LBM equation using the Bhatnagar Gross Krook (BGK, [1]) approximation for
the collision term reads

filx+ eidt,t +81) = fi(w,t) —o(fi(z,1) — f(2,1)) (1)

Collision

Streaming
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where w is the relaxation parameter with that the collision part relaxes towards
the thermodynamic equilibrium f;"?. A common choice for the discretization is the
D3Q19 model with 19 discrete velocities e; in 3 dimensions. The equilibrium pdf
for the D3Q19 model reads

2

eiu  u’ (e;u)?
eq 1) = w; 1 i 1
f; (w ) Wlp + C% 2C3 2C‘4
where p defines the density, u the current velocity, ¢; the speed of sound and w;
different weights for the 19 discrete velocities e;. The current velocity « and
density p can be calculated locally from the pdf’s by the following equations

p=7 filx1) (3)

i=1

1
u = ;Zﬁ(w’t)ei' 4

i=1

The LBM algorithm can be decomposed into a streaming and a collision step (see
Eq. 1). The collision is an element-local operation colliding the particle distributions
and converging them towards £,/ while the streaming step is related to the free flight
of particles and copying of links from adjacent elements to the local ones.

The Boltzmann equation can be related to the Navier-Stokes equation by
choosing two different scalings for the asymptotic expansion. The incompress-
ible equations can be developed by using the diffusive scaling [14] while the
acoustic scaling leads to the isothermal, compressible equations for small density
variations [5]

The WSS can be calculated element-local using the formulation presented by
Kriiger et al. [15].

3 Musubi as Part of the APES Framework

The Adaptable Poly-Engineering Simulator (APES) is a framework for simulating
different physics and numerics [17]. The central part of the APES framework is a
central octree based elemental mesh data structure (TreELM) provided as a library to
the different components of the APES suite (see Fig.1). Each element in the octree
is identified uniquely with a freelD holding all information about its position, level
in the octree and by this its parent and children as well as its neighbors treeIDs.
Besides the grid information the TreElm library acts as a central link between the
mesh generator Seeder, the solver components and the post-processor Harvester
(see Fig.2). It provides functionalities like writing of data files which can be used
as restart files or to visualize simulation results, reading configuration files in Lua
format [10] and a generic load balancing.
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Fig. 2 The workflow in the APES framework

The octree is generated by the Seeder from either predefined spatial objects
(e.g. rectangles, spheres, tubes, etc.) or geometries in STL-format (STereoLithog-
raphy). The Seeder is capable of creating meshes with 22° elements per dimension.
After voxelizing the domain the Seeder uses a flooding algorithm to identify the
simulation domain from the overall octree and the different types of boundaries
are set according to the settings in the configuration file. To make the created
grid available to the solvers in the APES framework the fluid elements and their
additional information is dumped to disc in an efficient parallel way which can be
loaded by the solvers in APES. This ensures that meshes can be used multiple times
and do not have to be generated on the fly.

The solver component Musubi is based on the lattice Boltzmann method
described in Sect.2 which is known to give very good parallel performance
results using several hundred-thousand cores (see [8,21] and Sect.5). It includes
several computing kernels for 2D and 3D simulations using a list-based sparse
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matrix representation [19] of the fluid elements in the octree making the kernels
vectorizable and highly efficient. Besides the kernels for pure fluid flow, Musubi
offers several additional physical models for simulating incompressible fluids, mul-
ticomponent flow and passive scalar transport. To overcome the problems resulting
from cubical elements especially in curved boundaries several higher order bound-
ary conditions for solid [2] and open boundaries like pressure anti-bounce-back [6],
do-nothing outflow [13], extrapolation [13] and non-reflecting boundaries [11] are
provided.

In Musubi simulations using local grid refinement techniques are possible
decreasing the number of elements and by this the workload on complex geometries
where extremely small structures (e.g. stents, porous media or spacer) can be
spatially resolved in rather huge simulation domains.

The post-processing tool of the APES framework is the Harvester. It can read
data files written by the solver components as well as by the Seeder. It is capable of
spatial- and temporal-reductions of the data, post-simulation calculation of physical
quantities and reduction of physical quantities (norms, differences). The resulting
data can be outputed in various common dataformats like VTU or Tecplot.

4 Applications on Complex Geometries

In this section two different numerical simulations on highly complex geometries
are presented. In Sect.4.1 the blood flow through a stented cerebral aneurysm
including the formation of blood clots in the aneurysm bulge using a simple clotting
model is presented. In Sect. 4.2 the spacer filled flow channel from electrodialysis
process for sea water desalination is presented with the simulation setup used to
perform scaling analysis of Musubi.

4.1 Thrombus Formation in Cerebral Aneurysms

Cerebral aneurysms are saccular extensions of blood vessels in the human brain.
In case of rupture blood leaks from the vessel into the surrounding tissue causing
irreversible damage or even death. Autopsy studies lead to the conclusion that 1-5 %
of the adult population suffer from cerebral aneurysms [3] of which 1 out of 10,000
rupture [18]. Methods to treat cerebral aneurysms are clipping, coiling and the use
of stents. In the clipping method a metal clip is placed at the aneurysm neck to stop
the blood flow into the aneurysm and thus prevents it from rupturing. The main
disadvantage of clipping is that the clip has to be placed using surgical techniques.
Recent developments suggest that endonasal clipping approaches might be possible
but these are only possible for aneurysms located in the path of the nasal cavity.
Another approach is coiling where a metal coil is inserted through the femoral artery
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into the aneurysm using a catheter. In case of aneurysms with large aspect ratios
stents are used to keep the coil inside the aneurysm. Besides these two ‘classical’
methods the use of flow diverter stents is becoming more and more popular. Stents
are mesh like tubes which are inserted into the blood vessel to cover the neck of the
aneurysm to change the blood flow properties initiating natural thrombosis in the
aneurysm bulge. Currently the clinicians intuition and experience is the only basis
on choosing the appropriate treatment strategy, once a cerebral aneurysm has been
detected.

Ideally, multiscale numerical simulations on post-treatment flow properties and
clotting dynamics in the aneurysm bulge might support the choice of suitable
treatment strategies in general and flow diverter stents in detail. Due to the high
complexity of the aneurysm and especially the stent geometry blood flow is
simulated using the lattice Boltzmann method, which is proved to be optimal for
large numerical simulations [21]. In addition to the complexity of the geometries the
processes leading to clotting act on a vast set of temporal (jus to weeks) and spatial
scales (A to dm) making the use of simplification techniques like amplification [9]
necessary.

To simulate the clotting process a simplification of the model proposed by Ouared
et al. [16] and Harrison et al. [7] is used, taking the wall shear stress (WSS) as
clotting initiator into account.

4.1.1 A Model for Thrombus Formation

To resolve the aneurysm with sufficient accuracy the mesh size and such the time
step has to be very small. With a time step in the order of 10~ s, more than eight
billion iterations have to be performed for simulating a single day in real time. As
mentioned before the upper temporal bound for the clot formation is in the order of
weeks. This leads to the conclusion that simulating the whole process would be far
too expensive even on the largest supercomputers.

To overcome these problems the technique of amplification [9] can be used. The
main idea is to amplify the effect of the long-term process of thrombus formation
and only simulate one or two cardiac cycles for the short-term process of blood flow.
In the present model this can be achieved by e.g. increasing the probability p of an
element to solidify or the growth rate.

As mentioned before the main condition used in the clotting model is the
wall shear stress as an upper threshold. To prevent clots from developing in non-
physical areas like near the outlet and inside the flow itself the proximity [7, 16]
condition is used. This condition allows elements to solidify only in near wall
or already solidified elements, preventing non-physical insulated clot formation
in the bulk of the flow. In case the WSS condition and near-wall condition are
fulfilled for a computational fluid element, it will turn into a solid element with
a given probability p (see Fig.3). After the solidification step the simulation has to
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Fig. 3 The workflow for solidification of fluid elements

re-converge before starting with the next solidification step. This can be handled by
an interval or a convergence criterion.

4.1.2 Simulation Setup

Based on the WSS condition mentioned in Sect.4.1.1 a blood clotting simulation in
a patient specific stented aneurysm has been performed. The grid size was chosen
to be §x = 6.5 - 107> m resulting in approx. 45 million fluid elements, the time
step to be §t = 2.89- 107 s the inlet velocity to be u;, = 9.435- 1072 m/s. Using
the inlet diameter as the characteristic length and the mean velocity w0y = Ui /2
as the characteristic velocity resulting in a Reynolds number of 50. The density of
blood was set to ppipoqs = 1025 kg/m3 and the kinematic viscosity to be vpjp0q =
3.8-107°m?%/s.

The simulations have been performed on the superMUC at the LRZ-Munich for
approx. 4 h on a full island (8,192 cores) using the Musubi lattice Boltzmann solver.
As mentioned in Sect. 4.1.1 the simulation had to be amplified to reduce the number
of iterations. Therefore the probability for an element was chosen to be constant
p = 1 and the growth rate was amplified by letting only whole elements solidify.
After the convergence of the flow the clotting model was switched on with a wall
shear stress threshold of 1.037 - 1072 Pa.

4.1.3 Simulation Results

Figure 4 shows the thrombus formation in the aneurysm bulge in terms of solidified
fluid elements (marked in red) for the non-stented (Fig.4a) and stented (Fig.4b)
case. As can be seen the amount of solidified fluid elements increases significantly
inside the aneurysm bulge after deployment of the stent. The solidified elements in
the vessel itself are due to gaps between the inserted stent and the vessel wall. The
growth process stopped in these areas as soon as the gaps were filled.
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Fig. 4 Differences in the thrombus formation for the non-stented (a) and stented (b) aneurysm

4.2 Spacer Filled Flow Channel in Electrodialysis

There is growing demand to supply mankind with drinkable water. Sea water desali-
nation process is one of the solution to this problem. Among various desalination
processes, electrodialysis is one of the efficient process which uses ion exchange
membranes to separate salt ions from sea water under the influence of an applied
electrical field. This process contains two selective permeable membranes named
as cation exchange membranes (CEM) and anion exchange membranes (AEM)
arranged periodically. When electrical field is applied, ions start separate from
salt water and CEM and AEM allows only cations and anions to pass through
respectively. This results in alternative dilute channels and concentrate channels.
Finally, the desalinated water is collected from dilute channels.

In electrodialysis process, ion exchange membranes are separated by complex
structure named as spacer. This spacer structure act as a mechanical stabilizer.
The design configuration of this spacer structure has a influence on the pressure
drop in the channel which in turn affects the power consumption of electrodialysis
module. It also influence the transport of ions through the membranes. Due to these
facts, the optimization of spacer geometry play a vital role in the development of
electrodialysis module. Figure 5 shows the structure of laboratory scale interwoven
spacer geometry which is used in our simulation and scaling analysis.

4.2.1 Simulation Setup

In this paper, the spacer filled flow channel shown in Fig. 6 is used as a simulation
setup. In the figure, L is the length of the channel, W is the width of the channel
and H is the height of the channel. The height of the channel is four times the
radius of the spacer filament. Figure 6a also shows that the flow is along the
length L in x-direction and the channel is periodic along the width W in z-direction.
The channel walls at y = 0 and y = H are treated as solid walls. In the
laboratory scale, the extent of the spacer sheet is 20 x 10 x 0.04 cm. The channel
with a single spacer element as in Fig. 6 has a dimension 0.2 x 0.2 x 0.04cm.
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Fig. 5 Structure of a spacer utilized to stabilize the fluid channels of the spacer stack mechanically.
The structure of this spacer has a significant impact on the total energy consumption of the stack

b

Fig. 6 Schematic layout of the simulation setup with interwoven spacer geometry. (a) Side view
of the channel. (b) Top view of the channel

The distance between two spacer filaments is 0.1 cm. For scaling analysis, the
number of spacer elements along the length is increased by increasing the length
of the channel.

The following boundary conditions are used in this test case: The solid walls at
y = 0and y = H are treated as simple bounce back boundaries resulting no-slip
on walls. At inlet x = 0, the velocity bounce back boundary is applied [11] and
at outlet x = L, extrapolation outflow boundary condition from Junk et al [12] is
applied.
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5 Scalability and Parallel Efficiency of Fluid Flows
in Complex Geometries

This section describes the performance of Musubi with complex spacer geometry
on the Cray XE6 system Hermit at HLRS. The Hermit system provides of 3,552
computing nodes with AMD Interlagos on two sockets where each socket has 16
cores resulting in 32 cores per node. For our performance analysis, up to 1,024
computing nodes or 32,768 cores are used. Only MPI parallelism is considered
here. Both, intranode and internode performance are measured i.e performance
within a single node (up to 32 cores with as many MPI processes) and between
multiple nodes. For scaling analysis, the problem size is increased from a single
spacer element length of 0.2 cm (Zoomed part in Fig. 5) with 66,000 elements to the
laboratory scale spacer length of 20 cm with 66 million elements. In the width of
this channel slice, a periodic boundary is assumed.

In Lattice-Boltzmann codes the measurement of the lattice updates per second
is commonly used to compare the performance. This number of lattice updates per
second (LUPs) will be used in the following part of the paper, as it provides a direct
estimation on how long a given simulation, that requires a certain number of lattice
nodes and time step updates will take. We represent the behavior of the code in
terms of performance per execution unit, that is per node or per core, to get a clearer
impression of the performance independent of the number of used execution units.
An ideal parallel execution is expected to just replicate the serial behavior on each
execution unit. However, the execution performance is influenced by cache usage,
non-computational implementation overheads, vector lengths, communication times
and so on.

In our analysis we used LBM model with D3 Q19 layout with the BGK collision
operator. The optimized compute kernel was used and it requires only 150 floating
point operations per element. In our LBM solver, instead of communicating all
probability density functions on the communication surface between the processors,
only the required links of probability density functions are communicated. This
reduces the MPI buffer size and bandwidth driven communication times.

Figure 7a shows the performance per core over the problem size per core for
various number of cores within a single node. We cannot see the cache region
in this figure since smallest problem size i.e. single spacer element with 66,000
elements is above cache limit. Performance almost flattens out but with increase in
problem size the performance drops for smaller number of cores due to frequent
access to slower memory. However, the usage of full node (32 cores) gives better
performance. We achieved a sustained performance of roughly 4.2 % on a full node
and the Hermit system has a theoretical peak performance of 294.4 GFLOPS per
node.

The internode performance map is shown in Fig. 7b with problem size per node in
horizontal axis and performance per node in vertical axis for various total number of
nodes. The performance map combines both, weak scaling and strong scaling. Weak
scaling can be measured by the vertical comparison of points between different lines
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Fig. 7 Intranode (a) and Internode (b) performance map with spacer structure

for the node count i.e. fixing the number of elements per node. The closer the points
are located to each other the better the weak scaling. Strong scaling on the other
hand is not as easily seen in the performance map, but can be derived by moving to
the left when increasing the number of nodes. This reduces the number of elements
per process with increasing node counts, as required by strong scaling with a fixed
overall problem size.

In our solver framework, almost perfect computational load balancing is achieved
with the help of space-filling curve i.e there is at most single element difference
between the partitions. However, due to the irregular domain and the large number
of walls in spacer filled channel, the communication surface between different
processes might vary drastically, resulting in a large imbalance of communication
costs. The effect of this load imbalance can be noticed in the performance map
shown in Fig. 7b with a relatively high performance drop for smaller domains per
node.

The steep slope after the cache effect in both models Fig. 7b is supposedly due
to load imbalances in the communication times, caused by the walls of the spacer
geometry. This can be explained with the help of periodic testcase performance
Fig. 8, where the performance flattens out after the cache effect with a small slope.
The main difference between the two simulations is the exactly balanced commu-
nication effort in the one case and a less than optimal balancing for the complex
spacer geometry. This can be resolved using a dynamic load balancing algorithm
to distribute the simulation domain on each processor at runtime according to the
actual load.

From Fig. 7b, it can be seen that weak scaling works fine on different process
counts for all problems, that fit into memory down to the cache-sized problems,
where the communication gets dominant and the performance per node drops down
with a steeper slope.

An explicit plot for weak scaling for two different problem size per node is shown
in Fig. 9a. One with approximately 21,000 elements per node which is below cache
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and other 63,000 elements per node which almost fit in the cache. In both cases,
weak scaling is almost perfect with only a small drop in the performance for larger
counts of compute nodes.

A dedicated graph for strong scaling is shown in Fig. 9b with number of nodes
on the horizontal axis and parallel efficiency (%) in the vertical axis. Here, testcases
with problem sizes of roughly 6.6, 10.6, 16.5 and 66.2 million elements are used.
Here, with a problem size of 6.6 million elements, the performance drops from 1 to
1,024 nodes because the communication dominates the computation. The peak in
the plots defines the problems which fits in the cache. The largest problem size of
full spacer length with 66.2 Million elements fits into cache for 1,024 nodes. This
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problem requires minimum of four nodes to fit in the memory. Thus our solver can
scale up to full spacer length with efficient usage of 1,024 compute nodes of the
Hermit.

6 Conclusion and Outlook

In this paper, we presented our APES framework and the lattice Boltzmann solver
named MUSUBI. We introduced two different applications: thrombus formation
and electrodialysis. Both applications involve fluid flow simulations with complex
geometry. We presented simulation results of clot formation and scaling results with
spacer geometry. The scaling analysis shows that our code has good scalability
up to thousands of nodes with irregular complex geometry. In the future, we will
investigate on the dynamic load balancing to reduce communication time.
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IMD: A Typical Massively Parallel Molecular
Dynamics Code for Classical Simulations —
Structure, Applications, Latest Developments

Johannes Roth

Abstract We give a short description of IMD, a classical molecular dynamics
package for the simulation of condensed matter. The properties of molecular
dynamics simulations will be given with examples of their implementation in
IMD. We further report on multi-scale simulations with IMD, the determination of
accurate interactions with pot £it and the porting of IMD to GPUs.

1 Introduction

Molecular dynamics (MD) simulations on the atomistic level play an important role
today in science and industry. It can be applied — in different ways certainly — from
the statistical mechanics of sub-atomic particles up to the most accurate calculation
of the orbits of planets or the rings of Saturn. Here, however, we will concentrate
on molecular dynamics simulations in condensed matter physics. We start with an
explanation of the components of a molecular dynamics simulations and used that
for the introduction of the implementation of MD in the ITAP Molecular Dynamics
package IMD. For more details see the basic publications [16, 22] and the web-
page imd.itap.physik.uni-stuttgart.de/userguide/imd.html. We will then elaborate
a little about one of the most important parts, namely of the modeling of the
interactions. Since we want to apply MD to atoms where the interaction is mediated
by electrons through metallic, covalent, of ionic bonding, one should solve the
problem by quantum mechanics. The drawback is that this would limit the size of
the simulations from several hundred up to a few thousand atoms, or to some
hundred thousand particles if we use tight-binding methods. Our goal, however, is
to simulate big systems beyond millions of particles for up to s to be able do deal
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with long-range effects. We do not want to discuss the applicability of classical MD
simulations in detail but refer the reader to the Bohr-Oppenheimer approximation.
If applicable, we still have to model the interactions of our sample which can be
done with potfit, a program that fits the forces, energies and stresses of the classical
interactions to quantum mechanical simulations of a database of small samples.

The paper is organized as follows: we start with classical molecular dynamics
simulations, then we introduce potfit. We will further give a number of recent
examples of the application of IMD. Then we will give a short account on
parallelization and benchmarking IMD. We will continue with the attempts to port
IMD to GPUs. We will end with a comment on very big simulations.

2 Classical Molecular Dynamics Simulations

The basic idea of classical molecular dynamics simulations is simple: if there
are N particles, integrate the 3N Newtonian second order equations of motions
or equivalently the 6 N Hamiltonian first order system of equations of motion. Since
this is an initial value problem of ordinary differential equations, we have to specify
in the case of point-like particles without internal structure 6 N starting values which
are 3N coordinates and 3N velocities or momenta.

2.1 The Molecular Dynamics Steps

In the next sections we will describe the components of a MD simulation. Details of
the different steps can be found in the basic book by Allen and Tildesley [2]. Some
parts like storing data on tapes are quite outdated, but the major ideas presented in
the book are still valid. The examples and features described are those available in
IMD [16,22].

1. First step: Initial conditions
The coordinates are typically given by the atom positions in the sample under
study. If it is a fluid or gas, the coordinates might be generated by a random
number generator. For a crystal, the coordinates are found in crystallographic
databases or may be determined from real experiments. Often the coordinates are
obtained from model systems for which structural properties or phase diagrams
are to be studied.
Normally, the velocities or momenta of the particles are not known. Thus they
are typically generated with a random number generator. Since random number
generators produce homogeneous distributions of random numbers, they have
to be converted to yield the desired Maxwell-Boltzmann distribution (see for
example [2]). At the same time they are scaled to give the desired temperature
via the equipartition theorem

2Eyxin = 3NkgT
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where Ey, is the kinetic energy, N the number of particles, kg is the Boltzmann
factor and T is the instantaneous temperature.

2. Second step: Interactions
For a long time, when computers were expensive and small, these were model
interactions like the Lennard-Jones pair potential. Such interactions are still
applied in statistical mechanics were people are interested in generic features
of interactions. If properties of materials should be studied with high accuracy,
the methods of choice is for example force-matching. Ab-initio calculations are
carried out to obtain forces which are then fitted to obtain a classical interaction
for the MD simulation. This can be done with potfit for example and will be
explained in more detail in Sect. 3. In organic chemistry and soft matter physics
especially standardized two-, three-, and four-body interactions called force-
fields exist for modeling bond lengths, angles, and dihedral angles.

3. Third step: Boundary conditions
The surface to volume ratio is important even for the largest simulations in three
dimensions. Thus one has to specify boundary conditions. If surface effects are
negligible, open or free boundaries are applied, which effectively means that a
cluster of particles is simulated. If surface effects should be avoided, periodic
boundary conditions are applied, which means theat the left and right, upper
and lower and top and bottom surfaces are pairwise identified and if a particle
leaves the box on one side it will enter on the opposite side again. Thus there is
no boundary at all and the simulation box is a torus. In solid state physics and
materials sciences it is often of interest to deform the sample by straining it for
example. This can be done by fixed boundary conditions, where the atoms at the
surface are moved according to a given trajectory or an applied forces. Finally,
there are more advanced boundary conditions, for example the Lees-Edwards
boundary conditions [2] which allow to imprint a flow on the sample without
applying forces.

4. Fourth step: Integrators and linked lists
While there are basically two formulations of the standard equations of motion
for classical particles in a micro-canonical ensemble with constant NVE (N
number of particles, V' volume, E total energy), namely the Newtonian and
Hamiltonian, there is an arbitrary number of integrators. The Hamiltonian
equations of motion are

dp;
— = -VV(ry,...,r
” (1 N)
dri p;
dt m;
with the interaction potential V(ry,...,ry) depending on all coordinates r;

and p; the momenta of the N particles. Typically this 6N dimensional system
of differential equations is solved by discretizing the time into steps small
enough that the basic vibrational frequencies and the fastest motions can still
be represented.
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Today typical choices of the integrators are the modifications of the so-called
Verlet- and leap-frog algorithms. Principally they are inferior to the older Gear-
predictor-corrector algorithms or to Runga-Kutta-type integrators, but they have
many advantages: they require less storage, which is especially useful for
communication on massively parallel supercomputers. Furthermore, they are
similar to so-called symplectic integrators which respect the inherent symmetry
of the equations of motion and are thus more stable even if there nominal
accuracy is lower than that of higher oder integrators. A typical leap-frog
integration scheme looks like this:

Pi(t + A1/2) = pi(t — At/2) +£: (1) - At
H(t 4+ At)  =5() + - pi(t + At/2)- At

It is called leap frog since the evaluation of positions and coordinates are
shifted by half a time-step. First the force f; (¢#) for each particle i is computed
and added to the previous momenta p;(t — At/2), then the positions r;(¢) are
updated and the new forces f; (r + At) will be calculated.

The most time consuming part of the simulations is the evaluation of the forces.
If the potential V(ry,...,ry) is approximated in the most simple approach by
pair potentials V'(r;, r;) which act between particle i and j, then the complexity
of the algorithm is still O(N?) and uses 80 % of computation time or more.
If the interactions can be made short-ranged by cutting them off at certain
distance, then it is possible to introduced linked lists for the administration of the
interactions (see [22] for details on IMD.) Typical examples are metals. Long-
range interactions between ions or polar molecules like water have to be treated
in a different way (see Sect. 3.1). For the linked lists the simulation box is divided
into cells with the size of the interaction range. Each atom is assigned to a cell
which can be done by local information only. Each atom can only interact with
its neighbors in the same cell or in neighboring cells due to the cutoff. Together
with actio equal to reactio this leads to 13 partner cells in three dimensions.
Now the complexity of the algorithm is only O(/N ), and the goal is to reduce the
pre-factor, i.e. the number of particles in each cell. Especially in the case of three-
body interactions V(r;,r;, ;) and many-body interactions this is advisable: the
cells are not used to compute directly to compute the forces but to determine
the interaction partners. If a certain “skin” is added for particles that are close to
interaction, then this list can be recycled and need not be updated at every
time step. Such tables are called Verlet-tables [2] although they were originally
introduced in a different way which had still an order of O(N?) complexity.

. Fifth step: Influence from the outside

Up to now we have studied an isolated micro-canonical NVE ensemble.
If constant temperature as in a canonical NVT ensemble or even constant pressure
NPT should be simulated, then the integration scheme has to be modified. Further
extensions are required if the sample is stressed, deformed, or if flow is applied.
Shock waves [13—15] or laser irradiation [19, 20] are other influences which
require special treatment.
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The method of choice to simulate constant temperature is the Noseé-Hoover
thermostat. It can be shown that it leads to a canonical ensemble in limit of
infinitesimal time steps. First the instantaneous temperature 7'(¢) is determined

by applying the equipartition principle

N
3 p?

—NkgT'(t) = ) ——.
T =35

Then system is derived towards the desired temperature 7' by feedback applied
to the forces:

pi = —ViV —nrpi

where 7 is determined by a new differential equation

T
= |50

The strength of the coupling is determined by the frequency vy which can be
determined from the Einstein frequency and its relation to the average force (for
details see [2]).

The simulation of constant pressure works in a similar way. Here we start from
the pressure equation for the instantaneous hydrostatic pressure P(¢) of an
interacting material:

P(t) = pksT + W/ V

with density p = N/V, volume V and virial

1 N
Wzgzi:l'i'fi.

The desired pressure P is again achieved by feedback, not applied to positions
and momenta

. i
ri =— +£r;
m;

pi =—ViV —&rpi.

The coupling parameter & is much more difficult to determine than 7;.
In principle it should not alter the frequency spectrum of the simulation. In praxis
a first good choice is to set xir equal to nr. Then a few tests with a variation
of the parameter by a magnitude up or down will show if the coupling an will
work correctly. Although the coupling parameters are in principle temperature
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dependent, we observe that the same parameters can be used at least in the whole
solid range of the phase diagram. The method can easily be extended to constant
stress simulations of solids with uniaxial loading for example.

Intrinsic flow can be simulated by the Lees-Edwards boundary conditions. The
equations of motions should also be modified as given here in two dimensions:

. _p . _p}"
Xi = 0 T Vi Vi =

Ijxi = _inV + mi]/)}i ljyi = _VyiV

The strength of the flow is determined by y.

6. Sixth step: Data evaluation
MD simulations will directly yield potential and kinetic and thus the total internal
energy by summing over all particles. To compute the free energy is not so trivial
since it is not a mechanical quantity depending on coordinates an momenta.
Methods to compute the free energy are given for example in [2]. Further data
which are directly available are total and local stresses and displacement fields.
Elastic constants can be computed by systematically deforming the sample along
the required modes. Transport coefficients can be obtained from equilibrium
simulations via the Green-Kubo relations or by non-equilibrium simulations, for
example by applying a temperature gradient. Correlation functions are obtained
if the required data are added up during simulations. These and many other
observables are implemented in IMD together with utilities to evaluate them.
Diffraction patterns for example can be calculated from the correlation functions
through fast Fourier transform.

7. Seventh step: Visualization
Many three-dimensional processes that occur in the bulk and dynamical
procedures can only be detected by modern visualization methods. There are
many programs today which allow the direct rendering of atoms like VMD (www.
ks.uiuc.edu/Research/vmd), ovito (www.ovito.org) or MegaMol (svn.vis.uni-
stuttgart.de/trac/megamol) for example. Typically these programs allow to color
code the particles according to selected observables. IMD allows to preselect the
particles to be visualized, for example only those which are at the boundary or
belong to a defect or form a cluster close to a crack surface.
All the visualization programs also allow to produce movies from sequences
of the particle configurations. The movies are especially helpful for the
determination of dynamical processes.

Molecular dynamics simulations can be used to study equilibrium problems,
like structure as a function of pressure and temperature or the stability of grain
boundaries. But they can also be used to determine transport coefficients from
fluctuations like diffusion constants or flip frequencies for example. Beyond that we
run non-equilibrium simulations close to equilibrium, where the relaxation time is
very short. This includes for example the study of plastic deformations, dislocation
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motion, crack propagation, shock waves or laser ablation, to name only a few
processes were IMD has been used.

3 Realistic Interactions and potfit

If real properties of materials shall be reproduced with great accuracy it is
unavoidable to use the best available interactions. Typically these are quantum
mechanical ab-initio descriptions. But for mechanical studies for example samples
with several million or hundred million atoms are required which are way beyond
the size that can be simulated by ab-initio methods. Therefore a program was
developed in close relation to IMD named potfit (potfit.sourceforge.net/wiki/
doku.php) [5]. The idea is the following: compute forces, energies, stresses and
so on by ab-initio calculations and fit classical interactions applicable to molecular
dynamics simulations to match them.

The first step is the creation of a database of samples tractable with ab-initio
calculations. This is a crucial step, since the members of the database have to
represent the space of application intended. For example if cracks have to be
simulated, then the database should contain samples with open surfaces, if high
temperatures have to be simulated, then the database should contain samples from
classical high temperature simulations, and so on.

The second step is the selection of the interaction. Currently available are simple
pair interactions, embedded atom potentials and angular dependent potentials for
metals and electrostatic interactions. These have the same format as in IMD. Further
interactions can easily be added.

The third step is the choice of the interaction representation. You can choose
between splines, where you have to specify the number and position of the
supporting points together with the weight, or you can choose a functional form
where then the parameters of the representation are fitted.

The last step is the choice of the fitting method: conjugate gradient methods and
evolutionary algorithms are possible.

The data that can be fitted are forces, energies and stresses, and each variable can
be weighted as desired.

The main problem with the free spline is that it requires data fora good fit
where none are available: especially in crystals atoms are placed at discrete atom
shells with large gaps in between. Even for heavy distortions these gaps cannot
be sampled. Thus the fitted interaction may take a weird shape. But if it is used
in simulations, then the particles will find these intermediate ranges which lead to
strange results.

While force-matching works well for monatomic and binary samples it becomes
less useful for ternary compounds where the fitting space gets too large or the
functional shape of the interactions might not be representative enough of the true
interactions.
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3.1 Long-Range Interactions

As noted in Sect. 2.1 it is not possible to cutoff long-range Coulombic or dipolar
interactions directly. The most accurate method is the Ewald summation. It cannot
be used for large simulations since its complexity is O (N */?). Hierarchical methods,
FFT and multipole methods reach O (N log(n)) or close to O(N), but they typically
do not fit very well into our molecular dynamics scheme with domain decomposition
for parallelization (for details see [16, 22]). Wolf et al. [26] have developed a
method which is applicable to solids and liquids, where the charges are compensated
and thus the interactions fall of fast enough. This method has been implemented in
IMD [7] and applied successfully. If the cutoff complies to certain conditions as
described in [7], then the Wolf summation is an O(N ) method with a cutoff more
than twice the typical cutoff for short-range interactions, and thus rather costly. But
it is still up to three orders of magnitude faster than the pure Ewald summation.

Subsequently we have extended the method to the simulation of induced dipoles
as it is required for oxides. The model of Tangney and Scandalo [23] has been used
for the description of the interaction. Again the implementation has been tested and
applied for several studies of silica, alumina, and magnesia [3,4,7, 10]. The original
parameters which where used by Tangney and Scandalo together with the Ewald
summation lead to good results also with the Wolf summation, but there was still an
improvement after re-fitting the parameters directly for the Wolf summation.

For the Tangney and Scandalo model the static polarization and the charges of
the ions are given from literature or from force-matching and are thus constant
during simulation. This is no longer possible if interfaces between metals and metal
oxides shall be simulated since the atoms in the metal are neutral while ionized
in the oxide, and the charge will vary across the interface. Streitz and Mintmire
proposed a model [21] that can deal with this situation. The charges become variable
and are determined by minimization of the chemical potential. While Streitz and
Mintmire compute the chemical potential by inverting a huge matrix which is
rather time consuming and not applicable to large systems, we have implemented a
conjugate gradient algorithm which is much better since we have to find a parabolic
minimum.

The problem with the chemical potential is that it requires a minimization of
the whole system which is very costly on parallel computers. Thus we will have to
use external libraries to tackle this problem. Since the chemical potential will vary
only close to the interface it might be possible to find a more local treatment as for
example in [9] for impurities.

4 Some Examples of Recent Simulations

IMD has been applied to many classical problems of materials sciences and solid
state physics. We will not recall them here. We will rather present some applications
where IMD has been used in a multi-scale environment. One of the older examples
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was a simulation by Biiehler et al. [8], where the very complicated and time-
consuming ReaxFF interactions have been calculated on the fly in an molecular
dynamics simulation with IMD. Another application was the determination of the
dynamical structure factor for Mg,Zn;; intermetallics [11]. A long simulation of
the material was run with IMD to produce a trajectory as input of the nMoldyn pro-
gram (dirac.cnrs-orleans.fr/plone/software/nmoldyn) which could then be applied
to obtain the phonon dispersion relations.

Another case was even more complicated. CaCdg is a material built of clusters
including tetrahedra which show a phase transition from oriented to rotating. First
an accurate interaction was determined by ab-initio calculations and force matching.
Then classical simulations were run with IMD to obtain the energy differences
between different correlated orientations of neighboring tetrahedra. Since MD was
still too slow to study the phase transition directly, the data where used to set
up a Monte-Carlo simulation with the transition energies obtained from the MD
simulations. With Monte-Carlo the behavior of the system could be determine as a
function of temperature and the phase transition could be observed at a temperature
which is compatible with experimental observations [6].

As a last example we want to mention laser ablation simulations. Here the
problem is that the interaction with the laser and the heat conduction is govern by
electronic processes which cannot be described by classical molecular dynamics.
But the fast heat conduction requires huge samples on the other hand. There is a two-
temperature continuum model available with separate temperature for the electrons
and the lattice or atom cores. This model works rather well if solved by finite
difference methods and can predict many properties of laser ablation. However,
it cannot give information on the atomistic level like the creation of defects,
the production of gas and drops, and so on. We have combined the two-temperature
model with MD, thus solving the electronic part with finite differences and the
atomistic part by molecular dynamics simulations [19, 20]. We have been able to
predict melting depths and ablation thresholds. For the simulation of the ablation
plume composition, however, the electronic heat conductivity is still to fast and has
to be switched of. Nonetheless, the results compare rather well to experiments.

5 Parallelization

IMD is parallelized with MPT and domain decomposition as described in [16,22].
While this scheme works very well for samples with periodic boundary conditions
it has some drawbacks for samples with open surfaces like crack propagation,
indentation, shock waves or laser ablation. A more dynamical load balancing
scheme has not been attempted to be implemented since the load distribution
depends strongly on the kind of simulations. Meanwhile an OpenMP parallelization
level has been added especially for cases where MPI does not work as for Ewald
summation or certain correlation functions in conjunction with Fourier transforms.
It turns out that OpenMP leads to increasing performance only up to four to eight
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compute cores, depending on the machine. A serious problem is that the compute
cores may change there memory location from thread to thread, which could be
avoided by setting environment variables.

In conclusion we can state that the MPI version yield always the highest
performance, irrespective of shared or distributed memory. We found no case where
OpenMP lead to a big improvement of performance.

6 Benchmarking IMD

IMD was written especially for massively parallel computers. Benchmarks have
been published in [16,22]. Although the numbers have changed, the overall behavior
is still valid [17,18]. This is a nearly perfect weak scaling and a good strong scaling.
Recently this has been confirmed by Cray who tested IMD on the then Top500
machine Jaguar with up to 1.3 x 10! particles and on the HLRS Hermite. If about a
million particles are available per compute unit, then the degradation of performance
is about 10 % up to the full machine. IMD could reach a considerable amount of the
peak performance of the machines without special adaption or libraries.

7 Porting IMD to GPUs

In recent years it has been realized that graphics processing units (GPUs) yield a
huge computing capacity after the advent of CUDA, a language which allows to
program GPUs efficiently, the topic has gained speed. Nvidia, one of the producers
of graphics cards and the creator of CUDA promises speedups up to 100-fold. In
reality the speedups are much lower, often they are much below 10. The are MD
programs that are written especially for GPUs, like HALMD (halmd.org) or HOOMD
(codeblue.umich.edu/hoomd-blue) which are very fast and take heavy advantage
of GPUs, but they are rather specialized for certain purposes. On the other hand,
there are general purpose programs which are very powerful like 1ammps (http://
lammps.sandia.gov/), GROMACS (www.gromacs.org/) or IMD which are difficult to
port to GPUs since the requirements for different modes of operation can be very
different. Moreover, it is nearly impossible to adapt a given data structure such that
it possesses similar good performance on CPUs and GPUs.

1. Analysis of IMD properties

IMD does not apply external libraries. This is an advantage if compared for
example to pasimodo which relies heavily on external libraries (www.itm.uni-
stuttgart.de/research/pasimodo/pasimodo_de.php). It turned out that it is nearly
impossible to port this program to GPUs since the workload is spread quite
homogeneously over all subroutines.

IMD has been analyzed and ported partially by a group in Poland under the
leadership of Rudniki [24]. IMD uses tabulated potentials and none of the special
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functions which are available on GPUs. Thus it cannot take advantage of the
special GPU features. IMD in general has a rather low arithmetic intensity
of computations. There are only 173 instructions per byte fetched. Thus the
performance limits are the low utilizability of the graphics card, redundant
computations and the small number of registers available. There is, however, no
memory bandwidth problem as it is often the case.
The main computation work load in IMD is the force computation which needs
80-98 % of the run time. Thus it is only one single kernel which has to be ported.
After optimization, the force computation kernel requires only slightly more than
50 % of the run time.

2. Adaption of IMD
A thread on the GPU is the computation task of a single atom. A thread block is
a single cell of interacting atoms. The data to be sent are the coordinates, atom
types, embedding energy and derivative in the case of embedded atom potentials.
The received data are forces, energies, virial, and the embedding energy and its
derivative.

3. The algorithm on the GPU
First load the cell number, position, atom count and number and the position
of neighbors. Then each thread block loads the atom data to shared memory.
The threads compute interactions in the same cell. Next prefetch the data of
the neighbor cells, preprocess the non-interacting neighbors. Now the threads
compute the interaction with the neighbors. At last return the results to global
memory.

4. Optimization IMD
The data structure has to be changed from “first atom, next atom” to “first
coordinate”, “second coordinate” and so on to take advantage of the memory
structure on the GPU. Further optimizations are given by sorting for spatial
locality, applying actio equal reactio, computing the interaction matrix first and
summing it up. The atoms are renumbered such that subsequent atoms are close
in space. For the computation with neighboring cells the atoms are renumbered
dynamically. The workflow is changed such that CPU and GPU can work in
parallel.

5. Speedups
The ported IMD code has been tested on several configurations, notably on 24
nodes with 2 AMD 6134 (8 Core) and 2 Nvidia 480 GTX cards, with single node
Intel E 5620 (8 Core) and 2 Tesla C2050, and on single Laki nodes Intel E 5520
(8 Core) and 1 Tesla S1070 card. The raw speedup of about 100x (as predicted
by Nvidia!) is reduced to 7x by geometric constraints. The speedup with respect
to one CPU is 20 to 40x, with respect to the 8 Cores available it is 2.5 to 4x. Tesla
and GTX are similar, and there is no notable difference between consumer and
professional cars which means that CRC control does not play a role.
The speedup is comparable to 1lammps which is a similar general purpose MD
code. It is certainly inferior to HALMD or HOOMD for the reasons noted above.
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Up to now only pair interactions and the rather similar embedded atom interac-
tions have been ported. This means that simulations of metals are possible. These
interactions do not require Verlet tables which are a major problem for the porting
to GPUgs, since they are realized as pointers in IMD and thus cannot be transferred
to GPUs in a simple manner. Porting further parts of IMD is work in progress.

8 A Comment on World Records Molecular Dynamics
Simulations

Recently the world record for atomistic MD simulations was raised to 4.125 x 10'2
particles by Vrabec et al. [25]. The previous record stood at 1 x 10'2 [12] for about
7 years. If a rather big time step of 1fs is assumed for the simulation of such a
sample with an edge length of about 5 pm, furthermore a typical velocity of sound
of 500m/s, then the simulation has to last of the order of 1 million time-steps to
allow the sound and thus the information of the local state of the sample to cross
the simulation box once! The simulations, however, were run for 50 time-steps only.
In contrast, the simulations of Abraham et al. [1] in 2002 of a billion atoms were
run for 200,000 time steps, thus allowing sound to cross the sample about 3—4 times
during simulation.

If we look at the size of the samples we find that the only purpose of these records
is to fill up the memory of the supercomputers. Continuing the previous trends we
should have reached about 1 x 10'# particles already. So the memory has not grown
as expected. Looking at the velocity of sound we would need at least several hundred
million of time steps which means that we have to run the simulations on the full
machine for up to a year (the simulations of Abraham et al. lasted 4 days, thus size x
time-steps was the same as Vrabec et al.’s 11 years later).

We conclude that MD simulations cannot use the full power of the biggest
supercomputers effectively, since the number of time-steps has to increase in
accordance with the number of processing units (which leads to a larger main
memory). More time-steps can only be achieved by faster processing units with
higher clock rates. GPUs would certainly help to some extent, but they would not
overturn the basic conclusions. Longer time-steps are not applicable, since the size
of the time step is given by the basic vibration frequency of the atoms and thus by
physics.

9 Summary

We have presented the molecular dynamics simulations in general as they are
applied in condensed matter physics. We have introduced potfit to obtain
accurate interactions from ab-initio calculations. A number of recent applications
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of IMD to multi-scale simulations have been described. We have further reported
the first attempts to port IMD to GPUs.

Although there will be changes in the maintenance, porting and further develop-

ment of IMD in future we are confident that it is a valuable MD simulation package
and will continue to be in future.
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Evaluation of FastFlow Technology
for Real-World Application

Kamran Idrees, Mathias Nachtmann, and Colin W. Glass

Abstract Itis challenging to parallelize a real application without the knowledge of
low level modes of parallelism available in the application, such as data parallelism
and task parallelism. Until now, the parallel programming models focus on these low
level modes of a program to exploit parallelism. FastFlow provides an alternative
high level pattern based mechanism to parallelize an application. It provides
pattern specific constructs to parallelize an application, in order to achieve good
parallel performance and ease of programming. FastFlow has been evaluated for
basic kernels. In this paper we evaluate it based on a real-world application from
Molecular Dynamics.

1 Introduction

FastFlow is a C 4 + library used to parallelize applications efficiently by exploiting
the patterns inherent to applications. It currently targets cache-coherent shared
memory architectures. FastFlow provides high level constructs to explicitly define
the patterns of the applications. FastFlow has been evaluated for basic kernels.
In this paper we evaluate FastFlow based on a Molecular Dynamics (MD) appli-
cation and compare it to an OpenMP [5] implementation.

MD simulates the interactions between molecules [4]. In principle, once the
initial positions and velocities of molecules are provided, the following time pro-
gression of the molecules is deterministic. After the system is initialized, calculation
of forces is done on all molecules in the system. Then, the Newton’s equations
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of motion are integrated to advance the positions and velocities of molecules.
The simulation is advanced until the computation of the time evolution of the system
is completed for a specified length of time.

2 Algorithms

We used our in house Molecular Dynamics code CMD, developed for basic research
into High-performance computing. CMD features multiple MD data structures,
algorithms and parallelization strategies and thus allows for quantitative compar-
isons between them. There are two widely used data structures implemented — with
corresponding algorithms — for the computation of interactions between molecules
in the system. Both have been ported to FastFlow and compared to OpenMP.

2.1 BasicN2 Algorithm

In the BasicN2 algorithm, the distance between every pair of molecules in the
domain is computed. For every pair with a distance lower than the cut-off radius, the
interaction is computed. It is a compute intensive and highly data parallel problem.
This algorithm has the compute complexity of O(N?).

2.2 MoleculeBlocks Algorithm

In the MoleculeBlocks algorithm, the domain is spatially decomposed into cells
(of the size cut-off radius) and then the molecules are distributed among these
cells. In this algorithm, the distances between the molecules are computed only
for intra-cell and neighboring cells. The MoleculeBlocks algorithm therefore
has the compute complexity of O(N). Furthermore, Newton’s 3rd law of motion
is used to reduce the compute effort by half. Figure 1 shows an example of the
MoleculeBlocks algorithm for a 2D domain space. Here the interactions of
molecules of a centered cell are computed with only 4 of its neighbor cells (yellow
colored) instead of all 8 neighbor cells. When the interaction between a pair of
molecules is computed, the resulting force is written to both molecules. Thus, the
centered cell (see Fig. 1) modifies the forces of its molecules and molecules of its
right and lower neighbor cells (yellow colored).

Although the use of Newton’s 3rd law in this algorithm lessens the computational
effort, it raises the requirements regarding synchronization. This is because the
calculated force between a pair of molecules has to be written to the data structure
of both molecules.
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Fig. 1 Calculation of interaction between molecules using the MoleculeBlocks algorithm

3 Porting CMD to FastFlow

FastFlow provides powerful constructs to define patterns in an application. The two
most basic constructs are pipeline and farm [1-3], whereas both of these constructs
can be nested with each other. Other constructs include farm and pipeline with
feedback, farm as software accelerator and map.

In a pipeline construct, multiple stages can be added as per requirement.
The output of the first stage is fed to the next stage in the pipeline, which consumes
its input and produce output to be used as input by the next stage and so on. Defining
a pipeline allows for multiple stages to be executed in parallel on different data.

The farm pattern can be thought of as a two or three stage pipeline pattern.
The first stage is an emitter which is used to offload the tasks to the second
stage. The second stage is a set of worker threads which process the tasks assigned to
them. The third stage is called collector and is optional. Either the second stage can
directly store the result in the memory or it can feed its result to the collector, which
is responsible for the reduction (or some similar operation) of the results received.

For the BasicN2 algorithm, we utilized the farm pattern in an accelerator mode.
Similarly for the MoleculeBlocks algorithm, the farm pattern is used in accelerator
mode and synchronization among threads is provided using locking constructs
available in FastFlow.

3.1 Parallelization of BasicN2 Algorithm

In the BasicN2 algorithm, most of the simulation time is spent in the force
calculation routine (e.g. 99.91 % for 68,000 molecules). Therefore, only the force
calculation routine is parallelized. A farm is created with the given number of
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Algorithm 1 Pseudo code for Farm creation

int main(int argc, char =*argv[]) {

/* Parsing of input arguments — identifies number of
worker threads x*/

ff_farm <> accelerator (true); /*x Declare FastFlow Farm
in Accelerator Mode */

std :: vector<ff_node *> workersVector; /* Declare vector
of Farm worker threads */

/* Add workers to Farm in the grid generator routine x*/

grid_generator(&target_ensemble , SC, &domain, psp,
&accelerator , &workersVector );

start_timer = timer ();
Main_Simulation_Loop {
Pre—Force Integration ();
Force—Calculation(&accelerator ); /xParallelized
using farm in accelerator mode x*/
Post—Force Integration ();

}

end_timer = timer ();
return O;

worker threads before the simulation is started. The number of threads is controlled
using the command line argument, ‘—num-threads’. The farm is used in the
accelerator abstraction to parallelize only the part of the simulation which computes
forces on molecules.

Once the simulation is started, inside the basicN2_calc_forces routine, the farm
is launched and the molecules are divided among its worker threads (by an emitter
thread) to compute the forces acting on them. Each thread computes the forces and
accumulates the potential energy of its molecules. The main thread is frozen to
wait for the worker threads to finish their tasks. Once all threads have finished, a
reduction operation is performed by the main thread to calculate the global sum of
potential energy of all the molecules in the system. To avoid the run-time overhead
of creating the farm again and again, it is not destroyed, but reused in every iteration.
This is done using the wait_freezing() method of the farm. Algorithm 1 shows the
pseudo code of creating the farm in accelerator mode and Algorithm 2 shows the
pseudo code of parallelizing the force calculation routine using the farm construct.

3.2 Parallelization of MoleculeBlocks Algorithm

As shown in Table 1, most of the simulation time is spread among the multiple
routines for the MoleculeBlocks algorithm.
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Algorithm 2 Use of Farm pattern in BasicN2

void basicN2_calc_forces(void *container, real *U_pot,
ff_farm <> *accelerator) {
basicN2 #*mc = (basicN2 =*) container ;
real U_pot_tmp = 0.;

if (accelerator —run_then_freeze () < 0) {
error ("running accelerator\n”);
}

for(int i = 0; i < num_threads; i++)
accelerator —offload(mec); /* Broadcast pointer to
molecule container to all threads =/

accelerator —offload ((void *) FF_EOS);
accelerator —wait_freezing (); /* Freeze farm x*/

/* Reduction Operation for global sum of Potential Energy */
for(i = 0; i < config.num_threads; i++)

U_pot_tmp += U_pot_worker[i];

*U_pot += U_pot_tmp;

Table 1 Profile of CMD Molecule Blocks use case

Routine Time spent on routine (%)
Force calculation 41.74
Kinetic energy calculation 15.36
Pre-force integration 10.43
Post-force integration 4.22

Therefore to achieve good speedups, all expensive routines of the simulation are
parallelized. Similar to the parallelization of the BasicN2 algorithm, a FastFlow
farm is created before the actual simulation starts. Then, the main thread launches
the farm inside all of the expensive routines of the simulation. As the farm is
launched, the emitter thread distributes the cells among the worker threads to
perform the parallelization of a task specific to the routine to be parallelized.
After starting the farm, the main thread waits for the worker threads to finish their
tasks, using the wait_freezing() routine. The different simulation routines must be
executed serially, however, each routine can be parallelized. Here, the same farm
is reused by all parallel routines. This is done by passing a task-pointer to the
worker (or service) routine of the farm. The pointer points to a structure, which has
a member identifying which routine is currently to be executed in parallel by the
farm (as shown in Algorithm 3). Inside the worker (or service) routine, switch cases
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Algorithm 3 Service routine of worker threads in MoleculeBlocks algorithm

class Worker: public ff_node {
public:
void * svc(void * ff_task) {
ff_task_t * task = (ff_task_t * )ff_task;
mb_t *mc = (mb_t *) task—>container ;
int threadlD = ff_node:: get_my_id();

if (CALCLFORCES == task—>routine) {

/* This routine is parallelized here */

/* Distribution of molecule cells is
done in a manner that each thread
has contiguous cells in all
dimensions — it reduces the
probability of a thread to wait
for acquiring lock on neighbor
cell for force calculation %/

}

else if (INTEGRATE_PREF == task—>routine) {
/* This routine is parallelized here */
}

else if (INTEGRATE_POSTF == task —>routine) {
/* This routine is parallelized here */
}

else if (CALC_EKIN == task—>routine) {
/* This routine is parallelized here */
}

return GO_ON;

are used to determine which routine is currently to be executed. After all threads
have finished computing their current task, the main thread performs a reduction
operation to calculate global parameters of the complete system.

Synchronization in the force-calculation routine (in order to avoid race condi-
tions) is performed by pthread locks. The pthread_mutex_trylock routine is used to
acquire the locks on the two cells between which the molecular interactions are to
be computed. The use of this non-blocking lock acquiring routine avoids deadlocks
among threads. If a thread acquires the lock on a cell and it does not get the lock on
its neighbor cell, it releases the acquired lock.
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4 Evaluation

The CMD BasicN2 algorithm is evaluated for the problem size of 68,000 molecules,
whereas the CMD MoleculeBlocks algorithm is evaluated for the problem size of
1,000,000 molecules. Both codes are compiled with GCC 4.7.2. Furthermore, for
the FastFlow implementation, threads are pinned with the following mapping: main
thread to core 0, emitter thread to core 1, worker threads to cores 1, 2, 3,4, 5, 6, 7,
8,9, 10, 11, and 0, respectively (hyperthreading).

4.1 Evaluation Metrics

Execution Time

This is the total time spent in the simulation loop of CMD, which incorporates
7-8 routines. The execution time is averaged over 10 independent simulation
runs. The benchmark results show the average values and standard deviations of
the execution time.

Speedup

This is the speedup of the simulation loop when executed in parallel. It is the ratio
between the average serial execution time and the average parallel execution time
of the simulation loop.

4.2 Results

Execution Time
BasicN2 Algorithm

The benchmark for the BasicN2 execution time is shown in Fig.2. It compares
the execution time of CMD BasicN2 parallelized with FastFlow and OpenMP.
We can see that the OpenMP version is slightly faster than the FastFlow version
for small numbers of threads (as shown in Table 2). But as the number of threads is
increased, we achieve almost the same execution time.
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Execution Time of CMD(BasicN2) for OpenMP and FastFlow
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Fig. 2 Execution time of BasicN2 algorithm with FastFlow and OpenMP

Table 2 Averaged measured execution times and standard deviation for the BasicN2 and
MoleculeBlocks algorithms implemented with FastFlow (FF) and OpenMP, respectively

BasicN2 MoleculeBlocks

FF OpenMP FF OpenMP
cores time (s) time (s) time (s) time (s)
1 22.819£0.011 22.126 4 0.008 2.335 £ 0.002 2.364 £ 0.003
2 11.435 £ 0.026 11.132 0.025 1.442 4 0.004 1.659 £ 0.031
3 7.978 £0.012 7.443 +0.013 1.090 £ 0.002 1.252£0.113
4 5.985 £ 0.021 5.631 £0.054 0.926 £ 0.001 1.088 £ 0.027
5 4.802 +0.014 4.621 = 0.003 0.819 4 0.001 0.903 £ 0.008
6 3.993 £ 0.006 3.885 £ 0.005 0.923 4 0.005 0.849 4 0.001
7 3.417 £ 0.006 3.337 £ 0.007 0.792 £ 0.001 0.753 £ 0.001
8 2.997 £ 0.008 2.921 £ 0.006 0.759 £ 0.002 0.745 4 0.002
9 2.667 £0.010 2.598 £ 0.007 0.733 = 0.001 0.697 = 0.017
10 2.399 + 0.008 2.340 £ 0.003 0.681 = 0.003 0.691 £0.013
11 2.234 £ 0.001 2.190 £ 0.001 0.671 = 0.001 0.648 £ 0.001
12 2.064 £ 0.001 2.022 £0.001 0.720 4= 0.004 0.673 £ 0.001

MoleculeBlocks Algorithm

The benchmark for the MoleculeBlocks execution time is shown in Fig.3. It
compares the execution time of CMD MoleculeBlocks parallelized with FastFlow
and OpenMP. We can see that the FastFlow version is faster than the OpenMP
version for up to 5 worker threads (single NUMA Node on RGU Cluster has
6 cores). The FastFlow implementation uses a farm in accelerator mode. It has
two additional threads (main and emitter thread) compared to OpenMP. FastFlow
utilizes one core for the main thread, whereas the first worker thread is mapped to
the same core as the emitter thread (hyperthreading). So for 5 worker threads the
FastFlow implementation utilizes one complete NUMA node of the utilized RGU
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Execution Time of CMD(MoleculeBlocks) for OpenMP and FastFlow
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Execution Time of FastFlow implementation of CMD(Molecule Blocks) on Hermit Cluster
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Fig. 4 Execution time of MoleculeBlocks algorithm with FastFlow with cut-off radius =3

cluster (6 cores per NUMA node, 12 per node). As the number of worker threads is
increased beyond 5, the OpenMP version performs slightly better than the FastFlow
version.

By increasing the cut-off radius, we can control the computation to communi-
cation ratio and hence can explore the behavior of the parallel implementations in
more detail. Figure 4 shows a benchmark for the execution time of MoleculeBlocks
algorithm with the cut-off radius of 3.

Speedup
BasicN2 Algorithm

The benchmark for the speedup of BasicN2 is shown in Fig. 5. We observe almost
the same speedup with FastFlow as we do with OpenMP.
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Speedup of CMD(BasicN2) for OpenMP and FastFlow
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Fig. 5 Speedup of BasicN2 algorithm with FastFlow and OpenMP

Speedup of CMD(Molecule Blocks) for OpenMP and FastFlow
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Fig. 6 Speedup of MoleculeBlocks algorithm with FastFlow and OpenMP

MoleculeBlocks Algorithm

The benchmark for the speedup of MoleculeBlocks is shown in Fig. 6. We observe
that the FastFlow version is significantly faster on a Single NUMA node (as shown
in Table 2). However, beyond a single NUMA node, the OpenMP version is slightly
faster. Figure 7 shows the benchmark for the speedup of the MoleculeBlocks

algorithm with the cut-off radius of 3.
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Speedup of FastFlow implementation of CMD(Molecule Blocks) on Hermit Cluster
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Fig. 7 Speedup of FastFlow implementation of MoleculeBlocks algorithm with cut-off
radius =3

5 Conclusions

With both algorithms, BasicN2 and Molecule Blocks, we have observed very similar
speedups when comparing FastFlow and OpenMP implementations. However, there
is still a need to efficiently map the threads to the cores when using FastFlow on
Shared Memory Multiprocessor (SMP) systems. In an SMP system with more than
a single Non-Uniform Memory Access (NUMA) node, like the RGU cluster, the
placement of a thread and the data it accesses can have a severe impact on the
performance of an application. This is because in SMP with NUMA nodes, each
NUMA node has its separate memory interface. Therefore, if a thread is pinned to
one NUMA node while the data it access is located on another, it has high memory
access latency, compared to data residing on the same NUMA node. This effect
is apparent in Figs.3 and 6. As we understand, there are plans to implement
an automatic efficient data mapping in FastFlow. The MD use case could profit
significantly from such a mapping. Further developments of increasingly high level
patterns are also planned by the developers. The presented MD MoleculeBlocks use
case would benefit especially from a high level stencil pattern. The implementation
of this pattern should include implicit synchronization strategies, when an elemental
function accesses neighbor elements. In this way, more efficient synchronization
schemes could be achieved.
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Storage and Indexing of Fine Grain, Large Scale
Data Sets

Ralf Schneider

Abstract In this work a storage scheme for fine grain data sets, which are large in
absolute size as well as in file number, is presented. It is meant to deal in parallel
with data arising from simulation tasks utilizing high performance computing
systems for the independent parallel execution of several thousand serial tasks,
resulting in large data sets of terabyte size spread over hundreds of thousands or
even millions of files.

First of all a short introduction is given to the problem of the multiple parallel
execution of serial programs on high performance computing systems. This leads
to the description of the idea how to realize a data storage and indexing concept
to handle fine grain, large scale data sets. Afterwards the implementation in form
of a FORTRAN 2003 library is presented along with the use cases evaluated in the
results section.

1 Introduction

When speaking of large data sets in high performance computing two major
categories are separated in this work:

1. Coarse grain data sets arising from large integrated parallel simulations on large
grids generating several terabytes (TB) of result data aggregated in only a few
files.

2. Fine grain data sets arising from tasks where small, independent, mostly serial
simulations are carried out several thousand times. Even though the amount of
data generated by these tasks is the same as in the first category there is the
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significant difference that the data are spread over hundred thousands of files
each heaving a size of only several megabytes (MB) up to a few Gigabytes (GB).

Typical simulations which generate data of the first category are for example CFD-
Simulations of transient processes or multiphysics simulations like Fluid-Structure-
Interaction. The codes which are utilized to carry out these simulations are typically
highly parallel codes which are optimized to run in a nearly ideal manner on high
performance computers.

The tasks which generate data sets of the second category are namely parametric
studies, optimization tasks or, as in the case of the presented work, procedures from
which functional dependencies between different physical scales are derived [1,2].

The first basic characteristic of these tasks is in most cases, that not only a
single simulation code takes part in the analysis of the given problem but multiple
programs, which are not closely integrated, are utilized in a kind of process chain
to derive the desired simulation result. The second characteristic is that the process
chain is executed ten thousands up to millions of times with different input data
where each execution produces its own set of output data organized in files of small
size.

If a fine grain data set has to be post processed after its creation which means
reorganized, scanned for certain data or simply being moved for the sake of feature
extraction, process evaluation or data backup certain problems arise resulting from
the given data set layout in combination with the performance parameters of modern
high performance storage systems like Lustre.! The aim of this paper is to discuss
these problems and describe a possible solution for them with help of a parallel
storage and indexing scheme for fine grain data sets resulting from large scale
simulations utilizing high performance computers.

1.1 Description of Use Case

Since the ideas presented in this work grew during the development of a simulation
task for the calculation of continuum material data for micro-structured materials
and because this task is used in this work as a prototype for the generation of fine
grain data sets its basic implementation principles are described in this section.

As shown in Fig. 1 the basis for a single instance of the process chain is a high
resolution volume data set from which in the first step a FE-Geometry of its internal
micro-structure is extracted along with definitions of different load case scenarios.
In the second step the mechanical response of the generated geometry due to the
different load cases is evaluated by means of the FE-Package FMPS.> From the
output data produced by the load case simulations and collected during the third

IFor detailed information see www.lustre.org
2FMPS is provided by Dr. Hans Wiistenberg and LASSO Ingenieurgesellschaft mbH
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Fig. 1 Process chain to extract continuum material data of micro-structured materials by direct
numerical simulation

step of the process chain, the effective material properties of the extracted micro
structure are calculated.

The effective material data derived by this process describe the behavior of the
micro-structure enclosed by the initial volume data in a way that the complete
volume can now be discretized on the continuum mechanical scale by only
one homogeneous, brick shaped finite element with 8 nodes. In other words, the
generated material data can be utilized in continuum mechanical FE-simulations so
enabling a very detailed local structural analysis in very short time and with very
less computational effort.

The question why the described process chain has to be executed ten or hundred
thousands of times is answered in Fig. 2 where a data set of a human femoral head
is shown along with several samples of micro structure extracted from it. Since
human bone tissue is a naturally growing material it can be easily imagined that
no matter how the shown data are decomposed into base data sets for the process
chain described above no two data sets can be found which contain the same micro-
structure. This means if the complete data set of the femoral head is decomposed in
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Fig. 2 Decomposition of a high resolution volume data set of a human femoral head into sub-
volumes of 1.2 mm edge length

a grid of sub-volumes like shown in Fig. 2 the process chain has to be executed on
each sub-volume to derive its effective material data. In this way the complete field
of continuum material data for the femoral head can be calculated.

1.2 Data Amount, File Numbers and Sizes

The volume data set of a human femoral head as shown in Fig.?2 is stored in one
file which requires 20 GB of storage space. During step 1 of the process chain
sub-volumes of the desired size are directly loaded from this file by the geometry
extraction tool. This tool then generates one model file which contains the FE-
geometry description of the micro structure enclosed in the considered sub-volume
along with the 24 load case description files which are necessary to evaluate the
mechanical behavior of the micro-structure. Additionally a description of the sub-
volume is generated which consists out of two files, describing the location of the
sub-volume under consideration with respect to the decomposition of the volume
data set of the complete femoral head.
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Table 1 Domain count, data amount, file count and average
file sizes for decompositions of the femoral head data set in
sub-volumes of 0.6 and 1.2 mm edge length

Edge length 0.6 mm 1.2 mm
Domain count 169,344 21,168
Data amount [GB] 6,503.5 5,445.0
File count 4,570,470 607,650
Average file size [MB] 1.42 8.96

Subsequently the model and load case files are loaded by the FE-Package FMPS
to simulate the mechanical response of the micro-structure, generating 4 files which
contain the collected results of all 24 load case simulations.

The calculation of the effective material properties is afterwards carried out
during step 3 loading the four result files of the preceding step, generating two result
files containing the effective material data for the selected sub-volume. In summary
35 files are generated as a minimum during the execution of a single instance of the
process chain including a log and a monitor file.

The domain numbers, data amount, file numbers and average file sizes resulting
from a decomposition of the femoral head data set into sub-volumes of 0.6 and
1.2 mm edge length respectively are given in Table 1.

It should be noted that the total file size given in Table 1 cannot be derived by
multiplication of the total domain number by 35 since not all sub-volumes contain
micro structure. This is due to the fact, that the spherical shaped structure of the
femoral head is contained in a cube shaped data set.

1.3 Serial Applications and Fine Grain Data Sets

To give an idea of the problems arising, when operating with serial applica-
tions on fine grain data sets, the execution times of the archiving algorithm tar?
were measured for two representative data sets on the HLRS Cray-XE6 system.
The parameters of the file sets along with the results of the measurements are given
in Table 2. It can be seen that the number of processed files per second as well as
the data rate in GB/s are somewhat far away from the numbers which are reported
for modern Lustre file systems [3]. This is explainable by the fact, that Lustre is
designed to be accessed from high performance computers with thousands of cores
in parallel ideally operating on coarse grain data sets.

Tests with other single core applications, carried out during the development
the described simulation process, showed the same results as tar. Thus it can be
stated that the dominating factor for the execution time of single core applications

3http://www.gnu.org/software/tar/tar.htm]
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Table 2 1/0 performance of

. N . Edge length 0.6 mm 1.2mm

tar archiving a fine grain data -

set generated by the described Domain count 4,096 512

simulation process Data amount [GB] 265 230
Average data [GB/Domain] 0.0647 0.449
File count 167,952 20,994
Walltime 18:48:52 02:06:26
Minimal file size [MB] 167° 167°
Average file size [MB] 1.6 11.2
Maximal file size [MB] ~65 ~500
Data rate [Files/s] 2.48 2.77
Data rate [GB/s] 0.004 0.03

operating on fine grain data sets is the number of files which can be processed per
second by a single core.

Furthermore the tests showed that this number depends on the application, the
data set layout, the workload other users introduce to the file system and the
variation of the file size within the data set but that the dependency is in the range of
less than one order of magnitude.

2 From the Reduction of Input/Output Operations Per
Second (IOPS) Towards a Storage and Indexing Concept
for Fine Grained, Large Scale Data Sets

When the development of the simulation process described in the previous section
was started relatively little attention was payed to its I/O parameters. This changed
once the number of tasks executed in parallel was raised to larger numbers. The
first problem related to I/O which came up was the overloading of the Lustre
Meta-Data server. This problem was induced by the number of files generated by a
single instance of the material data calculation. E.g. one single load case simulation
generated six files at this implementation stage which in addition were partially
ASCII formatted.

This problem is also known from other centers and applications. Shipman
et al. [3] reports from problems with an access pattern to a single input file which
was initially done by a serial application. Once the application was parallelized
the same access pattern was done by all parallel processes which also lead to an
overloading of the Meta-Data servers.

2.1 Data Storage Concept

To overcome this problem the first optimization task was to reduce the number of
files generated by the process to take load from the Meta-Data server. The solution
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for this task is based on the idea that data stored in an I/O system should rather be
organized according to their data type than in logical or semantic groups. Taking
again the example of the load case simulations this means that the simulation data
which consist basically out of lists of integer and floating point numbers and some
character data are stored in only three files. One file containing 8 Byte Integer data
like external node numbers, external element numbers and element connectivity
lists, a second file containing all 8 Byte Floating point data like node coordinates
and element results and a third file containing all the needed ASCII data.

This storage technique has two major advantages. The first is the reduction of
file create and open operations during creation and read back of the data and the
second is the reduction of read operations. Since the three files are now used to store
the data from all 24 load case simulations the data can be loaded back to memory
by the following application with only three unformatted read operations. Because
the data are now organized the same way in both, the memory and the I/O system
we will call them streams in the following, so referring to either the files located on
the I/O system or the data arrays located in memory.

2.2 Data Indexing Concept

To make the proposed storage concept applicable in a universal way, what is of
course needed is a technique to transfer the parameters of the data chunks contained
in the streams to a successive application. For that purpose an indexing concept was
developed whose basic principles are:

1. No semantic information about the stored data should be included

2. Only positional and data type information should be included

3. It should be possible to group information

4. The operations extension, combination, inclusion and split should be possible

The idea behind the first two principles is to keep the index itself small and fast
to handle since the number of items tracked by it is supposed to grow very fast.
The parameters actually needed to describe a data item within a stream are its data
type so specifying the corresponding stream, its size and its starting position within
the stream.

The third and fourth principle are conditional upon the intention to enable
the creation and extension of a coarse grain data set whilst preserving the fine
granularity of the included data by means of the indexing scheme. For that purpose it
has to be possible to organize the index in a tree like structure to be able to imitate
the structure of a file system’s directory tree.

In summary the concepts stated above led to an indexing scheme based on two
entities one being used to hold the actual parameters of an indexed item, called a
leaf and another being used to structure the indexed items called a branch. From
the implementation’s point of view one leaf is a set of three 64 Bit integer numbers
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together with an item that identifies the leaf. A branch like a directory in a file system
has to be a recursive structure which can but has not to contain an arbitrary number

of leaves and other branches.

2.3 Implementation

The implementation of the indexing scheme is done in FORTRAN 2003. The
derived data types which represent the proposed leaf and branch entities are declared

as follows:
Type tLeaf
Character (Len=pd_mcl) :: desc
Integer (Kind=1) :: dat_ty
Integer (Kind=pd_ik) :: dat_no
Integer (Kind=pd_ik) lbound

End Type tLeaf
Type tBranch
Character (Len=pd_mcl)

Integer (Kind=pd_ik)
Integer (Kind=pd_ik)

Type (tBranch) , Dimension(:)
Type (tLeaf) , Dimension(:)

Type (tStreams), Allocatable

End Type tBranch

To couple the data storage concept with the indexing

'
'

Pointer ::
Pointer ::

desc

:: no_branches
:: no_leaves

branches => null ()
leaves => null ()
streams

concept and to enable the

streams to either being represented as Arrays of basic data type in memory or as
files on the I/O system a third derived data type called tStreams has to be introduced.

It is declared as stated below.
Type tStreams
Integer (Kind=pd_ik) ,

Character (len=pd_mcl),

Dimension (no_streams)

Dimension (no_streams)

: dim_st

stream_files

Logical , Dimension (no_streams) ifopen
Integer , Dimension (no_streams) : units
Integer (kind=1), Dimension(:), pointer :: intl st => null()
Integer (kind=2), Dimension(:), pointer :: int2 st => null()
Integer (kind=4), Dimension(:), pointer :: int4_st => null()
Integer (kind=8), Dimension(:), pointer :: int8 st => null()
Real (kind=8) , Dimension(:), pointer :: real8_st => null()
Character , Dimension(:), pointer :: char_st => null()

End type tStreams
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tBranch : Mesh Streams

—>[ branches(1): Nodes ]

-
leaves(1l): Ext. Numbers
> lbound =1
dat no = 27

A

| J19ba3uT |

1eay

P
leaves(2): Coordinates
lbound = 1
dat no = 81 .
. - 4
—>[ branches(2): Elements ]
—>[ branches(1) : Group 1 ]
leaves(1l): Ext. Numbers

lbound = 28
dat no =

Y

l

2
8

leaves(2): Topology
lbound = 36
dat no = 64

leaves(1): Element Types 1
lbound = 1
dat no = 8 J

e

Fig. 3 Example for the data organization of a simulation mesh using the proposed storage and
indexing scheme

The data type is only used as an attribute to tBranch and is not intended to be used
for the declaration of stand alone variables. To give an idea to the reader how the
data types can be used, the storage and indexing of a simulation result is shown in
Fig.3.

To enable the structural operations proposed in the previous section the following
subroutines exist in the current implementation:

* raise tree

Initialize the root of an index structure
* raise branch

Initialize a branch
* raise leaves

Initialize a leaf
® add branch to branch

Add a branch to an existing branch (extend the attribute branches by one element)
® add leaf to branch

Add a leaf to an existing branch (extend the attribute leaves by one element)
¢ include branch into branch

Include an existing index structure to another one



98 R. Schneider

3 Implementation of a Parallel Indexing and Packaging
Algorithm by Means of the Proposed Concept

In this section the MPI* parallel implementation of an indexing and packaging
algorithm for fine grain data sets, produced by the simulation process presented
in Sect. 1.1, is described.

The implementation was mainly driven by the idea to avoid as much MPI
communication as possible. Since the massive I/O operations of a packaging
algorithm were expected to slow down the performance of the process it was
aimed to reduce other performance critical operations to a minimum. To pursue this
objective the developed index and storage concept is perfectly fitted. By separating
the indexing and storage of the data set the algorithm can be divided into six
independent phases including start up and finalization. The operations done in every
phase are described below and marked with corresponding names in the algorithm
flow chart depicted in Fig. 4.

* Phase 0: Initialization The application is initialized which means the steering
parameters are loaded by process 0 and broadcasted to the other processes. In this
phase a local index is initialized by every process.

* Phase 1: indexing
During that phase each process traverses independently from its partners a
portion of the data set. In the considered use case the work distribution between
the processes is chosen to be of even portions. This can be done since load
inbalance isn’t considered to be much of problem due to the fact, that the number
of work packages (directories) is much higher than the number of processes.

* Phase 2: Offset communication and local index correction
Once the indexing is finished the so called offset communication and local index
correction has to be done. This simply means that each process except the last
one communicates the size of the data indexed by it to its successors. After
having received all index sizes from its predecessors each process sums up the
received data to a local offset. Now the local index can be corrected by traversing
it and adding the local offset to the attribute 1bound of each leaf so creating a
distributed global index.

¢ Phase 3: Storage
In this phase at first each process opens the global archive files for direct access
by means of MPI-I/O. Then the work packages already assigned to the process
during phase 1 are cycled again but this time all indexed data are in sequence
loaded to memory and being written to the global archive files by MPI-1/O direct
access.

* Phase 4: Global index combination
After heaving stored all indexed data process O gathers the local indicees from its
partners and combines them to a global index.

4MPI — Message-Passing Interface: http://www.mpi-forum.org/docs/mpi-3.0/mpi30-report.pdf
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Fig. 4 Implementation of a MPI parallel packaging algorithm for fine grain data sets

¢ Phase 5: Finalization

In this phase all processes are terminated after process 0 having stored the global

index on disc.

Even though it was originally developed especially for the given data set structure
it can be stated that the presented implementation led to certain principles which
are of general purpose for the development of parallel packaging algorithms for fine

grain data sets.
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Fig. 5 Walltimes and Speedup for MPI packaging of the representative data set with 1.2 mm
decomposition

1. To reduce I/O system workload it is of advantage to use a hashed directory
structure. In that way each parallel process can calculate the direct path to a
certain directory without having to ask a master process or do operations like
directory listings affecting the I/O system.

2. Indexing and storage of the data should be split into separate phases with a
concentrated communication phase in between and one at the end. In that way
the necessity of a index coherence protocol can be avoided which means inter
process communication isn’t necessary during indexing and storage phase.

3. By fully using each process’s memory for the aggregation of several elements of
the fine grain data set a big amount of write operations can be avoided so taking
load of the I/O system and better using the characteristics of HPC 1/O systems to
efficiently write big I/O buffers.

4 Application Results

In this section the application details of the presented implementation are discussed.
The performance of the implementation was evaluated on Hermit the HLRS
Cray-XEG6 system,’ using the representative data sets described in Sect. 1.3. In addi-
tion the packaging of data sets produced by production runs of the material data
calculation process for decompositions in 0.6 and 1.2 mm cubes is analyzed. The
results for the performance tests are given in Fig.5 for the 1.2 mm decomposition
and in Fig. 6 for the 0.6 mm decomposition.

Shttp://www.hlrs.de/systems/platforms/cray-xe6-hermit/
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In Fig.5 the walltime for the MPI parallel packaging of the representative
dataset with 1.2 mm decomposition is shown, executed with 8, 16, 32 and 64 AMD
Interlagos compute cores placed on 1, 2, 4, or 8 compute nodes. The execution with
the same number of cores but placed on different numbers of nodes was done to
evaluate whether limitations in terms of I/O bandwidth per node exist.

As can be seen in Fig.5 for the sake of pure speedup it can be beneficial to
run the application on less than 32 cores per node which of course wouldn’t be
done for real applications where saving absolute walltime has the highest priority.
Regarding the I/O bandwidth per node especially by the measurement taken with 64
cores it is shown that this limit isn’t reached for data sets of the evaluated structure
otherwise a speedup has to occur when increasing the node count from 4 to 8.
An additional evidence for this statement was given by a second test carried out
during the development of the application where every process wrote to its own
set of archive files and the communication of the serialized local indicees was not
executed. In this test the I/O bandwidth per node was approximately two times the
one compared to the current implementation.

Although not finished from the analysis done so far it can already be said
that an additional performance increase should be possible by optimizing the MPI
communication of the serialized headers which isn’t done in an optimal way by
the current implementation. For that reason the evaluation shown in Fig.6 for
the 0.6 mm decomposition was done without the communication of the serialized
indicees to better reveal the I/O behavior in the walltime measurements.

Looking at Fig. 6 the first feature to notice is again that no significant speedup
could be gained spreading 16, 32 or 64 processes across more than the minimal
number of compute nodes.
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Table 3 1/0 performance of

MPI parallel packaging of Edge l.ength 0.6 mm 1.2mm
fine grain data sets resulting Domain count 169.334 21,168
from material data Data amount [GB] 6,503.5 5,445.0
calculations of a human Average data [GB/Domain] 0.0384 0.257
femoral head with 0.6 and File count 4,570,470 607,650
1.2 mm decomposition Walltime 02:59:42 02:01:34
No. of cores 256 512
No. of nodes 16 16
Minimal file size [MB] 167 16
Average file size [MB] 1.42 8.96
Maximal file size [MB] ~65 500
Data rate [Files/s] 423.9 83.3
Data rate [GB/s] 0.603 0.747

By comparing the speedup numbers to the ones of the 1.2 mm decomposition a
significant improvement can be noticed. Where this improvement actually comes
from which means why smaller files can be processed more efficiently than bigger
ones couldn’t be finally tracked down but is currently under evaluation.

In Table 3 the performance numbers for the packaging of two data sets resulting
from real applications of the material data calculation process described in Sect. 1.1
are shown. Again one data set resulted from a decomposition of a femoral head
micro-CT with 0.6 mm domain edge length and the other one from a decomposition
of the same micro-CT with 1.2 mm domain edge length.

It can be seen that the data set resulting from the 1.2 mm decomposition was
packed within approximately 2h using 512 cores on 16 nodes. The data set with
the 0.6 mm decomposition was packed in approximately 3h using 256 cores on
16 nodes. Although above stated differently, this core reduction per node was
done because of a memory problem which again resulted from the not optimal
implementation of the serialized header communication and combination.

As an overal result it can be stated, that we are quite satisfied with the direction
the performance results of the current implementation are pointing at. Especially if
one extrapolates the numbers given in Table 2 for the tar algorithm to data sets of
sizes as the ones given in Table 3. It would never be feasible to pack the full 0.6 mm
data set with tar within approximately 3 weeks.

S5 Summary and Outlook

In the first part of this work it was shown that the handling of fine grain data sets,
as they are produced by parametric studies or other workflow like mechanisms
executed on high performance computers, can not be done in a convenient way by
serial applications. This was demonstrated by the application of tar to data sets of a
representative fine grain structure.
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In the second part a storage and indexing concept was proposed which is
supposed to solve the addressed problems. Afterwards the initial implementation
of the indexing scheme by means of FORTRAN 2003 as well as the realization of
MPI-parallel indexing and packaging application is described.

In the results section the performance evaluation of the implemented algorithm
is shown for its application to representative data sets as well as the results of the
application to real life data originating from a use case presented in the first part.

Although the performance reached by the current implementation is already in
reasonable regions, e.g. the application of the algorithm to a representative data set
with 1.6 MB average file size was executed on 256 cores with over 50 % efficiency
per core, some aspects of the application need improvement.

The first point to focus on is the usage of a final communication step which has
been noticed to be very inefficient. An improvement would be to send the serialized
indicees right after the indexing step to the first process. With that process not
involved in indexing and packaging it can collect, combine and store the global
index while its partners do the data storage.

The second point which is supposed to result in a performance gain especially
for fine grain data sets with an average file size way below the per core memory
amount is the aggregation of data during the storage phase for collective write
operations. Before this strategy is implemented, although it has in other projects
[4] already been proven to be effective, it should of course be finally understood due
to what effect the performance penalty for data sets with bigger average file size is
induced.

The third point to be analyzed regards the storage scheme of the data. Here the
imitation of a well known storage scheme like ustar® or the usage of the HDF5’
library should be considered if recovery of the archive from index or archive
corruption is an issue.
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Direct Numerical Simulations of Film Cooling
in a Supersonic Boundary-Layer Flow
on Massively-Parallel Supercomputers

Michael Keller and Markus J. Kloker

Abstract Future rocket-nozzle extensions have to be thermally protected by a film
of cooling gas. Here, the cooling film is generated by wall-parallel cooling-gas
injection through a backward facing step. In a first step, a generic laminar flat-plate
boundary-layer flow with external Mach number 2.6 and zero streamwise pressure
gradient is used, where air is employed as hot and cooling gas. Direct numerical
simulations are performed allowing for the reliable detection of any enhanced
laminar-flow instability. Using compact finite differences or compact data filtering,
tridiagonal sets of equations have to be solved employing the pipelined Thomas
algorithm in order to compute various spatial derivatives or low-pass filtered data.
In contrast to the NEC-SX8/9 vector machines with few, powerful compute nodes
the solution of this tridiagonal systems turned out to be a major bottleneck on the
massively parallel Cray-XE6 system. In order to avoid processor idling fully explicit
and sub-domain compact finite differences are implemented and applied to the wall-
parallel cooling-gas injection problem. The numerical results and performance data
on the CRAY-XEG6 system are compared to the regular, globally compact finite-
difference scheme.

1 Introduction

Typically, a gain in power output of rocket engines is achieved by increasing
thrust-chamber pressure and temperature resulting in heat loads that exceed the
temperature limits of today’s available materials. According to Haidn [6] power
levels of up to 30 GW are achieved for solid rocket engines and up to 20 GW for
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liquid rocket engines. Hence, in addition to the ongoing progress in the field of
material science innovative and efficient cooling strategies have to be developed
in order to protect the thermally highly loaded regions of combustion chambers
and rocket nozzles of next-generation space-transportation systems from thermal
failure. For instance, the nozzle extension of Vulcain 2, ESA’s Ariane 5 main engine,
is protected by several cooling systems (Winterfeldt et al. [19]). Regenerative and
dump cooling systems are used, where the wall is cooled by convection. In addition,
film-cooling is applied by wall-parallel injection of the collected turbine-exhaust
gas through a backward-facing-step ring. Other cooling techniques used in rocket
engines are ablative cooling, which is often found in solid rocket boosters, and
radiative cooling (Haidn [6]). In general, film cooling is suited for active thermal
protection systems, since it allows for an adjustment during flight and, thus, is
also applicable to external-surface cooling of super- and hypersonic vehicles during
reentry or cruise. Note that throughout literature the terminology with respect to
film cooling is inconsistent. Here, we are referring to the procedure where a gaseous
cooling film is established by wall-normal or wall-parallel injection through discrete
holes or slits (the first is also called effusion cooling). Sometimes, this is also
referred to as curtain cooling, because a thin film is covering the surface. Please
note that surfaces, which are wetted with a liquid (propellant) that evaporates and,
thus, provides cooling are not considered.

The cooling film can be generated by wall-parallel injection through a backward
facing step (e.g. Aupoix et al. [1], Juhany and Hunt [9], and Konopka et al. [11]),
through porous materials (e.g. Giihlhan and Braun [5]), or through discrete holes and
spanwise slits. The latter has been investigated, among others, by Linn and Kloker,
see [13-15]. Direct numerical simulations of effusion cooling in laminar super-
and hypersonic boundary layers were used to analyze the effects of geometric and
gas-dynamic parameters, such as hole spacing, hole arrangement, Mach number,
Reynolds number, blowing rate, inclination angle, compound angle, and wall-
temperature condition. From a cooling-performance point of view, slits are better
than holes when imposing the same total mass flux, and staggered hole rows are
better than aligned rows. Also, a small spanwise spacing is preferable in order
to generate a more homogeneous cooling film. It was furthermore demonstrated
that an inclination angle and compound angle as well as the wall-temperature
condition — isothermal, adiabatic or radiative-adiabatic — strongly affect the cooling
performance. The results for an isothermal, cooled wall (short-duration shock-
wave experiments) differ from the results with a radiative-adiabatic wall (flight
condition) and a transfer of the results is therefore difficult. Experimental studies
have been performed by Heufer and Olivier, see e.g. [7, 8]. They investigated the
effects of spanwise slits and discrete holes as well as the influence of blowing
rate, Mach number, Reynolds number, various cooling gases, and flow acceleration.
A comparison of the numerical results of Linn and Kloker with the experimental
findings of Heufer and Olivier for a laminar Mach-2.67 boundary layer with
an isothermal, cool wall showed good agreement. Numerical investigations have
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also been performed by Dahmen et al., e.g. [4], using a multi-resolution finite-
volume solver in order to develop multi-scale techniques for highly resolved vortical
structures.

The applied numerical method is based on a high-order compact finite difference
scheme [2,3,10,12]. The use of compact finite differences requires the solution of a
tridiagonal set of equations. This is done by the Thomas algorithm [2, 3]. However,
the spatial coupling of each derivative inhibits a parallelization and pipelining is
commonly used [16]. Yet, moving the DNS code from a vector computer with few,
powerful compute nodes to a massively-parallel supercomputer with thousands of
processors shows that pipelining soon reaches its limit. Thus, other methods have
to be developed and implemented allowing for an “independent solution” of the
tridiagonal set of equations. Two approaches are presented: First, a sub-domain
compact finite-difference scheme is introduced, where explicit finite differences
in several fashions are used at the sub-domain boundaries to compute the exterior
derivatives of the pure compact finite differences. Secondly, inside the sub-domain
explicit finite differences of up to 8th-order are implemented in order to drop the
solution of a tridiagonal set of equations. The explicit, the sub-domain compact,
and the globally compact finite-difference schemes are applied to the numerical
simulation of the film-cooling problem with wall-parallel cooling-gas injection.

The paper is organized as follows: Sect.2 describes the governing equations
and the numerical method. It contains an overview of the spatial discretization for
the explicit, sub-domain compact, and globally compact finite-difference scheme.
The numerical results for the wall-parallel cooling-gas injection into a supersonic
laminar boundary-layer flow are presented in Sect. 3. Finally, Sect.4 summarizes
the main findings and contains some concluding remarks.

2 Numerical Method

A time-accurate direct numerical simulation (DNS) is used to compute the flow
quantities. DNS solve the governing equations without turbulence modeling and
allow for reliable detection of any enhanced laminar-flow instability leading to
self-excited unsteadiness (by grown numerical background noise). The present
simulations are carried out on block-structured Cartesian grids.

2.1 Governing Equations

The governing equations are the continuity equation, the three-dimensional com-
pressible Navier-Stokes equations and the energy equation, in the following written
in dimensionless vectorized form:



110 M. Keller and M.J. Kloker
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T 2
o=Uu (VU+VU)—§(V-U)I 4
describes the viscous stresses, and
1
e:cv~T+§(u2+v2+w2) (®)]

is the internal energy per mass unit. The governing equations are non-dimensionali-
zed with the reference length L* = (i3, - Reoo)/ (3, - u3,) and the freestream
values of velocity, density, temperature, viscosity and conductivity at the inflow.
Note that the pressure is non-dimensionalized by (pgougoz). Air is treated as a
non-reacting, calorically perfect gas with constant Prandtl number Pr = 0.71 and
constant specific-heat ratio k = ¢,/c, = 1.4. The set of equations is closed by
the equation of state p = (pT)/(k MZ2). Sutherland’s law is used to calculate
the dynamic viscosity p as a function of temperature [18]. In these equations,
v = (u,v, w)T represents the velocity vector, p labels the pressure, p indicates
the density, T is the temperature, and ¢ denotes the time. The non-dimensional
parameters are the Mach number M, the Prandtl number Pr and the Reynolds
number Reoo. The latter is defined as Reoo = (0% - Ul - L*) / (15) and set to
Reoo = 10°. I is the identity matrix. The subscript o, refers to freestream values
and the asterisk * labels dimensional quantities. The governing equations are solved
using the in-house Fortran code NS3D [2, 3].

2.2 Spatial Discretization and Time Integration

By default, the code uses compact finite differences of up to 6th-order for the
spatial discretization in streamwise and wall-normal direction [2, 3]. This requires
the solution of a tridiagonal set of equations, which is carried out by the Thomas
algorithm. This algorithm is very efficient and essentially consists of a forward loop
and a backward loop in order to obtain the solution of the linear system of equations.
Blocking MPI communication is needed, since the backward-loop computation
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Fig. 1 MPI communication after one Runge-Kutta sub-step (black lines) for a test case with 64
MPI tasks in streamwise direction

depends on the results of the forward loop. In order to reduce the idle time, the
algorithm is pipelined. Up to 21 or 25 derivatives have to be computed in streamwise
and wall-normal direction, respectively. Thus, after the first-loop computation of
the first derivative CPU 1 starts working on the first-loop computation of the
subsequent derivative, instead of waiting for the results of the backward loop. The
pipelining technique is a valuable means and perfectly suited for vector machines
with few, powerful compute nodes. However, it is not efficient enough if the system
of equations is distributed over a large number of CPUs. Figure 1 illustrates the
MPI communication after one Runge-Kutta sub-step on the massively parallel
CRAY-XEG6 system for a test case with 64 MPI tasks in streamwise direction.
The communication is visualized by the black lines using the CRAY-Apprentice?
performance-analysis tool. Despite pipelining the processors spend a lot of time
idling, since they have to wait for the results of the backward loop.

In order to decrease the dead time and properly harvest the potential of a
massively parallel system the tridiagonal set of equations has to be split up and
solved independently by each MPI task. Hence, a sub-domain compact scheme is
developed and implemented into the code. In addition, explicit finite differences
of up to 8th-order are implemented. The latter even avoids the solution of the
tridiagonal set of equations at all, but has some shortcomings that are demonstrated
later.

Using the established 6th-order compact scheme the first and second deriva-
tives (¢, ) of an arbitrary flow variable ¢ at grid point j are computed by the
following equation:

* <¢>}_1,¢}’_1) +h (¢}7¢}/) Ty <¢}+1»¢}/+1) =

1
7 (apj—2+bgpj—1+cp;+dpjr1 +epji). (6)
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Fig. 2 Finite-difference stencils for the sub-domain compact scheme using one ghost point at each
sub-domain boundary (j = nx of sub-domain A and j = 1 of sub-domain C). The black solid
circles mark the derivatives ¢’ and ¢”/, the white circles indicate the functional values ¢

Applying explicit finite differences of 8th-order the first and second derivatives are
given by:

¢, 9] =
1 )
7 (adj—s+bpj—s +chj—o+dp;—1 +ed; + f$j41 +8hj 42+ hjts +idita).

(N

Due the higher order a larger stencil is required. The minor diagonals and the
coupling have vanished. Near physical domain boundaries one-sided and biased
stencils of reduced order (>4) are used for both schemes (not shown).

The numerical procedure of the sub-domain compact scheme is illustrated
in Fig.2. Compact finite differences of 6th-order are used within the full sub-
domain. Out of the sub-domain boundaries explicit finite differences of 8th-order are
employed replacing the outermost derivative of the compact finite-difference stencil.
As shown at the bottom of Fig. 2 this results in a one-sided compact finite-difference
stencil. In order to compute virtually every derivative j = 1 to j = nx by a central
compact finite difference at least one ghost point (j = nx of sub-domain A and
j = 1 of sub-domain C) is needed. It is computed by the special, biased compact
finite-difference indicated by the asterisk. In contrast to the regular compact finite-
difference scheme the tridiagonal set of equations can now be computed separately
for each MPI task. Using one ghost point is the default setting in the NS3D code.
However, an option with zero and two ghost points, respectively, is also tested.
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Of course, the mathematical properties of the sub-domain compact versions are not
identical to the globally compact scheme. The question is how far the derivatives
palpably couple, and thus how significant the suppression of full coupling is, see
below. Note that the physical domain boundaries are treated identically to the
globally compact scheme.

According to [2, 10] an analysis of the modified wavenumber allows for an
accurate evaluation of the numerical properties of the finite differences in a model
setting. For that purpose a spatially periodic wave given by ¢ = ek~ is considered.
In this equation i = +/—1 is the imaginary unit and k, which is real, represents
the wavenumber. The analytically obtained first derivative is (0¢/0X)ang = @lpy =
ik ¢, and the second derivative reads (8°¢/0x?) s = ¢!, = —k* ¢. Introducing
k* = kAx yields:

¢)/ "
k* = —iAx% and  k*? = —AXZ% . (8)

Using the numerically determined derivatives of Eqs. 6 and 7 results in the definition
of the modified wavenumber:

/ "

Koa = —1Ax =gt and kol = At ©

k* = 0 corresponds to a wave with an infinitesimal fine grid resolution n,, = oc.
Here, n,, = 2m/k* indicates the number of grid points per wave length. k* = =
represents the least resolved wave with two points per wave length (wiggle mode,
n, = 2). The modified wavenumber is complex for non-symmetric finite-difference
stencils. A deviation in the real part represents an amplitude error in the first
derivative, whereas the imaginary part causes a phase shift in the first derivative.
Recall that the latter results in an amplitude error in the solution of the (convective)
transport-equation part of the flow equations, which is zero with symmetric (central)
stencils, because the imaginary part of the wavenumber is zero.

Symmetric finite-difference stencils are used to compute the first derivatives of
the viscous terms and the second derivatives. Note that a Laplace formulation is
used for the computation of the viscous terms, i.e. second derivatives are used
where possible. The corresponding coefficients of Eqs. 6 and 7 are given in Tables 1
and 2 indicated by the label DO. Numerical damping for high k* is needed for
the computation of the first derivatives of the convective terms. To that end non-
symmetric, alternating finite differences are used [10]. Three different schemes with
varying damping properties are implemented and labeled by D1, D2, D3, where D1
provides the least and D3 the highest damping, respectively. The coefficients for the
forward-biased stencils are given in Tables 1 and 2. The backward-biased stencils
follow by reversing the order of the right-hand side coefficients, and changing the
sign: a (backward) = —e (forward) in Table 1, for example [10].

The damping properties of the alternating back- and forward biased explicit
finite differences are chosen such that they have similar damping properties as
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Table 1 Finite-difference coefficients of Eq. 6 for the first and second derivatives using the 6th-
order compact scheme after [3]

DO (¢ D1 (¢) D2 (¢") D3 (¢) DO (")
a 1/5 1/5 1/5 1/5 2/15
B 3/5 3/5 3/5 3/5 11/15
y 1/5 1/5 1/5 1/5 2/15
a -1 0 2 7 3
b —28 -9 -9 —18 48
c 0 —11 —15 —36 —102
d 28 19 19 38 48
e 1 1 3 9 3
q 60h 30h 30h 30h 60h?
Order 06 06 06 06 06

Table 2 Finite-difference coefficients of Eq. 7 for the first and second derivatives using the 8th-
order explicit scheme

DO(¢") DI @) D2 (¢) D3 (¢') DO (¢")
a 3 —7.335153682 —2.741751740 0.703299239 -9
b —32 29.775732900 2.319851354 —18.272059460 128
c 168 —41.075603620 51.846886800 121.538754800 —1,008
d —672 —33.775732900 —6.319851354 14.272059460 8,064
e 0 —961.178485400  —1,156.210270000  —1,302.484108000  —14,350
f 672 1,310.224267100  1,337.680149000 1,358.272059000 8,064
g —168 —377.075603620  —284.153113200 —214.461245200 —1,008
h 32 93.775732900 66.319851350 45.727940540 128
i =3 —13.335153682 —8.741751740 —5.296700761 9
q 840h 840h 840h 840h 5,040 h?
Order 08 08 08 08 08
the respective compact finite differences (Im(k,y,; ,,)) = Im(k} 4 com,) at k* =

0.5, 1.0, 1.5 and &, see [3, 10]). Figure 3a shows the real part of the modified
wavenumber for the explicit and compact finite differences. Despite its higher
order, the explicit scheme deviates earlier from the exact solution. Compared to
the compact scheme, the explicit scheme is slightly less robust and a higher grid
resolution is required for badly resolved waves. Figure 3 also contains the biased
compact stencil used for the computation of the first derivatives at the ghost points.
Due to the explicit influence, the aliasing limit (k* at Re(k) ,) = max, Fig.3a)
is slightly decreased. The imaginary part of the modified wavenumber is given in
Fig. 3b. It illustrates the properties of the D1, D2 and D3 scheme, and of the biased
stencil for the outermost ghost points. The latter has a small (unwanted) imaginary
part only.

The explicit, the sub-domain compact, and the globally compact scheme are used
to compute the derivative of a test function ¢(x) = sin(kx) with k = 1,2,4 and
8. This corresponds to waves with a grid resolution of n,, = 30, 15, 7.5 and 3.75
(k* ~ 0.209, 0.419, 0.838 and 1.676), respectively, on sub-domains with lengths
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Fig. 3 Real part (a) and imaginary part (b) of the modified wavenumber for the explicit and
compact schemes. The one-sided compact finite difference stencil used for the computation of
the derivatives at the ghost points is also included and indicated by the black solid lines

of 27 and 30 points each. The analytical derivative reads ¢, (x) = k cos(kx).

Figure 4 illustrates the numerical error (¢/,,..(x) — ¢!, (x)). Note that the func-
tion (¢,..(x) — ¢.,,(x)) inherits the corresponding wavenumber of ¢ (x), since
! (X) = Re(Kpoa) cos(kx) — Im(kpmoq) sin(kx) = A cos(kx — ¢) and ¢/, (x) =

k cos(kx); hence (¢! ~— ¢! ) ~ cos(kx — ¢). For centered finite differences k04

is real and it holds (¢,,,, — ¢...) = (¢ — Dk cos(kx), with ¢ = kyoa/k < 1.
Due to the higher order of the explicit scheme a smaller error is observed for the
well resolved waves (k* =~ 0.209, 0.419), with the relative error being about
1078 or 107°, respectively. However, as the number of points per wave length is
reduced the error of the explicit scheme is larger than the error of the (sub-domain)
compact scheme, which later deviates from the exact solution (cf. Fig. 3a). Using
the sub-domain compact scheme an additional error at the sub-domain boundaries
is introduced. However, this additional error is remarkably small. As mentioned
above three different versions are implemented, where two, one or zero ghost points
are used at the sub-domain boundaries. Compared to the regular, globally compact
finite-difference scheme, the sub-domain compact scheme without ghost points
shows expectedly the largest additional error (orange line). It can be significantly
reduced by using ghost points for the derivatives. This marginally increases the
computational cost, but results in a significant weakening of the explicit influence at
the sub-domain boundaries. Thus, the version with one ghost point is chosen as the
default setting in the NS3D code.

For 3-d simulations the derivatives in spanwise direction can be computed by
means of a Fourier-spectral discretization, due to the assumed periodicity of the
flow field. Alternatively, compact finite differences of 6th-order can be used. The
classical explicit 4th-order Runge-Kutta procedure is applied for the integration in
time. The fundamentals of the code can be found in [2, 3, 10, 14].
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Fig. 4 Numerical error (¢],,,(x) — @/,.(x)); ¢ (x) = sin(kx) with k = 1,2,4 and 8

2.3 Computational Domain, Boundary Conditions and Initial
Condition

The wall-parallel cooling-gas injection is realized by means of a splitter plate,
separating a boundary-layer flow from a cool Poiseuille flow, see Fig. 5a. The 2-d
simulations are performed for a generic laminar boundary-layer flow over a flat
plate with zero pressure gradient. The freestream Mach number, temperature and
pressure are given by My, = 2.6, Too = 500K and ps, = 0.14 bar, respectively.
These values are consistent with the experiments conducted at the shock wave
laboratory of RWTH Aachen University. The experiments are performed for a
turbulent boundary-layer flow, being in progress in the numerical work not shown
here. Figure 5a illustrates a sketch of the computational domain. Note that the spatial
resolution (Fig. 5b) has been chosen extremely fine, neither requested by the flow
physics nor the highly accurate code: A benchmark simulation, from the viewport
of parallelization was to be generated.

A self-similarity solution of boundary-layer theory provides the flow variables
prescribed at the boundary-layer inflow (xo/D = —12.9, y/D > 0). Note that all
length scales are presented in terms of the slit diameter D = 2 mm. At the outflow,
xy/D = 27.3, all flow quantities are computed using a 2nd-order extrapolation.
Due to the supersonic flow regime, a special damping zone to suppress reflections is
not needed. At the wall (y/D = 0 and y/D = —1), the no-slip, no-penetration
boundary conditions are imposed on the velocity components. The pressure is
calculated according to dp/dy|,, = 0 and the density is computed from the equation
of state. The wall is assumed to be isothermal with 7,, = 293 K (short-duration
shock-wave experiments). Note that thermal conduction within the wall is neglected



Direct Numerical Simulations of Film Cooling in a Supersonic Boundary-Layer. . . 117

a b
YMm

6

yiD
Ny

&
z
3

Yo X

Xo X¢ XN 0 1000 2000

points

Fig. 5 Computational domain (a) and grid stretching in wall-normal direction (b)

in this study. At the freestream boundary (y,y), all flow variables are computed such
that the gradient along spatial characteristics is zero, except for the pressure, which
is computed from the equation of state. In wall-normal direction the computational
domain extends to a height of ys /D = 8.8. This corresponds to approximately
30 boundary layer thicknesses g9 (taken at the inflow). The grid is equidistant in
streamwise direction. In wall-normal direction the grid is equidistant within the
channel (-1 < y/D < 0), for y/D > 0 a 3rd-order polynomial grid stretching
is used (Fig. 5b). The origin of the coordinate system is placed at the plate’s end,
which corresponds to a distance from the leading edge of 85.0 mm.

The cooling channel has a length of 12.9 D and a height of D = 2mm. At
its inflow (xo/D = —12.9, —1 < y/D < 0) the pressure is set to p./po =
1.1 (case A), p./Pso = 2.2 (case B) and p./poc = 3.3 (case C), respectively.
The temperature is given by 7, = 293 K. The wall-normal velocity component
is assumed to be zero, whereas the streamwise velocity component is extrapolated
from the downstream interior (subsonic flow). Finally, the density is computed from
the equation of state. Note that M = 1 cannot be exceeded within the channel,
since u is extrapolated and no throat is used (D = const). The Reynolds number
of the channel flow is Re, = (p.-uc- D)/ (ue) =~ 5,140 for case A, Re, =
11,640 for case B, and Re. ~ 17,840 for case C, respectively, where the subscript
¢ indicates the area-averaged values at the cooling-channel inflow. The thickness
of the splitter plate corresponds to one step size in wall-normal direction Ay. The
setup is a tentative ansatz for the investigation of wall-parallel cooling-gas injection.

The number of grid points used is 5,000(x) x 2,125(y) = 10.625 10°. The
domain is disjoint in 2,500 blocks with 50(x) x 85(y) = 4,250 grid points
each. The simulations are performed on the CRAY-XE6 system at the Federal
High Performance Computing Center Stuttgart. The system provides a total of
3,552 compute nodes/113,664 cores resulting in a theoretical peak performance of
about one PFlop/s. Two AMD Opteron processors (Interlagos) with 16 cores each
represent one compute node. Using all 32 cores on one compute node yields a total
number of 79 compute nodes for the simulations.

An overview of the simulation parameters is given in Table 3.
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Table 3 Simulation parameters

Freestream Mach number Mo 2.600 [-]

Freestream temperature 7o 1.000 [-] 500.0K
Freestream pressure poo 0.106 [-] 0.140 bar
Wall temperature 7, 0.586 [-] 293.0K
Slit diameter D 0.085 [-] 2.0 mm
Distance from the leading edge x,. 3.614 [-] 85.00 mm
Inlet pressure ratio p./poo (case A) 1.1 [-] 0.145 bar
Inlet pressure ratio p./poo (case B) 2.2[-] 0.308 bar
Inlet pressure ratio p./poo (case C) 3.3[-] 0.462 bar
Cooling gas temperature 7, 0.586 [-] 293.0K
Ny XN, 5,000 x 2,125 [points]

Ax 0.68 - 1073 []

Ayo— Ayy 0.10-1073 —1.56- 1073 []

At 0.11-1073 []

Yo~ Ym —0.085 —0.75 [-]

X0 — XN, 2.525—5.94 [—]

2.4 Parallelization

The NS3D code uses a hybrid parallelization of both MPI (domain decomposition
in streamwise and wall-normal direction) and OpenMP (spanwise direction, if
applicable). A performance comparison of the explicit, sub-domain compact, and
compact scheme is shown in Fig. 6. It illustrates the speedup and parallel efficiency,
respectively, for a strong and weak-scaling test with 512 MPI tasks in streamwise
direction. The term strong scaling refers to simulations, where the total domain
size remains constant, whereas the domain size per processor is decreasing with
increasing number of processors. For the weak scaling the total domain size
increases, whereas the domain size per processor is kept constant. The speedup
is defined as SU = ty/t,. Here, f; is the reference time for a run with 32 MPI
tasks (one compute node) and ¢, refers to the computational time using n MPI
tasks. The parallel efficiency is given as E = fy/(n t,). As mentioned above
processor idling occurs, when compact finite differences are used, due to the use of
the Thomas algorithm. For a large number of MPI tasks this results in significant
performance losses. In contrast, using the sub-domain compact or the explicit
scheme a high parallel efficiency is obtained. Due to cache effects a super-linear
speedup is observed for the strong-scaling test.

For the present simulations (cf. Sect. 2.3) a specific CPU time (time per time step,
grid point, and CPU) of 14.9 s is measured when using the compact scheme. For
the sub-domain compact scheme the specific CPU time reduces to 7.9 us. Since no
tridiagonal set of equations has to be solved for the explicit scheme the specific CPU
time further reduces to 5.8 js.
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3 Numerical Results

The explicit, sub-domain compact, and compact finite-difference schemes are
applied to the wall-parallel cooling-gas injection problem. If not stated otherwise,
the results of the sub-domain compact scheme are presented.

Figure 7 illustrates a Schlieren-type visualization of cases A—C using the
computed density gradient | 77 p| = +/(9p/dx)? + (dp/dy)?. The wall-normal
velocity distribution is shown in Fig. 8. Due to the relatively low pressure at the
channel inflow for case A, a weak expansion of the boundary-layer flow can be
observed for y/D > 0. This is indicated by the slightly negative wall-normal
velocity component. In contrast, cases B and C are characterized by a shock wave
emanating from the trailing edge of the splitter plate (positive wall-normal velocity
component) for y/D > 0. Due to the high pressure within the cooling channel,
an expansion of the cooling gas occurs for x/D > 0 and y/D < 0, leading
to a defection of the boundary-layer flow. Within the cooling-gas layer a wave
train develops. The trailing-edge expansion wave is reflected at the lower wall and
converted into an oblique shock wave. The latter is a again reflected at the shear-
layer edge and converted into an expansion wave. The characteristic wave pattern
depends on the channel-inflow pressure. For case C a self-excited unsteadiness
develops, showing vortical structures in the shear-layer region.

A snapshot of the shear-layer vortices is shown in Fig. 9. They are visualized by
means of numerical Schlieren and spanwise vorticity w, = (dv/dx) — (du/dy). The
vortices originate from the upper side of the splitter plate, where an unsteady recir-
culation region develops. Apparently, the vortices are a mixture of the early-stage
mushroom-shaped Rayleigh-Taylor instability mainly based on density gradients,
and the early-stage wave-like Kelvin-Helmholtz instability governed by shear, i.e.
velocity gradients.
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Fig. 7 Snapshot of the Schlieren-type visualization for cases A—C. The insets are illustrated in
Figs. 9 and 11, respectively. The red dot indicates the position of the time signal presented in Fig. 10
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Fig. 8 Snapshot of the wall-normal velocity distribution for cases A—C. The black solid line
indicates the splitter plate
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Fig. 9 Snapshot of the shear-layer vortices for case C visualized by means of numerical
Schlieren (a) and spanwise vorticity (b)
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Fig. 10 (a) Temporal evolution of the wall-normal velocity component for case C at position
x/D =7Tand y/D = 0.25 (cf. red dot in Fig. 7). (b) Downstream development of the maximum
(over y) u-velocity for the vortex-shedding frequency of case C

Figure 10a shows the temporal evolution of the wall-normal velocity component
at position x/D = 7 and y/D = 0.25. The position is indicated by the red dot in
Fig.7. A dominant frequency of 280kHz can be identified for the vortex shedding.
The streamwise development of the maximum u-velocity (over y) for this particular
frequency is illustrated in Fig. 10b. A significant increase is observed at the trailing
edge of the splitter plate indicating that the instability originates from this region.

The impingement region of the trailing-edge expansion wave for case C is
presented in Fig. 11. It illustrates a snapshot of the small, unsteady separation
bubble developing at the lower wall. The fluid is strongly accelerated and, thus,
the gradients at the wall are increased. As the wall-normal resolution is decreased
by a factor of 5, wiggles appear (Fig. 11b) without additional filtering. Using the
explicit scheme the simulation even blows up, which indicates that it is slightly
less robust than the (sub-domain) compact scheme, where the computation was
completed successfully. Keep in mind that the boundary treatment is different with
the explicit scheme: Two more points near the wall have to be computed by special
finite-difference stencils without biasing and, thus, numerical damping.

The Mach number and temperature distribution for cases A—C is shown in
Figs. 12 and 13. Due to the strong expansion wave emanating from the splitter-
plate edge for cases B and C, the temperature of the cooling gas decreases, while
simultaneously the Mach number increases for x/D > 0. This is also illustrated
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Fig. 11 Snapshot of the unsteady separation bubble for case C visualized by means of streamlines
and numerical Schlieren. (a) Standard resolution in wall-normal direction Ay,.s, (b) Ay = 5Ay,,
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Fig. 12 Snapshot of the Mach number distribution for cases A-C. The black solid line indicates
the splitter plate and the black dashed line represents the boundary layer thickness § = 0.99uoo
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Fig. 13 Snapshot of the temperature distribution for cases A—C. The black solid line indicates the
splitter plate

in Fig. 14, where the u-velocity, density and temperature profiles at x/D = —4
and x/D = 10 are shown, respectively. The profiles of case C are averaged in time
over five fundamental periods. As mentioned above the Mach number cannot exceed
unity within the channel with the used setup. Since the temperature is also nearly
fixed (isothermal walls, constant cooling-gas temperature at the channel inflow),
the maximum u-velocity within the cooling channel is approximately the same for
all cases. However, the density increases resulting in an increasing mass flux as
the channel-inflow pressure is increased. Figure 14 also contains the results for
the explicit and compact scheme. All curves show a perfect agreement. Negligible
differences can be observed for case C in the region of the unsteady shear-layer
(position x/ D = 10).

Figure 15 illustrates the instantaneous u-velocity, density and temperature
profiles of case C at x/D = 10 for the explicit, sub-domain compact, and globally
compact scheme, respectively. In contrast to the time-averaged profiles presented
in Fig. 14 the local results within the unsteady shear layer can differ, especially
between the explicit and the (sub-domain) compact scheme due to different phases at
the sensing station caused by the differing uncontrolled numerical background noise
serving as the seed for the developing structures. Note that the smooth distribution
for —0.8 < y/D < 0.3 for the explicit scheme is a consequence of not cutting
through a vortex. Globally, the results are the same as can be seen from Fig. 16.
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Fig. 15 Snapshot of the u-velocity, density and temperature profiles for case C at x/D = 10 for
the explicit, sub-domain compact, and compact scheme

The downstream development of the pressure along the centerline of the cooling
channel y/D = —0.5 is presented in Fig. 17a. Again, the results for case C are
averaged in time over five fundamental periods. The figure illustrates that cases B
and C are underexpanded, since the pressure at the end of the orifice is much
higher than the pressure of the surrounding boundary-layer flow. For case A a
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Fig. 16 Snapshot of the temperature distribution for case C for the explicit, sub-domain compact,
and compact scheme
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Fig. 17 Downstream development of the pressure along the channel centerline (a) and of the
temperature gradient at the wall (b). The results for case C are averaged in time over five
fundamental periods

matched flow condition is observed. The temperature gradient at the wall (37 /9y)|,,
is shown in Fig. 17b. The quantity is directly proportional to the wall-heat flux
q = —A(3T/dy)|w, where A is constant for all cases, since isothermal walls are
used. Negative values of (d7/dy)|,, indicate a heat flux from the wall into the
fluid, which means that wall is cooled. This is observed for cases B and C in the
impingement region of the expansion wave. In general, increasing the channel-
inflow pressure results in an underexpanded cooling-gas injection, which leads to a
decrease of the cooling-gas temperature. Thus, the wall-heat flux decreases, which
is beneficial in this respect.
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4 Conclusions and Outlook

Film cooling in a generic laminar supersonic boundary-layer flow with external
Mach number 2.6 and zero streamwise pressure gradient is investigated by means of
direct numerical simulations. The cooling film is generated by wall-parallel cooling-
gas injection through a backward facing step, where air is employed as hot and
cooling gas.

Three cases with different channel-inflow pressure ratios are analyzed resulting
in matched and underexpanded cooling-gas injection scenarios. For the underex-
panded flow condition a characteristic supersonic wave pattern can be observed.
Due to the expansion of the cooling gas, the main flow is deflected and an
oblique shock is generated at the trailing edge. Within the cooling-gas layer a wave
train develops. The expansion wave is reflected at the wall and converted into an
oblique-shock wave. Due to the cooling-gas expansion, the cooling-gas temperature
decreases significantly and the Mach number increases. The characteristic wave
pattern depends on the channel-inflow pressure. For the case with the highest
channel-inflow pressure ratio an undesirable, eventually film dissolving, self-excited
unsteadiness develops, showing vortices in the shear-layer region. They are a
mixture of wave-like Kelvin-Helmholtz structures (based on velocity gradients) and
mushroom-like Rayleigh-Taylor vortices (governed by density gradients).

The applied numerical scheme is based on finite differences. Using compact finite
differences tridiagonal sets of equations have to be solved employing the pipelined
Thomas algorithm in order to compute various spatial derivatives. In contrast to the
NEC-SX8/9 vector machines with few, powerful compute nodes the solution of this
tridiagonal system turned out to be a major bottleneck on the massively parallel
Cray-XEG6 system when using a large number of MPI tasks. Hence, in order to
avoid processor idling fully explicit and sub-domain compact finite differences are
implemented. The solution of the tridiagonal set of equations can now be obtained
separately for each sub-domain, or even becomes obsolete in case of the explicit
finite differences. This results in a high parallel efficiency for a large number of MPI
tasks and, thus, a significant decrease of compute time. The numerical results for the
wall-parallel cooling gas injection showed a very good agreement between the three
different finite-difference schemes, if all give a solution. The compact scheme is
much more robust and can be used with a somewhat coarser grid. Thus, the sub-
domain compact scheme is our method of choice.

Future investigations will account for main flow turbulence and 3-d cooling
channels, and are aimed at identifying ineffective cooling setups. If the domain
decomposition in streamwise and wall-normal direction of the present 2-d simu-
lations is kept constant (2,500 MPI tasks), and if all 32 cores on each compute
node are then used for OMP communication in spanwise direction, a total amount
of 80,000 cores would have to be used. This corresponds to roughly 70 % of the
whole system and, thus, a computation would be difficult due to long queuing times.
Therefore, only four OMP threads will be used, which, according to Fig. 18, results
in the best performance for the NS3D code. The figure illustrates a comparison of
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Fig. 18 MPI vs. OMP communication on one single compute node for a 3-d test problem with a
total domain size of 320(x)x 100(y)x 128(z), 2,000 time steps. *Mixed MPI/OMP communication
using 160(x) x 100(y) x 128(z) grid points per MPI task. **Pure MPI communication using
10(x) x 100(y) x 128(z) grid points per MPI task

OMP versus MPI communication, where a given three-dimensional test problem
with 320(x) x 100(y) x 128(z) grid points is distributed on one compute node
using pure MPI or mixed MPI/OMP communication. Note that the case with
pure OMP communication could not be computed due to memory problems. The
figure demonstrates that the best performance is obtained for a mixed MPI/OMP
distribution with eight MPI tasks and four OMP threads, respectively, probably
due to the NUMA-node architecture. However, using more OMP threads is just
marginally slower indicating that the use of 16 or even 32 OMP threads is viable.

Due to geometrical requirements it is also planned to implement a domain
decomposition in spanwise direction using MPI communication. Furthermore, the
sub-domain compact approach is going to be applied to the numerical filtering
procedure in streamwise and wall-normal direction allowing to reduce the spatial
resolution, and eventually leading to less costly large-eddy simulations where
appropriate. Here, also a tridiagonal set of equations has to be solved, since a
compact filter of 10th-order is used [17].
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Large Scale Numerics Uncovering New States
of Matter
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Abstract While in condensed matter systems the constituents are well known,
namely electrons, neutrons and protons, their interplay may give rise to unexpected
states of matter. In this contribution we concentrate on strongly correlated electrons
in one dimension driven out of equilibrium. This requires in principle, the solution
of Schrédinger’s equation dealing with a space of states, whose dimension increases
exponentially with the number of electrons. Implementing an algorithm that requires
only polynomially increasing computational resources, namely the time-dependent
density matrix renormalization group (t-DMRG), we show that an electron injected
into the system, fractionalizes in several portions, some of them carrying charge but
no spin, and others carrying the spin and partial charge, in spite of the electron being
an elementary particle in isolation. The characterization of such a fractionalization
of charge and spin was made possible by the access to HPC plattforms with large
Memory processors.
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1 Introduction

Condensed matter systems are composed of very well known particles, namely elec-
trons, protons and neutrons. Furthermore, their physical properties are determined
solely by the Coulomb interaction. In spite of this apparent simplicity, condensed
matter systems display an enormous spectrum of physical phenomena, like super-
conductivity, superfludity, and magnetism. In recent years, new phenomena like
supersolidity [1] and superconductivity in iron compounds [2], and new states of
matter like non-abelian states [3], topological insulators [4], or spin liquids [5],
together with electronic systems in one dimension [6] became the center of attention
in the discussion of exotic forms of matter [7].

In this contribution we concentrate on one-dimensional (1D) quantum systems,
where recent experimental advances allowed to access phenomena like spin-charge
separation and charge fractionalization [6]. At low energies these systems are well
described by the Luttinger Liquid (LL) theory [8] that predicts two independent
excitations carrying either only charge (holons) or only spin (spinons) and prop-
agating with different velocities, and hence, spin-charge separation. Experimental
evidences of its existence have been observed in quasi-1D organic conductors [9],
semiconductor quantum wires [10], and quantum chains on semiconductor sur-
faces [11]. The LL theory also predicts the fractionalization of injected charge into
two chiral modes (left- and right-going) [12], a phenomenon recently confirmed
experimentally [13]. Along the experimental advances also theoretical progress
was recently achieved pertaining extensions beyond the LL limit by incorporating
nonlinearity of the dispersion, leading to qualitative changes in the spectral function
[14-16] and relaxation processes of 1D electronic systems [17].

Here we review work where we showed that fractionalization of charge and spin
beyond the forms described by LL theory takes place when a spin-1/2 fermion is
injected into a strongly correlated 1D system, namely the 7-J model [18]. By study-
ing the time evolution of the injected wavepacket at different wavevectors k, using
time-dependent density matrix renormalization group (t-DMRG) [19, 20] different
regimes were obtained. When k is close to the Fermi wavevector kg, the known
features from LL theory like spin-charge separation and fractionalization of charge
into two chiral modes result. On increasing k, a further fractionalization of charge
and spin appears, in forms that depend on the strength of the exchange interaction J
or the density 7. Their dynamics can be understood at the supersymmetric (SUSY)
point J = 2¢ in terms of charge and spin excitations of the Bethe-Ansatz solution
[21, 22]. For the region of the phase diagram [23, 24], where the ground state
corresponds to a repulsive LL, two qualitatively different regimes are identified:
one regime with v; > v, and another where vy < v.. Here v.(y) is the velocity
of the excitations mainly carrying charge (spin). For vy > v, and k > kp the
spin excitation starts to carry a fraction of charge that increases with k while v,
corresponds to a wavepacket carrying only charge. For vy < v, and k > kp the
situation is reversed and the fastest charge excitation carries a fraction of spin that
increases with k while the wavepacket with vy carries almost no charge, i.e. in this
case spin fractionalizes.



Large Scale Numerics Uncovering New States of Matter 131
2 Model and Algorithms

The Hamiltonian of the 1D ¢-J model is as follows,
I 1
H=—t ; (ciT.,aCi+l,U + h~C~) +J Zl: (Si - Siy1— Znini+l) , (D

where the operator c - (Ci o) creates (annihilates) a fermion with spin 0 =1, | on
the site 7. They are not canonical fermionic operators since they act on a restricted
Hilbert space without double occupancy. S; = ZIT «OapC; 8 is the spin operator and

n; = clT +Ci o 18 the density operator.

We study the time evolution of a wavepacket, corresponding to a fermion
with spin up injected into the ground state, by means of t-DMRG [19, 20], that
extends the DMRG method [25, 26] originally developed for the ground-state of
quasi-one dimensional systems in equilibrium, to the solution of the time dependent
Schrodinger’s equation. A review of the original method and later advances can be
found in review articles by U. Schollwock [27,28].

The state of a gaussian wavepacket |) centered at x, with width A, and average

momentum ky, is created by the operator w; applied onto the ground state |G):
¥) = ylIG) = Zw, &hG), )

with
¢ = Ae_(xi_x())z/ZAxeik()Xi' (3)

A is fixed by normalization. The time evolved state | (7)) by the Hamiltonian
(1) determines the spin (s) and charge (c) density relative to the ground state as
a function of time 7 measured in units of 1/¢ (A = 1),

P (Xi. T) = (Y (Dnia|¥ (1)) — (Gnia|G). “

where @ = s, ¢, njc = n;4 +n;,and nj; = n;4 —n; . Most of the numerical results
were carried out on systems with L = 160 lattice sites, using 600 DMRG vectors
(this translates into errors of the order of 107 in the spin and charge density up to
times of 50/¢) and A, = 5 lattice sites (which corresponds to a width Ay ~ 0.067
in momentum space).

3 Results

We discuss first the time evolution of a wavepacket at the SUSY point J = 2¢, since
here we will be able to identify the different portions in which the wavepacket splits
on the basis of the Bethe-Ansatz solution.
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Fig. 1 Time evolution of
pe(x;, ) for a wavepacket
initially at x = 0, with
momentum k = 0.7, at
density n = 0.6, and J = 2¢.
Charge fractionalizes into
four wavepackets, one to the
left(Py) and the rest(P,, Ps,
Py) to the right. Py and P;
have the same charge and
speed but opposite velocities

Time

Space

Figure 1 shows the time evolution of p.(x;, 7) for a density of n = 0.6 (n =
N/L, with N the number of fermions). The momentum of the injected fermion is
k = 0.7m, i.e. midway between kr = 0.37 and the zone boundary. The charge (i.e.
pc) splits into four fractions, one portion traveling to the left and the rest doing so to
the right. A splitting into chiral modes is expected in the frame of LL theory [12],
where for an injected right-going fermion, a splitting Qé,i) = (1 £ Ky)/2 (where
K, is the so-called LL parameter and ‘+’ (‘—’) corresponds to the right (left)
propagating part) is predicted. The amount of charge (i.e. the integral of the
wavepacket over its extension) corresponding to the portion denoted P; is Qﬁ_)
~ 0.1 which agrees well with the prediction of LL theory, since for the parameters
in this case, K. ~ 0.8 [24]. However, at long enough times, a further splitting of
the right-going charge is observed (wavepackets P; with i = 2,3, 4), beyond the
prediction of the LL theory.

Figure 2 displays both p. (x;, 7) (full line) and p,(x;, v) (dashed line) for different
values of the initial momentum of the injected wavepacket. The arrows indicate the
direction of motion of each packet. As opposed to p., ps does not split. In an SU(2)
invariant system K; = 1 [8], and hence QAE_) = 0, i.e. no left propagating part is
expected for the spin density. Moreover, part of the charge (P4) is accompanying the
spin, such that spin-charge separation does not appear to be complete. The amount
of charge accompanying the spin increases as the momentum of the injected fermion
approaches the zone boundary. These results make already evident that injecting a
fermion at a finite distance from the Fermi energy leads to fractionalization of charge
beyond the expectations from the LL theory.

In order to understand the new forms of fractionalization that go beyond the LL
frame, we consider the excitations corresponding to one-particle addition processes,
whose energies can be obtained from the Bethe-Ansatz solution [16, 29]. When
adding an electron with momentum k, the single particle excitation energy is given
by w(k) = —e.(q.) — €5(qs), where €.(q.) and €,(gy) are the dispersion relations
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Fig. 2 Charge (p. (x;, ©), full line) and spin (p; (x;, 7), dashed line) densities for J = 2t,n = 0.6,
at time v = 40, for different values of the momentum of the injected fermion

of the excitations for charge and spin, respectively, and the momenta are related to
the momentum of the incoming particle as follows: k = +2kp — g, — g5, where
g € [=qFc. qrc, and g5 € [—qFs, qFs), wWith gre = 7w — 2kF and gry = 7 — kF the
pseudo-Fermi momenta for the excitations for charge and spin, respectively [22].
Figure 3 displays the velocities obtained from t-DMRG for the different wave-
packets (symbols) compared to those obtained from Bethe-Ansatz (full lines), as
a function of the momentum of the injected fermion. The velocity of each P; is
extracted by measuring the position of the maximum of the packet at the most
convenient time, i.e., at that time where we can resolve P; and the spreading of one
packet does not destroy the other packets. The wavepackets P; (triangles) and P
(squares) have opposite directions, but the same speed and charges Qé_) o~ Qg—) ,
where the charges for the (4) branch are labelled by an index corresponding to the
respective wavepackets. The velocity of the wavepacket Py (circles) agrees almost
perfectly with the one corresponding to spin excitations. Its determination is best
since it is the fastest wavepacket, such that it can be easily discerned from the rest.
The velocity of the remaining wavepacket, P, (diamonds), is more difficult to assess,
since it overlaps at the beginning with other ones. Nevertheless, its velocity closely
follows the one of charge excitations. The wavepackets just described deliver a
direct visualization of the excitations appearing in the Bethe-Ansatz solution, where
only two different kind of particles are involved: the ¢ and s pseudoparticles with
their associated bands. The excitation associated with spin involves one hole in the
¢ band with fixed momentum ¢r, and one hole in the s band with momentum g,
where q; = £2kFr — qr. — k [22]. In fact, the velocities of P and P; correspond to
the group velocity at both pseudo-Fermi momenta +¢p.. Furthermore, as shown in
Fig. 3, the velocity of those fractions is independent of the momentum of the injected
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Fig. 3 Full lines: derivatives v, (k) = 0d¢, (k)/0k of the dispersions obtained by the Bethe-Ansatz
solution. The symbols correspond to the velocities of the different wavepackets identified in Fig. 2:
triangles(Py), diamonds(P,), squares(P3) and circles(Py). The orange horizontal lines stand for
the Fermi velocity vp, = de.(qr.)/dq given by the Bethe-Ansatz solution

fermion, in agreement with the picture given by Bethe-Ansatz. The dispersion of
the hole in the s-band gives rise to the velocity displayed by the red line in Fig. 3.
Similarly, the ¢ line (black line in Fig. 3) involves one hole in the s band with fixed
momentum ¢g, and one hole in the ¢ band with momentum ¢, determined in terms
of k by g = £2kr — qrs — k. Using the same argument as for the s line we can
associate the P, packet (diamonds) with the ¢ pseudoparticle. However, in this case
we cannot observe wavepackets associated with spin and velocities corresponding
to the group velocity at the pseudo-Fermi momenta +¢g,. We understand this as due
to the fact that K; = 1, by analogy to what we observe in the K, = 1 case. On the
SUSY point this case is reached in the limit of vanishing density, where the system
can be described by a Fermi gas. Hence, fractionalization is absent in this limit.
Next we depart from the SUSY point and examine how fractionalization takes
place in the region of the phase diagram where the ground state corresponds to a LL
with K. < 1. As shown in Fig. 4, essentially the same features are observed as at the
SUSY point both for J > 27 and J < 2¢. In all the cases shown in Fig. 4, where the
velocity of spin excitations (vs) remains higher than that of charge excitations (v.)
in most parts of the Brillouin zone, spin does not fractionalize, as opposed to charge,
so that the interpretation derived from Bethe-Ansatz remains valid over an extended
region of the phase diagram: charge splits into four portions of which one travels
with the spin wavepacket, and two have the same speed but opposite group velocity
which does not depend on the momentum of the injected fermion. It is tempting to
assign those excitations to states at a pseudo-Fermi surface for charge excitations.
In summary, we have shown through the time evolution of an injected spin-
full fermion onto the #-J model, that charge and spin fractionalization occurs
beyond the predictions of the Luttinger liquid theory. A comparison with results
from Bethe-Ansatz allowed to identify charge and spin excitations that split into
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Fig. 4 Fractionalized wavepackets for different values of J/¢ away from the SUSY point, at a
density n = 0.6. As in the SUSY case, charge fractionalizes into four pieces, while spin does not,
and carries an appreciable amount of charge

components at high and low energies. The components at high energy reveal the
dispersion €, and €, of charge and spin excitations, respectively. The components at
low energy have a velocity that does not depend on the momentum of the injected
fermion and are very well described by states at the pseudo-Fermi momenta of
the charge excitation. This picture can be extended to a wide region in the phase
diagram of the 7-J model as long as the ground state corresponds to K, < 1, and
vy > V.. In this region fractionalization is observed only in the charge channel.
However, for v, > v;, a region that develops for J/¢ below ~1.5, the spin density
shows fractionalization [18]. All over, the fastest excitation is accompanied by
the complementary one, such that spin-charge separation is for them only partial.
The other fractions present an almost complete spin-charge separation.
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Towards Simulation of Electrodialytic Sea Water
Desalination

Kannan Masilamani, Jens Zudrop, and Sabine Roller

Abstract Electrodialyis is a process engineering technique in which electro-
chemical potentials are used to separate different substances. It has been used in a
couple of engineering application areas for many years already. Recently, sea water
desalination by an electrodialytic process became of interest, as the concept offers
a very efficient way for the generation of drink water from sea water. Although
this way of drink water generation is known to be energetic efficient, the basic
mechanisms in a desalination plant are not well known. In this paper we describe
our approach to integrated, multiphysics simulation of such a process. We focus
on the hydrodynamic part of a desalination stack and present a scalable simulation
environment for mass transfer and hydrodynamics by means of a multicomponent
Lattice Boltzmann method. Performance measurements on state of the art for
realistic simulation setups on supercomputers are presented.

1 Introduction

Scarcity of drink water is a continuously growing problem in many country sides.
For this reason desalination of sea water is attracting a lot of notice in the last
years. A number of different process engineering techniques have been developed
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Fig. 1 Simplified structure of a desalination stack in two dimensions. A periodic arrangement
of anion-exchange-membrane (AEM), diluate channel, cathion-exchange-membrane (CEM) and
concentrate channel is embedded between anode and cathode. The sea water is fed in the diluate
channel. After removing the ions, drink water can be extracted at the end of the diluate channel

to achieve the production of drink water from sea water. However, in addition to the
drink water production itself economical aspects are of great importance, especially
as prices for fossile energies are also continuously growing. From that point of view,
process enegineering techniques with the highest energetic efficiency are a desired
goal.

In the last years electrodialysis became a potential candidate for an efficient
sea water desalination process. A conceptual structure of a electrodialysis stack is
shown in Fig. 1. It consists of a periodic arrangement of anion-exchange-membranes
(AEM), diluate channel, cathion-exchange-membranes (CEM) and concentrate
channels. The stack is surronded by anode and cathode. AEM and CEM are
semi-permeable membranes which allow only anions/cathions to pass through the
membrane. By the electric potential (due to the voltage drop between anode and
cathode) the ions of sea water, fed in the diluate channel, start to separate and move
through the semi-permeable membranes, AEM and CEM respectively. After the
separation of ions from sea water, desalinated water can be extracted at the end of
diluate channel. To produce water that is drinkable by humans, sea water has to
pass the desalination stack several times before the amount of salts is reduced to a
acceptable level.

From the technical point of view, some additional complications arise. To
stabilize the fluid channels (i.e. diluate and concentrate channel) mechanically,
additional spacer structures have to be added to the channels. This strucutre is
an interwoven mesh which allows the water to pass through the channel, while
separating the membranes next to the fluid channel. Figure 2 shows a potential
structure of such a spacer.
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Fig. 2 Structure of a spacer utilized to stabilize the fluid channels of the spacer stack mechanically.
The structure of this spacer has a significant impact on the total energy consumption of the stack

The energy consumption of the system in mainly influenced by two aspects:

* Energy consumption of pumps to press the sea water through the desalination
stack

» Electric energy consumption to sustain the electric potential across the desalina-
tion stack

The first point is mainly influenced by the structure of the spacer geometry, as
the structure (and the inflow parameters like Reynolds number) determine the
pressure loss along a fluid channel and therefore the necessary work of the pumps.
Furthermore, the structure of the spacer influences the mixing of sea water in the
channel and may increase or decrease the ion separation process in the channel.

In this paper we focus on efficient simulations of the mass transport and
hydrodynamics in the spacer filled fluid channel by means of a Lattice Boltzmann
method. The paper is organized as follows: In Sect. 2 we describe the mathematical
model together with the Lattice Boltzmann model we used for the numerical
simulations. In Sect.3 we describe our Octree based implementation. Section 4
shows performance results on modern, state of the art HPC systems for realistic
simulation setups. We conclude in Sect. 5 and give an outlook to future work in this
research area.
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2 Liquid Mixture Modelling

The physical processes in the spacer filled fluid channels mainly two phenomena:

* Mass transport, with external driving forces due to the electric potential
¢ Hydrodynamics at low Mach number (i.e. in the incompressible regime)

Our partial differential equation based model is based on a momentum equation for
the mixture of water and ions (i.e. u represents the velocity field of the mixture)

u+ w-VYu=Vp+vAu+ F (1)

and an additional mass transport equation for each substance (where n; denotes the
number density of substance i and w the molar averaged velocity of the mixture)

B,fn,- +Vn,w= —VJl‘ (2)

modelling the behavior of each substance with respect to the mixture reference
frame. The model is closed by the so-called Maxwell-Stefan model for the diffusive
fluxes J;. The Maxwell-Stefan diffusion

1
Vi + F =Zm(XiJ1—X1Ji) 3)
1#i ’

determines the interaction of the different substances with each other and takes
into account chemical and electrical potentials. We used the following variables in
the Maxwell-Stefan formulation: The molar concentration y; for substance i, D;;
the diffusivities between species i and / and n the total molar concentration of the
mixture. External driving forces for the mixtures or each substance separately are
taken into account by F or F; respectively.

The upper equations are relatively complex due to its nonlinear behavior and the
fact that the number of partial differential equations is proportional to the number
of species in the system. Furthermore, the spacer geometry is complex. Due to this
reasons Lattice Boltzmann methods are a potential candidate for such simulation
tasks. The next chapter briefly describes the Lattice Boltzmann model which we
used for the simulations.

2.1 Lattice Boltzmann Mixture Modelling

Lattice Boltzmann Methods (LBM) are gas kinetic methods used to simulate
the behavior of incompressible fluids. The methods can be seen as a particular
discretization of the Boltzmann equation by integration along the characteristics,
restriction to a lattice with integer positions (i.e. x,x + 1,---) and restriction to a
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finite number of velocities in phase space (e.g. cx with k = 0, --- , 8 for the D2Q9
model). The usual LBM formulation (for a single substance) is given by:

fitx + et + 1) = filx,t) + A (0 0) = fu(x, 1)

C

N

f¢ represents the equilibrium distribution. Due to the structure of the LBM it can
be subdivided into a collision and streaming step, i.e. C and S. The moments of f
are related to the macroscopic fluid variables, e.g.

u= chfk.
k

The incompressible Navier-Stokes equation is recovered in the asymptotic limit of
vanishing grid size. The so-called relaxation parameter A is directly related to the
fluid’s kinematic viscosity v.

In case of a mixture of multiple substances the Lattice Boltzmann method
recovering Eqs. 1-3 becomes more complex. The model is based on [2, 3] and
considers a probability density function £ for each substance i. The interaction of
the different substances is taken into account by a modified eqilibrium distribitution
function £7¢?. On the continuous level the model for substance i reads

I fil (6. 0) + e - Vi il (x,1) = A (f1 = £) )

The equilibrium function is given by

e 1 i, 1 i *)\2 ik
fkqzwkpk(s,k+¥(ck-u*)+2—c?(ck-u*) ——(u*-u*)) 3)

and the modified velocity u'** of species i by
. . B;;

=+ — i — U 6

u u E/ g P (w —ui) (6)

For further details and tuning of the constants in the upper equilibrium and the
velocity u'* we refer again to [2]. This kinetic scheme is able to resolve mass
transport and hydrodynamics at the same time in a single scheme, while keeping
the simple structure of a stream and collide algorithm.

A discretization of the upper continuous equation can be achieved by integration
along the characteristics. At the end an explicit algorithm (similar to the original
stream and collide mechanism) can be obtained. For further details we refer to [3].
However, when compared to the “usual” Lattice Boltzmann model there is one

major difference. In each collision step a cell local linear equation system has to be
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Fig. 3 Quadtree with breadth-first numbering scheme for the elements (left) and its tree represen-
tation with space-filling curve linearization of the leaf elements (right)

solved (to obtain the macroscopic velocities). It should be emphasized that the linear
equation system is well-posed, its size corresponds to the number of substances and
can be solved within each element alone. Therefore, this step has no negative impact
on the scalablity of the method.

The next section describes the Octree based computational framework on which
our implementation of the upper method is based.

3 Octree Based Simulations

As pointed out in the previous section, Lattice Boltzmann methods rely on a
cartesian voxelization of the computational domain. Our implementation relies on
an Octree representation of the mesh [1]. We equip the hierarichal datastructure
with a breadth-first numbering scheme for the elements and a linearization of the
elements by a space filling curve. A two-dimensional quadtree with the breadth-first
numbering is shown in Fig. 3. Please notice, that we store only leaf elements of the
tree (which represent the actual fluid elements of the mesh).

The domain decomposition relies on an equal distribution of elements to the
processes by cutting the linearized list of elements into parts of equal size. It worth
emphasizing that our approach is completely parallel in the following sense: We
avoid &'(p) algorithms (where p denotes the number of processes), instead we rely
on fast alogrithms leading to &'(log(p)). Furthermore, a specific processes does not
require knowledge about all other processes, which would lead to &'(p) memory
consumption. In our current implementation we store the first and last element IDs
(integer) for each rank and all ranks, however this can be easily overcome be making
use of a distributed datastructure, once the memory overhead becomes to large.

A large problem of modern parallel software is often the I0. Most often it is not
scalable enough and might hinder to run very large simulations. In our framework
we achieve a fully parallel IO by using prefix summations with complexity

O(log(p)).
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The features of the Octree based mesh are encapsulated in a library (including
the construction of computing stencils, neighbor element search and build up of
communication patterns), such that the Lattice Boltzmann solver is focussing on
implementations of method specific routines. The performance of our multicompo-
nent Lattice Boltzmann solver is presented in the next section.

4 Performance and Applications

This section describes the performance of Musubi with complex spacer geometry
on the Cray XE6 system Hermit at HLRS. The Hermit system provides of 3,552
computing nodes with AMD Interlagos on two sockets where each socket has 16
cores resulting in 32 cores per node. For our performance analysis, up to 1,024
computing nodes or 32,768 cores are used. Only MPI parallelism is considered
here. Both, intranode and internode performance are measured i.e. performance
within a single node (up to 32 cores with as many MPI processes) and between
multiple nodes. For scaling analysis, the problem size is increased from a single
spacer element length of 0.2 cm (Zoomed part in Fig. 2) with 66,000 elements to the
laboratory scale spacer length of 20 cm with 66 million elements. In the width of
this channel slice, a periodic boundary is assumed.

In Lattice-Boltzmann codes the measurement of the lattice updates per second
is commonly used to compare the performance. This number of lattice updates per
second (LUPs) will be used in the following presentation, as it provides a direct
estimation on how long a given simulation, that requires a certain number of lattice
nodes and time step updates will take. We represent the behavior of the code in
terms of performance per execution unit, that is per node or per core, to get a clearer
impression of the performance independent of the number of used execution units.
An ideal parallel execution is expected to just replicate the serial behavior on each
execution unit. However, the execution performance is influenced by cache usage,
non-computational implementation overheads, vector lengths, communication times
and so on.

Our solver framework ensures almost perfect computational load balancing with
the help of space-filling curve i.e. there is at most single element difference between
the partitions. However, due to the irregular domain and the large number of walls in
spacer filled channel, the communication surface between different processes might
vary drastically, resulting in a large imbalance of communication costs. The effect
of this load imbalance can be noticed in the performance map shown in Fig. 4b with
arelatively high performance drop for smaller domains per node.

First, the performance runs of the single-fluid and multi-species LBM are
performed using a single node with 32 cores, depicted in Fig.4a. In both models
aD3Q19 layout with a BGK-like collision operator is used. Streaming and collision
steps are solved at each time step for both models. However, the multi-species
LBM model used in this work requires the solution of an additional cell local
linear equation system, increasing the required number of floating point operations
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Fig. 4 Full node performance of single fluid and multi-species LBM model with spacer struc-
turelntranode (a) and internode (b) perfromance map with spacer structure

per lattice update. The single fluid solver requires only about 150 floating point
operations, while a simulation with 3 species requires with 850 operations more
than just a factor of 3 more operations.

In our LBM solver, instead of communicating all probability density functions
on the communication surface between the processors, only the required links of
probability density functions are communicated. This reduces the MPI buffer size
and bandwidth driven communication times. In Fig.4a, We cannot see the cache
region since smallest problem size i.e. single spacer element with 66,000 elements
is above cache limit. The Hermit system has a theoretical peak performance of 294.4
GFLOPS per node. We achieved a sustained performance of roughly 4.2 % on a full
node with single-fluid LBM and 7.2 % with multi-species LBM.

The internode performance map is shown in Fig. 4b with problem size per node in
horizontal axis and performance per node in vertical axis for various total number of
nodes. The performance map combines both, weak scaling and strong scaling. Weak
scaling can be measured by the vertical comparison of points between different lines
for the node count i.e. fixing the number of elements per node. The closer the points
are located to each other the better the weak scaling. Strong scaling on the other
hand is not as easily seen in the performance map, but can be derived by moving to
the left when increasing the number of nodes. This reduces the number of elements
per process with increasing node counts, as required by strong scaling with a fixed
overall problem size.

The steep slope after the cache effect in both models Fig. 4b is supposedly due
to load imbalances in the communication times, caused by the walls of the spacer
geometry. This can be explained with the help periodic testcase performance Fig. 5,
where the performance flattens out after the cache effect with a small slope. The
main difference between the two simulations is the exactly balanced communication
effort in the one case and a less than optimal balancing for the complex spacer
geometry. This can be resolved using a dynamic load balancing algorithm to
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Fig. 6 (a) Weak scaling for two different number of elements per node with spacer structure
for different number of nNodes. Ideal weak scaling is a straight line. (b) Strong scaling parallel
efficiency for different problem sizes with spacer structure

distribute the simulation domain on each processor at runtime according to the
actual load.

From Fig. 4b, it can be seen that weak scaling works fine on different process
counts for all problems, that fit into memory down to the cache-sized problems,
where the communication gets dominant and the performance per node drops down
with a steeper slope.

An explicit plot for weak scaling for two different problem size per node is shown
in Fig. 6a. Here, 21,000 elements per node fit into the cache and 63,000 elements is
above the cache limit. Figure shows that weak scaling is almost perfect with only a
small drop in the performance for larger counts of compute nodes.
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A dedicated graph for strong scaling is shown in Fig. 6b with number of nodes
on the horizontal axis and parallel efficiency (%) in the vertical axis. Here, testcases
with problem sizes of roughly 6.6, 10.6, 16.5 and 66.2 million elements are used.
Here, with a problem size of 6.6 million elements, the performance drops from 1
node to 1,024 nodes because the communication dominates the computation. The
peak in the plots defines the problems which fits in the cache. The performance
efficiency of multi-species LBM for large problem sizes with 1,024 nodes is less
than for smaller problem sizes because it did not fit into the cache and is at the local
performance minimum immediately after leaving the cache instead. Hence, to fit the
problem with full spacer length into cache, compute nodes of roughly 2 or 3 times
more than 1,024 nodes are required. Otherwise, the problem size per node should
be increased to gain higher performance levels in the region where the influence of
the communication is negligible.

5 Conclusion and Outlook

In this paper, we presented the multi-species lattice Boltzmann method for liquid
mixture modeling to simulate the transport of ions and mixture in the spacer filled
flow channel in electro-dialytic process. We implemented this model in our lattice
Boltzmann solver framework and presented the performance of our implementation
for mixture with three species flow with complex spacer geometry. The scaling
analysis shows that we can scale up to thousand of cores and can simulate full length
laboratory scale spacer. In the future, we will investigate on the special boundaries
for mixture diffusive fluxes to treat membranes. Regarding the performance, the
dynamic load balancing to reduce communication time will be investigated
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A Regional Climate Model Simulation
for EURO-CORDEX with the WRF Model

Kirsten Warrach-Sagi, Thomas Schwitalla, Hans-Stefan Bauer,
and Volker-Wulfmeyer

Abstract In order to provide high-resolution ensembles and comparisons of
regional climate simulations, the World Climate Research Program (WCRP)
initiated the COordinated Regional climate Downscaling Experiment (CORDEX).
CORDEX is performed in preparation of the fifth assessment report of the
Intergovernmental Panel on Climate Change (IPCC ARS5) (Giorgi et al., WMO
Bull 58:175-183, 2009). Verification runs for CORDEX are performed for most
continents for a 20-year period (1989-2009) driven by ERA-interim data from
the European Centre for Medium Range Weather Forecast (ECMWF). For Europe
(EURO-CORDEX, http://www.euro-cordex.net) an ensemble of regional climate
model simulations from 1989 to 2008 on 0.11°, 0.22° and 0.44° has been completed
in May 2012. The University of Hohenheim contributed to EURO-CORDEX with
a simulation with Weather Research and Forecast (WRF) model on the CRAY XE6
of the High Performance Computing Center Stuttgart (HLRS) of the University of
Stuttgart. The model consists of a spatial grid of 424#412*54 grid cells and is run
with a timestep of 60's on 1,280 processors. Three-hourly output of the atmospheric
and terrestrial variables is written to daily netcdf-files each of the size of 8.5 GB. The
simulations’ set up is described and a comparison of the results to an observational
precipitation data set for Germany is shown.

1 Introduction

The application of numerical modeling for climate projections is an important task
in scientific research since they are the most promising means to gain insight in pos-
sible future climate changes. The quality of the prepared global projections has been
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continuously improved in recent years, enabled by more powerful supercomputers
as well as advanced numerical and physical schemes (e.g. [20, 22, 23]). During the
last two decades, various regional climate models (RCM) have been developed and
applied for simulating the present and future climate of Europe. First of all, the
performance of the RCMs to successfully reproduce the observed regional climate
characteristics within the last decades was extensively assessed. Within the EU
projects ENSEMBLES and PRUDENCE, ensemble simulations of RCMs forced
with ERA-40 reanalysis data were executed and analyzed with a grid resolution of
the order of 50 km [7, 8]. It was found that these models were able to reproduce the
pattern of temperature distributions reasonably well but a large variability was found
with respect to the simulation of precipitation. The performance of the RCMs was
strongly dependent on the quality of the boundary forcing, namely if precipitation
was due to large-scale synoptic events. Additionally, summertime precipitation was
subject of significant systematic errors as models with coarse grid resolution have
difficulties to simulate convective events. This resulted in deficiencies with respect
to simulations of the spatial distribution and the diurnal cycle of precipitation.
Correspondingly, the 50-km resolution RCMs were hardly capable of simulating the
statistics of extreme events such as flash floods. The results of ENSEMBLES and
PRUDENCE are in accordance with a variety of studies of RCMs at the order of 25—
50km (e.g., [1,10,18,19]). Due to these reasons, RCMs with higher grid resolution
of 10-20km were developed and extensively verified, e.g. in southwest Germany
[13, 14]. While still inaccuracies of the coarse forcing data were transferred to
the results, these simulations indicated a gain from high resolution due to better
resolution of orographic effects. These include an improved simulation of the
spatial distribution of precipitation and wet day frequency and extreme values of
precipitation. However, three major systematic errors remained: the windward-lee
effect [13], phase errors in the diurnal cycle of precipitation [3], and precipitation
return values, especially on longer return periods [14]. In order to provide high-
resolution ensembles and comparisons of regional climate simulations, the World
Climate Research Program (WCRP) initiated the COordinated Regional climate
Downscaling EXperiment (CORDEX) has been initiated. CORDEX is performed
in preparation of the fifth assessment report of the Intergovernmental Panel on
Climate Change (IPCC ARS) [15]. Within WRFCLIM_project of the University of
Hohenheim at HLRS a verification run for Europe was performed with the Weather
Research and Forecasting (WRF) model [22] for a 20-year period (1989-2009) on
the NEC Nehalem Cluster at a grid resolution of approx. 12km with CORDEX
simulation requirements. Precipitation and soil moisture results of this simulation
were analysed [16,26] and due to the results in the beginning of 2012 the simulation
was repeated with an updated version of WRF on the CRAY X6 at HLRS. This
simulation was completed in April 2012 and is currently under evaluation e.g. within
the EURO-CORDEX (www.euro-cordex.net) ensemble of regional climate models
(e.g. [25]). In the future regional climate projection runs (1950-2100) will be forced
with the latest global climate model runs (CMIP5 data) in the frame of CORDEX,
which currently become available to the regional climate modeling community.
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Within this context the objectives are to

* Provide high resolution (12 km) climatological data to scientific community

* Support of quality assessment and interpretation of the regional climate projec-
tions for Europe through the contribution to the climate projection ensemble for
Europe (EURO-CORDEX) for the next IPCC (International Panel of Climate
Change) report.

Generally, three forcing conditions for the formation of precipitation in mid-
latitude terrains with complex orography and land-surface heterogeneity can be
distinguished [28]: (1) strongly-forced conditions, e.g., due to the presence of
a surface front; (2) weakly-forced conditions, no surface front but upper-level
instabilities, e.g., due to the presence of an upper-level trough and advection of
potential vorticity; (3) air mass convection: no strongly-forced or weakly forced
conditions, likelihood of convection is increased equivalent to potential temperature
advection in combination with thermally-induced slope and valley flows. The
importance of surface forcing increases from (1) to (3) but, during summertime,
the interaction of all three forcing mechanisms is responsible for the development
of specific convergence lines resulting in a complex distribution of precipitation
([2,6,21], and [28]). The results demonstrated that a substantial increase of forecast
skill can be achieved if the models are operated at convection-permitting resolution
without the need of the parameterization of deep convection. The first downscaling
experiment to the convection permitting scale within WRFCLIM on the NEC
Nehalem Cluster [26] shows, that regional climate modeling benefits from this
resolution, too, as similar systematic errors are present such as the windward-lee-
effect in orographic terrain.

2 Simulation with WRF-3.1.0 on the NEC Nehalem Cluster

The results of this climate simulation with WRF Version 3.1.0 are published by
Warrach-Sagi et al. [26] and Greve et al. [16]. Here a summary of the model set-up
and some results are given. Version 3.1.0 of the WRF model has been applied to
Europe on a rotated latitude-longitude grid with a horizontal resolution of 0.11° and
with 50 vertical layers up to 20 hPa with the land surface model NOAH [4, 5]. The
model domain (red frame in Fig. 1) covers the area specified in CORDEX. ERA-
interim forcing data is available at approx. 0.75°, and WRF was applied, one-way
nested, in a double nesting approach on 0.33° (black frame in Fig. 1) and 0.11°. In an
additional experiment for summer 2007, when the Convective and Orographically-
induced Precipitation Study (COPS) [28] took place, a third domain with 0.0367°
(~4km) resolution was nested into the 0.11° domain (white frame in Fig. 1), and
a convection permitting simulation was performed. The ERA-interim data set is
the latest ECMWF global atmospheric multi-decadal reanalysis using a 6-h 4D-
Var data assimilation system. Dee et al.[9] give a detailed description and analysis.
At the time of the beginning of the CORDEX simulations, ERA-interim data was
available from 1989 to 2008. The WRF simulation was carried out from 1989 to
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Fig. 1 Domain of WRF for CORDEX Europe on a rotated grid with 0.33° (black frame), 0.11°
resolution (red frame) and 0.0367° (white frame)

2008, forced with 6-hourly analysis data at the lateral boundary and daily sea surface
temperatures- both from ERA-interim. WRF was compiled at HLRS with PGI 9.04
with openMPI libraries. This is because PGI is twice as fast as gfortran and since
ifort compilation is not suggested by WRF staff. At 0.11° the EURO-CORDEX
model domain covered 450%450*54 grid boxes (Fig. 1, red box) and the model was
run with a time step of 60s from 1989 to 2008. For the simulation 20 nodes were
requested (160 cores), the raw output data was about 80 TB. Within 24 h on the
NEC Nehalem Cluster it was possible to simulate 2.5 months. The whole simulation
(including waiting time between restarts) took ~ 8 months and ~ 800,000 CPU hours.

For the convection permitting simulation experiment a domain of 800*800%54
grid boxes of approx. 4 km horizontal resolution was nested in the EURO-CORDEX
model domain (white frame in Fig. 1). A simulation with a model time step of 20s
was run from 15th Mai to 1st September 2007. The simulation took 1 month on the
NEC Nehalem Cluster.

3 Simulation with WRF-3.3.1 on the CRAY X6

Precipitation and soil moisture results of this simulation were analysed [16,26] and
due to the results in the beginning of 2012 the simulation was repeated with an
updated version of WRF (Version 3.3.1) on the CRAY X6 at HLRS. WRF was
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Fig. 2 Map of Germany, the evaluation area from Warrach-Sagi et al. [26] of SW-Germany and
NE-Germany are indicated by a red and orange frame

compiled at HLRS with PGI 11 with openMPI 1.4. This simulation was carried out
for the 0.11° domain (red frame in Fig. 1) without nesting to an intermediate grid
but a 30 grid box wide boundary. The simulation of the 480%*468%*54 grid boxes with
a 60's model time step was run from 1987 to 2009 on 40 nodes (1,280 cores), within
24h 5 months were simulated. Within 3 months the simulation was completed and
approx. 90 TB of raw output data were produced. This simulation was completed
in April 2012 and is currently under evaluation e.g. within the EURO-CORDEX
(www.euro-cordex.net) ensemble of regional climate models [25].

4 Results

For Germany (Fig. 2), the German Weather Service (DWD) processed a consistent
1km? gridded dataset of daily precipitation (REGNIE = Regionalisierung von
Niederschlagsdaten) from 1961 to 2009. REGNIE is generated from about 1,200
precipitation measurement stations interpolated on a 1 x 1km? grid over Germany.
During the interpolation, also the station elevation and exposition are considered.
Richter [24] gives the climatological (1961-1990) monthly mean undercatch of the
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Fig. 3 Mean summer precipitation for 1989-2008 from the REGNIE data (left) and the difference
of the WRF 3.1.0 simulation to REGNIE on the 0.11° grid (right)

german precipitation gauges used in the REGNIE data. It is between 5.6 % in July
in very protected locations below 1,000m in southern Germany up to 33.5% in
February below 700 m at non-protected gauges in eastern Germany. The annual
mean precipitation between 1961 and 2009 varied between 584 mm in 1976 and
1,005 mm in 2002. Figure 3 shows the mean summer precipitation for 1989-2008
from the REGNIE data and the difference of the WRF 3.1.0 simulation to REGNIE
on the 0.11° grid. A wet bias is seen in the northern half of Germany, especially in
the coastal areas. Further the so called windward-lee effect is seen at the mountain
ranges, i.e. a wet bias in the windward side and a dry bias on the lee side of the
mountain ranges. This is especially obvious in the black forest region in southwest
Germany. For hydrologists e.g. it is important that the precipitation is simulated
in the correct river catchment. Systematic biases in precipitation amounts may be
corrected (e.g. [12]), but it is problematic, if the rain falls in the wrong catchments,
and catchments e.g. devide at the top of mountain ranges. From Fig. 4 it can be seen
that this windward-lee effect vanishes in a convection permitting simulation, but a
dry bias is visible.

For EURO-CORDEX WRF-3.3.1 was applied at 0.11° resolution forced with
ERA-Interim data at the lateral boundaries. Figure 5 shows the mean summer (JJA)
and winter (DJF) precipitation from 1989 to 2008 for Germany.

In comparison with the WRF-3.1.0 simulation in summer the mean bias over
Germany was reduced, but in the south the simulation with WRF-3.3.1 is wetter.
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Fig. 4 Summer mean precipitation in 2007 from REGNIE (leff), WRF-3.1.0 at 0.11° (middle) and
WREF-3.1.0 at 0.37° (right)

In summer the bias is highest, however, in this season a lot of local convection
induced precipitation occurs. The lowest precipitation bias is simulated in autumn
(not shown). The evaluation of the WRF-3.3.1 simulation is ongoing, mainly in the
ensemble evaluation within EURO-CORDEX (e.g. [25] evaluated the simulation of
heat waves in Europe).

5 Conclusion

The natural deviation of boundaries from global models from the true state due to
model physics and assumed initial conditions, inconsistent physics between global
and regional models, and the poor representation of orography and the heterogeneity
of land-surface-vegetation properties in RCMs at 10-50km resolution result in a
large gap in our knowledge concerning regional impacts of climate change [11, 17]
due to a reduced skill of regional simulations of feedback processes between the
land-surface and the atmospheric boundary layer as well as of clouds and precip-
itation development. Doherty et al. [11], who summarized the research needs that
shall follow IPCC AR4 and the new Strategic Plan of the World Weather Research
Program (WMO [27]) come to consistent conclusions concerning the promotion
of research in two areas: (1) High-resolution, advanced mesoscale atmospheric
ensemble modeling, and (2) high-resolution variational data assimilation, e.g., for
testing and improving regional climate models in weather forecast mode. The scope
of the WRFCLIM project, is to investigate in detail the performance of regional
climate projections with WRF in the frame of EURO-CORDEX at 12 km down to
simulations at the convection permitting scale within the DFG funded Research Unit
1695. The main objectives of the convection permitting simulations of WRFCLIM
are as follows:
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between the WRF-3.3.1 simulation and REGNIE
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* Replace the convection parameterization by the dynamical simulation of the
convection chain to better resolve the processes of the specific location and actual
weather situation physically.

* Gain of an improved spatial distribution and diurnal cycle of precipitation
through better land-surface-atmosphere feedback simulation and a more realistic
representation of orography to support the interpretation of the 12km climate
simulations for local applications e.g. in hydrological and agricultural manage-
ment.

Special attention will be paid to the land-surface-vegetation-atmosphere feed-
back processes. Further, the model will be validated with high-resolution case
studies applying advanced data assimilation to improve the process understanding
over a wide range of temporal scales. This will also address whether the model is
able to reasonably represent extreme events.
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